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Introduction

 Controversies, a Path Forward for Prevention, 
and Summary of this Volume

 Major Controversies in Sexual Assault

Any field of science is not without its controversies and the field of sexual 
assault research is no exception. This section will provide an overview of 
eight important but controversial issues in the contemporary sexual assault 
field. Further research that provides a basis for increased understanding and 
perhaps resolving these controversies represents an important path forward 
for advancing the science around sexual assault and sexual assault 
prevention.

 The Incidence of Sexual Assault: “One in Four”?
Epidemiology is the scientific study of the incidence and prevalence of health 
problems. Incidence is defined as the frequency of new cases of the phenom-
enon and is usually given with respect to both a specific time-period, e.g., the 
incidence of sexual assault in a one-year period would be the rate of new 
cases of sexual assault in that time-period; as well as by the size of the popu-
lation, e.g., the incidence of sexual assault is x within a year for the y million 
female undergraduate students in the United States. Prevalence, on the other 
hand, is the number of cases that are current, which is a combination of new 
cases plus previous cases. Prevalence in some sense is a cumulative num-
ber—with lifetime prevalence providing just that—the frequency of sexual 
assault occurring sometime in an individual’s life.

Obviously, within the epidemiology of sexual assault there are a number 
of complex issues that need to handled well to derive accurate numbers: (a) 
how sexual assault is defined—e.g., does any sort of unwanted sexual contact 
count, e.g., does an unwanted kiss on a date count just as does forced vaginal 
penetration, or does an inappropriate touching of a chest when 5 by a 4-year- 
older sibling count as a case of sexual assault (or should it count as child 
sexual abuse, a different phenomenon, or as problematic sex play?) Sexual 
assault can be a vague term and it is useful to be more specific and clear about 
how this term is operationalized—e.g., is penetration involved in the statistic 
or simply any unwanted touching? One reason so many incidences are not 
reported as assault is that the recipient does not label them as such. Others 
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indicate that the incidents are not significant enough to be reported (e.g., an 
unwanted kiss on a date). Perhaps other distinctions between sexual assault 
and unwanted sexual touching are needed —something like unwanted minor 
sexual advances during a date. The latter are in no way being excused or con-
doned—just distinguished from something that is more serious. Second, 
should every self-report of sexual assault count as a true incidence or should 
some sort of screen or some sort of additional burden of proof be met, i.e., 
only “founded” cases that involve some sort of positive finding from some 
sort of reasonable investigation are included in the statistic? Should reported 
cases be used, or should self-report data of unreported cases also be used; or 
both? If formal reports of sexual assault are used, how does one deal with the 
fact that many self-reported instances of unwanted sexual contact are never 
formally reported at all: does one include in these epidemiological numbers 
only reported cases (assuming all are true), or does one take some sort of 
estimate of the number of unreported cases (e.g., only one in 16 cases is 
reported; therefore, every reported case is multiplied by 16) and use this esti-
mate to calculate incidence or prevalence? A further nuance to this issue is 
that Koss and colleagues (1987) in a classic study found that the report of 
sexual assault is subject to a number of important methodological variables 
such as the wording of questions (use of the word “rape” vs. use of something 
like “unwanted sexual contact”) as well as assessment strategy (face to face 
interviews vs. questionnaires) and thus these methodological characteristics 
can influence the epidemiological numbers reported.

Here are just a few examples of these sorts of problematic epidemiological 
statistics that are commonly reported:

• An American Association of University survey indicated that 1 in 4 women 
will be victims of sexual assault or misconduct—which can be taken as 
evidence of this commonly reported prevalence rate. However, those 
reporting penetration was 10.8%—and thus if penetration is taken to be a 
definitional criterion of rape—this rate decreases from 1 in 4 to 1 in 9.

• One in five women and one in 71 men will be raped at some point in their 
lives (a) (National Sexual Violence Center (nsvc.org). This organization 
also states on the same website: “One in 5 women and one in 16 men are 
sexually assaulted while in college (i),” which would problematically 
imply given the first statistic no woman will be raped after she graduates 
from college or that the rate of sexual assault in college is substantially 
greater than the general population).

• However, in a study of college-age females between the years of 1995 and 
2014 Sinozich and Langton (2014) found that the incidence of rape and 
sexual assault was 7.6 per 1000 for nonstudents and for students 6.1 per 
1000—a rate of about 1 in 164. This is obviously quite different than 1 in 4.

It is not the purpose of this section to clear up the numerous and complex 
controversies concerning the epidemiology of sexual assault. It is to say, 
however, that in science as well as any rational debate, accuracy and clarity 
are desirable characteristics. Perhaps the function of the phrase “1  in 4” 
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women will be raped is to have an important and desirable rhetorical func-
tion: individuals ought not to minimize this problem; it is a problem that 
ought to be taken seriously: sexual assault clearly occurs all too frequently. 
However, the persuasive and informative function ought to be achieved with 
accurate numbers with clearly defined terms. Moreover, there does not seem 
to be any cutoff that sexual assault advocates ought to be worried about, e.g., 
no one has argued that if “only” 1 in 200 individuals are sexually assaulted 
the problem is then unimportant. Scholars in the field are encouraged to use 
accurate numbers and precise terms regarding the incidence and prevalence 
of sexual assault, communicate assumptions or problems with these numbers, 
so that only clear accurate information is being disseminated.

 False Allegations
Relatedly, there is also a controversial issue of the existence of false allega-
tions of sexual assault. This is a multidimensional issue involving a moral 
dimension, a pragmatic dimension, and a scientific dimension. The moral 
dimension may currently be predominating and involves at least two interre-
lated issues: calling a true report of sexual report false is often seen as a moral 
failing as it further harms the sexual assault victim (and possibly even allows 
the perpetrator to abuse other individuals). This error arguably seems to be a 
legitimate moral failing—however, the only nuance to consider is that if the 
erroneous judgment is made in good faith (e.g., without bias toward women 
or toward victims, and after a reasonably thorough—but obviously faulty—
examination of all evidence, and so on) or it is made more problematically—
e.g., due to sexism. This moral problem of course can be rectified by simply 
believing all allegations of sexual assault—a course that at times seems to be 
advocated by some. However, the opposing moral consideration then comes 
into play: alleging that an individual committed a sexual assault when this 
individual did not also causes moral harm against that individual. It would 
seem that the best moral position would be to try to minimize both sorts of 
error and harm.

However, there seems to be a problematic meta-moral position taken and 
that is that merely asserting that false allegations exist is itself a moral failing. 
For some, it is a matter of morality that ethically one must always “believe the 
victim” (which of course is question begging) or in a less question begging 
form, “believe all women.” This position takes any rational scrutiny of the 
claim, or its evidence (or lack thereof) or any recognition of due process 
rights of the accused as in and of itself morally problematic. It also fails to 
recognize that false claims have been made in the past (see O’Donohue, 
Chap. 32, this volume); as well as the practical consideration that it is not a 
law of nature—i.e., an impossibility—that a person cannot falsely claim that 
sexual assault has occurred. These false allegations may be due to a complex 
array of factors including mental disorders, lying, intoxication, or suggest-
ibility (see Engle & O’Donohue, 2012). Of course, part of the rationale for 
the ethical condemnation of a belief in false allegations may be well- 
intentioned: it is certainly the case that historically and even currently in 
some situations, women’s true accounts of sexual assault are not believed. 
However, this can be a problem that can be more precisely stated: The field 
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needs to develop methods to distinguish between true and false allegations 
with a high degree of accuracy and in a way that is not further traumatizing 
to the victim. This is an important and urgent problem and is better formed 
than the simplistic and problematic “believe all victims or “believe all 
women.”

The pragmatic dimension is centered on how does one (and this can vary 
across contexts—e.g., a research context would be different than a legal con-
text) rationally determine whether an allegation is true or false? This leads to 
the scientific dimension and a complex research agenda. This is not an easy 
task but too little research is currently being reported that is oriented toward 
making progress on this problem. What standard of proof ought to be used? 
What evidence is relevant and how should it be analyzed? What evidence is 
most important? What ought to be done with missing evidence, especially if 
the claimant does not want to cooperate with the investigation? What should 
a procedure look like to come to some accurate judgment—should it involve 
cross-examination? Should it involve subpoena power? Should a recantation 
always be considered as sufficient evidence of a false report (even though a 
true allegation can be recanted)? What is relevant from either the alleged 
victim’s or alleged perpetrator’s past (e.g., a history of other allegations, a 
history of lying, or continued amicable relationships after the alleged 
assault?). Are current protocols for investigation sufficient or how can they be 
improved? Do current protocols involve any biases such as sexism or confir-
mation bias? These are critical questions that need to be addressed.

 Existence of a “Rape Culture”?
Some advocates in the sexual assault field have suggested that there is a rape 
culture. Rape culture typically is taken to mean ideologies that normalize or 
promote sexual assault. For example, Keller, Mendes and Ringrose (2018) 
stated:

According to feminists then, rape culture is manifested in a number of ways. While 
rape culture inevitably involves rape and sexual assault, it is also defined by a num-
ber of other harmful practices, including rape jokes, sexual harassment, cat-calling, 
sexualized ‘banter’; the routine policing of women’s bodies, dress, appearance, and 
code of conduct; the re-direction of blame from the perpetrator in an assault to the 
victim; and impunity for perpetrators, despite their conduct or crimes (Mendes, 
2015). We thus employ the term ‘rape culture’ to describe a multitude of practices 
that range in terms of legality, prevalence, and cultural acceptance (p. 24).

Phipps, Ringrose, Renold and Jackson (2018), on the other hand, provided 
a somewhat different definition of rape culture:

…refers to a set of general cultural beliefs supporting men’s violence against 
women, including the idea that this violence is a fact of life, that there is an associa-
tion between violence and sexuality, that men are active while women are passive, 
and that men have a right to sexual intercourse. These also produce prevalent ‘rape 
myths’ such as that women enjoy being raped, and give credence to the idea that 
there are ‘blurred’ lines around consent, which has generated widespread disbelief 
of rape victims and low conviction rates of perpetrators (p. 1).

We can see at least one problem immediately: the construct of rape culture 
has a good deal of variability in its definition. However, both definitions (and 
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there are other definitions) agree that the construct is complex: it has multiple 
dimensions and is linked to other more general problematic beliefs such as 
sexism. Secondly, there is a lack of scientific evidence for the existence of a 
rape culture. There are no measurement procedures to measure the presence, 
absence, or degree of “rape culture.” The definition also fails to acknowledge 
the true complexity of this construct in that it fails to acknowledge that all 
may not buy in or adhere to rape culture—one would hypothesize that femi-
nists certainly would create environments and safe spaces that would be 
inconsistent with this; but it also is the case that not all males would endorse 
such a culture. Some may not endorse the rape culture for reasons similar to 
feminists although some males may not endorse a rape culture as there are 
females that they care about and do not want to be sexually assaulted—wives, 
daughters, sisters, mothers, friends, and so on. The construct of rape culture 
paints indirectly a very negative and false view of males and such extraordi-
nary claims need extraordinary evidence, which is lacking. This is not to say 
that there are problematic attitudes in cultures that may interfere with pre-
venting sexual assault; however, it is to say that such a poorly defined, not 
currently measurable construct, may paint with too broad a brush. More care-
ful and nuanced work is needed.

 The Funding of Sexual Assault Research, Prevention, 
and Therapy
Efforts designed to positively impact sexual assault are grossly underfunded. 
There is too little money in local, state, and federal justice agencies to support 
victims and to prosecute sexual assault perpetrators; too little federal or pri-
vate grant money to research key issues in sexual assault; too little money on 
college campuses for prevention efforts (it is useful to compute a ratio of 
amount spent on college football vs. the amount spent on sexual assault—
from a behavioral economics point of view it would seem that college cam-
puses value touchdowns more than safe campuses); and too little money 
spent in trying to rehabilitate perpetrators (e.g., there is no DSMV category 
of “rapist” in the paraphilias and therefore cannot receive third-party pay-
ments for therapy delivered to these individuals). It would be useful to deal 
with this practical issue and determine what constitutes a fair and reasonable 
amount of funds to support all dimensions of the sexual assault field. This 
would seem to be a priority for sexual assault advocates.

 Evidence-Based Practice
Evidence-based practice is a useful construct that has positive effects on the 
quality of services in health care in general. Basically, the idea is that inter-
ventions (including assessments) ought to be continually evaluated by scien-
tific study such as randomly controlled trials and only those that produce the 
best results (including effectiveness and safety) be disseminated. In addition, 
there is a notion of evidence-based assessment, where any purported mea-
surement procedure is examined for its error rate by understanding its psy-
chometric properties such as reliability and validity. However, too often in the 
field of sexual assault, fads, anecdotes, or extra-scientific concerns like poli-
tics have influenced practice and thus too few have received the best 
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 evidence- based sexual assault prevention programming. More needs to be 
done to make the data relevant to key practical decisions in this field clearer, 
available, and transparent.

 DSM Diagnosis and Rape Perpetrators
As stated previously there is no diagnostic category for a rapist. This needs to 
change. In general, mental disorders in the DSM5 (American Psychiatric 
Association, 2013) are defined as:

 1. A behavioral or psychological syndrome or pattern that occurs in an 
individual

 2. The consequences of which are clinically significant distress (e.g., a pain-
ful symptom) or disability (i.e., impairment in one or more important 
areas of functioning)

 3. Must not be merely an expectable response to common stressors and 
losses (e.g., the loss of a loved one) or a culturally sanctioned response to 
a particular event (e.g., trance states in religious rituals)

 4. That reflects an underlying psychobiological dysfunction
 5. That is not solely a result of social deviance or conflicts with society
 6. That has diagnostic validity using one or more sets of diagnostic valida-

tors (e.g., prognostic significance, psychobiological disruption, response 
to treatment) that has clinical utility (e.g., contributes to better conceptu-
alization of diagnoses, or to better assessment and treatment)

These definitional criteria of mental disorder have received a lot of criti-
cism: including whether existing diagnostic conditions currently included in 
the DSM5 actually meet these—e.g., given how little is known about the 
“psychobiological dysfunction” underlying most mental disorders (criterion 
4). However, it seems like if a paraphilia like pedophilia meets these criteria 
then some sort of “willingness to rape or arousal to rape” ought to also. Rape 
ought to be seen as a paraphilia and treated by mental health professionals.

 Memory Wars
There are unresolved issues in the science of remembering trauma (see 
McNally’s (2003) classic book). Key questions include: are memories of 
sexual assault trauma recalled with significant detail—at least for the central 
components such as what was done—or is trauma remembered poorly so that 
a rape victim’s account will typically contain significant gaps or inconsistent 
statements? Or even more strongly, can trauma be completely repressed so 
that the victim even comes to believe for at time that he or she was never 
assaulted—but after some sort of memory trigger has detailed memories 
rushing back? These issues are battles in what is known as “the memory 
wars” and have received a lot of attention in recent years. In some ways this 
also pits factions in the field—those more influenced by science against those 
more associated with practice and what the APA problematically calls “pro-
fessional knowledge.”
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This issue is related to the general notion of evidence-based practice 
above. Again, the field needs to orient more toward science and less away 
from mere political advocacy.

 Low Reporting Rates and Low Rates of Successful Prosecution
This is an important pragmatic problem in the field that needs attention. How 
can more victims report their assaults in a way that is effective, supportive, 
and non-traumatic? How can these victims feel comfortable about pursuing 
further adjudication, particularly criminal prosecution so that hopefully they 
can feel some sense of justice and closure and perpetrators can be justly pun-
ished and prevented from victimizing others? Cummings and O’Donohue 
(2019) have developed a barrier screen as well as an interview protocol for 
use with sexual assault victims that have some preliminary data on its accept-
ability. However, more efforts are needed so that sexual assault perpetrators 
end up being punished instead of having a low probability of detection, pros-
ecution, and sentencing.

 Understanding and Preventing Sexual Assault: A Path 
Forward

 A Developmental Socio-Ecological Approach to Preventing 
Sexual Assault Across the Lifespan

Sexual assault does not exist within the bodies of individual perpetrators or 
victims like some rare disease. The problem of sexual assault does not occur 
in a vacuum. There are a host of individual, relationship, community, societal, 
and environmental factors that all serve as either risk factors or protective 
factors. Of course, for sexual assault to occur at least two individuals need to 
be involved; hence, there also is an interaction between perpetrator variables 
and victim variables. These risk factors, the data and theories that attempt to 
explain and expose them, are the focus of several chapters in this volume. 
Certainly, sexual assault shares characteristics and risk factors with other 
forms of interpersonal violence such as child abuse, bullying, dating vio-
lence, and spouse abuse. The problem of preventing violence in relationships 
has drawn attention from investigators from diverse fields including 
Psychology, Sociology, Public Health, Social Work, Psychiatry, Medicine, 
Neuroscience, Criminology, Gender Studies, Nursing, and Education. Almost 
without fail, journal articles addressing relationship violence include a sec-
tion describing the implications of research results for prevention. Until 
recently, however, most violence prevention efforts have focused on reducing 
the incidence of assaults by strangers, despite long-standing evidence that 
people are twice as likely to be victimized by an acquaintance/friend, relative, 
or intimate partner (Catalano, 2007). As is typical with many efforts to 
address important social problems, sexual assault prevention efforts have 
been largely spearheaded by advocates, and research has generally followed 
their lead. Early efforts to prevent sexual assault focused on preventing vio-
lent assaults by strangers (Schewe & O’Donohue, 1993). College freshmen 
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were given rape whistles, women were taught to use their keys to defend 
themselves against an attack, and emergency call boxes and increased light-
ing were installed on college campuses. Increased understanding that sexual 
assault often occurs within relationships has led to efforts to prevent men 
from assaulting or abusing their partners, efforts to teach young people 
healthy relationship skills, and efforts to teach bystanders how to safely inter-
vene to prevent sexual assault among their friends and acquaintances.

The focus of this handbook is the integration of theory, research, and prac-
tice, guided by a vision of developing policies and programs to facilitate heal-
ing, promote healthy relationships and prevent sexual violence within society. 
One of the core questions that drive prevention research is, “What can be 
done from the start and throughout the lifecourse to maximize the probability 
of children developing in wholesome ways?” Anyone who works with survi-
vors of sexual assault quickly realizes that the only humane way to address 
sexual assault is to prevent it in the first place. In the early 1990s, Schewe and 
O’Donohue worked to develop educational interventions directed towards 
college males intended to instill knowledge, attitudes, beliefs, and skills that 
would prevent them from committing rape (Schewe & O’Donohue, 1993a, 
1993b, 1996). From those projects, they learned that educational interven-
tions with college males are entirely insufficient, and that if we are to be suc-
cessful in preventing rape we must intervene at all developmental stages and 
address all levels of the social ecology (individual attitudes, beliefs and 
behaviors; relationship skills; community values, policies and norms; and 
societal/cultural values, policies, and laws). To further complicate this socio- 
ecological lifespan approach, programs, treatment, and policies are needed to 
address primary, secondary, and tertiary prevention. At the primary level, 
programs and policies are designed to prevent first instances of sexual assault, 
focusing both on potential perpetrators and victims. At the secondary level, 
programs, treatment, and policies are directed at increasing early detection of 
victims, or identifying and intervening with individuals at higher risk for 
either perpetration or victimization (i.e., delinquent individuals, run-aways, 
substance users, etc.). Tertiary interventions are aimed at restoring function-
ing for survivors of sexual violence, or preventing recidivism among 
perpetrators.

Clearly, the focus and methods of sexual assault prevention will vary 
widely depending upon the developmental stage of the target audience. 
Interventions directed at the Individual and Relationship level often focus 
on educational efforts at various developmental stages. The following exam-
ples of interventions are not intended to be exhaustive, but rather are intended 
to spark ideas regarding potential areas of intervention using developmental 
stages, levels of prevention, and the social-ecological model as a guide.

Young Children. Primary—Promote social emotional skills and emo-
tional intelligence. Secondary—Provide resources and treatment for chil-
dren in families that are exposed to domestic violence. Tertiary—Provide 
referrals for child victims of sexual violence and their families. As mandated 
reporters, teachers need to report suspicions of child abuse to their state’s 
child protection agency. Since the tertiary level of prevention is really 
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 intervention after sexual abuse has occurred, it will not be covered in detail 
here but is addressed elsewhere in this Handbook.

Early Elementary. Primary—Continue to teach social-emotional skills, 
build language for respect, teach respect, sharing, and equality. Instill ethical 
principles of autonomy, justice, beneficence, and non-maleficence. 
Secondary—Child victims may respond with either internalizing or exter-
nalizing behaviors. Be sensitive to children who suddenly begin acting out, or 
who may become overly compliant or shy and withdrawn.

Elementary. Primary—Work to prevent bullying. Implement bullying 
prevention programs. Teach healthy communication skills. Secondary—
Directly intervene in bully–victim relationships. Provide education and sup-
port to all parties.

Middle School. Primary—Begin to address dating violence and healthy 
relationship skills. Secondary—Identify aggressive or sexually aggressive 
students, as well as overly shy or withdrawn students. Provide them with 
additional mentoring. Engage them in conversations and encourage them to 
share their experiences. Encourage participation in supervised afterschool 
activities.

High School. Primary—Begin to address sexual assault more directly, 
continue teaching healthy relationships skills and begin to incorporate rape 
myths, consent, healthy sexuality, and bystander intervention concepts. 
Secondary—Address the use of pornography. Develop specialized interven-
tions for youth identified as sexually aggressive or those who abuse 
substances.

Parenting. Primary—Parents need to be taught how to adequately super-
vise their children, and to understand that children are often victimized by 
individuals who are known and trusted by the family. Parents can teach chil-
dren body autonomy and respect, and should practice nonviolent forms of 
discipline. Secondary—Parents should teach their children proper labels for 
body parts (e.g., penis and vagina) and let them know that they can safely talk 
to their parents or other trusted adults (e.g., teachers, doctors, police) about 
sex. Parents can talk to young children about secrets, and that it is okay to 
disclose secrets to a trusted adult. As children grow, talk to them about bully-
ing, about dating, and about sex. Make expectations clear, and keep lines of 
communication open. Tertiary—Parents are often the first ones to discover 
or suspect sexual victimization. This is often difficult because the perpetrator 
is often someone loved or trusted by the parent. Parents should express sup-
port and belief to their child, and enlist the help of professionals from medical 
centers, rape crisis centers, child advocacy centers, or law enforcement to 
help navigate a path forward.

Community-Level Interventions: While many individual and relation-
ship risk factors can be addressed through education, Community and Societal 
level responses require a different approach. At the Community Level, 
resources, community norms, policies, training, alcohol-related policies, etc. 
need to be addressed. For instance, what if alcohol were allowed at college 
Sororities, but banned from college Fraternities? This change in community- 
level policies could have a significant impact on sexual assault on college 
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campuses. Other community-level interventions could involve training bar-
tenders and bouncers in sexual assault and bystander intervention.

Societal-Level Interventions: Of course, all of the levels of the social 
ecology and developmental stages exist with societies. Again, the ethical 
principles of autonomy, justice, beneficence, and non-maleficence can be 
applied here. Constructs to be addressed here include patriarchy/equality 
between genders, fair judicial proceedings, respect for each person’s auton-
omy/right to self-determination. Societal interventions generally entail the 
creation of laws and policies. The movie rating system that restricts access or 
warns of sexually explicit or violent material is one set of policies intended to 
protect children from exposure to potentially harmful material. Title IX poli-
cies, statutes of limitations for prosecuting sex offenses, rape shield laws, 
orders of protection, efforts to remove guns from domestic violence offend-
ers, zoning laws that separate bars from schools, and sex offender registration 
are all examples of laws and policies that have attempted to address sexual 
assault.

Special Populations: Within each of the levels of the social ecology and 
developmental stages, of course, are special populations that warrant special-
ized attention. Developmentally delayed individuals, individuals with dis-
abilities, LGBTQIA individuals, and prisoners are just a few examples of 
special populations where sexual assault is a particular concern and where 
specialized interventions are warranted. Race, religion, nationality might also 
warrant special attention, as well as those affiliated with specific institutions 
(i.e., military).

The goal of this handbook is to compile much of what research has taught 
us about sexual assault, as well as to identify a path forward in the under-
standing and prevention of sexual assault. The prevention of sexual assault is 
an amazingly complex problem to solve, and it will take the combined efforts 
of advocates and professionals from diverse fields to accomplish this goal.

 Summary of the Book

This handbook is divided into 7 major sections that explore prevention, inter-
vention, risk factors, and other topics related to sexual assault victimization 
and perpetration.

The first section, Theories of Sexual Assault, includes two chapters that 
conceptualize sexual assault using separate theoretical frameworks. Sasha 
and Levand (this volume) present literature on the emergence of feminism 
and its intersection with sexual assault. Second, Huppin, Malamuth and Linz 
(this volume) discuss how evolutionary psychology might explain the pres-
ence of sexual violence and elucidate methods of reducing the prevalence rate 
of victimization and perpetration.

The second section, Culture and Society, is dedicated to chapters focused 
on how culture as well as societal issues and policies explain sexual assault. 
McMahon (this volume) explains the evolution of the anti-rape movement, 
spanning back to the founding years of the United States. Benuto, Gonzalez, 
Casas, Newlands, and Leany (this volume) discuss the extant literature on 
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sexual victimization of ethnic minority individuals, as well as provide per-
spectives on culturally sensitive practices to utilize when interviewing and 
treating these populations. McMahon (this volume) discusses social and legal 
policies (e.g., Clery Act; Title IX; Violence Against Women Act) developed to 
target sexual assault and provides recommendations for future social policy 
development. McDonald (this volume) highlights the historic impact of the 
#MeToo movement and the role of social media to create, reflect, and rein-
force public perception around sexual assault on an increasingly politicized 
platform. Both Bridges (this volume) and Foubert, Blanchard, Houston and 
Williams, Jr. (this volume) provide perspectives of the effects of pornography 
use on the prevalence of sexual assault, as well as how additional factors (e.g., 
age, culture) moderate these associations. Ryan (this volume) provides a 
review of rape myths, how these reframe societies’ attitudes and beliefs of 
sexual victimization, and recommendations for how to intervene to change 
these misbeliefs.

Next, the third section, Risk Factors of Sexual Victimization and 
Perpetration, presents literature on multiple risk factors related to the perpe-
tration of sexual assault, as well as risk of victimization. Yucel, Cantor, Joppa, 
and Angelone (this volume) provide a review of commonly studied risk fac-
tors, including demographic, individual, behavioral, and environmental risk 
factors, as these pertain to sexual victimization. Mouilso and Wilson (this 
volume) discuss the underlying mechanisms by which alcohol is associated 
with increased risk of both sexual assault victimization and perpetration. 
Messman-Moore and Salim (this volume) present literature on risk recogni-
tion, how this influences the likelihood of victimization, as well as factors 
that affect individuals’ perceived risk. Marshall and Marshall (this volume) 
provide a critical review of the extant literature on empathy deficits in perpe-
trators of sexual assault and discuss the limitations of using this construct as 
a primary target of sexual offender treatment. Wojcik and Fisher (this volume) 
discuss typologies (i.e., patterns of characteristics) of four major categories 
of sexual offenders: adult rapists, child abusers, female offenders, and cyber 
sexual offenders. Vechiu (this volume) reviews the theoretical framework of 
hypermasculinity as it pertains to sexual assault perpetration, including socio-
cultural factors that influence the development of hypermasculinity.

The fourth section, Victimology, discusses the after effects victims of sex-
ual assault often suffer from post-assault. Arditte Hall, Healy, and Galovski 
(this volume) examine literature regarding short-term and long-term negative 
outcomes commonly experienced by sexual assault victims, including men-
tal, physiological, physical, and functional health concerns. Dworkin and col-
leagues (this volume) then provide a comprehensive review of theories 
explaining the development of posttraumatic stress disorder after being a vic-
tim of sexual violence, including symptoms and risk factors, as well as treat-
ments to address the psychological sequela. Bhuptani and Messman-Moore 
(this volume) discuss the effects of blame and shame on outcomes in victims 
of child sexual abuse and adult sexual assault, as well as how these can be 
targeted in treatment for victims. Mann and Naugle (this volume) discuss the 
evolution of our understanding of how recovered memories occur in the con-
text of child sexual assault cases, specifically. Zoellner and colleagues (this 
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volume) provide an in-depth review of how memory encoding of a sexual 
assault occurs (including physiological processes) and is often subject to 
biases. Vechiu (this volume) presents literature on the effects of sexual vic-
timization on sexual functioning, with an emphasis on sexual dysfunction 
disorders, and calls for an exploration of this in treatment for victims. 
Holcomb, Mahoney, and Lawyer (this volume) argue how impulsive decision- 
making is both a risk factor for sexual assault perpetration, as well as a nega-
tive outcome in victims of sexual assault, through an examination of 
underlying mechanisms linking impulsivity to cognitions and behaviors of 
both populations.

The fifth section, Prevention and Intervention, is an expansive section pre-
senting literature and recommendations on effective methods of both prevent-
ing and intervening in crimes of sexual violence. McMahon, Wood, and 
Cusano (this volume) provide a review of multiple theories (e.g., ecological 
theory, social learning theory) of sexual assault that explain prevention from 
micro- to macro-level systems approaches. Wood, Rikkonen, and Davis (this 
volume) provide a critical review of variability in definitions of consent and 
sexual assault, including those specific to the legal, academic, and military 
contexts, and how consent is both interpreted and conveyed. Mazar (this vol-
ume) discusses the existing interventions targeted at reducing the rate at 
which witnesses of a sexual crime avoid intervening (i.e., bystander), includ-
ing education about possible methods of intervening, as well as the limita-
tions of such intervention efforts. Bell, Coker, and Clear (this volume) provide 
a review of both in-person and technology-based bystander interventions 
commonly utilized in educational settings to prevent sexual violence. Stern 
(this volume) presents a novel mechanism for speakers to utilize when 
attempting to effectively deliver sexual assault prevention education: humor. 
Szoke and Hazlett-Stevens (this volume) examine the translation of the under-
lying mechanisms of change in mindfulness-based interventions, an evidence- 
based psychological treatment, into sexual assault treatment programs for 
both victims and sexual assault victim advocates. Leach and Orchowski (this 
volume) present a thorough review of both psychological interventions and 
medical treatments that victims often benefit from immediately post-assault 
to prevent and/or assuage the various long-term effects of sexual victimiza-
tion. Vechiu and Zimmermann (this volume) provide an overview of the effi-
cacy of various brief-focused and psychoeducational interventions available 
to victims to help overcome the barriers to obtaining psychological treatment 
this population is often subject to experiencing. Heffernan and Ward (this 
volume) explain how Ward’s “Good Lives Model” can be utilized to improve 
sexual assault offender treatment and reduce rates of recidivism, through the 
inclusion of additional risk targets and taking a more individualized approach 
toward designating treatment.

The sixth section, Sexual Assault and Law, is composed of chapters 
focused on how sexual violence is examined at various levels of the legal 
system. O’Donohue (Chap. 32, this volume) provides a literature review 
examining the rates of false allegations and discusses limitations in the mea-
surement of false rates of sexual violence. Rerick, Livingston, and Davis (this 
volume) discuss individual, societal, and other related factors that influence 
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how jurors make decisions in cases of sexual violence. Tellis and Spohn (this 
volume) present their data on decision-making in the criminal justice system, 
including that of officers’ decision to arrest and prosecutors’ decision to 
charge the perpetrator, and the effects of these two decision-making processes 
on the later stages of sexual assault cases. O’Donohue (Chap. 35, this vol-
ume) reviews extant literature pertaining to the steps victims take when 
reporting sexual violence to various entities (e.g., police; Title IX office) and 
barriers victims endorse that reduce their likelihood of reporting sexual vio-
lence. Caruso (this volume) discusses the process of a forensic sexual assault 
medical legal examination, including the role of a Sexual Assault Nurse 
Examiner and considerations in conducting the exam, given the acuity often 
experienced by victims post-assault combined with time restraints in com-
pleting the exam in a legally and medically appropriate manner. Beauregard 
and Reale (this volume) discuss both victim and perpetrator characteristics 
associated with an increased risk of a sexually violent crime ending in a 
homicide, and urge for literature to continue examining this and, importantly, 
address the current limitations in the measurement of these correlates.

The final section, Special Populations, explore themes addressed in other 
sections but provide considerations about how these factors and processes 
differentially occur across specific populations. Messinger and Koon-Magnin 
(this volume) present literature on sexual violence in LGBTQ communities, 
including risk factors and, especially, how this affects reporting and help- 
seeking in victims who self-identify as a sexual minority. Lopez, Yeater, 
Ross, and Vitek (this volume) focus on the intersectionality between sexual, 
ethnic, and gender minority status and how these variables influence the 
experience of sexual violence, as well as considerations in treating victims 
from these demographic backgrounds. Tyler and Wright (this volume) focus 
on sexual violence occurring in homeless populations, from a lifespan 
approach, and explore outcomes occurring at high rates within this popula-
tion. Bourgeois and Marx (this volume) discuss the multiple forms of sexual 
violence that occur in the military-context, as well as outcomes and treat-
ments utilized for victims of sexual violence in the military. Potter and 
Tewksbury (this volume) discuss the evolution of prison rape and both soci-
etal and political views toward the violence, culminating in the development 
of the Prison Rape Elimination Act, and how policies have affected the pre-
vention of this particular sexual crime. McCray (this volume) discuss how 
rape culture and hypermasculinity are often fostered in college athletic 
departments resulting in increased rates of sexual violence perpetration by 
athletes, as well as methods of preventing and identifying those athletic- 
contexts that require further resolution. Kaylor and Jeglic (this volume) focus 
on exhibitionism, describing the prevalence of this sexual crime and ways of 
rehabilitating offenders of this specific form of sexual violence. McDonald 
(this volume) explains how gang involvement is correlated with child sexual 
abuse in females, with an emphasis on the importance of addressing sexual 
abuse history in interventions aimed at reducing female gang involvement and 
sexual revictimization. Salfati (this volume) presents literature on how crime 
analysis may yield further identification of patterns of behavior that serial 
sexual offenders follow, thereby noting specific targets of individualized 
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 rehabilitation for high-risk repeat offenders. Nguyen and Naugle (this 
 volume) explore gender symmetry in the study of intimate partner sexual 
violence and methods of preventing an asymmetric approach towards investi-
gating this form of sexual violence that occurs at high rates across all genders. 
Harper (this volume) explains how coercive control is a mechanism utilized 
by perpetrators of intimate partner sexual violence resulting in negative emo-
tional, physical health, and behavioral outcomes that limit victims’ ability to 
depart from the relationship.
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A Feminist Perspective on Sexual 
Assault

Sasha N. Canan and Mark A. Levand

The word feminism is derived from the French 
term féminisme and is defined by Merriam- 
Webster (2018), who chose it as their 2017 Word 
of the Year, as “the theory of the political, eco-
nomic, and social equality of the sexes.” There are 
many different types of feminism that have devel-
oped throughout history and from a variety of 
theoretical perspectives. Within this chapter, we 
find feminist activist bell hooks’ conceptualization 
of feminism most useful when discussing sexual 
assault. She describes feminism as “a movement 
to end sexism, sexist exploitation, and oppression” 
(Hooks, 2000, p.  1). We choose this framing of 
feminism because it demands action in its use of 
the phrase “to end,” the ultimate goal of feminist 
work regarding sexual assault. Also, we choose it 
because with this definition, hooks asserts sexual 
assault is predicated on the concept of sexism, not 
simply a struggle between men (perpetrators) and 
women (victims). She goes on further to say that 
“…sexist thinking and action is the problem, 
whether those who perpetuate it are female or 
male, child or adult” (Hooks, 2000, p. 1).

The terms sexual assault, sexual violence, and 
rape all overlap with and diverge from each other 

in important ways. Definitions of each of these 
terms have changed over time, and currently, def-
initions may differ within and between research-
ers, activist, journalists, and the community at 
large (Kelly, Burton, & Regan, 1996). Beyond 
definitional incongruences, use of the terminol-
ogy is further complicated because we may 
choose to use certain terms over others due to 
varying connotations and linguistic powers asso-
ciated with each term. For example, due to its 
more intense emotional connotation presently, it 
is not uncommon for individuals to avoid using 
the term rape and, instead, substitute it for the 
less jarring term sexual assault. Due to the array 
of definitions and uses of these terms, when 
reviewing previous work in this chapter, we will 
retain the original wording used by the original 
speakers as to not distort their voice.

Nevertheless, when we use these terms our-
selves, we describe sexual violence as the broad-
est of the terms and rape as the most specific of 
the terms. That is, sexual violence encompasses 
both behaviors that involve attempted or com-
pleted bodily contact (e.g., sexual assault) and 
behaviors that may not include bodily contact 
(e.g., sexual harassment). Sexual assault only 
includes attempted or completed bodily contact, 
yet this contact can be either penetrative (rape) or 
nonpenetrative (e.g., grabbing genitals). Rape 
only describes attempted or completed bodily 
contact that is penetrative. Therefore, all rape is 
sexual violence, but not all sexual violence is 
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rape. The core commonality of all these terms is 
that they involve sexual or sexualized behaviors 
that occur without at least one involved person’s 
consent.

 Western Historical Ideas of Sexual 
Assault Pre-1960s

During the Colonial Era and into parts of the 
nineteenth century, rape was treated like property 
crime wherein women were the property of their 
fathers until they became the property of their 
husbands (Burgess-Jackson, 1999). If an unmar-
ried, virgin woman was raped, the crime commit-
ted was considered a crime against her father to 
whom the woman may now remain an economic 
liability if she could not marry (Donat & 
D’Emilio, 1992). Similarly, if someone raped a 
married woman, the rape was considered a prop-
erty crime against her husband. Remnants of this 
view of rape existed within US law as late as 
1993 when marital rape became a crime in all 50 
states (Bennice & Resick, 2003). Prior to this 
time, husbands could rape their wives without 
committing the crime of rape because, as women 
had previously been the property of their hus-
bands, the husband could not commit a property 
crime against himself.

Donat and D’Emilio (1992) discuss in their 
review of the historical foundations of sexual 
assault that, during this time, women were viewed 
as naturally sexually “pure” while men were 
assumed to have an innate sexual lust. It was 
women’s responsibility to use their purity to 
manage men’s lust. If a woman was sexually 
attacked she “needed to comply with male stan-
dards of her behavior by proving her nonconsent 
through physical and verbal resistance, and 
through immediate disclosure of the attack...” 
(Donat & D’Emilio, 1992, p. 10). However, any 
woman who defied these ideas of purity, either 
via consensual sex or rape, was considered to be 
corrupted (Donat & D’Emilio, 1992).

In the early twentieth century, perhaps coin-
ciding with the increasing popularity of the field 
of psychology, perpetrators were increasingly 
viewed as mentally unwell, “sick,” or having a 

diagnosable character disorder (Donat & 
D’Emilio, 1992). At this time, these views served 
to reduce the perceived control a perpetrator had 
over his actions, and therefore reduce his respon-
sibility of those actions. For example, Donat and 
D’Emilio (1992) review historical “sexual psy-
chopath laws” that allowed for men, particularly 
white men, to be sent to state hospitals instead of 
receiving jail sentences. This created public dis-
course which focuses conversations of sexual 
violence around the perpetrator’s experiences, 
not the victim’s experiences—“her victimization 
was simply a by-product of his pathology” 
(Donat & D’Emilio, 1992, p.  12). Again, when 
victims—who were exclusively considered 
women during this period—were brought into 
the conversation it was to either to note their now 
“fallen” or flawed status or to assert how their 
behavior contributed to their victimization 
(Rennison, 2014).

Prior to the 1960s, theoretical explanations of 
sexual assault and, more often, rape, specifically, 
centered around the Androcentric Theoretical 
Tradition. This model often described sexual 
assault in a biologically imperative manner 
(Marcus, 1992). Rennison (2014) notes that

…when these traditional perspectives discussed 
“gender difference,” it was done in a way to high-
light differences and to deny the presences of gen-
der inequality. For instance, disparities in strength 
and in aggression (in general) between males and 
females and the greater innate nurturing and care 
giving behaviors (in general) found among females 
compared to males were seen as reflecting the nat-
ural order of things… (p. 1619)

Because of this, few people advocated for social 
change as a means to curb sexual assault.

 Western Historical Ideas of Sexual 
Assault During and Post 1960s: 
Introduction of the Feminist 
Movement

It was not until feminist discourse began to enter 
the mainstream conversation about sexual assault 
in the 1960s that social change was demanded in 
order to address the issue (Donat & D’Emilio, 
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1992; Rennison, 2014). The feminist movement 
greatly concerned itself with addressing sexual 
assault (Donat & D’Emilio, 1992), and therefore, 
had a profound impact on the issue’s framing 
(McPhail, 2016). For example, in the first steps of 
the movement, feminists advocated that gender 
socialization, not merely biological sex, needed 
to be considered within criminological behavior 
research (Marcus, 1992; Rennison, 2014). In 
other words, feminists claimed that criminal 
behavior was affected by learned gender assump-
tions like the endorsement of adversarial sexual 
scripts—where sex is viewed as a conquest by 
men whose job it is to “get” sex from women—
instead of being affected by an inherent, 
unchangeable biological trait of men or women. 
Feminists also focused conversations toward the 
actual experiences of the women who were 
assaulted (Marcus, 1992; Whisnant, 2017) when 
the conversations had previously centered around 
either the perpetrator’s experiences or the wom-
en’s father’s/husband’s experience (Donat & 
D’Emilio, 1992).

Leading up to and during the 1960s, rape was 
primarily thought of as an act of sex rather than an 
act of violence (Donat & D’Emilio, 1992). 
Because rape was sexually motivated, the victim’s 
sexual history was deemed relevant and could be 
included in legal procedures (Hegeman & Meikle, 
1980). As female desire for sexuality began to be 
legitimated during the Sexual Revolution, this 
could serve to further blame her for her own sex-
ual assault or rape—she must have “asked for it” 
(Donat & D’Emilio, 1992). Because of this, some 
scholars argued that rape was sometimes viewed 
as a punishment for deviance from the traditional 
feminine gender norms of purity (Donat & 
D’Emilio, 1992; Marcus, 1992). Feminists 
worked to reform policies that institutionalized 
the discussion of disproportionate gender vio-
lence suffered by women in order to better serve 
these women (e.g., Violence Against Women Act 
of 1994; Burt, Newmark, Norris, Dyer, & Harrell, 
1996). These changes included Rape Shield Laws, 
which excluded some victim characteristics—like 
the victim’s sexual history—from court proceed-
ings (Burt et al., 1996).

Additionally, as perpetrators were more often 
conceptualized as mentally “sick,” two distinct 
approaches to dealing with perpetrators arose: 
extreme penal sentences and rehabilitation 
through mental health systems (Donat & 
D’Emilio, 1992; Freedman, 1987). Neither 
approach provided practical justice or resolution 
to the affected women because, with both 
approaches, perpetrators were less likely to be 
convicted for their crimes (Donat & D’Emilio, 
1992). Feminists lobbied to include laws with 
several levels of sexual assault types that carried 
a wider range of penalties—some with mild pen-
alties and others with more serious penalties. 
This was necessary because few perpetrators 
were ever convicted with the harsh “all or noth-
ing” penalties in state statutes at this time; know-
ing that a perpetrator would be sentenced to life 
in prison, juries would be less likely to convict 
unless the rape was particularly violent or hei-
nous (Donat & D’Emilio, 1992). Simultaneously, 
feminists worked to dispel previous beliefs that 
perpetrators were helplessly controlled by their 
overwhelming sexual impulses and therefore 
were less accountable for their actions (Donat & 
D’Emilio, 1992).

Through these efforts, rape began to be recog-
nized as an act of violence, not sex (Donat & 
D’Emilio, 1992). Perhaps most famously, 
Brownmiller (1975) shaped the conversation 
with her work Against Our Will: Men, Women, 
and Rape, which suggested, among many things, 
that rape was about power and a form of male 
domination over women. Her work and others 
broadened the view of sexual assault from a 
micro lens at the interpersonal level to a macro 
lens that discussed how sexual assault is situated 
within the broader patriarchal culture and is cul-
tivated and substantiated by systems within that 
culture (e.g., Sanday, 1981). Feminist researchers 
have commented on this by saying, “in a feminist 
analysis, sexual assault is understood to be intrin-
sic to a system of male supremacy” (Herman, 
1990, p. 177) and “rape was no longer viewed as 
an outcome of an individual deviant, but a prod-
uct of a larger rape culture that condoned and 
excused male violence” (McPhail, 2016, p.  2). 
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These ideas helped to launch the sexual assault 
conversation into the political realm.

The authors of the New York Radical Feminists 
Manifesto of Shared Rape (1971) were credited 
with declaring that “when more than two people 
have suffered the same oppression the problem 
is no longer personal but political—and rape is a 
political matter” (Manhart & Rush, 1971, p. 1). 
Many scholars and activists describe that this 
“same oppression” not only includes acts of rape 
but also a ubiquitous fear of rape among women. 
Marcus (1992) reviews and critiques some of 
these ideas that women are “always either 
already raped or already rapable” (p.  386) and 
never not rapable. Because this fear of rape is so 
common for women, the constant threat limits 
their ability to be active participants in the public 
arena, including in politics (Donat & D’Emilio, 
1992). In fact, Brownmiller (1975) specifically 
discusses rape as a political function that pre-
serves a system of male dominance, which ben-
efits all men regardless of if they have ever 
committed rape.

 Types of Feminist Theory

Over the years, the broad spectrum of feminist 
ideologies have been conceptualized as historic 
waves (Genz & Brabon, 2009), as a spectrum 
(Whisnant, 2017), and as varied by discipline and 
purpose (Kelly et  al., 1996). Some disciplines 
(e.g., law and criminology) have been particu-
larly impacted by feminism, especially around 
views of sexual assault. For example, in trying to 
define feminist theories for a criminological lens 
of sexual violence, Rennison (2014) says:

As such, the phrase “feminist theories” refers to a 
decentered and diverse collection of perspectives 
and methodologies based on various ideas about 
the basic assumptions regarding inequality, the 
role of gender and gender relations, the issues and 
problems requiring attention, and the methods 
needed to address these issues and problems 
(p. 1618).

Below, we briefly examine a few different para-
digms of feminist theory, conceptualizations of 
feminist identities, and an overall feminist per-

spective of sexual assault. Due to the ebb and 
flow of feminist thought and leadership, the fol-
lowing feminist theory paradigms are listed 
loosely in chronological order of their broad 
influential debut.

 Liberal Feminist Theory

Liberal Feminist Theory is often concerned with 
policy and legal changes that foster equal eco-
nomic and social opportunities for women. 
Through structurally equal treatment of the law, 
symptoms of women’s oppression, which can 
include sexual assault, will be resolved. Rennison 
(2014) argues that although this theory is not 
directly related to sexual violence (because it 
addresses legal/economic issues broadly), it laid 
a foundation for the emergence of contemporary 
feminist theories that do. However, some femi-
nists criticize Liberal Feminist Theory for “play-
ing by the rules” of a governing system that is 
inherently unequal because it was built on patri-
archal values. For example, liberal feminist 
efforts to put forth new legislation and judicial 
policies that were still decided on by a heavily 
male-dominated legislative and judicial branch in 
the US; therefore, largely men still got to decide 
what opportunities and protections were permis-
sible for women.

Additionally, some modern feminists have 
moved beyond the liberal feminist’s push for 
equality in law and policy. Today, many feminists 
advocate moving toward equitability rather than 
equality because “a focus on equal treatment uses 
males as the yardstick by which females are 
treated,” which does not fix the underlying issues 
of women’s oppression in a patriarchy as it still 
holds a male standard (Rennison, 2014, p. 1620). 
For example, within prosecution of sexual 
assault, it is common to provide evidence that the 
victim “fought back” against her perpetrator in 
order to be certain that it was not a consensual 
experience (Donat & D’Emilio, 1992). Although 
some women do fight against their perpetrators, 
many women are not socialized to resort to phys-
ical violence in order to resolve conflict. Holding 
women to this “equal standard” of physically 
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 violent resistance may hinder women’s likeli-
hood of receiving justice in the judicial process.

 Radical Feminist Theory

Radical Feminist Theory finds that patriarchy is 
the key cause of gender inequality and sexual 
violence (Whisnant, 2017). Broadly defined, 
patriarchy is a social system that values tradi-
tional masculine social norms (e.g., strong, pow-
erful, stoic, sexually aggressive, protective) and 
where men disproportionately occupy positions 
of power. The radical feminist perspective frames 
sexual violence as not merely random acts of 
aggression but a means of social domination over 
women (Rennison, 2014). This social domination 
occurs because the continual threat of sexual vio-
lence perpetuates continual fear in women 
(Rennison, 2014). This theory helped to expand 
conceptualizations of sexual violence beyond 
stranger rape to include other types of rape (e.g., 
acquaintance rape) given that “…every man is a 
potential rapist and all women are potential vic-
tims” (Donat & D’Emilio, 1992, p. 17). Radical 
Feminist Theory has perhaps had the largest 
influence in framing sexual assault as an act of 
violence instead of an act of sex (e.g., 
Brownmiller, 1975).

Radical feminists and women of color femi-
nists criticized the liberal feminist sexual vio-
lence agenda both for not addressing racism, 
classism, poverty, etc. (McPhail, 2016) and also 
for reinforcing the patriarchy by working within 
the preexisting patriarchal confines. Marcus 
(1992) argues this by stating.

Attempts to stop rape through legal deterrence fun-
damentally choose to persuade men not to rape… 
they do not envision strategies which will enable 
women to sabotage men’s power to rape, which 
will empower women to take the ability to rape 
completely out of men’s hands. (p. 388)

Nevertheless, criticisms of Radical Feminist 
Theory also exist. Some, particularly intersec-
tional and transnational feminists, find the idea of 
a universal patriarchy and timelessness of sexual 
victimization narrow in scope because patriarchy 
and sexual victimization exist in varying degrees 

across culture and time (Donat & D’Emilio, 
1992). Others criticize Radical Feminist Theory 
because they credit it with focusing the women’s 
movement solely around negative issues, like 
rape (Donat & D’Emilio, 1992).

 Marxist Feminist Theory

Marxist Feminist Theory finds that the primary 
basis of sexual violence is class inequality; gen-
der is a secondary concern (Rennison, 2014). In 
traditional marriage where husbands are lone 
income earners and wives perform unpaid domes-
tic work, class forms the base for female disad-
vantage because of an economic master–slave 
relationship between husbands and wives 
(Rennison, 2014). Schwendinger and 
Schwendinger (1983) state that “inequality bred 
by a capitalist society enhances the conditions for 
female subordination and sexual violence…. In 
noncapitalist societies, rape is rare, and egalitari-
anism between males and females is high” 
(Rennison, 2014, p.  1621). Although this lens 
brings in important issues of the relatedness of 
gender and poverty, it stops short of examining 
the intersections of gender and poverty with race, 
citizenship, sexual orientation, and other impor-
tant social strata.

 Intersectional Feminist Theory

Intersectionality focuses on the idea that people 
occupy multiple social identities simultaneously, 
and each of these identities intersect with one 
another to form a person’s unique experience of 
the world, particularly as it relates to their experi-
ences of oppression. For example, a person can 
have the identities: indigenous, Mexican, immi-
grant, transwoman of low socioeconomic status. 
Each one of these identities has social implica-
tions alone and creates a distinct identity when 
layered together—the whole (person) is more 
than the sum of their parts (identities). 
Intersectional Feminist Theory notes the short-
comings of other theories focused on one iden-
tity, which can distort and misrepresent people’s 
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holistic experiences (Bright, Malinsky, & 
Thompson, 2016). By grouping all women 
together, singular identity theories assume that, 
for example, a woman who is trans, indigenous, 
Mexican, teenager, and low socioeconomic status 
has a similar experience of sexual assault com-
pared to a woman who holds other identities 
(e.g., cisgender, of American citizenship, White, 
middle-aged, and high socioeconomic status).

Kimberlé Crenshaw (1989), coined the term 
“intersectionality” first within discussions of 
employment discrimination and quickly applied 
Intersectionality to violence literature (Crenshaw, 
1991). Crenshaw (1991) discusses how both race 
and gender identities simultaneously and 
uniquely affect women of color’s experiences of 
violence. For example, Black women are more 
likely to experience sexual assault compared to 
both White women or Black men (Black et  al., 
2011). The layering of both racial and gender 
oppression creates higher risk for victimization 
for these women. If sexual assault is situated on 
ideas of power and control, Mustaine and 
Tewksbury (2002) argue that this increased vic-
timization makes sense because White men “may 
especially need to control minority women whose 
increasing status is particularly threatening” 
(p. 96).

Intersectional considerations also exist for 
perpetrators. Donat and D’Emilio (1992) discuss 
the racial myth of the “animalistic,” sexually 
uncontrollable Black man as it relates to sexual 
assault perpetration. This myth, born out of slave 
imagery, was used as a threat to all White women 
while simultaneously used as an excuse for White 
men’s violence toward Black men via lynching. 
Angela Davis (1981) uses Intersectional Feminist 
Theory to add classism to the discussion by 
addressing these intersections within the histori-
cal context of slavery—a form of both economic 
and racial domination. Further theorists have also 
addressed how these identities intersect with 
ableism, heterosexism, colonialism, as well as 
other identities.

Emerging as a blend between Intersectional 
Feminist Theory and Decolonial Theory—a the-
ory based on the concept of deconstructing the 
ways colonization has negatively impacted indig-

enous societies (Salem, 2014)—Transnational 
Feminism focuses on women’s issues on a global 
perspective where feminism is not solely defined 
by Western standards, particularly White Western 
women’s standards. Transnational Feminism 
seeks to address global women’s issues that affect 
different cultures, nationalities, and races in vary-
ing degrees without trying to westernize women 
across the globe. Transnational Feminism also 
critiques the idea of patriarchy as it often con-
tains problems of unidimensionality and univer-
sality while also failing to address cross-border 
gender relations and identities (Patil, 2013).

 “Doing” Gender Theory: Masculinities

Some gender theorists conceptualize gender as a 
performance, rather than an innate quality that a 
person holds. Similar to an actor performing on a 
stage, people perform their gender on the stage of 
life. Judith Butler (1988) explains that “gender is 
an act that has been rehearsed, much as a script 
survives the particular actors who make use of it, 
but which requires individual actors in order to be 
actualized” (p. 526). People learn how to perform 
these actions (gender expression) through learned 
gender scripts. That is, how to perform masculin-
ity and femininity is both actively learned (e.g., a 
father explicitly telling his son “a real man takes 
what he wants”) and/or passively learned (e.g., 
watching media that rewards male violence with 
“getting the girl”) within a culture. Feminist the-
ory of masculinities finds that some cultures or 
subcultures may endorse and, subsequently, teach 
men to perform different types of masculinity or 
perform traditional masculinity to varying 
degrees.

Messerschmidt (1993) argues that, because 
masculinity is not an inherent or fixed character-
istic, it must be continually accomplished by 
men. Because dominance and aggression are 
characteristics associated with traditional mascu-
linity, sexual violence against women is one way 
to accomplish this type of masculinity (Mustaine 
& Tewksbury, 2002; Rennison, 2014). This can 
especially be seen in revenge rape cases where, in 
an effort to restore threatened masculinity, some 
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men engage in sexual violence against romantic 
partners that have been unfaithful or have 
attempted to end the relationship (Rennison, 
2014; Schwartz, DeKeseredy, Tait, & Alvi, 2001). 
Godenzi, Schwartz, and Dekeseredy (2001) 
assert that performing masculinity is why men 
who are associated with hypermasculine peer 
groups (e.g., college athletic teams) are more 
likely to commit sexual violence against women.

Performing masculinity combines with 
Marxist Feminist Theory to create the Left 
Realist Gendered Subcultural Theory. This 
related theory addresses the Marxist shortcom-
ings of deemphasizing gender. Left Realist 
Gendered Subcultural Theory discusses how 
destructive economic policies (e.g., weak labor 
laws, deregulation of predatory money lending 
practices) make men’s attempts to accomplish 
masculinity more difficult, at least masculinity 
that values financial success as a means to 
attain power and control (Rennison, 2014). 
When it is difficult to accomplish masculinity 
through these means, men can turn to rape as a 
way of accomplishing masculinity because 
rape can afford them a different type of power 
and control (Rennison, 2014). Additionally, 
Schwartz et al. (2001) describe that men rape 
women especially when they have other men’s 
complacency, or even encouragement, for 
doing so.

 Feminist Framework Plus

A newer feminist theory that aims to understand 
sexual assault via “knitting” together several pre-
existing theories is Beverly McPhail’s (2016) 
Feminist Framework Plus. Each theory partially 
explains motivations for sexual assault, but no 
one theory fully explains it alone. She argues the 
need for a more comprehensive theory because 
the idea that sexual assault is motivated by power 
and control, not sex, “while very important and 
groundbreaking in its time, does not wholly 
account for the etiology of sexual assault” (p. 1). 
To look at sexual assault through a broader lens, 
she brings together five core ideas while noting 
the strengths and weaknesses of each.

The first, Patriarchal Power and Control, 
describes the key theme born of Radical Feminist 
Theory; sexual assault is about power and con-
trol. Sexual assault is a result of a male suprem-
acy and patriarchy, and, therefore, is political. 
Although McPhail critiques that this idea cannot 
fully explain sexual assault, she finds that it is 
one piece of the overall phenomenon. The second 
idea, Normative Heterosexuality Perspective, is 
similar to the first but acknowledges that sexual 
violence is both sex and violence at the same 
time. It frames rape as an inherent part of norma-
tive heterosexuality due to rape’s frequency of 
occurrence and the sexual pleasure those with 
more power (men) sometimes report receiving 
from aggressing against those with less power 
(women).

The third core idea of the Feminist Framework 
Plus holds that Intersectional Feminist Theory 
also possesses important explanatory power for 
understanding sexual assault. She explicitly notes 
that the intersection of oppressed identities 
“results in less credibility for women of color 
survivors as well as longer prison terms for rap-
ists of color” (McPhail, 2016, p. 6). The fourth 
core idea reflects the concepts of “doing” gender 
and masculinity where rape, rather than being a 
deviant sexual practice, is related to normative 
masculine practices (e.g., Malamuth, 1981). The 
fifth and final idea knitted into the theory is the 
Embodied Sexual Practice Perspective. This per-
spective brings discussions of rape inward focus-
ing on how it is experienced by the victim in 
order to, in part, acknowledge that rape does not 
carry the same experience for all women. It also 
finds that “rape is a sexually specific act with 
sexual consequences for the victim…” (McPhail, 
2016, p. 7).

Overall, these five core ideas blend together to 
assert five key concepts. One, rape is a sexual act 
that can create sexual consequences for the survi-
vor. Two, there are multiple motives for rape, not 
only power and control. Three, it is imperative to 
understand rape at both a political level while 
also addressing that it occurs at the individual 
bodily level. Four, there should always be an 
emphasis on the intersectional experience of rape 
which highlights oppressed identities. Five, rape 
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can do great harm to a survivor. Lastly, the “Plus” 
part of this theory aims to add developmental, 
biological, environmental, situational, and psy-
chological causal explanations for rape, which 
McPhail (2016) argues are often left out of many 
feminist theories.

Even with bringing together these varied fem-
inist explanations of sexual assault and rape to 
create a broader model with more explanatory 
power, the Feminist Framework Plus still has 
limitations. McPhail (2016) notes that it does not 
provide a theoretical explanation for female sex-
ual offenders, an area of research that, though 
historically neglected, is included in more con-
temporary sexual violence research. For exam-
ple, in a recent national sample of lesbian, 
bisexual, and heterosexual women, 9% of women 
who experienced sexual assault indicated that 
their perpetrators were other women (Canan, 
2017), giving evidence to an undertheorized topic 
in previous feminist perspectives of sexual 
assault: women as perpetrators.

 Feminist Identities Related 
to Sexual Assault

While people use different theories and para-
digms to understand sexual assault, feminists 
have also applied these theories to the modes in 
which they interact with sexual assault. Kelly 
et  al. (1996) describe various “feminist identi-
ties” or different modes of feminism as distinc-
tions to make sense of feminist activity, 
particularly in western countries. These authors 
describe four distinct feminist identities that, 
despite being conceptualized over 20 years ago, 
are still culturally relevant to the ways many fem-
inists interact with sexual assault today. These 
are: academic feminist, activist feminists, com-
mercialized feminists, and “power” and “victim-
hood” feminists.

Academic feminists aim to create knowledge 
about sexual assault from the perspective of 
women. However, theory has become increas-
ingly disconnected from action to create change 
around the issue or, at least, to create change out-
side of the institutions in which these academics 

work (Kelly et al., 1996). On the contrary, activist 
feminists predominantly aim to challenge the 
current social order through grassroots organiz-
ing of media awareness campaigns, policy cre-
ation, lobbying, etc. Activist feminists are often 
doing the community work “on the ground.” 
Many feminists, activist feminists in particular, 
criticize academic feminists and the knowledge 
they create because much of the information is 
inaccessible to the community at large.

Commercialized feminists are concerned with 
making feminism marketable and profitable. This 
occurs in both media and therapeutic services 
(e.g., films marketing as feminist blockbusters 
and feminist self-help books; Kelly et al., 1996). 
Kelly et  al. (1996) credit this type of feminism 
with creating the concept of “survival” after 
experiencing sexual assault. The shift in termi-
nology was developed within the self-help move-
ments to move away from the stigma associated 
with the word “victim.” They also note that the 
increased divergence between academic feminist 
and activist feminist helps to create commercial-
ized feminists. More specifically, they state that 
“it is the lack of connection between the first two 
which, in our view, adds power to the latter” 
(Kelly et al., 1996, p 96).

“Power” and “Victimhood” feminists concep-
tualize a dichotomy that Kelly et al. (1996) heav-
ily criticize as unhelpful to the overall cause. In 
this dichotomy, “power” feminists advocate to 
move away from victimhood framings of sexual 
assault as they find them to be disempowering to 
women. “Victimhood” feminists frame sexual 
assault within experiences of victimization in 
order to politicize the issue, and they, conversely, 
criticize the self-help movement’s depoliticiza-
tion of the issue. Both “power” and “victimhood” 
feminists overlap in that they both emphasize the 
importance of telling women’s stories in order to 
make private pain into public discourse. Kelly 
et  al. (1996) describe how both power and vic-
timization exist for people who have endured 
sexual assault in that

all sexual violence involves an experience of vic-
timization, and if individuals do not die as a conse-
quence they have physically survived… being 
victimized is what was done—a statement of 
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 historical fact; survival is what individuals who are 
victimized achieve in relation to, and often in spite 
of, that historical reality (Kelly et  al., 1996, 
p. 91–92).

 A Feminist Perspective of Sexual 
Assault

The plethora of feminist theories, some of which 
are identified above, allows for much philosophi-
cal and theoretical debate on what feminism 
entails. We have identified theoretical paradigms 
identifying the gendered experience on personal 
and systemic levels, in political and economic 
spheres, and from generalized, specific, and 
intersectional identities. With McPhail’s knitting 
together of several feminist theories regarding 
rape and sexual assault, we get closer to an under-
standing of the complexities of sexual assault as 
an individual and personal act that carries impli-
cations both for that person and for society more 
broadly. Even McPhail, however, identifies that 
the expertly knitted theories still have some 
shortcomings—namely, not having a frame for 
understanding female perpetration of rape and 
sexual assault. Therefore, although the above 
theories offer bits and pieces of rhetoric to under-
stand the phenomenon of rape and sexual assault, 
we must expand our scope to gain an overall fem-
inist perspective of rape and sexual assault.

 An Intersectional Imperative

Although women of color feminists have been 
doing intersectional feminism for decades, due to 
racial biases inherent within White western femi-
nism, Intersectional Feminist Theory has only 
recently begun to gain mainstream traction in 
sexual assault discussions. Its increasing accep-
tance is exemplified in McPhail’s inclusion of 
intersectionality in the Feminist Framework Plus. 
However, we argue a need to make Intersectional 
Feminist Theory the central component to an 
overall feminist perspective of sexual assault. 
When feminist theory lacks an intersectional 

grounding to reality, theories become increas-
ingly disconnected from the lived experience of 
individuals. When lacking an anchor to intersec-
tional experiences, concepts of gender, econom-
ics, power, and socialization—though 
exhaustively discoursed upon—offer little in the 
way of how sexual assault exists in our world and 
how we must address these issues. In other words, 
all other theoretical framings or feminist identi-
ties related to sexual assault lack holistic efficacy 
without Intersectional Feminist Theory.

With the joining of the various modes of femi-
nism discussed above, we see where academic 
feminism leaves gaps and activist feminism 
offers insight. This is exemplified in Friedman 
and Valenti’s (2008) book Yes Means Yes: Visions 
of Female Sexual Power & a World Without 
Rape—a book with an activist-focus on posi-
tively affecting rape culture and female sexual 
pleasure. The editors and contributors compile a 
view of female sexuality, pleasure, and sexual 
violence from a variety of lived experiences 
focusing on the nuances of identity in the sexual 
experience. They move toward a more intersec-
tional understanding of female sexuality by start-
ing with the lived experience and supplying a 
space to articulate differences, difficulties, and 
disparities with the intent to affect rape culture. 
They discuss body size, immigration, citizenship, 
race, pregnancy, and sex work among other iden-
tity factors. These examinations make clear the 
need for an intersectional feminist perspective by 
highlighting the possible oversight of various 
types of oppression by a single-dimension femi-
nist analysis.

In a more contextual example, the way Black 
women are subject to a sexual racism identifies 
how a simple gendered examination is not 
enough. Collins (1990) famously breaks down 
the racialization of female sexuality and White 
and Black womanhood. She says,

In this context of a gender-specific, White, hetero-
sexual normality, the jezebel or hoochie becomes a 
racialized, gendered symbol of deviant female 
sexuality. Normal female heterosexuality is 
expressed via the cult of true White womanhood, 
whereas deviant female heterosexuality is typified 
by the “hot mommas” of Black womanhood (p. 83)
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Collins identifies how female sexuality and 
womanhood is seen differently based on race. 
This examination stemming from the experience 
of Black, female sexuality—the source for dis-
cussing intersectionality (Crenshaw, 1989) and 
Patricia Hill Collins’ (1990) subsequent interro-
gation of the theory, embedding it further into the 
dialogue of sexuality—is another example of 
how this discussion benefits from more than just 
a monolithic gendered critique.

With the dawn of intersectional and transna-
tional feminism, we have a broader scope through 
which to view sexual assault. We see that femi-
nism offers an examination of gender, sex, age, 
power, economic situation, political context, etc. 
As such, a feminist perspective of sexual assault 
is critical of the many dynamics that exist within 
the experience of sexual assault—both as it 
occurs on an individual basis and as society inter-
acts with the concept and consequences on a 
macro level. Here, we briefly examine how four 
major components influence sexual assault 
through a more intersectional lens.

 Gender/Sex

As an activist and author, bell hooks (1984) first 
identified feminism as a movement to end sexist 
oppression in the mid-1980s. Several years later, 
hooks expounded on the idea, offering insight 
into the complexities of how feminism can move 
the discussion on sexual assault forward. For 
hooks, feminism is much more than the social 
schema that pitted women against men. When 
considering sexual assault in a patriarchal sys-
tem, many of the theorists above made gendered 
assumptions—that victims are always women 
and perpetrators are always men. While some 
authors identified this assumption, they did little 
to address the complexities of how sexual assault 
is portrayed beyond a unidirectional, binary gen-
dered experience. More recently, hooks 
elaborated:

When I boldly affirmed that I advocate feminist 
politics, folks wanted to know just what I meant by 
that. Their questions, their interrogations gave me 
the opportunity to challenge notions of feminism 

as being about women against men. It gave me the 
opportunity to share the definition of feminism that 
was for me clear and simple: “Feminism is a move-
ment to end sexism, sexist exploitation, and 
oppression.” Feminist politics aims to challenge 
and change patriarchy. (Hooks, 2015, para. 6)

As McPhail (2016) mentioned, the previous gen-
dered scope has been insufficiently useful in 
addressing female perpetrators. When men are 
raped by women, oppression may exist in the 
patriarchal system preventing men from seeking 
emotional or legal support. When the gender 
identity of a sexual assault survivor—transgender 
or gender nonconforming, for example—may be 
dangerous to discuss, report, or identify in a nar-
rative, what is needed to offer consolation and 
justice when their gendered experience is con-
tributing to the stigma of sexual assault? Activist 
campaigns such as the 1 in 6 drive (1in6, 2018), 
or studies on male survivors of sexual assault 
exemplify the usefulness of identifying oppres-
sion in ways that have brought about awareness 
moving toward social change. In the edited book 
Queering Sexual Violence, genderqueer author 
River Willow Fagan notes “people of all genders 
experience sexual violence and have valid needs 
for support and access to healing spaces” (Fagan, 
2016, p. 18). An intersectional feminist perspec-
tive of sexual assault includes the reality that 
sexual assault happens across all genders and is 
equally as intersectional in its support of these 
individuals.

 Race

The race of sexual assailants and sexual assault 
survivors cannot be overlooked in a feminist per-
spective that aims to end oppression. Sexual 
assaults do not exist outside of a racial context. 
When race is ignored, implicit bias and racist 
thoughts influence how we discuss and address 
individuals involved in sexual assaults. An inter-
sectional feminist perspective identifies how race 
plays a role in a given assault and the ways in 
which racial oppression may contribute to per-
ceived harm to individuals or groups. Collins 
(1990) discusses in Black Feminist Thought the 
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complexities of addressing rape within racial 
boundaries:

…to talk of White racist constructions of Black 
women’s sexuality is acceptable. But developing 
analyses of sexuality that implicate Black men is 
not —it violates norms of racial solidarity that 
counsel Black women always to put our own needs 
second. Even within these racial boundaries, some 
topics are more acceptable than others—White 
men’s rape of Black women during slavery can be 
discussed whereas Black men’s rape of Black 
women today cannot (p. 124)

Collins gives voice to the nature of how discourse 
on sexual assault can be influenced by race—in 
this excerpt, by identifying what is acceptable or 
unacceptable. She identities the difficulty in dis-
cussing race and sexual assault by illustrating 
how the current gendered/racial dynamics affect 
what is more or less acceptable to discuss in a 
given social context at a given time. The historic 
oppression of the sexualities of people of color—
from the rape of slaves discussed by Collins to 
forced sterilization noted by Angela Davis 
(1982)—has influenced how we discuss the exis-
tence of sexual assault in our world. A feminist 
perspective of sexual assault recognizes racial 
dynamics as inseparable from conversation of 
how oppression relates to sexual assault.

 Class/Economics

When sexual assault occurs in a heteropatriarchy, 
there is much to say about who had the economic 
power that gave them access to commit sexual 
assault or the economic power to avoid conse-
quences for sexual assault. For example, cases 
like Harvey Weinstein, Bill O’Reilly, and many 
other wealthy men in film and television have 
recently been exposed for sexually harassing and 
assaulting women in the industry for decades. Of 
the individuals who came forward against these 
men, several cited that Weinstein, O’Reilly, and 
others held key positions of power in the industry 
which kept the assaulted individuals from report-
ing their experiences lest they forfeit their own 
careers. These men held positions of economic 
power over their victims that both helped foster 
the sexual assaults as well as allowed these men 

to postpone or entirely avoid negative fallout of 
their actions. Therefore, there are economic cir-
cumstances for perpetrators, victims, and victims 
relative to their perpetrators that intersect with 
further identities (e.g., gender) to shape the con-
text of sexual assault.

Sexual assault in the context of sex work is 
another intersectional economic consideration. 
The radical feminist view of sex work often 
equates all sex work or prostitution to sexual 
assault (e.g., Jeffreys, 1997). Intersectional, 
transnational, and global feminist authors advo-
cate for examining sex work as beyond the view 
that all sex work is sexual slavery or violence 
against women (Jeffreys, 1997). Kamala 
Kempadoo (2001) notes that when sex work is 
reduced to “a violence inflicted upon women due 
to notions of a universality of patriarchy and mas-
culinist ideologies and structures…[it] dismisses 
the great variety of historical and socio-economic 
conditions, as well as cultural histories, that pro-
duce sexual relations and desire” (p.  38). 
Neglecting to identify the economic impact of 
sex work undermines the reality that it can be a 
form of income and survival for some individu-
als. When sexual assault occurs in the context of 
sex work, there may be laws preventing sex 
workers from reporting rape (New York 
Consolidated Laws, n.d.; Anderson, 2002); also 
some police themselves perpetuate sexual assault 
on sex workers (Deering et al., 2014). These real-
ities contribute to the oppression and stigmatiza-
tion experienced by sex workers.

 Political

In Friedman and Valenti’s (2008) book, Miriam 
Zoila Pérez (2008) writes a chapter about immi-
grant women and their experience of sexual vio-
lence. She discusses the way that sexual violence 
assumes an added layer of intersectional com-
plexity when considering structures of citizen-
ship, poverty, and racism. More specifically, 
immigration laws and policies can create and sus-
tain opportunities for perpetrators to sexually 
assault others, especially noncitizens, who hold 
less political power. When rape or sexual assault 
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occurs in the context of immigration, a simple 
awareness of gender and patriarchy offers an 
incomplete rhetoric to how we can move toward 
the end of this kind of oppression.

We must be clear in identifying the oppression 
in political power that impacts survivors and 
influences perpetrators’ decisions to move toward 
sexual violation. An intersectional approach to 
sexual assault understands that political climate 
will shape a survivor’s experience of sexual 
assault (e.g., political decisions to insufficiently 
fund rape crisis centers, victim blaming com-
ments made by political officials). Furthermore, 
additional political intersections exist when it 
comes to police abuse of sexual power or the 
military’s use of sexual assault as weapon. While 
McPhail stated the importance of recognizing the 
many motives of individual perpetrators of sexual 
assault, we must also identify the political moti-
vations as part of a system, not simply an indi-
vidual’s relation to power, sexual pleasure, or 
socialization.

 Recommendations

We offer two key recommendations to address 
the problem of sexual assault. These recommen-
dations are broad as to include things that every-
one can do, not just people of one particular 
gender, one particular race, one particular class, 
etc. For example, although their help is essential 
to solving this issue, we cannot only recommend 
men to act. Men exist in all forms in the sexual 
assault process—as perpetrators, as victims, as 
bystanders, as advocates, and as the uninformed 
public that upholds rape culture. Therefore, in 
keeping with the need for an intersectional 
approach to this problem we offer general recom-
mendations which, we hope, can be adapted in 
culturally appropriate ways to fit calls to action 
for a variety of groups.

Our first and foremost recommendation is that 
it is imperative to see sexual assault as intersec-
tional. These above feminist theories imply that 
we need a more holistic understanding of this 

phenomenon in order to most effectively address 
sexual assault in our world. Perpetuating a belief 
about where or how sexual assaults happen while 
overlooking evidence contrary to this belief, 
holding a single group of people responsible for 
perpetration while ignoring other types of perpe-
trators, or believing that sex and power are the 
only dynamics that exist in a sexual assault are all 
examples of nonintersectional ways of working 
around sexual assault. We must first break free of 
the narratives ruling the sexual assault discourse 
that prevent us from seeing oppression in all 
forms caused by sexual assault—oppression of 
all genders, racial oppression, economic dispari-
ties, oppression of victims through legal chan-
nels, overlooking perpetrators, false accusations, 
or allowing sexual assault to be tolerated in soci-
ety. We start by seeking an education about sex-
ual assault that is trauma-informed and aware of 
the many facets present in sexual assault.

Our second recommendation is that it is 
important to understand the role we play as indi-
viduals in perpetuating an atmosphere that 
upholds sexual assault as permissible or, at the 
very least, inconsequential. In what ways do we 
partake in a society that allows a nonchalance 
about sexual assault, often called rape culture? 
These theories above carry the implications that 
we must identify our own biases and learned 
beliefs that prevent us from speaking out about 
injustices that happen around sexual assault. The 
simplest form of not perpetuating this atmo-
sphere is to avoid sexually assaulting people. 
This is, however, an incredibly low bar as a moral 
imperative for what these theories advocate. We 
must also analyze how we speak about sexual 
assault, to what extent we employ rape myths in 
our speech and beliefs, how our lived experience 
makes us responsible bystanders, or why we do 
or do not disclose our own sexually coercive 
experiences. We need to seek out how we can 
best work against the oppression of sexual assault 
in our life—talk to friends about it, ask teachers, 
counselors, or trained professionals about how 
we as individuals can work against these 
injustices.
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 Conclusion

With a seemingly endless matrix of intersectional 
identities, a feminist perspective of sexual assault 
encompasses more than the individual identities 
of a person. It includes an understanding of femi-
nism that offers insight about sexual assault that 
brings about freedom from oppression in a multi-
dimensional way. When we understand sexual 
assault to be a form of oppression, we might start 
from the lived experience and extrapolate the 
oppressive components.

Because individuals all have identities that 
may experience oppression in some way, we 
must consider the effects of sexual assault in the 
context of each of those identities. Though per-
haps incredibly obvious, these components are 
not mutually exclusive. The four components 
above are also not the only components to con-
sider—the list of identities is practically endless.

Whether a survivor is oppressed in a single- 
dimensional way or has a multifaceted oppres-
sive experience, a feminist perspective of sexual 
assault—rooted in the experience of the patriar-
chy as an oppressive system in a symbiotic rela-
tionship with other systems—identifies the 
oppression that uniquely exists as a result of sex-
ual assault. Because sexual assault happens to 
people of all kinds, a feminist response is equally 
varied and complex. A feminist perspective of 
sexual assault is intersectional. It is intersectional 
not only in its consideration of identity compo-
nents and oppressive factors therein but also in its 
ontological, teleological, and epistemological 
approaches.
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An Evolutionary Perspective 
on Sexual Assault and Implications 
for Interventions

Mark Huppin, Neil M. Malamuth, and Daniel Linz

Although acts of sexual aggression have been 
reported throughout human history, recently this 
topic has garnered much public awareness and 
concern. Many countries have publicly reckoned 
with the problem of sexual assault in recent years 
(Sengupta, 2017). In 2015, the World Health 
Organization and United Nations Office on Drugs 
and Crime launched a toolkit to help countries 
respond to sexual violence (WHO & UNODC, 
2015). Time magazine named “The Silence 
Breakers,” denoting the voices that launched the 
#MeToo movement, as its Person of the Year 
2017 (Zacharek, Dockterman, & Edwards, 2017).

In this chapter, we use an evolutionary psy-
chological (EP) perspective to discuss sexual 
assault and what might be done to reduce it. 
There has often been the misperception that evo-
lutionary psychological perspectives and femi-
nist ideology and goals conflict with each other, 
particularly on the topic of sexual assault. 
Although a discussion of such misconceptions is 
beyond the scope of this chapter, we note that 
over many years, researchers have attempted to 
dispel such beliefs (see, e.g., Buss & Malamuth, 
1996, and more recently https://blog.oup.
com/2014/02/evolutionary-psychology-affront-

feminism/ and https://quillette.com/2017/10/29/
human-behaviour-feminism/).

We use terms such as sexual aggression and 
sexual assault interchangeably herein, defined as 
acts that involve sexual contact whereby one of 
the individuals does not fully consent to the acts. 
These can include some use of physical force, 
threat, deception, or some other form of coercion. 
Rape is an extreme form of sexual assault.

EP perspectives seek to identify ultimate 
causes of behavior, complementing the focus on 
proximate causes characteristic of other psycho-
logical theorizing. In addressing ultimate causa-
tion, evolutionary psychologists have often asked 
whether the ability to inflict sexual aggression or 
to avoid it contributed to reproductive success in 
our species’ ancestral history, possibly giving 
rise to dedicated psychological mechanisms per-
taining to coercive sex. Although addressing such 
questions is standard in EP theorizing, some crit-
ics have raised concerns that this might imply 
that sexual aggression is “natural” in the sense of 
inevitable or morally neutral (i.e., “biology is 
destiny”), an implication we clearly wish to 
avoid. This is not an implication of the EP theo-
rizing discussed here (for a discussion of the 
error committed by critics by mistakenly infer-
ring this about the logic of evolutionary psychol-
ogy, see, e.g., Confer et al., 2010).

Much EP theorizing on sexual aggression has 
focused on models that implicate condition- 
dependent psychological mechanisms affecting 
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an individual’s propensity to coerce. As Buss and 
Greiling (1999) explain, such information- 
processing devices are “designed to take in cer-
tain classes of input, operate on that input with a 
set of decision rules, and transform it into output 
in the form of decision rules” (p.  212). 
Environmental experiences, particularly in criti-
cal early stages, are said to result in the calibra-
tion of mechanisms at relatively fixed values, 
which can lead to lifelong differences in thresh-
olds for evoking sexual coercion. In contrast, EP 
theorizing typically has not stressed any direct 
links between genetic differences and sexual 
coercion. However, there has been some consid-
eration of the possibility that some genetic differ-
ences underlie certain personality and other 
characteristics that indirectly affect the propen-
sity to sexually coerce (Ellis, 1989; Malamuth, 
1998). Lending support to the potential useful-
ness of considering genetic factors is evidence of 
the ability to genetically breed mice that are 
either more or less sexually aggressive (Canastar 
& Maxson, 2003). Also suggestive is research 
showing strong evidence of familial clustering of 
sexual offending, primarily accounted for by 
genes rather than shared environmental influ-
ences (see, e.g., Barnes, TenEyck, Boutwell, & 
Beaver, 2013, finding that genetic factors 
accounted for 51% of the variance in forcing sex-
ual activity on one’s domestic or intimate partner; 
see also Längström, Babchishin, Fazel, 
Lichtenstein, & Friesel, 2015).

 Sexual Aggression in Humans

In applying the EP paradigm, we begin by con-
sidering clues to motivational differences 
between men and women that may have a bearing 
on the potential occurrence of sexual coercion. 
Differences in minimal parental investment 
(Trivers, 1972) contribute to a greater likelihood 
that a man will be motivated to have sex with cer-
tain women than vice versa and that, for men, sex 
may be more easily separated from emotions 
associated with long-term mating (Buss & 
Schmitt, 1993). Such differences create conflicts 
that can result in some men using coercion to 

overcome female reluctance and resistance 
(Gorelik, Shackelford, & Weeks-Shackelford, 
2012). Consistent with the predictions derived 
from parental investment theory is the finding 
that across various societies and recorded human 
history, as well as across virtually all species 
where sexual coercion occurs, there are large sex 
differences in the use of sexual coercion. Males 
are typically the perpetrators and females are dis-
proportionately the victims. According to the 
CDC’s Division of Violence Prevention, an esti-
mated 19.3% of women have been raped during 
their lifetime versus an estimated 1.7% of men 
(Breiding et al., 2014). For female rape victims, 
an estimated 99% had only male perpetrators; 
79% of male victims also had only male perpetra-
tors, although for some other forms of sexual vio-
lence such as being made to penetrate, a majority 
of male victims had only female perpetrators 
(Breiding et al., 2014). Data from ten European 
countries revealed self-reported sexual aggres-
sion in a total of 16.3% of men compared to 5.0% 
of women (Längström et al., 2015). Perpetration 
rates were significantly higher among men than 
women for each of the four coercive strategies 
measured: (1) the use or threat of physical force, 
(2) the exploitation of the other person’s incapac-
ity, (3) the use of verbal pressure, and (4) the 
exploitation of authority. The sex difference in 
reported victimization rates was much smaller, 
however.

Although there are cultural differences in the 
frequency of sexual aggression, large sex differ-
ences can be found even in the most egalitarian 
and low general violence nations. For example, a 
review of datasets of youth sexual aggression in 
Europe (Krahé, Tomaszewska, Kuyper, & 
Vanwesenbeeck, 2014) found that among Danish 
youth, the rates of female sexual victimization 
were 63.5% compared to a male victimization 
rate of 40%. From the perpetrator perspective, 
Danish males reported far higher rates of lifetime 
sexual aggression than did females, 46.4% as 
against 9.3%. While recognizing the importance 
of a gender inclusive conception of sexual vio-
lence (Turchik, Hebenstreit, & Judson, 2016), 
our focus in this chapter is on the majority of 
adulthood sexual violence involving a male 
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 perpetrator and a female victim and implications 
for effective interventions.

Another issue relevant to an evolutionary- 
based model of sexual coercion is its frequency 
in human history, because regularly occurring 
events are more likely to have a “… logic embed-
ded in the dynamics of natural selection for 
reproductive success” (Wrangham & Peterson, 
1996, p.  138). Sexual coercion does appear to 
have occurred throughout human history (e.g., 
Chagnon, 1994), and cross-cultural surveys 
reveal that it occurs in most societies today 
(Basile, 2002; Broude & Greene, 1978; Fulu, 
Jewkes, Roselli, & Garcia-Moreno, 2013; 
Levinson, 1989; Monson & Langhinrichsen- 
Rohling, 2002). Moreover, even relatively rape- 
free societies described in such surveys (e.g., 
Sanday, 1981) have social rules intended to coun-
ter male sexual aggression, suggesting that there 
is universal risk for such behavior.

Particularly when fear of punishment is 
reduced, signaling conditions in which the costs 
of sexual coercion are low or the perpetrator has 
anonymity, many men do rape. This is most evi-
dent in times of war (see Allen, 1996; Stiglmayer, 
1994). Even though the extent of sexual violence 
varies considerably between wars, sexual vio-
lence occurs in all wars (Wood, 2006). In surveys 
of undergraduate men, about one-third report 
some likelihood that they personally would rape 
a woman if they could be assured that they would 
not suffer negative consequences (e.g., Malamuth, 
1989).

 Sexual Aggression in Other Species

Also relevant to EP theories of sexual coercion is 
evidence of sexual aggression in other species. In 
fact, physical force, harassment, and other intimi-
dation to obtain sex have been reported in many 
species. Based on a review of the literature on 
forced copulation among nonhumans, Lalumière, 
Harris, Quinsey, and Rice (2005) identified spe-
cific characteristics in those species that exhibit 
sexual coercion. Across all nonhuman species, 
forced copulation is always perpetrated by males 
on females. Despite the tendency of females in 

some species to be assertive in the mating pro-
cess, the authors could not find one instance of a 
female forcing sex on a male. Further, males are 
more likely to target fertile than infertile females 
for forced copulation, and forced copulation does 
occasionally result in insemination, fertilization, 
and offspring. Also, males of most species tend 
not to engage solely in coercive sexual behaviors. 
Most males that engage in forced copulation at 
other times court females. Finally, Lalumière 
et al. (2005) recognized the role of individual dif-
ferences in sexual coercion. Certain males are 
more likely than others to engage in forced copu-
lation, and some males are more successful at 
sexual coercion than others. They conclude that 
sexual coercion (particularly in the form of forced 
copulation) “… is a tactic used by some males 
under some conditions to increase reproduction” 
(p. 59).

A particularly interesting species to consider 
is the orangutan, one of the few nonhuman pri-
mates for which sexual coercion is common. 
There is evidence for two distinct classes of 
orangutan males: large or flanged males, who 
develop secondary sexual characteristics such as 
cheek pads and large throat sacs, and small or 
unflanged males. Both types are sexually mature, 
though the onset of sexual maturity can be highly 
variable. Large males typically weigh over 80 kg 
in the wild, about twice the size of the small 
males (Knott, 2009; Knott & Kahlenberg, 2007). 
Although both types resort to forced copulations, 
they are significantly more often used strategi-
cally by small males, who force more than 80% 
of their total copulations at some orangutan sites 
(although only about half or fewer of their copu-
lations are forced at other sites, suggesting the 
role of environmental contingencies such as pop-
ulation density and sex ratio in the incidence of 
sexual aggression) (Knott, 2009; Knott & 
Kahlenberg, 2007).

In a study of chimpanzees, our closest genetic 
relatives, sexual coercion as long-term intimida-
tion was positively associated with paternity, par-
ticularly among high-ranking males, suggesting 
that it is a strategy used to increase reproductive 
fitness (Feldman et al., 2014). Sexually coercive 
tactics toward a female also provide delayed 
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 mating benefits in chacma baboons, due in part to 
the fact that male aggression preferentially tar-
gets fertile females (Baniel, Cowlishaw, & 
Huchard, 2017). As the authors explain, “By 
repeatedly attacking females in the weeks pre-
ceding ovulation, males appear to increase their 
chances of monopolizing sexual access to females 
around ovulation, which in turn increases their 
probability of successful reproduction” (p. 2166). 
The authors were able to rule out several compet-
ing hypotheses for male sexual violence perpe-
tration (e.g., cycling females are more aggressive 
than noncycling females; females prefer to mate 
with aggressive males).

 Generalist vs. Specialist Models

Historically, investigations focusing on convicted 
rapists had been guided by the following some-
what simplistic question: Are sexually aggressive 
individuals those who commit a wide range of 
antisocial acts, including sexual coercion (e.g., 
generic antisocial offenders), or are they individ-
uals with characteristics that make them prone 
uniquely to commit acts of coercion against 
women? Although there isn’t a single profile, 
there are considerable data regarding convicted 
rapists showing that many are antisocial gener-
ally. Among criminal men convicted of rape, it is 
clear that a majority also have a history of non-
sexual offenses (Harris, Mazerolle, & Knight, 
2009; Harris, Smallbone, Dennison, & Knight, 
2009; Kingston, Seto, Firestone, & Bradford, 
2010), and on most measures of antisocial traits 
and behaviors they are comparable to other types 
of violent criminals (Lalumière et  al., 2005). 
These men typically differ from other men not 
necessarily on some specific mechanism for sex-
ual coercion but on mechanisms underlying gen-
eral antisocial behaviors. They may be more 
likely to steal or to use coercion for obtaining any 
desired goal. In keeping with this evidence, there 
may be a common genetic factor influencing both 
antisocial behavior and sexual coercion 
(Johansson et al., 2008).

Nevertheless, although associations between 
sexual and nonsexual offenders are substantial, 

generalist explanations of male sexual aggression 
fail to fully account for the data. Fanniff, 
Schubert, Mulvey, Iselin, and Piquero (2016) 
found that whereas juvenile sexual and nonsexual 
offenders showed equivalent general recidivism 
rates over a 7-year follow-up, juvenile sex offend-
ers showed higher sexual recidivism rates. A 
meta-analysis of 59 studies comparing male ado-
lescent sex and nonsex offenders also did not 
support the notion that adolescent sexual offend-
ing can be parsimoniously explained by general-
ist theories of sexual aggression (Seto & 
Lalumière, 2010). A more recent meta-analysis 
of 68 datasets that included behavioral measures 
of the perpetration of sexual and nonsexual 
aggression similarly lends support to specialist 
explanations of sexual aggression, concluding 
that the generalist explanation is insufficient 
(Wilson, Mouilso, Gentile, Calhoun, & Zeichner, 
2015).

Findings such as these suggest the need to 
consider specialist models of sexual aggression, 
or to supplement contributors to general delin-
quency (e.g., lack of inhibitory self-control, high 
impulsivity, low empathy, and/or callousness) 
with risk factors specific to sexual aggression 
(e.g., hostile masculinity, impersonal sexual atti-
tudes) in a combined model (Lussier & Cale, 
2016). In the literature on convicted rapists, there 
has been the development of a complex and 
sophisticated classification system known as 
MTC: R3 (Knight & Prentky, 1990; Knight & 
Sims-Knight, 2016), consisting of eight subtypes, 
which has sought to integrate “general” and “spe-
cific” characteristics for some rapists, and indeed 
a small minority of these criminal men do show 
such a mixture.

EP theorizing on sexual aggression includes 
models that vary along the dimension of special-
ized to general explanations for the behavior. 
Symons (1979) first discussed extensively 
whether adaptations or by-products of adapta-
tions produce rape. Adaptations are naturally 
selected (i.e., they resulted in increased ancestral 
reproductive success). Criteria for establishing 
adaptation within evolutionary science include 
attributes of economy, efficiency, complexity, 
precision, reliability of development, and 
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 functionality in solving a specific problem (Buss, 
Haselton, Shackelford, Bleske, & Wakefield, 
1998; see also Tooby & Cosmides, 1992). 
By-products are incidental characteristics that 
did not evolve because they solved adaptive prob-
lems. For example, male nipples, which have no 
design functionality, are by-products of the adap-
tive value of nipples in women (Symons, 1979).

Symons (1979) concluded that the available 
data were insufficient to conclude that rape is a 
facultative adaptation in humans. Rather, rape 
may be a by-product of male adaptations that 
produce sexual arousal and adaptations that moti-
vate coercion to secure desired goods. This 
model, in that it places the propensity to sexually 
coerce within a larger framework of aggressive 
tendencies that describes a propensity for antiso-
cial behavior in general, is an example of a gen-
eralist model. Other EP models of rape have 
extended Symons’s proposal to include rape as a 
by-product of both sexual desire and a general-
ized possessiveness or desire to control others 
(Ellis, 1989).

Representative of specialist theories of sex-
ual aggression is the work of Thornhill and 
Palmer (2000). They proposed a set of possible 
specialized adaptive mechanisms designed to 
address fundamental problems of sexual access, 
including mechanisms designed specifically to: 
(a) evaluate female vulnerability to rape; (b) 
identify cues associated with fertility (e.g., age, 
ovulation status); (c) optimize sperm counts 
produced during rape; (d) motivate rape under 
conditions of sperm competition; (e) motivate 
rape in men who lack sexual access to females 
(the “mate deprivation” hypothesis); or (f) pro-
duce sexual arousal specific to opportunities of 
rape. What distinguishes this type of EP theoriz-
ing on specialized mechanisms from the typol-
ogy research not informed by an evolutionary 
perspective is the idea that the potential for such 
mechanisms is part of an “adaptively func-
tional” alternative strategy of reproduction. In 
other words, EP theorizing seeks to explain why 
such specialized mechanisms may have evolved, 
but in no way suggests that they are desirable, 
inevitable, or that they are “functional” in cur-
rent environments.

Many of these hypotheses have been evalu-
ated in more detail elsewhere (see, e.g., Camilleri 
& Stiver, 2014). In this chapter, we will evaluate 
the adaptation hypothesis in the context of theory 
and data specially pertaining to sexual arousal 
specific to forced sex. Although our primary 
focus in this chapter is on the male perpetrator’s 
psychology, we first consider potential female 
adaptations to avoid being sexually assaulted. In 
the past decade, this has been an area of emphasis 
of EP rape research.

 Female Adaptations to Avoid 
Sexual Assault

Considering the specific adaptive problems faced 
by our ancestors, it is actually more likely that 
specialized mechanisms for avoiding sexual 
assault evolved in women than that specialized 
mechanisms for engaging in sexual aggression 
evolved in men. Underlying this assertion is the 
notion that the reproductive costs to ancestral 
women of losing the ability to choose among 
mating partners due to sexual coercion would 
have been greater than the reproductive benefits 
to men of, at times, using coercive sex. As one 
group of authors recently noted, “It would be 
astonishing if selection had not produced any 
defenses against [the huge costs of rape and sex-
ual coercion] on female choice” (Al-Shawaf, 
Lewis, & Buss, 2018, p. 152).

On this point, it may well be that females’ 
trauma in today’s modern environments is to 
some degree still particularly affected by human 
psychological mechanisms “designed” in the 
evolutionary landscape, where even one brief act 
of forced sex may have had truly devastating con-
sequences for a lifetime (e.g., beyond the possi-
bility of injury and the circumvention of mate 
choice, there was no contraception, no pills that 
could prevent pregnancy after the attack, no way 
of determining who the father of the offspring 
was), even to a greater degree than other types of 
physical assault. While it is, of course, very dif-
ficult to study this issue with well-designed 
research, there is some support for the possibility 
that as compared to nonsexual traumatic events, 
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sexual assault of females may result in greater 
posttraumatic stress disorder consequences gen-
erally and sexual problems specifically (e.g., 
DiMauro, Renshaw, & Blais, 2018; see also 
Thornhill & Thornhill, 1990, finding that 
reproductive- aged victims of rape are more psy-
chologically traumatized by rape than are nonre-
productive aged victims).

Researchers have observed a number of 
female behaviors that may suggest anti-rape 
adaptations, although most hypotheses and 
accompanying data in support have been tenta-
tively asserted. Wilson and Mesnick (1997) sug-
gest that women’s preference for mating with 
physically and socially dominant men may indi-
cate anti-rape adaptation. In indirect support, 
married women at all ages are significantly less 
likely to experience sexual aggression than 
unmarried women (Wilson & Mesnick, 1997). 
Their “bodyguard hypothesis” of female mate 
choice is also supported by field studies and by 
research across a diverse range of species indicat-
ing that attraction to dominant males varies posi-
tively with risk of sexual aggression, such that 
attraction increases in proportion to conditions of 
risk (Wilson & Mesnick, 1997; see also Mesnick, 
1997; but see, e.g., Ryder, Maltby, Rai, Jones, & 
Flowe, 2016, finding that although women’s pref-
erences for physically dominant and formidable 
males is positively associated with fear of crime, 
the relationship does not vary according to risk 
situation, perpetrator gender, or crime type, sug-
gesting that the underlying psychological mecha-
nisms are general in nature). Similarly, Smuts 
(1992) explains patterns of women’s social alli-
ances by looking to the benefits of protection 
against potential rapists. Future research should 
continue to attempt to disentangle whether the 
psychological mechanisms underlying these rela-
tionship preferences are specialized to protect 
against sexual aggression or designed to counter 
the risk of aggressive behavior in general, includ-
ing nonsexual aggression untethered to issues of 
sexual access (for a discussion, see McKibbin & 
Shackelford, 2012).

Studies on the effects of ovulatory cycle status 
on women’s risk-related behaviors provide some 
further support for female anti-rape adaptations. 

This line of research starts from the assumption 
that rape is most costly when pregnancy is most 
likely, i.e., during the ovulatory phase of the 
menstrual cycle. Consistent with a model of spe-
cialization, Bröder and Hohmann (2003) found 
that during the ovulatory phase naturally cycling 
women reduced risky behaviors (e.g., “come 
home alone late,” “get dressed sexily when going 
out”) and increased nonrisky behaviors (e.g., 
“watch TV at home,” “visit relatives”), whereas 
women using hormonally based contraceptives 
suppressing ovulation did not show either effect. 
Given that motor activity, sexual activities, and 
sexual desire increase during the ovulatory phase 
of the cycle, these results cannot be accounted for 
by theorizing a sum total reduction in women’s 
activity around the time of ovulation (Bröder & 
Hohmann, 2003). This research replicates and 
extends earlier work on reduced risk-taking 
behavior during the fertile phase of the cycle 
(Chavanne & Gallup, 1998). Both of these stud-
ies, however, relied upon potentially unreliable 
self-reporting methods for identifying the fertile 
phase of the cycle.

Related research has found that naturally 
cycling women evidence greater handgrip 
strength in response to imagined sexual assault 
(compared to a baseline measure of handgrip 
strength), but only when in the fertile phase 
(Petralia & Gallup, 2002). In contrast, women 
using hormonally based contraceptives do not 
show any evidence of this. Moreover, this same 
effect did not occur at any time for either group 
when they were presented a neutral scenario. 
This study used not only the forward cycle self- 
reporting method but also a self-administered 
ovulation test that identified luteinizing hormone 
in urine to assess menstrual cycle phase. These 
results suggest the existence of female adaptation 
designed to mobilize resources aimed to resist 
sexual assault when the risks to a woman’s repro-
ductive success are especially high.

Garver-Apgar, Gangestad, and Simpson 
(2007) discovered that fertile-phase women who 
had viewed taped short interviews of men rated 
them as more sexually coercive than did similarly 
situated nonfertile women. Fertility status failed 
to influence women’s ratings regarding other 
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male traits such as kindness, commitment, and 
faithfulness, suggesting to the researchers that 
women may possess dedicated perceptual mech-
anisms specifically designed to limit the inci-
dence of male sexual coercion. On the other 
hand, Ryder et al. (2016) found that fertility sta-
tus did not predict perceived risk of being raped 
by a man in either crime hotspots or safe spots, 
although no exposure to a male occurred during 
this experiment.

Navarrete, Fessler, Fleischman, and Geyer 
(2009) found that white women demonstrated 
greater out-group bias against black men when in 
the fertile phase, which the authors interpreted as 
consistent with the “coercion avoidance perspec-
tive” (p. 664). This assumes that group member-
ship is a feature relevant to assessing risk of 
sexual coercion, given that out-group members 
are not subject to in-group social norms and con-
trols. Drawing on this perspective, McDonald, 
Donnellan, Cesario, and Navarette (2015) found 
that undergraduate women self-identified as vul-
nerable to sexual coercion were significantly less 
likely to agree to dating requests from an out- 
group member but not an in-group member when 
conception risk was elevated.

Other investigators have examined the influ-
ence on coercion avoidance of individual differ-
ence factors such as a woman’s physical 
attractiveness, age, relationship status, and prox-
imity to kin. McKibbin, Shackelford, Miner, 
Bates, and Liddle (2011) suggest how these fac-
tors could be related to psychological mecha-
nisms designed to reduce the risk of rape. First, a 
woman’s attractiveness should correlate posi-
tively with her frequency of rape avoidance 
behavior. This prediction is based on research 
suggesting that would-be rapists prefer and tar-
get more attractive women (see, e.g., McKibbin, 
Shackelford, Goetz, & Starratt, 2008; Thornhill 
& Palmer, 2000). Second, given that a woman’s 
fertility peaks in the early 20s and declines there-
after, a woman’s age should correlate negatively 
with the frequency of rape avoidance behavior. 
Third, because mated women have more to lose 
than unmated women from rape, including the 
risk of partner abandonment, they should engage 
in higher frequencies of rape avoidance behav-

ior. Finally, in view of the fact that if a female is 
raped then genetic relatives may also incur fit-
ness costs, it follows from inclusive fitness the-
ory that a woman’s rape avoidance behavior 
should increase with the number of family mem-
bers living in close proximity, who can be 
expected to monitor and influence her sexual 
behavior. In their own investigations, with the 
exception of the age-related factor, these 
researchers found some measure of support for 
each of these predictions (McKibbin et  al., 
2011). For example, total scores on a rape avoid-
ance inventory correlated significantly and posi-
tively with the other three predictor variables. In 
multiple regression analyses, however, in most 
cases only a woman’s relationship status 
uniquely predicted her rape avoidance. 
Additionally, other researchers have questioned 
the necessity of resorting to an EP explanation 
for these results when other narratives may more 
parsimoniously account for them (for a discus-
sion see Snyder & Fessler, 2012; for a response 
see McKibbin & Shackelford, 2013).

In sum, while some promising avenues of 
exploration into the area of female anti-rape 
adaptation do exist, supporting a model of psy-
chological mechanisms solving specialized 
design problems, more research is needed.

 The Adaptation Hypothesis

The adaptation hypothesis suggests that in ances-
tral environments, being sexually coercive under 
some circumstances (and, particularly for 
women, having the capacity to avoid being sexu-
ally coerced) contributed to reproductive success 
sufficiently frequently to have resulted in some 
change in the evolved psychological architecture 
that would not have occurred without the recur-
ring fitness consequences of sexual coercion. 
Accordingly, this hypothesis posits specific psy-
chological mechanisms pertaining to sexual 
assault. Such specialized mechanisms might 
include reactions such as emotions or arousal 
patterns that, in the proximate environment, 
mediate between relevant environmental cues 
and behaviors.

2 An Evolutionary Perspective on Sexual Assault and Implications for Interventions
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From an EP perspective, the question is not 
whether sexual assault is a better strategy for 
males than engaging in consensual sex but 
whether for some ancestral males, under some 
circumstances, it may have been reproductively 
effective to use sexual coercion as compared to 
not using it. In other words, did recurrent ances-
tral conditions exist under which for some men, 
some of the time, an overall fitness increase 
resulted from sexual coercion? Although the 
hypothesis that sexually assaultive behavior 
contributed to reproductive success has been 
criticized on grounds that rape rarely leads to 
conception, evidence suggests otherwise. 
Gottschall and Gottschall (2003) estimated 
pregnancy rates resulting from an incident of 
penile–vaginal rape among women of reproduc-
tive age to be twice that of consensual per-inci-
dent rates (6.4% to 3.1%). Controlling for age, 
rape pregnancy rates per incident remained 2% 
higher than consensual rates. A national sample 
of adult American women of reproductive age 
found a rape-related pregnancy rate of 5.0% per 
rape or 6.0% per victim (Holmes, Resnick, 
Kilpatrick, & Best, 1996). Among a representa-
tive sample of women in the Netherlands, 7% 
reported that they got pregnant as the result of a 
rape (de Haas, van Berlo, Bakker, & 
Vanwesenbeeck, 2012). There is some indirect 
corroboration of sexual assault as a strategy for 
increasing reproductive success in a study by 
Beirne, Hall, Grills, and Moore (2011). In a 
sample of 105 normally ovulating sexual assault 
victims, they identified “a trend and a distinct 
rise in the number of assaults when the victims 
were in the middle of their cycle,” that is to say 
at peak fertility (p. 315).

Another factor to think about when consider-
ing the potential fitness outcomes of sexual coer-
cion is the fact that a substantial minority of 
women continue to have sex with the men who 
sexually assault them (Koss, 1988). This is par-
ticularly true of completed sexual assault, point-
ing to the use of sexual coercion as a tactic to 
secure subsequent copulations. From a compara-
tive EP perspective, this shares in common with 
the intimidation tactics of chimpanzees and 
baboons discussed above, in which the reproduc-

tive benefits of sexual coercion are long-term but 
not immediate.

Ellis, Widmayer, and Palmer (2009) identified 
more than two thousand North American under-
graduate women who reported having been sexu-
ally assaulted sometime in their lives, dividing 
victims into two groups: assault blocked (59.4%) 
and assault completed (40.6%; i.e., sexual inter-
course occurred). 19.4% of women in the assault- 
blocked and 27.2% in the assault-completed 
group reported future intercourse at least one 
time with their assaulter. According to the 
authors, these results suggest that, “at least a 
minority of men may have evolved tendencies to 
use assaultive tactics to secure mating opportuni-
ties beyond those obtained by men who only 
employ ‘voluntary’ tactics” (p. 461).

In earlier related work, other researchers 
found that 39% of rape victims compared to 12% 
of victims of attempted rape dated their attackers 
again (Wilson & Durrenberger, 1982). Ellis et al. 
(2009) suggest that completed sexual assault may 
be more likely to secure subsequent copulations 
than attempted assault because it leads to greater 
experienced female trauma or to a need for sup-
port in the event of pregnancy. In accord, 
Perilloux, Duntley, and Buss (2012) found that 
victims of a completed rape experienced signifi-
cantly more negative outcomes than did victims 
of an attempted sexual assault, including with 
respect to effects on self-esteem, sexual reputa-
tion, and self-perceived mate value.

 Sexual Arousal to Force

One hypothesized candidate for a specialized 
psychological mechanism motivating sexual 
assault that has received the most focused atten-
tion is sexual arousal specific to forced sex, 
referred to here as sexual arousal to force 
(“SAF”). Such arousal may be a manifestation of 
a broader category of sexual arousal generated by 
controlling or dominating women, which can be 
accomplished by the use of force.

Using an adaptation model, R. Thornhill and 
N. Thornhill (Thornhill & Thornhill, 1992) dis-
cussed SAF and argued that higher sexual arousal 
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to coercive sex among men should be associated 
with greater success with coercive sexual tactics, 
thereby contributing to ancestral reproductive fit-
ness under some circumstances. They noted that 
given the costs of forced mating in ancestral envi-
ronments, including possible loss of status or life, 
men might be expected not to have evolved pref-
erences for forced sex and, therefore, not to evi-
dence SAF.  If, however, under some recurrent 
ancestral conditions, the reproductive benefits of 
forced mating outweighed the costs, then psycho-
logical mechanisms enabling sexual arousal 
despite a woman’s lack of consent may have 
evolved. Harris, Rice, Hilton, Lalumière, and 
Quinsey’s (2007) selectionist hypothesis of psy-
chopathy provides an example of a model sug-
gesting that SAF could reflect a design feature of 
a rape adaptation. This hypothesis asks: “Do psy-
chopaths respond more to sexual stimuli depict-
ing violence, coercion, and rape simply because 
they are indifferent to the suffering of others, or 
does psychopathy entail a mechanism promoting 
coercive sex?” (p.  20). In their work, these 
researchers have found psychopathy to be 
strongly associated with the factor of coercive 
and precocious sexuality, which factor analyses 
confirmed to be a core component of psychopa-
thy. They also reported a marginally positive 
association between psychopathy score and num-
ber of biological offspring. In view of this they 
conclude that psychopathy may exist today 
because it was part of a successful reproductive 
strategy for some of our ancestors.

Buss (2003) suggests that the model pertain-
ing to SAF and the data presented by Thornhill 
and Palmer (2000) do not enable differentiating 
among alternative hypotheses. Hagen (2004) 
argues that specialized mechanisms pertaining to 
rape would not be expected unless the problems 
involved in “successfully” committing such an 
act in ancestral environments were not the same 
problems as with the use of aggression in other 
contexts. The occurrence of sexual arousal in the 
context of coercive acts may be an important dis-
tinguishing characteristic. For most aggressive 
acts, sexual arousal would be irrelevant or even 
detrimental. Because the preferred sexual strat-
egy for most men in most circumstances is to 

pursue consensual sex, the most common calibra-
tion of sexual arousal mechanisms should be to 
become sexually inhibited by indications of lack 
of sexual receptivity by women. However, if an 
individual were to effectively rape in ancestral 
environments, such aggression may have required 
reversing of the default arousal pattern. This may 
be hypothesized as a unique adaptive problem 
associated with sexual coercion as contrasted 
with the use of coercion in nonsexual contexts.

 Proposed Evolved Function 
of Sexual Arousal to Force

Within some ancestral circumstances, the inhibi-
tion or activation of sexual arousal in response to 
cues associated with using force might have 
affected the likelihood of successfully exerting 
sexual control over an unwilling woman. Some 
emotions motivate avoidance of particular stim-
uli, whereas others motivate approaching or pur-
suing particular stimuli (for an overview see 
Elliot, 2008). Just as fear of snakes or spiders 
motivates avoidance of specific threats, sexual 
arousal cued to the use of force may motivate 
sexual coercion. This hypothesis is supported by 
the meta-analysis of Allen, D’Alessio, and 
Emmers-Sommer (2000), which documented 
that sexual arousal is associated with positive 
psychological affect, a precursor of approach or 
pursuit.

An evolutionary-based model suggests that, 
due to calibrating mechanisms grounded in the 
consequences in ancestral environments, a sub-
stantial minority of men in the general population 
may evidence the sexual arousal pattern that 
facilitates sexual assault. In support of this 
assumption, in a study of college students, 
Malamuth, Check, and Briere (1986) identified 
about 30% of the students as more at risk for sex-
ual aggression. For these men, they were more 
sexually aroused by depictions including forced 
sex than by nearly identical depictions without 
sexual coercion.

Such arousal to forced sex may be part of a 
constellation of “hostile masculinity” character-
istics (Russell, 2018) “designed” to engage in 
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sexually coercive acts in ancestral environments. 
Indeed, many studies focusing on the confluence 
model of sexual aggression, which suggests that 
hostile masculinity and an impersonal orientation 
to sex interact to predict sexual aggression, have 
found a strong connection between measures of 
individual differences in men’s hostility toward 
women and their SAF or similar constructs such 
as dominance as a motive for sex and rape fanta-
sies (Malamuth & Hald, 2017). With rape fanta-
sies, analysis of their impact suggests that they 
become closely associated with sexual arousal 
and orgasm, influencing expectancies about the 
rewards of coercive activity (Greendlinger & 
Byrne, 1987). Such fantasies are correlated with 
past coercive sexual behavior and predict sexual 
aggression (Dean & Malamuth, 1997; Knight, 
2010; Seto & Kuban, 1996). In a sample of com-
munity men, 33% reported fantasizing about a 
scene “where you rape a woman” (Crèpault & 
Couture, 1980). Rape fantasies may reveal impor-
tant information about evolved mental mecha-
nisms (Ellis & Symons, 1989; Kenrick & Sheets, 
1993). EP theorizing may be unique in offering 
an explanation as to why such characteristics as 
hostility towards women, fantasizing about rape, 
attitudes supporting violence against women, and 
SAF become part of a constellation of factors that 
are highly inter-correlated.

How might calibration of increased SAF 
occur? In keeping with the proposition that 
humans share a common evolved psychology 
that enables relevant developmental experiences 
to “set” mechanisms at different levels (Belsky, 
Steinberg, & Draper, 1991; Draper & Harpending, 
1982; Trivers, 1972), the model we outline here 
emphasizes some relevant perceived negative 
experiences with women that may set the sexual 
arousal versus sexual inhibition to force mecha-
nism more in one direction or the other. Although 
full testing of such a process would require a lon-
gitudinal study that would be difficult to conduct, 
it may be possible to prime similar processes to 
create a state condition related to the trait condi-
tion. Yates, Marshall, and Barbaree (1984) found 
that college men who were insulted by a woman 
were more sexually aroused by rape portrayals as 
compared to portrayals of consensual sex. 

Creating general arousal by physiological exer-
cise instead of an insult by a woman did not result 
in a similar increase.

Other relevant findings pertain to the trait 
rather than the state of anger and hostility toward 
women. These studies, including many focusing 
on the confluence model, indicate that men who 
are hostile to women, typically on measures that 
include items referring to perceived rejection 
from women, show relatively high SAF as con-
trasted with men who are relatively low on such 
measures of hostility toward women (e.g., Check, 
Malamuth, Elias, & Barton, 1985; Malamuth & 
Hald, 2017). Other studies examining differences 
between behaviorally sexually nonaggressive 
men and sexual aggressors (some of whom are 
likely to have the relevant calibration of increased 
SAF) have found similar results (e.g., Murnen, 
Wright, & Kaluzny, 2002). Several priming stud-
ies have revealed that sexually aggressive men 
may be more prone to automatically associate 
women with hostility, sex, and power (Bargh, 
Raymond, Pryor, & Strack, 1995; Leibold & 
McConnell, 2004). Barbaree (1990) reported a 
study with a rapist who was asked to imagine rap-
ing women for whom he held different emotional 
feelings. He found that the greater the hostility to 
the woman, the greater the sexual arousal to rape 
cues. Forbes, Adams-Curtis, and White (2004) 
showed that the key component linking various 
measures of male dominance ideology (e.g., atti-
tudes supporting aggression or sexism) to aggres-
sion against women is hostility toward women. 
Seto (2017) identifies hostile masculinity as a key 
trait facilitation factor in his motivation- 
facilitation model of sexual offending.

Men who are high in hostile masculinity and 
generally insensitive to women’s distress (i.e., 
low in empathy) are the most likely candidates 
to have the relevant calibration of increased 
SAF or to be disinhibited in the presence of an 
unwilling partner. Bernat, Calhoun, and Adams 
(1999) found that the penile tumescence of self- 
identified sexually aggressive men who also 
held callous sexual beliefs (e.g., “Prick teasers 
should be raped”) increased when force was 
introduced into a sexual scenario. Lawing, 
Frick, and Cruise (2010) reported that adoles-
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cent sexual offenders high in callous/unemo-
tional traits showed more sexualized aggression 
and had a greater number of victims than other 
adolescents with a sex offense. Studies examin-
ing the differentiating characteristics of sex 
offenders have shown that rapists score higher 
on the callousness- unemotionality component 
scale of psychopathy than nonsex offenders, 
including violent nonsex offenders (e.g., Harris 
et al., 2007; Knight & Sims-Knight, 2011). In a 
study of college men, high-risk males with low 
empathy reported higher rates of sexual aggres-
sion than all other men, but high-risk males 
with high dispositional empathy were compa-
rable to lower-risk males (Wheeler, George, & 
Dahl, 2002).

In sum, although sexual arousal to force may 
be viewed as potentially the most likely to be a 
specialized evolved mechanism promoting sex-
ual assault, the other risk factors identified in the 
literature such as those encompassed in the con-
fluence model may be conceptualized along 
somewhat similar lines, potentially “designed” in 
concert to facilitate a sexually coercive strategy. 
Not being turned off but actually being turned on 
by the use of force may be important for commit-
ting an act of sexual assault, but if, for example, a 
person feels little hostility and high empathy for 
the potential victim, it is difficult to imagine how 
such a person could “effectively” carry out a 
coercive sexual act.

 Fixed or Flexible

The evolutionary functional model that we have 
outlined here suggests that sexually aggressive 
men possess psychological mechanisms cali-
brated to motivate sexual assault in response to 
perceived blocked access to desired females. 
Importantly, however, evolutionary approaches 
also allow for developmental variability, depend-
ing on heritable genetic variation and exposure to 
environmental inputs that can help shape lifelong 
patterns of behavior. The degree of “fixing” of 
evolved mechanisms depends on the role and 
influence on a particular life history trajectory of 
these factors (Camilleri & Stiver, 2014), which 

can contribute to differences in the stability over 
time of the decision rules or algorithms underly-
ing an individual’s sexual strategies. This is con-
sistent with research by Swartout and colleagues, 
who found that the rape trajectories of sexually 
aggressive young men across high school and 
college showed three distinct trajectories: time- 
limited, decreasing, and increasing (Swartout 
et al., 2015).

An example of a relatively fixed path is psy-
chopathy (Camilleri & Stiver, 2014), in which 
substantial genetic contributions are associated 
with an individual’s developmental trajectory and 
sexual aggression appears to be a core factor of 
the male’s sexual strategy (for a discussion of 
genetic contributions to psychopathy, see, e.g., 
Ferguson, 2010). From a comparative EP per-
spective, psychopathy can be considered a psy-
chological phenotype most closely resembling 
the fixed morphological phenotype of the small 
male orangutans. Other men’s persistent sexual 
aggression is influenced to a greater extent by 
early environmental conditions such as violent 
and abusive home conditions and parent–child 
interactions that lead to adolescent delinquency, 
sexual promiscuity, and adversarial or hostile 
schema related to male–female relationships 
(Malamuth, Heavey, & Linz, 1996). Early neural 
adversity due to poor environmental conditions, 
resulting in a competitive mating disadvantage, 
can also contribute to life-persistent offending 
based on what may be termed a developmentally 
fixed path (Lalumière et al., 2005). Early social 
and neural adversity may interact to increase the 
risk of expression of sexual aggression (Camilleri 
& Stiver, 2014).

High-risk men falling into relatively fixed life- 
course categories comprise the minority of sexual 
offenders, however (Camilleri & Stiver, 2014). 
More often, sexually aggressive men are unlikely 
to persist with sexual offending as they age. For 
example, Moffitt and colleagues have identified a 
substantial group of adolescent-limited sexual 
aggressors (Moffitt, Caspi, Harrington, & Milne, 
2002). Many of these men may have experienced 
early environmental conditions that are less 
severe or pervasive than those of life-course- 
persistent offenders. As a result, they would be 

2 An Evolutionary Perspective on Sexual Assault and Implications for Interventions



28

considered to have developmentally flexible psy-
chological mechanisms.

 Summary and Recommendations 
for Sexual Assault Interventions

How might an evolutionary psychological (EP) 
approach help inform the structure of sexual 
assault interventions? The following is a sum-
mary based on the discussion above of the EP 
perspective with regard to understanding sexual 
violence. Next, we apply each of the main points 
in the summary to arrive at a set of specific rec-
ommendations and cautions about sexual vio-
lence interventions.

An EP perspective seeks to identify ultimate 
causes of behavior. This perspective is best seen 
as complementing the focus on more proximate 
causes of behavior characteristic of other psycho-
logical theorizing. EP suggests that the propen-
sity to be sexually coercive might be profitably 
located within a larger framework of aggressive 
tendencies or propensities for antisocial behavior 
in general. This is an example of a generalist 
model. However, this is only one possible 
approach. There is also a specialist explanation 
which stresses adaptive mechanisms designed to 
address fundamental problems of sexual access. 
One possible candidate for a specialized psycho-
logical mechanism motivating sexual coercion in 
men is sexual arousal specific to forced sex 
(“SAF”). Such arousal to force may be a mani-
festation of a broader category of sexual arousal 
generated by controlling or dominating women, 
which can be accomplished by the use of force. 
An evolutionary-based model uniquely suggests 
that, due to calibrating mechanisms grounded in 
the consequences of ancestral environments, a 
substantial percentage of men today may evi-
dence the sexual arousal pattern that facilitates 
sexual assault. Other risk factors shown to predict 
sexual aggression may be conceptualized in simi-
lar ways.

Even relatively rape-free societies have social 
rules intended to counter male sexual aggression, 
suggesting that there is universal risk for such 
behavior. When fear of punishment is reduced, 

signaling conditions in which the costs of sexual 
coercion are low or the perpetrator has anonym-
ity, many men do rape.

Sexual selection has undoubtedly produced 
defenses against the huge costs of rape and sex-
ual assault on female choice. There is therefore 
an emphasis in EP on the idea of a coevolutionary 
“arms race” between men and women in which 
women have evolved adaptive strategies designed 
to reduce female vulnerability to sexual assault 
and increase control over their reproductive 
choices. We have discussed how these adapta-
tions can operate both at the individual level and 
on an interpersonal level in the form of strategic 
social alliances.

Finally, men can vary on how fixed or flexible 
their sexual strategies are, depending on the role 
and influence of genetic and environmental fac-
tors on the life history trajectory of each 
individual.

These EP precepts form the foundation for 
several observations about what techniques or 
methods may or may not be effective when 
designing sexual assault prevention programs. 
We note that although similar recommendations 
may be made by others not informed by an evolu-
tionary model, it may not be clear what theoreti-
cal framework, if any, has led to these 
recommendations.

An EP perspective suggests that to effectively 
modify the mechanisms to engage in sexual 
assault that are in place for some men requires 
prevention programs that recognize several 
points of importance. (1) Although much of the 
focus has been on intervention programs on col-
lege campuses, early calibration of hostile mas-
culinity psychological mechanisms suggests that 
interventions are first needed at relatively early 
ages such as in middle school. (2) One-shot or 
other brief interventions are unlikely to achieve 
lasting behavior change. More comprehensive 
programs are required. (3) An emphasis on 
female control and empowerment is likely to be 
an effective intervention strategy. (4) Clear laws 
and policies, and the corresponding fear of pun-
ishment if caught violating these rules, are 
needed to inhibit the expression of sexual aggres-
sion. (5) An emphasis on changing certain 
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 social- environmental inputs is important, such as 
peer support for sexual violence. (6) Sexual 
assault prevention programs must include a 
focus on changing the behavior of the 30% or so 
of men who are at higher risk of committing 
sexual assault, in part by identifying and address-
ing factors attenuating the relationship between 
psychological risk factors and sexual aggression. 
(7) Because many commonly used programs 
have not highlighted this population, there is a 
real possibility that current interventions may be 
interacting with high-risk men’s psychological 
makeup (e.g., hostile masculinity characteris-
tics) to cause the opposite of the intended effects, 
or boomerang reactance effects. To avoid these 
effects, prevention programs should consider 
introducing exercises likely to reduce the possi-
bility of hostile/reactive aggression. (8) To effec-
tively modify sexually aggressive mechanisms 
requires intervention emphasis at emotional lev-
els, not only cognitive levels. Therefore, 
empathy- based interventions may be particularly 
important for high-risk males.

1. Early calibration of hostile masculinity psy-
chological mechanisms suggests that interven-
tions are first needed at relatively early ages.

Individual differences in life history, espe-
cially at certain critical periods early in life, play 
a role in organizing later behavior. The theory is 
that variation in ecological factors leads to trade- 
offs in an individual’s “optimal” energy alloca-
tion (Del Guidice, Gangestad, & Kaplan, 2015). 
Increased risk taking and shorter time prefer-
ences are favored for those individuals exposed 
to harsh, insensitive, early environments (Del 
Guidice et al., 2015). This has been referred to by 
EP theorists as taking a fast life track into account.

For example, Nettle, Dickens, Coall, and de 
Mornay Davies (2013) found that patterns of 
physical and psychological development in 
young girls predicted the likelihood of teenage 
childbearing. Future young mothers weighed sig-
nificantly less than their peers at birth and experi-
enced increased levels of behavioral and 
emotional disturbance by age 7, among other dif-
ferences between groups. In this perspective, 
teenage childbearing can be seen as the outcome 

of a coherent reproductive strategy in which the 
optimal behavioral approach—increased early 
allocation of effort to mating and reproduction—
differs from those individuals in more stable life 
circumstances.

Using survey data from the National 
Longitudinal Study of Adolescent Health, 
Brumbach, Figueredo, and Ellis (2009) found 
that exposure during adolescence to violence and 
unpredictability (defined as frequent changes or 
ongoing inconsistency in childhood environ-
ments) was associated with several life history 
traits, including social deviance. Specifically, 
there was a positive association between environ-
mental unpredictability experienced in adoles-
cence and social deviance expressed in young 
adulthood. Unpredictability was also related to 
the development of a fast life track. Collectively, 
these studies demonstrate the relevance of life 
history to human behavior (Reynolds & McCrea, 
2016).

Because life history factors can also have pro-
found effects on the development and expression 
of sexual aggression as a sexual strategy 
(Camilleri & Stiver, 2014), EP theorizing sug-
gests that interventions regarding sexual behavior 
should begin as early as possible in the life 
course. This implication is no different from rec-
ommendations in other health areas (e.g., depres-
sion screening) that also highlight the value of 
early intervention.

Thus, although institutions of higher educa-
tion are required by law to offer sexual violence 
prevention programs to all incoming undergradu-
ate and graduate students (see https://www.con-
gress.gov/bill/113th-congress/senate-bill/47), 
additional programs and tools at the middle and 
high school levels are highly recommended. 
Consistent with this idea, a 2014 report prepared 
for the White House Task Force to Protect 
Students from Sexual Assault, using rigorous 
evaluation criteria, found that the only two pri-
mary prevention programs to date that had shown 
significant reductions in sexual violence behav-
iors had both been developed for and imple-
mented with middle school students (Centers for 
Disease Control and Prevention, 2014). As the 
authors of one of these projects discussed, 
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 “Long- term effects may have been realized [e.g., 
a reduction in sexual violence perpetration and 
victimization in the treatment group compared to 
controls at 4-year follow-up] because Safe Dates 
[the intervention program] was offered at the 
beginning of the adolescents’ dating careers (8th 
grade) and included information and skills that 
could be incorporated into individual dating 
practices that continued through the high school 
years” (Foshee et al., 2004, p. 619).

2. One-shot or other brief interventions are 
unlikely to achieve lasting behavior change.

An EP perspective suggests that the ultimate 
causes of behavior must be taken into account 
and recognized as stable (but certainly not immu-
table) background variables. This implies that 
one-shot or time-limited interventions will not 
achieve any lasting behavior change. More com-
prehensive programs are required. Indeed, one of 
the basic principles associated with effective pre-
vention programs is that participants need to be 
exposed to enough of the intervention to have an 
effect, as measured by the quality and quantity of 
contact hours (Nation et al., 2003). In accord, the 
effective implementation of the middle school 
Safe Dates program included a curriculum of 
sexual violence literacy comprising ten 45- minute 
sessions (Foshee et al., 2004). Among sexual vio-
lence prevention researchers there has been a 
growing recognition for the need for such a com-
prehensive framework, underscored similarly by 
the Social-Ecological Model used by the Centers 
for Disease Control and Prevention, which incor-
porates the dynamic interplay between individ-
ual, relationship, community, and societal factors 
(Dahlberg & Krug, 2002).

Recent examples to provide more comprehen-
sive sexual health instruction in our own state 
include the California Healthy Youth Act, which 
requires instruction to middle school and high 
school students on healthy relationships and 
communication (California Legislative 
Information, 2016). A related California law, also 
effective as of 2016, requires that “all school dis-
tricts that have health education as a graduation 
requirement must include instruction on 
California’s affirmative consent standard” 
(California Department of Education, 2018).

An instructive example of a more comprehen-
sive program within the collegiate setting is the 
Sexual Violence Prevention Project announced in 
January 2015 at Dartmouth University. The goal 
is to reduce sexual assault, dating violence, stalk-
ing, and harassment on Dartmouth’s campus. 
What makes this program unique is its intensive 
focus on sexual assault prevention throughout the 
entire four-year educational experience. The pro-
gram eschews a more limited intervention 
approach by fundamentally addressing over time 
the norms and behaviors that perpetuate sexual 
violence on campus. The program emphasizes 
that sexual violence is a problem that negatively 
affects all campus community members, prevent-
ing them from thriving intellectually, socially, 
emotionally, spiritually, and physically.

To significantly reduce, and ideally eliminate 
sexual violence, the Dartmouth program aims to 
influence multiple behavioral outcomes (e.g., 
communication and interactions between indi-
viduals, bystander intervention). Because the 
program aims to fundamentally change campus 
cultural norms regarding sexual violence, we 
would argue that it is congruent with an EP per-
spective by realistically considering that stable 
background variables motivating sexual behavior 
must be taken into account and addressed using a 
multi-pronged, intensive approach.

3. An emphasis on female control and empow-
erment is likely to be an effective strategy.

EP theorists contend that sexual selection has 
undoubtedly produced defenses against the huge 
costs of rape and sexual assault on females. 
Sexual assault prevention programs should there-
fore include interventions specifically designed 
for women that account for these adaptive algo-
rithms and motivational systems.

This suggests that self-defense and risk recog-
nition programming for women should be a criti-
cal component of prevention programs. Recent 
research supports this view. Senn et  al. (2017) 
assigned first-year female undergraduate students 
either to receive a 12-hour resistance program 
that teaches risk-recognition skills and effective 
responding or to a control group. The treatment 
group was significantly less likely than the group 
of control women to have been victimized by 
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completed or attempted rape, attempted coercion, 
or nonconsensual sexual contact over a 2-year 
follow-up period. So, too, women in the treat-
ment group reported significant increases in self- 
defense self-efficacy and knowledge of verbal 
and physical resistance strategies over the entire 
follow-up period. Other studies confirm that 
women who participate in self-defense training 
are less likely to experience sexual assault (see, 
e.g., Hollander, 2014). A recent review of 
research indicates that, “The vast majority of pro-
grams [for women] where effectiveness has been 
demonstrated include a feminist or empower-
ment self-defense program” (Gidycz, 2018). The 
benefits of participation in these programs 
include increases in (1) feelings of self-efficacy 
to avoid an assault, (2) confidence that they could 
defend themselves if attacked, (3) assertive com-
munication, and (4) the use of defensive 
strategies.

An EP perspective also suggests that an 
emphasis on female control via creating or simu-
lating strategic alliances can be particularly ben-
eficial to women (Smuts, 1992; Wilson & 
Mesnick, 1997). One implication of this is that 
the goal of increasing bystander intervention is 
highly congruent with an EP approach. Research 
on programs designed to short-circuit sexual vio-
lence by increasing bystander intervention show 
that this is indeed a promising method. For exam-
ple, encouraging female and male college stu-
dents who see someone trying to isolate a heavily 
intoxicated woman to ask the women if she needs 
help or to create a distraction has been shown to 
be an effective strategy (Banyard, Moynihan, & 
Plante, 2007). Observational research in the 
related domain of bullying behaviors has found 
that intervening bystanders “successfully abate 
victimization more than 50% of the time” 
(Polanin, Esplanage, & Pigott, 2012).

Such research suggests that bystander inter-
vention programs can achieve some success. 
However, because bystander intervention train-
ing is relatively new, research into its efficacy is 
still developing. Moreover, as described below, 
although these interventions undoubtedly can 
have beneficial indirect effects by changing the 
surrounding environment, the impact of these 

programs on the attitudes and behaviors of sexu-
ally aggressive men is likely to be minimal.

4. Clear laws and policies, and the correspond-
ing fear of punishment if caught violating 
these rules, are needed to inhibit the expres-
sion of sexual aggression.

As EP researchers have reported, even rela-
tively rape-free societies have social rules 
intended to counter male sexual aggression, sug-
gesting that there is universal risk for such behav-
ior (Sanday, 1981). Conditions of anonymity and 
lack of accountability increase the risk of sexual 
aggression (Allen, 1996; Stiglmayer, 1994). 
Compounding the problem, sexual assault often 
goes unreported to police (Truman & Morgan, 
2016). The EP perspective is highly congruent 
with the idea that explicit limitations on unac-
ceptable behavior through laws and policies are 
required on college campuses.

Colleges and universities are now subject to a 
number of state laws meant to address the prob-
lem of sexual misconduct on campus. An essen-
tial part of this legal and regulatory approach, 
consistent with an EP approach, is an increasing 
emphasis on the right of women to be free of all 
forms of unwanted sexual contact. The legal reg-
ulation in this area is expanding to become 
increasingly protective of victims’ rights.

Examples of this include victim-centered 
institutional responses to campus peer sexual 
violence (Banyard, Moynihan, Cares, & Warner, 
2014). At the state level, in 2014 California 
became the first state to pass legislation (see 
https://leginfo.legislature.ca.gov/faces/billNav-
Client.xhtml?bill_id=201320140SB967) requir-
ing consent on college campuses to be 
“affirmative, conscious, and voluntary” (see con-
sent chapter this volume). A handful of states 
have since followed California’s model, and affir-
mative consent laws are presently under consid-
eration in other states as well.

California’s affirmative consent law provides 
explicit standards for appropriate sexual conduct. 
It states: “Lack of protest or resistance does not 
mean consent, nor does silence mean consent. 
Affirmative consent must be ongoing throughout 
a sexual activity and can be revoked at any time.” 
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The existence of a dating or past sexual relation-
ship between the persons involved is not assumed 
to be an indicator of consent. The law also clearly 
states instances in which someone cannot give 
affirmative consent, including being asleep, 
unconscious, or incapacitated due to the influ-
ence of drugs.

Whether such new initiatives will actually 
result in increased accountability remains to be 
seen, but their effectiveness seems likely given an 
EP analysis. Suggestive in this regard, in her eth-
nographic research of an Indonesian “rape-free” 
society, Sanday’s interview subjects reported that 
“rape was impossible in their society because 
custom, law, and religion forbade it and punished 
it severely” (Sanday, 1996, p. 202). In the same 
article, she suggests that studying naturally 
occurring relatively rape-free environments on 
college campuses and their sociocultural corre-
lates may be useful in finding solutions to the 
problem of campus sexual assault (Sanday, 
1996).

5. An emphasis on changing certain social- 
environmental inputs is important, such as 
peer support for sexual violence.

Social factors may be important moderating 
influences on sexual aggression. EP theory as 
applied to sexual aggression contends that while 
sexually aggressive men possess psychological 
mechanisms calibrated to motivate sexual assault, 
these mechanisms have a higher or lower proba-
bility of being enacted depending on environ-
mental conditions. Group and social support may 
be important moderators of aggressive psycho-
logical mechanisms.

Young men look to their peers for informa-
tion, especially concerning women, dating, and 
sex (Sim & Koh, 2003). Research suggests that 
individuals take peer attitudes toward sexual 
aggression into account when making the deci-
sion to intervene in a sexually aggressive situa-
tion (Brown & Messman-Moore, 2010). A recent 
study found that men high in hostile sexism 
(“HS”) who received peer supportive feedback 
showed higher rape proclivity than did high HS 
men in a low HS peer-group condition (Durán, 
Megías, & Moya, 2018). Other studies have 

revealed that perceived peer rape justification 
predicts hostility toward women and sexual vio-
lence, whereas the diversity of men’s social net-
works protects them against perpetrating sexual 
assault (Kaczkowski, Brennan, & Swartout, 
2017; see also Swartout, 2013, for a general dis-
cussion of this line of research). Related research 
indicates that men with an external locus of con-
trol are more likely to inflict injury on their inti-
mate partners if they report a negative peer group 
climate (e.g., “The group of people I hang out 
with tell jokes about girls or women”; “The group 
of people I hang out with hit someone they are 
seeing or going out with”) (Schmidt, Lisco, 
Parrot, & Tharp, 2016).

A recent somewhat encouraging pilot preven-
tion program for college men with a norms and 
group-based component focused on 20 men who 
engage in heavy drinking (Orchowski et  al., 
2018). About half of the sample had reported 
engaging in some form of sexual coercion since 
the age of 14. Facilitators delivered a three- 
session sexual assault and alcohol feedback and 
education program to these men. This included 
personalized normative feedback regarding alco-
hol use, sexual activity, alcohol-related sexual 
consequences, understanding of consent, and 
engagement in bystander intervention, delivered 
individually in a motivational interviewing style. 
A group-based sexual assault prevention work-
shop focusing on social norms, empathy, mascu-
linity, consent, and bystander intervention was 
then undertaken. Finally, a booster group session 
was administered. The authors reported positive 
effects on some measures of alcohol intentions 
and sexual assault-related outcomes, e.g., greater 
recognition of peer engagement in sexual coer-
cion. The program also increased bystander inter-
vention intentions and confidence to intervene to 
help strangers. No effects were seen on men’s 
actual drinking behavior (i.e., heavy drinking 
days in past month, number of reported drinks 
per week), however, and 25% of the sample 
(5/20) reported engaging in sexual coercion dur-
ing the two-month follow-up period.

From an EP perspective, it is important to rec-
ognize the influence of environmental factors 
such as peer groups. Men who hold highly hostile 
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attitudes toward women tend to associate with 
peers who share these attitudes and to be moti-
vated to engage in within-group status seeking. 
Participation in a sexual assault prevention pro-
gram needs to address these peer influences—
there will be sustained social pressure on these 
men to embody their peer group’s sexual norms. 
Social norms campaigns designed to reduce neg-
ative peer influences and to expose men to more 
diverse points of view—similar to those that have 
been developed to reduce alcohol use on college 
campuses—might therefore be combined into a 
coherent strategy, e.g., with bystander interven-
tion programs, to reduce sexual violence.

6. Interventions must include a focus on high-
risk males.

High-risk males in the general population are 
likely to possess a combination of general antiso-
cial tendencies (e.g., a narcissistic personality, a 
high sense of entitlement, a tendency towards 
psychopathy) as well as specific characteristics 
pertaining to sexual violence (e.g., hostility 
toward women, attitudes accepting of violence 
against women, an impersonal sexual orienta-
tion). Studies indicate that men who are hostile to 
women, typically on measures that include items 
referring to perceived rejection from women 
(e.g., Check et  al., 1985), show relatively high 
sexual arousal to force (“SAF”) as contrasted 
with men who are relatively low on such mea-
sures of hostility toward women. There is also a 
strong connection between measures of individ-
ual differences in men’s hostility toward women 
and similar constructs such as dominance as a 
motive for sex and rape fantasies (Malamuth 
et al., 1996; Malamuth & Hald, 2017). Such psy-
chological characteristics can make these men 
especially resistant to attitudinal, emotional, or 
behavioral changes.

A recent study for example shows that repro-
ductive strategies are directly influenced by hos-
tility towards women (Wegner et al., 2017). This 
study measured men’s intentions to use coercive 
condom use resistance (“CUR”) to obtain unpro-
tected but “consensual” sex. Coercive CUR tac-
tics include the use of lies, manipulation, threats, 
and physical force to have sex without a condom 

with a partner who wants to use one. The experi-
ment also randomly assigned participants to an 
alcohol administration or a control condition. 
After receiving a condom request from a hypo-
thetical partner, men with greater hostility toward 
women reported stronger intentions to use coer-
cive CUR tactics. Men high in hostility toward 
women were at particularly high risk for the use 
of coercion around condom negotiation when 
intoxicated. The authors concluded that men high 
in hostility toward women pose a threat to wom-
en’s sexual safety.

The implication from an EP perspective is 
that high-risk males must be a focus of sus-
tained attention on college campuses and else-
where. Recent revelations about the violent 
tendencies of high-hostility men who feel they 
have been unjustly deprived of sex with women, 
known as the INCEL movement, should alert us 
to the extreme lengths certain males will go, to 
act upon their hostility toward women who they 
believe have denied them of deserved sexual 
contact. Because sexual predation may be a 
successful strategy for gaining sexual access, 
these males will be resistant to change. Not 
only this, but also attempts to change these men 
may actually backfire if not approached 
comprehensively.

7. Interventions that are effective for women 
and most men may show “boomerang” effects 
with high-risk males. In order to effectively 
change the behavior of these men, prevention 
programs should consider introducing exer-
cises likely to reduce the possibility of hostile/
reactive aggression.

To the extent that recurrent ancestral condi-
tions existed such that for some men sexual coer-
cion contributed to overall reproductive success, 
the psychological architecture of men today who 
have experienced relevant developmental adver-
sity may be calibrated in a way that helps moti-
vate sexual assault to obtain sex from an unwilling 
partner. What’s more, there is a real possibility 
that many current sexual assault prevention pro-
grams may be interacting with the psychological 
makeup of these high-risk males to create boo-
merang reactance effects.
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Many high-risk men may experience current 
programs on college campuses as both manipula-
tive and provocative. To these young men such 
intervention efforts are directed at supporting 
more positive treatment for a group, undergradu-
ate women, who seem to them to already “get all 
the breaks.” These programs may therefore 
threaten these men’s self-concept and perceived 
freedoms. Especially if they see intervention 
messages as condescending and therefore insult-
ing, they may respond in anger and with greater 
support for aggression. From an EP perspective, 
if we conceive of sexual strategies within the 
framework of a coevolutionary “arms race” 
between men and women, it is unsurprising that 
messages suggesting or dictating to sexually 
coercive young men how they should behave 
toward women will be ineffective, especially if 
these men feel that they have something to lose 
from this (Mealey, 2003).

The evaluations of current sexual assault pro-
grams generally have not examined the impact on 
sexually aggressive men. If currently effective 
programs work at all for such men, they may do 
so only indirectly. For example, bystander inter-
vention programs may reduce the ability of high- 
risk men to carry out an assault by changing the 
responses of the low-risk, less violent people 
around them. Any net positive effect, however, is 
most likely due to a change in the environment in 
which some assaults occur rather than by having 
an effect on the high-risk male himself.

An extensive critical review of the scientific 
literature on prevention efforts on U.S. college 
campuses was recently published by Newlands 
and O’Donohue (2016). In order to facilitate 
improvement, the authors made some recommen-
dations for developing more rigorous research 
programs. Among them is the idea that attending 
to “differences between participants can eluci-
date what factors influence or moderate treatment 
success or failure” (p.  10). In light of growing 
evidence of boomerang reactance effects 
described below, whereby interventions may 
result in an increased probability that relatively 
high-risk males will endorse sexually violent atti-
tudes and be willing to behave more aggressively 
after the intervention compared to before, attend-

ing specifically to men’s individual risk profiles 
appears highly important.

For many years, based on repeated findings in 
various areas (e.g., alcohol consumption, home 
energy use), reviewers of public health cam-
paigns have called attention to the possibility of 
adverse boomerang effects. As some reviewers 
have noted, “An obvious implication is that boo-
merang effects should be taken into account as 
one of the potential costs of launching a mass 
communication campaign” (Ringold, 2012, 
p. 27). Most relevant to the current focus, boo-
merang effects have been well documented in 
areas of interventions designed to change antiso-
cial behaviors, including sexual and nonsexual 
violence (see, e.g., Byrne & Hart, 2016; Wilson, 
Linz, Donnerstein, & Stipp, 1992). For example, 
an analysis of the consequences of a domestic 
violence campaign that included multiple televi-
sion and newspaper advertisements demonstrated 
such unintended effects (Keller, Wilkinson, & 
Otjen, 2010). One of the stated goals of the pro-
gram was to change the attitudes and behaviors 
of potential perpetrators. Only women’s percep-
tion of the severity of domestic violence (e.g., 
“Domestic violence is a serious issue that requires 
government or police involvement”) increased 
after the campaign, however. Perceptions of the 
severity of domestic violence actually substan-
tially decreased for the men in the study.

Cardaba, Brinol, Brandle, and Ruiz- 
SanRoman (2016) conducted research on the 
effects of anti-violence campaigns in different 
countries with different age populations. In one 
study, they found that individuals with relatively 
higher scores in trait aggressiveness showed a 
boomerang effect of anti-violence messages 
since they actually increased their favorability of 
attitudes toward violence. In contrast, the anti- 
violence campaigns were effective for those with 
relatively lower trait aggressiveness. In a second 
study, the intervention campaign again worked 
for the low trait-aggressive individuals but not for 
the high trait-aggressive participants. Another 
study reporting boomerang effects in the area of 
violence was conducted by Rivera, Santos, 
Brandle, and Cardaba (2016). The authors ran-
domly assigned a large number of Italian students 
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to participate in an intervention campaign 
designed to reduce participants’ acceptance of 
violent video games. Participants were classified 
according to their relational lifestyle, consisting 
of four groups: e.g., “communicative” adoles-
cents were more highly engaged in “civic values 
duties” in their communities than other groups; 
“meta-reflexive” adolescents had the lowest 
probability of seeking parents’ support; whereas 
“fractured” adolescents had a higher probability 
of taking drugs than other groups and of engag-
ing in other relatively delinquent behaviors. The 
group with a “fractured” or problematic lifestyle 
showed a boomerang effect, increasing their 
intent to play violent video games, whereas the 
other participants reduced their desire as a result 
of the intervention or there was a null effect. This 
finding is noteworthy as it is consistent with the 
idea in EP that sexually aggressive men can be 
“generalists” or “specialists,” with implications 
for how different men might be expected to 
respond differently to the same sexual assault 
prevention program based on group 
membership.

We could not find any studies that specifically 
examined the impact of any elaborate interven-
tions on high-risk males. The studies we did find 
all involved some form of intervention of less than 
one or two hours. One of these was a systematic 
experiment using a well-validated laboratory ana-
logue of sexual aggression. In a community sam-
ple of American men, Bosson, Parrott, Swan, 
Kuchynka, and Schramm (2015) found that men 
low in sexism showed less aggressive tendencies 
following exposure to messages emphasizing 
norms of gender equality (e.g., most men approve 
of “men doing half of the housework and child-
care”). Conversely, men high in hostile sexist atti-
tudes showed a boomerang effect of increased 
sexually aggressive tendencies.

In a study of undergraduate men, Stephens 
and George (2009) examined the impact of a rape 
prevention intervention on low- vs. high-risk 
men. Risk level was determined by whether indi-
viduals had reported previously engaging in sex-
ually aggressive behavior. The researchers found 
that men in general showed reductions in rape 

myth acceptance and an increase in victim empa-
thy at a 5-week follow-up. Subgroup analyses, 
however, indicated that low-risk men were 
responsible for these findings. High-risk men 
showed no reliable attitudinal changes from the 
intervention. More alarmingly, high-risk men in 
the intervention group were more likely at fol-
low- up to report higher sexually coercive behav-
iors than were high-risk men in a control group, 
although the sample size was small.

In another study that presented men a 
bystander sexual violence prevention program 
consisting of multifaceted training and skills 
development, outcome measures of rape myth 
acceptance and sexually coercive behavioral 
intentions were reduced among low-risk men 
(Elias-Lambert & Black, 2016). The program 
was relatively ineffective with high-risk men, 
however, leading the authors to conclude that 
“high-risk males may require a different type of 
prevention program that can help change the 
stubborn attitudes and habits they have devel-
oped” (p. 3229).

In order to avoid the possibility of boomerang 
effects, prevention programs should consider 
introducing exercises likely to reduce the percep-
tion of women as out-group threat. Using tech-
niques such as self-affirmation and identity 
verification may be effective in this regard. These 
could be incorporated as part of a more compre-
hensive program for high-risk males, prior to the 
introduction of specific educational interven-
tions. By moderating perceptions of out-group 
threat, these experiences can serve to mitigate 
hostile reactance.

According to self-affirmation theory (Steele, 
1988), individuals have a fundamental motiva-
tion to protect their personal image. Self- 
threatening information is likely to elicit 
defensive responses such as rejecting the infor-
mation, presenting counterarguments, or express-
ing resistance to change in order to restore one’s 
self-integrity. When one’s self-integrity is sup-
ported via self-affirmation, however, one can 
more carefully consider views and information 
that otherwise would be too threatening to accept 
(Cohen & Sherman, 2014; Sherman, 2013).
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Self-affirmations have been found to increase 
positive other-directed feelings (Crocker, Niiya, 
& Mischkowski, 2008). They have been shown to 
have physiological bases for their desired effects 
by buffering neuroendocrine and psychological 
stress responses (Creswell et  al., 2005) and by 
activating relevant brain-reward systems (Dutcher 
et al., 2016). By reducing defensive information 
processing, self-affirmations can increase the 
effectiveness of educational campaigns (Cohen, 
Aronson, & Steele, 2000) via how campaigns are 
framed and embodied. To our knowledge, exist-
ing efforts to educate undergraduate students, 
and high-risk men specifically, about sexual vio-
lence prevention have not included these self- 
image maintenance processes. Because of this, 
these programs are more likely to have unin-
tended, counterproductive consequences.

Similarly, research on identity verification has 
found that when the set of meanings in a situation 
does not match people’s internal standards, and 
someone else does not confirm or verify their 
identities, they can experience negative emo-
tional arousal such as hostility (Cast & Burke, 
2002). If the lack of verification persists, an indi-
vidual ultimately may resort to tactics of physical 
or sexual aggression over others in order to reas-
sert control over the environment (Stets, 1992). 
Many current sexual assault prevention programs 
contain admonishments that may create hostility 
and lead to a diminished sense of control for 
high-risk men, such that a resort to sexual vio-
lence to compensate for this loss is possible.

Identity-verification can serve to reduce or 
eliminate such backlash responses by creating 
feelings of positive arousal including high self- 
esteem and mastery (Burke & Stets, 1999; Cast 
& Burke, 2002), setting the stage, e.g., for 
approach behaviors to programmatic information 
such as increased perspective taking. Research 
from identity theory suggests that verifying high- 
risk men in areas affiliated with their aggressive 
personality, such as masculinity, athletics, or a 
personal identity related to the degree to which 
they see themselves as more or less controlling 
may be most likely to create the conditions for 
attitudinal and behavioral change (Stets & Burke, 
1994), as part of a comprehensive educational 
program for change.

8. Empathy-based interventions may be par-
ticularly important for high-risk males.

To effectively modify sexually aggressive 
mechanisms requires an intervention emphasis at 
emotional levels, not only a cognitive level. 
Focusing on remedying empathy and sympathy 
deficits may be useful as one component of an 
effective strategy with high-risk males, although 
the results of studies emphasizing these variables 
are tentative and inconsistent. Frans de Waal has 
conjectured that emotional contagion and empa-
thy, compassion and sympathy, or automatic and 
deliberate empathy are all connected emotions 
that have been developed in humans through evo-
lutionary processes. Most EP theorists agree that 
these constructs are the result of evolution 
although there is disagreement about the precise 
development of each component. However, there 
is a serious drawback to relying too heavily on 
the cultivation of empathy in high-risk males. As 
de Waal (2012) and others have noted, psycho-
paths may be capable of perspective-taking that 
superficially looks like empathy but given their 
lack of emotional investment, they cannot truly 
be called empathetic (Mullins-Nelson, Salekin, 
& Leistico, 2006). For high-risk males who have 
tendencies toward psychopathic personality char-
acteristics, i.e., those men on the far end of the 
spectrum with relatively fixed calibration of deci-
sion rules, attempts to increase empathy and vic-
tim sympathy therefore may be ineffective at best 
and lead to unintended boomerang reactance 
effects at worst. As we describe above, however, 
the prior use of self-affirmation and identity veri-
fication techniques might help to avoid boomer-
ang effects with these men. Further, for those 
high-risk males who have developmentally flexi-
ble psychological mechanisms, empathy inter-
ventions are more likely to produce positive 
outcomes.

One line of research has shown some positive, 
albeit mixed effects, of a short-term intervention 
on measures of empathy for men classified as 
high risk. In one of the studies, high-risk males, 
based on scores on a modified version of 
Malamuth’s Likelihood of Raping scale 
(Malamuth, 1981), were randomly assigned to 
one of three conditions: (1) a no-treatment con-
trol group, (2) viewing videos intended to induce 
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greater empathy, or (3) viewing videos designed 
to counter rape myths by presenting rape facts 
(Schewe & O’Donohue, 1993). The condition 
presenting rape facts failed to show any signifi-
cant effects and indeed the high-risk men scored 
more negatively on rape-related variables than 
the control group. However, the rape empathy 
condition, which showed a presentation depicting 
victims of rape, child sexual abuse, and sexual 
harassment and their subsequent pain and suffer-
ing, did result in improvements in rape empathy 
and a decrease in attitudes supporting aggression 
against women. In a second study using similar 
procedures, a condition designed to facilitate 
empathy towards victims of sexual abuse and to 
increase awareness of the destructive conse-
quences of rape for the male aggressor lowered 
the scores of high-risk males at two-week follow-
 up on measures of attraction to sexual aggression 
and acceptance of interpersonal violence, 
although not on rape myth acceptance and adver-
sarial sexual beliefs (Schewe & O’Donohue, 
1996).

A promising new avenue for change is virtual 
reality simulations. As a leading creator of virtual 
reality experiences describes, “I sometimes call 
virtual reality an empathy generator. It’s aston-
ishing to me. People all of a sudden connect to 
the characters in a way that they don’t when 
they’ve read about it in the newspaper or watched 
it on TV” (Delahoussaye, 2015). Virtual experi-
ences involve using new technologies to enable 
more intensive and immersive experiences that 
permit a radical change in perspective. Embodied 
virtual experiences lead to greater feelings of 
connectedness to a target than traditional 
perspective- taking, even for people low in inter-
personal reactivity (i.e., low in empathic concern, 
perspective taking, fantasy, and personal distress) 
(Ahn, Le, & Bailenson, 2013).

Recent research on immersion in virtual real-
ity, including work by Abbey, Pegram, Woerner, 
and Wegner (2018), who have developed a virtual 
dating simulation of sexual aggression, Brewster 
(2017), who has suggested that VR is especially 
suited to tapping into our emotions to produce a 
sense of “real feelings,” and other researchers 
who have shown the value of VR for helping 

offenders with emotion recognition (Seinfeld 
et  al., 2018), suggests promising opportunities 
for sexual assault risk reduction. Seinfeld et  al. 
(2018), for example, had a group of male domes-
tic violence offenders experience a virtual scene 
of abuse in first-person perspective. The virtual 
encounter improved deficits in these men’s emo-
tion recognition skills by improving their ability 
to recognize fear in female faces compared to 
baseline and reducing a bias toward classifying 
fearful faces as happy. These effects occurred in 
offenders and not in a control group of men. In 
view of the fact that men who are violent toward 
their female partners are poorer at recognizing 
fear in female faces than are nonviolent men 
(Seinfeld et al., 2018), these results are sugges-
tive of the potential of virtual reality perspective- 
taking for changing real-world behavior. 
Although more research is needed on how best to 
fine-tune VR experiences to increase perspective- 
taking, the use of VR simulations holds promise 
as an empathy generator for sexually aggressive 
men.

It is also significant that other research on the 
effects of perspective taking has shown that 
increased perspective-taking can in some cases 
diminish out-group stereotypes (Galinsky & Ku, 
2004; Galinsky & Moskowitz, 2000) and combat 
automatic expressions of biases, denial of dis-
crimination, and stereotype maintenance pro-
cesses (e.g., Todd, Bodenhausen, Richeson, & 
Galinsky, 2011; Todd & Galinsky, 2014). To the 
extent that sexually aggressive men can be seen as 
“prejudiced” against women, there is therefore 
reason to expect positive benefits of empathy- 
focused interventions when these men are not too 
fixed in their path. Encouragingly, for undergrad-
uate men in general, research shows that as they 
engage with new people, experiences, and ideas in 
the college environment, empathy is amenable to 
change (Hudson-Flege & Thompson, 2017). For 
college men who possess important risk factors 
(hostile masculinity, impersonal sexual attitudes), 
empathy has been found to moderate these risk 
factors in predicting sexual aggression, such that 
men high on these constructs but who are also 
high in empathy have been found to behave com-
parably to low-risk men (Wheeler et  al., 2002). 
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Schewe and O’Donohue (1993) provide tentative 
evidence that an empathy-based intervention can 
have short-term positive effects on high-risk men, 
at least at the attitudinal level. Involvement in 
organizations that tend to promote a strong sense 
of in-group identity, such as fraternities, may 
inhibit positive growth, however (Hudson-Flege 
& Thompson, 2017), highlighting the need for 
interventions that also target group- level factors, 
such as peer groups supportive of sexual aggres-
sion (Swartout, 2013).

 Final Observations

In a recent interview with former President 
Clinton, Comedy Central’s Trevor Noah asked 
him about the #MeToo movement: “Honest ques-
tion: Has it been hard for you to reprogram your 
brain? Has it been difficult for you to go, ‘I have to 
relearn something that is happening now as to how 
I have always seen the world?… As a man, the 
instinct is to go to a defensive place… What would 
you recommend to other men out there to begin 
the journey of understanding and self- reflection?” 
To which President Clinton responded, “To 
become first other-directed. That is look at what’s 
happening in people’s lives. Then you have to ask 
yourself how do I think, how do I feel, how do I 
act. And, both try to make sure you’re doing better, 
even if you think you’re a really good person and 
you’re not aware of ever having done anything 
wrong, and then… asking the women in your 
life…” (The Daily Show with Trevor Noah, June 
26, 2018). From an evolutionary psychological 
perspective, there is much to recommend in this 
exchange. Moving sexually aggressive men to bet-
ter engage with others’ perspectives, such as by 
incorporating the use of affirming and immersive 
strategies that can help function to recalibrate pre-
vious decision rules and subsequent choices, may 
be essential to yield better preventative policies.
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History of the Anti-Rape 
Movement

Sheila M. McMahon

 What Is Sexual Assault?

“Sexual assault” is a term that was introduced in the 
1980s to replace the term “rape” in many states, 
because the term “sexual assault” is considered gen-
der neutral i.e. includes male victims and covers a 
broader range of sexually violent acts, including but 
not necessarily limited to rape, which is often 
defined as vaginal penetration using a penis or other 
object, by some use of force (Campbell & Townsend, 
2011; Reddington & Kreisel, 2005). According to 
the Centers for Disease Control (CDC), an esti-
mated 1.7% of men and 19.3% of women in the US 
have been raped during their lifetimes (Breideg, 
Smith, Basile, et al., 2014). At least 50% of indi-
viduals who identify as transgender, 43.9% of 
women, and 23.4% of men have experienced other 
forms of sexual violence in their lifetimes, such as 
sexual coercion and unwanted sexual contact 
(Breideg, Smith, Basile, et al., 2014; Stotzer, 2009).

 Early US History and Sexual Assault

Beginning with the Puritans and the founding of 
the United States, much of the legal system and 
thinking with regard to the rights of women has 

been based on the tenets of English Common 
Law. English Common Law defined rape as “car-
nal knowledge of a woman by force and against 
her will” (Reddington & Kreisel, 2005, p. 319). 
At that historical moment, rape was considered a 
crime because it damaged a man’s property (e.g., 
the woman, who was considered an object owned 
by her spouse or father). Consequently, the focus 
of laws about sexual assault and other forms of 
sexual violence was a question of the impact of 
this crime on the male head of household, not on 
the actual victims. Husbands could not be pun-
ished for forcing sex on their wives under this 
system. Consent was assumed as a continuous 
aspect of the marital contract. In addition, women 
who were raped were viewed as responsible for 
the crime. Victim-blaming was prevalent, as 
women were considered unreliable and prone to 
lying, particularly when “scorned” by a male 
lover (Bernat, 2002). Hence, sexual assault 
wasn’t viewed as a problem requiring widespread 
intervention, but as an issue to be addressed on a 
case-by-case basis.

 Sexual Assault in the US: Nineteenth 
Century

Sexual assault was first recognized as a social 
problem in the United States in the late nine-
teenth century, when Ida B. Wells, whose career 
was largely focused on anti-lynching campaigns, 
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pointed out publicly the connection between 
lynching and rape (Bevacqua, 2000). She spoke 
openly about the stereotypical image of the black 
man as a rapist, and the black woman as sexually 
promiscuous. She pointed out the consequences 
of these sinister images: namely, that while Black 
women raped by White men were often over-
looked, charges of rape by Black men (even if 
false) were routinely used to justify lynching 
(Bevacqua, 2000). Unfortunately, at that time, 
Wells’ insights about the problem of sexual 
assault were not taken up more broadly in the 
public consciousness.

 Sexual Assault in the US: Twentieth 
Century

 Sexual Assault in the Context 
of Marriage: 1920s

Even as courts began to hear cases in the 1920s 
regarding incidents of domestic violence, sexual 
assault by spouses was not recognized as a viola-
tion of the law. Rather, these rulings were often 
focused on family reconciliation. The assumption 
was that husbands were permitted to abuse their 
wives when they were considered disobedient 
(Pleck, 1987) and wives were often blamed for 
marital difficulties that resulted in violence in the 
home. Moreover, stereotypical gender roles were 
often enforced, with men as aggressive heads of 
household, women as passive caregivers, and a 
code of silence that enshrouded violence against 
women in the home. Sexual assault within the 
context of marriage was still not considered a 
crime in some states as recently as 1993 (Basile, 
2002), only a year before the first passage of the 
Violence Against Women Act.

 Sexual Assault: 1940s

In the 1940s, the decade leading up to the  landmark 
Civil Rights case, Brown vs. Board of Education (a 
landmark US Supreme Court case that declared 
racially separated schools  unconstitutional), 
African American women in the US courageously 

spoke to the press and mobilized their communi-
ties in response to sexual assaults against Black 
women perpetrated by White men as part of the 
larger  campaign of racialized segregation in the 
US (McGuire, 2010). For example, Rosa Parks, 
well known for her pivotal role in the Civil Rights 
movement Montgomery bus boycott, interviewed 
women of color who were sexually assaulted as 
part of her role as secretary of the NAACP 
(National Association for the Advancement of 
Colored Persons) Chapter. In that capacity, she 
coordinated support for Recy Taylor, an African 
American woman who was abducted and gang 
raped by a group of White men in Alabama in 
1944. The case, while not successful in court, led 
to a national campaign that drew attention to the 
unjust and systematic violation of Black women’s 
bodies (McGuire, 2010). The widespread use of 
rape as a tool of segregationists was recognized by 
Daisy Bates and her husband, L.C. Bates, owner of 
the Arkansas State Press, who focused media 
attention on these rapes (McGuire, 2010). 
However, the ire among White segregationists 
raised by Brown, which led to increased death 
threats and attacks on African Americans, also 
resulted in increased silence about racially moti-
vated crimes of sexual violence in the following 
decade (McGuire, 2010).

 Sexual Assault: 1950s

In 1955, the American Law Institute, a legal think 
tank, was charged with developing the Model 
Penal Code (MPC) for rape, which they finalized 
in 1962 and revised in 1980. Much like the 
 executive branch’s approach, the MPC made 
some improvements over US Common Law, but 
still retained key features of anti-victim laws, 
such as maintaining corroboration requirements 
in rape cases (Bevacqua, 2000). This meant that 
the state had to “corroborate the identity of the 
accused, the fact of penetration, and the victim’s 
 nonconsent before proceeding with prosecution” 
(Bevacqua, 2000). The MPC also retained the 
common law emphasis on the victim’s resistance 
juxtaposed against the perpetrator’s use of force; 
in cases in which the victim’s level of resistance 
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is considered questionable, the outcome may be 
less favorable for the victim (Bernat, 2002).

 Sexual Assault and the Civil Rights 
Era: 1960s

It would take decades and the rise of the Civil 
Rights Movement, and the subsequent rise of the 
women’s liberation movement, for public recog-
nition of sexual assault as a social problem in the 
US. According to Bevacqua (2000), social move-
ments arise when there is “an organizational 
base, a network of communication among poten-
tial organizers, shared consciousness of a com-
mon oppression, and a critical mobilizing event 
or events” (p. 26). By the time the issue of rape 
came to the fore within the Women’s Liberation 
Movement, there was already an established base 
of supporters, established through the organizing 
that was done during the Civil Rights Movement.

 The Women’s Liberation Movement 
vs. Sexual Assault: 1970s

Because of work on the Equal Rights Amendment 
and Roe vs. Wade, the anti-rape movement, a 
movement within the broader women’s liberation 
movement, also had the benefit of a network of 
communication. Grassroots activists were 
already mobilized through work on these other 
issues, which made them easier to reach for anti- 
rape activism.

 Liberal Feminists vs. Radical Feminists
The anti-rape movement, like the broader wom-
en’s liberation movement, emerged with two 
 primary ideological camps, liberal and radical 
feminists. The anti-rape movement that emerged 
as a result of work by both groups can be viewed 
as a movement within a movement, which 
accounts for at least some of the success of the 
anti-rape movement; women working to raise 
awareness about rape and to change rape laws 
had had significant, relevant previous political 
organizing experience in other parts of the wom-
en’s movement.

 Liberal Feminists
Liberal feminists tended to operate within the 
norms of the prevailing political system, and 
often used the language of equal rights to frame 
their causes. Modeled after the structure of the 
National Association of Colored People 
(NAACP), liberal feminists borrowed from this 
organization’s well-run operation to develop the 
National Organization for Women (NOW) 
(Bevacqua, 2000). They were able to use political 
and legal channels to fight for women’s rights. In 
1972, they founded Ms. Magazine in order to dis-
seminate and share movement ideas with a 
broader audience (Bevacqua, 2000). They orga-
nized women in support of the Equal Rights 
Amendment and the Roe vs. Wade Supreme 
Court ruling legalizing abortion, so by the mid- 
1970s, they had become seasoned activists. With 
this training and a significant infrastructure 
(largely visible in the form of NOW), liberal fem-
inists began looking at rape laws in the US after a 
1973 national meeting of NOW where this issue 
came to the fore. However, this was after the 
other main camp of feminists, radical feminists, 
brought the question of sexual assault to public 
consciousness (Bevacqua, 2000).

 Radical Feminists
Radical feminists relied on unorthodox and often 
bold strategies to creatively challenge the prevail-
ing rape culture of the late 1960s and early 1970s. 
Led by radical feminists, consciousness-raising 
(C-R) groups provided a safe space in which 
women could articulate the gender-specific chal-
lenges they were facing. The purpose of these 
gatherings was to make a public statement that 
would counter prevalent rape myths (i.e. the myth 
that women can’t be raped against their will; the 
myth that women really want to be raped; and the 
myth that women make false accusations of rape) 
(Bevacqua, 2000). In her memoir In Our Time, 
feminist activist Susan Brownmiller writes poi-
gnantly about attending her first C-R group where 
she found herself among women who shared 
openly, often for the first time, about their experi-
ences of back alley abortions and unwanted sex-
ual experiences (Brownmiller, 1999). It was 
among these women that the phrase “the personal 
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is political” became a rallying cry, and resulted in 
women organized in cities including New York, 
Boston, Washington, DC, Berkeley, Los Angeles, 
Seattle and Chicago to create rape crisis centers 
in the early 1970s as a result of their collective 
experiences in C-R groups (Bevacqua, 2000).

 Consciousness-Raising Groups
Through the Consciousness-Raising groups, 
 anti- rape activists had developed a shared 
 consciousness about the broader culture in which 
they were living and a shared critique of patriar-
chy was developed. There were ample critical 
events to drive the movement, both through the 
broader debate about women’s bodies due to the 
Roe vs. Wade abortion case, and also through 
planned activism led by the groups of radical 
feminists in urban centers such as New  York, 
Boston, Washington, DC, and Seattle. In fact, in 
1971, the New  York Radical Feminists held a 
speak-out and conference about rape, both of 
which were seen as pivotal events that launched 
the anti-rape movement (Bevacqua, 2000).

 Establishment of Rape Crisis Centers
One of the most tangible and lasting legacies of 
the anti-rape movement’s efforts is visible in the 
formation and continued existence of rape crisis 
centers throughout the United States. With train-
ing and established networks created during the 
Civil Rights Movement and subsequent work on 
the Equal Rights Amendment and Roe vs. Wade, 
feminist leaders brought forth concerns about 
violence against women, establishing women’s 
shelters for victims of domestic violence as well 
as rape crisis centers to support victims of sexual 
assault (Bevacqua, 2000).

Rape crisis centers are significant not only 
because of the services they provide, and the 
empowerment model in which they operate, but 
also because they symbolize the ongoing struggle 
feminist activists have faced since the beginning 
of the anti-rape movement: how to remain at the 
forefront of the women’s liberation movement, a 
movement for societal transformation, while at 
the same time cooperating with the institutions 
they wanted to transform in order to accomplish 
their work (Bevacqua, 2000). For example, the 

Washington DC rape crisis center was the first in 
the nation. When it opened its doors in 1972, it 
operated as a collective of dedicated volunteers 
(Bevacqua, 2000). The center took a neutral 
stance on whether or not women should report 
rapes because they recognized that the people 
and institutions (i.e. hospitals, police, and prose-
cutors) that were supposed to help rape survivors 
could blame them instead.

Because of their suspicion of existing institu-
tions, rape crisis centers often operated based on 
private funding in order to avoid state control of 
their work philosophy and operating style 
(Bevacqua, 2000). Not unlike the spontaneous 
rise of soup kitchens in response to hunger in a 
community, rape crisis centers arose in response 
to the needs identified by activists who became 
dedicated volunteers (Smith & Lipsky, 1993). 
However, as the demand for rape crisis center 
services expanded and rape came to be viewed 
more broadly as a social problem, tensions arose 
among feminist activists regarding the aims and 
sources of funding for the work of rape crisis 
centers. This conflict is embodied in the emer-
gence of competing national organizations of 
rape crisis centers.

By 1974, with rape crisis centers in 43 states, 
national coordination of centers made sense. The 
first national clearinghouse for rape crisis centers, 
the Feminist Alliance Against Rape (FAAR), was 
established in 1974. In 1978, the National 
Coalition Against Sexual Assault (NCASA) was 
founded. The two groups’ philosophies differed 
greatly on the question of staffing and scope. 
FAAR members tended to view sexual assault as 
endemic of a larger societal dynamic of male 
dominance, while NCASA was both interested in 
the professionalization of the field and in address-
ing immediate client needs rather than an analysis 
of the larger systems of interlocking forms of 
oppression, of which sexual assault was a symp-
tom (Bevacqua, 2000). FAAR is no longer in exis-
tence, but NCASA was open to accepting 
government funding, which meant that they 
became publicly accountable in ways that were 
sometimes in conflict with radical feminists’ orig-
inal vision for rape crisis centers, but they also 
became more stable and viable organizations 
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(Smith & Lipsky, 1993). Public funding for rape 
crisis centers came from the Law Enforcement 
Assistance Administration (LEAA). LEAA was a 
branch of the Department of Justice established 
by President Johnson to “end crime.” The funding 
from this government agency often went toward 
research and rape crisis programs headed by pro-
fessionals instead of activists. Support for these 
programs sometimes required victims to report to 
the police (Bevacqua, 2000). This was a major 
move away from the radical feminists’ vision of 
neutral support for sexual assault survivors. As 
rape crisis centers were locked in battle with gov-
ernment funders about the purpose and direction 
of their work, women’s liberation movement 
activists were also embroiled in legal fights with 
law enforcement and “tough on crime” politicians 
about the future of rape crisis laws.

It is important to note that, even as the broader 
public grappled with issues of racism and white 
supremacy, there were many challenges within 
the women’s movement regarding issues of race. 
Black women activists often worked successfully 
with their male counterparts in the black libera-
tion movement. However, they were often 
excluded from liberal feminists’ agenda, as lib-
eral feminists were often concerned about the 
needs of middle-class white women. There were 
also instances in which radical white women’s 
consciousness-raising (“C-R “) groups excluded 
black women (Bevacqua, 2000). This type of 
exclusion sometimes resulted in women of color 
founding their own feminist organizations, such 
as the Combahee River Collective, which was 
established in 1975 (Bevacqua, 2000).

 Legal Battles
Increased focus on rape as a social problem was 
also evident in Congress, but with outcomes 
sometimes emblematic of the larger fight anti- 
rape activists were waging against the patronizing 
nature of rape culture. For example, in 1975, 
Senator Mathias pursued the Rape Prevention and 
Control Bill using a ‘protect our women’ approach 
(Bevacqua, 2000). It is important to note that 
Mathias did indeed seek information from the 
Prince Georges County Rape Task Force as well 
as the Public Safety Committee Task Force in 

Washington, DC. Both groups included members 
who were feminist anti-rape activists. Nonetheless, 
when Mathias introduced the bill, he argued that it 
was necessary legislation because, “We fight no 
war, adopt no program, create no law that is not 
ultimately and unselfishly aimed at making life 
better for our women” (US Congress, Bevacqua, 
2000, 29,830; quoted in Bevacqua, 2000, p. 144). 
This commentary suggests a haunting refrain that 
goes back to the days of lynching, when “our 
women” may have signified white women, the 
property of white men. Nonetheless, the bill was 
enacted by Congress and resulted in the creation 
of the National Center for the Prevention and 
Control of Rape (NCPCR) within the National 
Institute of Mental Health, as well as the LEAA’s 
Office of Community  Anti- Crime Programs, 
which gave money to community- based organiza-
tions, such as rape crisis centers, as long as these 
agencies had full- time directors and boards 
(Bevacqua, 2000). Following Mathias’s bill, 
Representative Elizabeth Holtzman introduced 
the Rape Victims Privacy Act, which amended 
federal law regarding the disclosure of informa-
tion about a victim’s past. Considered a pro-vic-
tim piece of legislation, it was signed into law by 
President Carter in 1978 (Bevacqua, 2000).

Although feminist activists were successful in 
getting rape on the public agenda in the 1970s, 
their understanding of rape [i.e. victims are not at 
fault; rapists are not crazed sociopaths; rape is an 
act of power and violence rather than sexual 
desire] did not gain support on the public agenda 
(Bevacqua, 2000). The tensions between femi-
nists and policy makers regarding the understand-
ing of what constitutes rape is critical because it 
explains the broader policy agenda that formed 
and directed expert understanding of rape.

Regarding policy changes that affect how sex-
ual assault is understood as a social problem in 
the US, Underwood and Edmunds (2003) write,

The demands for rights tend to be more evolution-
ary than revolutionary. As victims’ rights become 
established through formal policies, victims and 
advocacy groups press for the next level of services 
and practices. But public policy is a process that is 
lethargic to change. It is also a process that often 
involves a compromise of competing interests or 
values. (p. 230)
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Despite anti-rape activists’ best efforts to shape pub-
lic understanding of rape, the public debate often 
went in directions antithetical to anti-rape activists’ 
efforts. For example, beginning in the 1980s, it actu-
ally became more common for rapes to be placed 
into categories, especially by the media. While this 
categorization reflected the reality of what rape crisis 
centers were seeing (i.e. the vast majority of victims 
were raped by someone known to them), it also cre-
ated a sense in the public that certain categories of 
rapes (i.e. date or acquaintance) were viewed as less 
serious (Bevacqua, 2000).

 1980s: Recognition of Acquaintance 
Rape

By 1982, Ms. Magazine had gotten data that sug-
gested that “date rape” or acquaintance rape was 
much more common than people realized. As a 
result, the magazine approached the National 
Institute of Mental Health and the Center for 
Prevention and Control of Rape to discuss a pos-
sible follow-up study. Because researcher Mary 
P. Koss was already working in the field on this 
topic, they identified her as the lead researcher 
for the study, for which they collected data from 
6159 college students on 32 college campuses 
across the nation (Warshaw, 1994). Completed in 
1985, the study showed staggering rates of 
acquaintance rape among college students. In 
fact, the college years quickly became identified 
as the time in life of highest sexual assault vic-
timization rates among US females (Koss, 1994).

And yet, because of the categorization of rape 
into categories in which acquaintance rape was 
considered less serious, it was difficult to gain legal 
ground to make pro-victim changes. Caringella 
(2009) argues that this ranking has very real conse-
quences in the legal system, “So, it winds up that 
only the strongest cases, with the most evidence, 
with characteristics that meet old requirements, 
that fit the stereotype of stranger- out- of-the-bushes 
(“real”) ambush (and yet infrequent) rape, that 
most often end up in conviction (p. 61).” Moreover, 
most rape reforms tend to focus on “real” or aggra-
vated rape, and because courts enjoy discretionary 
decision-making, the extent to which reform 
 provisions are implemented varies and this explains 

the failure and dismissal of acquaintance rape cases 
(Caringella, 2009).

 1990s

 Federal Legislation to Address Sexual 
Assault
In 1994, then Senator Joseph Biden sponsored 
the Violence Against Women Act (VAWA). The 
purpose of VAWA was to criminalize acts of vio-
lence against women, including acquaintance 
rape, domestic violence, and stalking; to provide 
better support to victim-survivors of these crimes; 
and to prevent violence against women, who 
were disproportionately victims of sexual assault 
(Boba & Lilley, 2009). Because of its focus on 
deterrence and crime, VAWA included greater 
punishment for repeat offenders, criminal and 
civil court restitution for victims, protection of 
victim’s identity, reimbursement to victims for 
financial losses, and funding, education, and 
training for rape crisis center staff (Caringella, 
2009). The passage of VAWA included the estab-
lishment of two streams of funding for VAWA 
initiatives: one through the Department of Health 
and Human Services (HHS) and the other through 
the Department of Justice (DOJ). The efficacy of 
the legislation would take years to measure, but 
VAWA’s passage with bipartisan support sug-
gested the possibility of a future in which there 
would be fewer sexual assault victims and less 
stigma attached to survivors.

 2000s

 Sexual Assault and Social Media
As cell phones have become ubiquitous in the 
US, sexual assault has been both captured on 
social media and also challenged on social media.

Steubenville rape case. The infamous 
Steubenville rape case of 2012, in which two 
high school football players used their cellphones 
and social media apps to document their sexual 
assault of an incapacitated peer, provides a 
 disturbing example of the pervasiveness of rape 
culture in our communities, including the active 
collusion or apathy of bystanders, the use of 
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social media to shame and silence victims, and 
the reluctance to hold offenders accountable 
when they hold significant social capital 
(Pennington & Birthisel, 2016). The case also 
illustrated the value of family support for survi-
vors and the increasing visibility of survivors, 
who are speaking out about crimes that in past 
decades would have been rendered victims silent 
and alone (Szalavitz, 2013).

#MeToo Movement. In 2006, Civil Rights activ-
ist Tarana Burke created a nonprofit organization 
to support sexual assault survivors in response to a 
disclosure she received from a young girl who had 
experienced sexual assault years before (Garcia, 
2017). She created the hashtag in 2007 to invite 
survivors to give voice to their experiences via 
social media. The campaign went viral in 2017 
after actress Alyssa Milano and others used the 
hashtag to share their experiences of sexual assault 
in Hollywood (Ohlheiser, 2017)

 Conclusion

The history of sexual assault in the US is inextri-
cably linked to the nation’s complex history of 
misogyny and racism. Women of color, who were 
often on the forefront of speaking out against 
sexual assault, were frequently ignored. The 
women’s liberation movement, which was 
 credited with creating social change regarding 
sexual assault largely due to the passage of 
VAWA, failed to include women of color in sig-
nificant leadership roles and simultaneously lost 
control of the narrative about sexual assault to 
White, male policymakers who were focused on 
preservation of the status quo through a narrow 
criminal justice approach to sexual assault. The 
result has been that the root causes of sexual 
assault are rarely addressed in a holistic way.
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Cultural Considerations in Sexual 
Assault

Lorraine T. Benuto, Frances Gonzalez, Jena Casas, 
Rory Newlands, and Brian D. Leany

 What Is Sexual Assault?

Sexual assault is a broad term, encompassing a 
myriad of acts and experiences. Sexual assault 
(depending on the definition being employed) 
ranges from inappropriate sexual behaviors, such 
as unwanted groping or fondling, to forcible rape 
(Muehlenhard, Humphreys, Jozkowski, & 
Peterson, 2016). While the inclusiveness of the 
term allows law makers, enforcers, and adjudica-
tors to categorize a wide variety of unwanted 
sexual experiences, its lack of specificity makes it 
difficult for researchers and clinicians to opera-
tionalize and measure accurately, and thereby 
permits flexibility in how the legal system inter-
prets events. For instance, the United States 
Department of Justice defines sexual assault as 
“any nonconsensual sexual act proscribed by 
Federal, tribal, or State law, including when the 
victim lacks capacity to consent.” (Sexual 
Assault, 2018). However, what exactly consti-
tutes “consent” is never articulated, providing 
leeway in how this mandate is interpreted. Further 
complicating the issue, states vary in how they 
define sexual assault, meaning what constitutes 
as sexual assault in one state or jurisdiction may 
not in another (Eileraas, 2011; Palmer, 2011).

The National Institute of Justice provides a 
drastically different definition of sexual assault, 
stating:

Sexual assault covers a wide range of unwanted 
behaviors—up to but not including penetration—
that are attempted or completed against a vic-
tim's will or when a victim cannot consent 
because of age, disability, or the influence of 
alcohol or drugs. Sexual assault may involve 
actual or threatened physical force, use of weap-
ons, coercion, intimidation, or pressure. (Rape 
and Sexual Violence, 2017)

Further they explain that sexual assault can 
include: “intentional touching of the victim’s 
genitals, anus, groin, or breasts, voyeurism, expo-
sure to exhibitionism, undesired exposure to por-
nography, and public display of images that were 
taken in a private context or when the victim was 
unaware” (Rape and Sexual Violence, 2017).

While the United States Center for Disease 
Control (CDC) does not use the term sexual 
assault, opting for the term sexual violence, their 
definition provides a more comprehensive 
description. The CDC states that sexual violence 
(sexual assault) includes: completed or attempted 
penetration via force, threats, incapacitation (due 
to drugs or alcohol intoxication), or verbal coer-
cion (i.e. manipulation, sexual pressure by an 
authority, or nonphysical threats); completed or 
attempted efforts to make a victim penetrate 
someone via, force, threats, or incapacitation (but 
interestingly not verbal coercion); unwanted 
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 sexual contact intentional touching “of the 
 genitalia, anus, groin, breast, inner thigh, or but-
tocks of any person without his or her consent, or 
of a person who is unable to consent. Unwanted 
sexual contact also includes making a victim 
touch the perpetrator”; and noncontact unwanted 
sexual experiences, such as being made to watch 
pornography or inappropriate sexual comments 
(Violence Prevention, 2018).

Give the inconsistencies in how sexual assault 
is defined within official government agencies, it 
is not surprising that researchers also struggle to 
employ a consistent definition across studies 
(Muehlenhard et al., 2016). For example, some 
studies operationalize sexual assault as any 
unwanted sexual experience, including rape 
(Conley, Overstret, Hawn, Dick & Amstader, 
2017), where as others specific that sexual 
assault requires force or intoxication (Hines, 
Armstrong, Reed, & Cameron, 2012). However, 
we opine that the CDC’s definition of sexual vio-
lence  represents a useful way to conceptualize 
sexual assault, attending to both the acts them-
selves and the strategies used by perpetrators. 
This definition may be useful to researchers and 
mental health care providers, but is not necessar-
ily representative of how individuals, societies, 
and  cultural groups conceptualize sexual assault. 
Cultural groups vary in what they consider 
 normative gender roles (Padilla & Baird, 1991; 
Rice & Coates, 1995; Upchurch et  al., 2001), 
rape scripts (Littleton, Carmen, & Berenson, 
2007), attitudes towards rape (Jacques-Tiura, 
Tkatch, Abbey, & Wegner, 2010; Jimenez & 
Abreu, 2003; Price, Davidson, Ruggiero, 
Acierno, & Resnick, 2014), and the acceptance 
of violence (Covington, 2003; Miller & Peterson, 
2008; Vandello, Cohen, & Ransom, 2008). 
Research has found that male and female 
African Americans, Latinos, and Asian 
Americans are more likely to endorse rape myths 
than White-Americans, even if they had been 
sexually victimized themselves (Carmody & 
Washington, 2001; Jimenez & Abreu, 2003). 
The authors posit that various culturally bound 
stereotypes increase the likelihood that certain 
ethnic groups will endorse such myths (Carmody 
& Washington, 2001). For example, Latino 

populations have been found to adhere to values 
such as simpatia (valuing  pleasant, conflict free, 
social relationships [Fraga, 2008]), personal-
ismo (connectedness with others founded on 
trust [Fraga, 2008]), marianismo (defined as 
women who “aspire to be like Virgin Mary by 
acquiring the characteristics of humbleness, self-
sacrifice, and other-centeredness” [Fraga, 2008, 
p.  1196]), and machismo (hypermasculinity 
[Fraga, 2008]). These values, and the degree to 
which they are held, likely influence how 
 individuals conceptualize their experiences as 
well as their willingness to report their 
 experiences and seek treatment. Thus, when 
working with  victims of sexual assault the clini-
cians should consider the cultural background of 
the victim as it may play a fundamental role in 
the case conceptualization.

 Prevalence Rates of Sexual Assault

On average, there are 321,500 victims (age 12 
and older) of rape or sexual assault each year in 
the United States (U.S.  Department of Justice, 
2015). Rates of sexual assault vary across differ-
ent ethnic groups. Women who identify as 
American Indian or Alaskan are twice as likely to 
experience a sexual assault compared to other 
ethnicities with one out of two American Indian 
or Alaskan women (56%) experiencing sexual 
assault in their lifetime (Rosay, 2016). Over 41% 
of sexual assaults among American Indian and 
Alaskan women are committed by a stranger with 
sexual violence without penetration (e.g., 
unwanted sexual contact, sexual coercion) being 
the most prevalent form of sexual assault (52%; 
Rosay, 2016).

Sexual assault is also prevalent among Latinas 
and African American women. A systematic 
review of the literature on rates of interpersonal 
violence among Latinas (Gonzalez, Benuto, & 
Casas, 2018) found that that prevalence rates of 
sexual abuse among Latinas ranged from 1% to 
38%. This wide range of prevalence rates was 
attributable to the manner in which interpersonal 
violence was defined, the lumping together of sub-
ethnicities, and the methods used to collect data. 
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Specific to sexual assault the systematic review of 
the literature indicated that 1% (Benson, Gohm, & 
Gross, 2007) to 38% (Cavanaugh et al., 2014) of 
Latinos experience sexual assault. According to 
West and Johnson (2013), one in five (20%) 
African American women will experience a form 
of sexual assault in their lifetime. Data on the rates 
of sexual assault among Asian Americans and 
Pacific Islanders are less available; one resource 
indicated that 31.9% of Asian and Pacific Islander 
women experienced sexual violence other than 
rape during their lifetime, with 23% reporting 
some form of contact sexual violence, 10% report-
ing completed or attempted rape, and 21% had 
noncontact unwanted sexual experiences during 
their lifetime (Center for Disease Control and 
Prevention, 2017). Another report indicated the 
lifetime prevalence rate of sexual assault among 
Asian Americans to be 53% (KAN-WIN, 2017). 
The above literature makes it evident that rates of 
sexual assault are high among ethnic minorities.

 Reporting Sexual Assault

Cultural and societal factors may influence report-
ing incidents of sexual assault among various eth-
nic groups which in turn can influence prevalence 
rates of sexual assault and may explain the large 
variation observed across prevalence rates. As 
with other forms of interpersonal violence, inci-
dents of sexual assault remain underreported even 
with minority cultures. For example, only about 
one in fifteen African American women who have 
experienced rape will report the rape (Hart & 
Rennison, 2003). The following barriers have 
been identified among African American women 
in not reporting incidents of sexual assault: (1) 
fear of being stereotyped and/or victim-blaming 
response to victims who had been using drugs 
and/or alcohol; (2) experiences of racism by 
police officers; and (3) reluctance to report sexual 
crimes of African American males (Weist et al., 
2014).

Among Asian Americans, and Pacific 
Islanders, disclosing personal or familial infor-
mation, even in a confidential setting, is contrary 
to traditional values. In Asian American and 

Pacific Islander culture, bringing attention to 
negative situations is shameful, especially if it is 
a family matter (Kercher & Kuo, 2008). In an 
unpublished study by the KAN-WIN (2017), a 
nonprofit organization in Chicago that provided 
sexual assault and domestic violence services to 
the Asian community, survivors of sexual assault 
reported that they were worried about being 
blamed after disclosing sexual assault. Worries 
about victim-shaming by their community, guilt, 
and shame arose when considering reporting 
incidents of sexual assault (KAN-WIN, 2017). In 
addition, survivors were worried about the conse-
quences of reporting their sexual abuse with 45% 
of survivors of sexual assault indicating that they 
were afraid of the prejudice and stigma they may 
face by their community (KAN-WIN, 2017). 
Among Latinas similar barriers were reported 
regarding feeling shame and guilt after reporting 
incidents of sexual assault (Ahrens, Rios-Mandel, 
Isas, & Lopez, 2010; Benuto & Bennett, 2015). 
Latinas reported additional barriers to reporting 
sexual assault such as: (1) having traditional 
beliefs about marriage (being a virgin until mar-
ried); (2) familismo; (3) taboos against talking 
about sex; (4) respect of authority; and (5) lack of 
community resources (Ahrens et al., 2010).

Immigration status may also impact the experi-
ence of sexual assault. Language barriers are a 
common barrier to reporting crimes in addition to 
seeking psychological help (Benuto & Bennett, 
2015; Kercher & Kuo, 2008). Moreover, being an 
unauthorized immigrant can lead to low reporting 
of incidents of sexual assault due to the fear of 
authority and deportation (Messing, Becerra, 
Ward-Lasher, & Androff, 2015; Rizo & Macy, 
2011). One study asked Latinas in the community 
why would Latinas not report domestic violence or 
sexual crimes to the police (“No More” Report, 
2015). Forty-one percent of Latinas believed the 
primary reason Latina victims may not come for-
ward is fear of deportation; 39% of Latinas say the 
primary reason Latina victims may not come for-
ward is fear of more violence for themselves and 
their family; and 39% of Latinas say the primary 
reason Latina victims may not come  forward is fear 
of their children being taken away (“No More” 
Report, 2015). This fear could  possibly explain 
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why immigrant Latinas are less likely to seek help 
than U.S. born Latinas (Sabina, Cuevas, & Schally, 
2015).

 Cultural Considerations in Forensic 
Interviews

When there is an accusation of sexual abuse, a 
forensic interview can be used to investigate what 
occurred (Laney & Loftus, 2016). The functions 
of these interviews are to objectively gather facts 
and details about the alleged abuse from the vic-
tim (Krueger, 2016) and to use this information 
in legal actions: establishing jurisdiction over the 
person and the matter, determining venue, deter-
mining when the crime allegedly occurred, figur-
ing out which crimes to charge, and identifying 
the defendant among other factors (Daly, 2016). 
Although forensic interviews often produce true 
and accurate reports of events, they can also pro-
duce erroneous or false reports. In general, poor 
interviewer techniques (e.g. using fear, anticipa-
tion of a reward, coaching, suggestive or leading 
questions, and so forth) are thought to be espe-
cially harmful in seeking the truth as these tech-
niques can produce false memories, be wrongfully 
influential, and can ultimately undermine an 
investigation (Laney & Loftus, 2016).

There are many factors that require cultural 
considerations in the context of a forensic inter-
view. Problematically, research on forensic 
assessment practices with cultural minorities is 
lacking (Benuto & Garrick, 2016). Forensic eval-
uations should include evidence-based assess-
ments that have been researched with the 
population of interest because evaluations that 
fail to consider cultural factors and use culturally 
sensitive assessment measures can have deleteri-
ous consequences. Although limited and at times 
conflicting, research has suggested that sociode-
mographic factors (e.g. SES, gender, ethnicity) 
can influence suggestibility, memory, and disclo-
sure in forensic interviews in many ways (Benuto 
& Garrick, 2016). For instance, it is suggested 
that a child’s disclosure of abuse can be influ-
enced by race, ethnicity, culture, and gender dif-
ferences between the interviewer and interviewee 

(Fontes & Faller, 2006; Lovett, 2004). Thus, 
being culturally sensitive and using culturally 
appropriate assessments during a forensic inter-
view is thought to be integral to the success of the 
interview. Benuto and Garrick (2016) made the 
following recommendations for forensic inter-
views: assessing for the interviewee’s language 
preference and proficiency level and conducting 
the interview in their native language (using 
translated protocols and a translator who has 
been trained in forensic interviewing (never using 
family or friends to fill this role) only as neces-
sary); aiming for ethnic matching and racial/eth-
nic concordance, and if absent, ensuring rapport 
is sufficient before proceeding with the inter-
view; and considering the interviewees environ-
ment and any specific sociocultural factors (e.g., 
shame, guilt, immigration status, ethnic identity, 
acculturation, racism) in the context of the inter-
view (Chapman, DeLapp, & Richards, 2015).

 Assessment of the Sequelae 
after Sexual Assault

A person who experiences sexual assault can 
experience a host of behavioral health issues as a 
consequence of the trauma. The common 
sequelae of sexual assault include depression and 
anxiety disorders, particularly Posttraumatic 
Stress Disorder (Briere & Elliott, 2003) among 
other psychological problems, and forensic inter-
views often incorporate assessments for these 
disorders to facilitate treatment (Breland-Noble, 
Sotomayor, & Burriss, 2015).

Major Depressive Disorder. Major 
Depressive Disorder is an affective disorder 
marked by depressed mood or anhedonia, where 
five or more symptoms (e.g., fatigue, change in 
appetite, change in sleep, psychomotor agitation 
or retardation, feelings of worthlessness or 
 inappropriate guilt, inability to concentrate, sui-
cidal ideation) have been present during the same 
2-week period (APA, 2013). There are several 
assessments used to assess for the presence of 
depression in a forensic interview that have been 
validated for use with African American, Asian 
American, and Latino cultural minorities 
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(Breland-Noble et al., 2015; Kalibatseva, Wu, & 
Leong, 2014; Wiebe, Sauceda, & Lara, 2013). 
These assessments are primarily self-report, have 
good psychometric properties (i.e., in terms of 
being standardized using diverse samples, and 
demonstrating high internal consistency, criterion 
validity, and construct validity in validation stud-
ies), and are available in different languages (e.g., 
Spanish, Chinese, Japanese, Korean, Thai, 
Hmong, Taiwanese, Mandarin, Cantonese, and 
Vietnamese) depending on the measure: the Beck 
Depression Inventory (BDI: Beck, Ward, 
Mendelson, Mock, & Erbaugh, 1961), the Beck 
Depression Inventory-II ((BDI-II: Beck, Steer, & 
Brown, 1996), the Patient Health Questionnaire-9 
(PHQ-9: Kronke, Spitzer, & Williams, 2001), the 
Hospital Anxiety and Depression Scale (HADS: 
Zigmond & Snaith, 1983), the Center for 
Epidemiologic Studies Depression Scale (CESD: 
Radloff, 1977), the Geriatric Depression Scale 
(GDS: Strauss, Sherman, & Spreen, 2006), the 
Hamilton Rating Scale of Depression (HDRS: 
Hamilton, 1960), and the Zung Self-Rating 
Depression Scale (SDS: Zung, Richards, & Short, 
1965) (Benuto, 2012; Benuto & Leany, 2015; 
Benuto, Thaler, & Leany, 2014). In general, these 
assessments are used to identify the presence of a 
depressive disorder, to monitor depressive symp-
tomology, or to differentiate between depressive 
or anxiety disorders and the decision to use one 
measure over another measure depends on the 
referral question of the assessment as well as the 
client (Benuto & Leany, 2015).

Anxiety Disorders. The DSM-V categorizes 
several disorders under the umbrella term “anxiety 
disorder”: Posttraumatic Stress Disorder, 
Generalized Anxiety Disorder, Social Anxiety 
Disorder, Obsessive Compulsive Disorder, and 
Panic Disorder (APA, 2013). In a forensic inter-
view, there is some variation in the measures used 
to assess for specific anxiety disorders. In general, 
these assessments are primarily self- report, have 
good to excellent validity and reliability among 
cultural minority populations in the United States, 
and are available in different languages depending 
on the measure (e.g. Spanish, Japanese, Chinese, 
and Korean) (Benuto, 2012; Benuto et al., 2014; 
Benuto & Leany, 2015). Researchers caution 

interviewers to be aware of culture-specific 
 syndromes in anxiety presentations that may affect 
a client’s understanding and reporting of anxiety 
symptoms (e.g., Koreans experiencing hwabyung, 
or fire disease or anger disease: Lee, 2014).

Posttraumatic Stress Disorder (PTSD). 
Posttraumatic Stress Disorder is an anxiety disor-
der marked by the exposure to a stressor, and the 
subsequent presence of intrusive and avoidant 
symptoms, and alterations in cognitions, mood, 
arousal, and reactivity, that have been present for 
at least 1 month (APA, 2013). Common assess-
ments used to screen for the presence of PTSD 
are: The Clinician Administered PTSD Scale 
(CAPS: Weathers, Keane, & Davidson, 2001 
[available in Spanish: Benuto, Olmo-Terasa, & 
Reyes-Rabanillo, 2011]); the Traumatic Life 
Events Questionnaire (TLEF: Kubany et  al., 
2000); the Distressing Event Questionnaire 
(DEQ: Kubany, Leisen, Kaplan, & Kelly, 2000); 
the Impact of Events Scale-Revised (IES-R: 
Weiss & Marmar, 1997); the Los Angeles 
Symptom Checklist (LASC: King, King, Leskin, 
& Foy, 1995); the Penn Inventory for 
Posttraumatic Stress Disorder (Penn Inventory: 
Hammarberg, 1992); the Posttraumatic 
Diagnostic Scale (PDS: Foa, Cashman, Jaycox, 
& Perry, 1997); the PTSD Severity Scale- 
Interview Version (PSS-I: Foa, Riggs, Dancu, & 
Rothbaum, 1993); the Screen for Posttraumatic 
Stress Symptoms (SPTSS: Carlson, 2001); the 
Davidson Trauma Scale (DTS: Davidson et  al., 
1997); the Posttraumatic Stress Disorder 
Checklist (PCL: Weathers, Litz, Herman, Huska, 
& Keane, 1993); the Structured Clinical Interview 
for DSM (SCID: First, Williams, Karg, & Spitzer, 
2015); and the Anxiety Disorder Interview Scale 
(ADIS-IV: Brown, Barlow, & DiNardo, 1994).

Lee (2014) summarized the research on the 
assessment of anxiety with Asian Americans and 
noted these assessments to have excellent psy-
chometric properties in terms of validity and 
reliability for Asian Americans as well as to have 
been validated in different Asian languages 
(Benuto et  al., 2014). Similarly, Snipes (2013) 
summarized the research on the assessment of 
anxiety with Latinos and noted these assess-
ments to have sound psychometric properties 

4 Cultural Considerations in Sexual Assault



60

(i.e. the CAPS and the PCL have been  specifically 
researched with this population, are available in 
English and Spanish, and both language versions 
were deemed equivalent, suggesting these mea-
sures to be acceptable for use with this popula-
tion) and to be recommended for use with 
Latinos. Finally, Williams, Malcoun, and Bahojb 
Nouri (2015) summarized the research on the 
assessment of PTSD with African Americans 
and while in general they found these measures 
to have acceptable psychometric properties (i.e. 
3 out of 14 measures were validated in studies 
using a predominantly African American  sample, 
while the psychometric properties, primarily 
internal consistency, of only 8 out of the 14 
 measures have been examined for African 
Americans), they also noted that many measures 
lack validation research with African Americans 
and their appropriateness for use with African 
Americans remain largely unknown (e.g. DEQ, 
LASC, SPTSS).

Generalized Anxiety Disorder (GAD). 
Generalized Anxiety Disorder is an anxiety 
 disorder marked by excessive uncontrollable 
 anxiety or worry, where three or more symptoms 
(e.g., restlessness, fatigue, difficulty concentrat-
ing, irritability, muscle tension, and sleep 
 disturbances), have been present for more days 
than not over a six-month period (APA, 2013). 
Common assessments used to screen for the 
 presence of GAD include: the Generalized Anxiety 
Disorder Questionnaire-IV (GAD-Q-IV: Newman 
et al., 2002); the Penn State Worry Questionnaires 
(PSWQ: Meyer, Miller, Metzger, & Borkovec, 
1990), the Hamilton Rating Scale (HARS: 
Hamilton, 1959); the Worry Domains 
Questionnaire (WDQ: Tallis, Eysenck, & 
Mathews, 1992); the State-Trait Anxiety Inventory 
(STAI: Spielberger, Gorsuch, Lushene, Vagg, & 
Jacobs, 1983); the Beck Anxiety Inventory (BWAI: 
Beck, Epstein, Brown, & Steer, 1988); the Anxiety 
Severity Index (ASI: Reiss, Peterson, Gursky, & 
McNally, 1986; Taylor, Koch, & Crockett, 1991; 
Telch, Shermis, & Lucas, 1989), the Structured 
Clinical Interview for DSM (SCID: First et  al., 
2015), and the Anxiety Disorder Interview Scale 
(ADIS-IV: Brown et  al., 1994) (Benuto, 2012; 
Benuto et al., 2014; Benuto & Leany, 2015). Prior 

research suggests that these assessments have 
good sensitivity in terms of being able to distin-
guish between GAD and other anxiety disorders 
and good to strong psychometric properties (i.e., 
having available standardization research that 
determined good inter-rater reliability, internal 
reliability, and test-retest reliability: See Chapman 
et  al. (2015), Lee (2014), Snipes (2013), and 
Benuto et al. (2014) for a review of the psychomet-
ric properties of specific assessments). As a con-
sideration for Latinos, the ADIS-IV and the 
GAD-Q-IV are not available in Spanish (Snipes, 
2013), and thus would not be appropriate for lim-
ited English proficient Latinos. As a consideration 
for African Americans, the WDQ covers a limited 
number of life events and may overlook culturally 
specific worries (Chapman et al., 2015).

Panic Disorder. Panic Disorder is an anxiety 
disorder marked by intense fear or physical dis-
comfort (at least four of the following symptoms 
are present: palpitations, sweating, trembling, 
shortness of breath, chest pain, choking sensa-
tions, nausea, dizziness, derealization, fear of 
dying, numbness, chills) and recurring, unex-
pected panic attacks, where at least one attack is 
followed by a 1-month period, where the person 
worries about having additional attacks (APA, 
2013). Common assessments used to identify the 
presence of Panic Disorder in a forensic inter-
view are: the Beck Anxiety Inventory (BAI: Beck 
et  al., 1988), the Panic Disorder Severity Scale 
(PDSS: Shear et al., 1997), the Anxiety Sensitivity 
Index (ASI: Reiss et  al., 1986; the Brief Panic 
Disorder Screen (BPDS: Apfeldorf, Shear, Leon, 
& Portera, 1994); the Albany Panic and Phobia 
Questionnaire (APPQ: Rapee, Craske, & Barlow, 
1995); the Structured Clinical Interview for DSM 
(SCID: First et  al., 2015), and the Anxiety 
Disorder Interview Scale (ADIS-IV: Brown, Di 
Nardo, & Barlow, 1994) (Benuto, 2012; Benuto 
et al., 2014; Benuto & Leany, 2015). Lee (2014) 
noted these assessments to have excellent psy-
chometric properties for Asian Americans (i.e. as 
many have been standardized for use with this 
population) as well as to have been validated in 
different Asian languages (Benuto et al., 2014), 
while Snipes (2013) and Chapman et al. (2015) 
noted that although many of these assessments 
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have not been exclusively researched with 
Latinos or African Americans, they are still being 
recommended for use with the population. Thus, 
because the psychometric properties and clinical 
utility of these measures has not been examined 
in predominantly Latino or African American 
samples, caution should be exercised (Chapman 
et al., 2015) as their acceptability specifically for 
these populations is not well known.

Social Anxiety Disorder. Social Anxiety 
Disorder is an anxiety disorder marked by a fear 
of social or performance situations where the per-
son may be exposed to scrutiny by others, where 
the individual recognizes the fear to be unreason-
able or excessive, and where the situations are 
avoided or endured with extreme anxiety and dis-
tress (APA, 2013). Common assessments used to 
identify the presence of Social Anxiety Disorder 
in a forensic interview are: the Social Phobia and 
Anxiety Inventory (SPAI: Beidel, Turner, Dancu, 
& Stanley, 1989); the Liebowitz Social Anxiety 
Scale (LSAS: Liebowitz, 1987); the Fear of 
Negative Evaluation Scale and Social Avoidance 
Distress Scale (FNES; SADS: Watson & Friend, 
1969); Positive Affect and Negative Affect Scale 
(PANAS: Watson, Clark, & Carey, 1988); the 
Social Avoidance and Distress Scale (SADS: 
Watson & Friend, 1969), the Social Interaction 
Anxiety Scale (SIAS: Mattick & Clarke, 1998); 
the Structured Clinical Interview for DSM (SCID: 
First et  al., 2015); and the Anxiety Disorder 
Interview Scale (ADIS-IV: Brown et  al., 1994; 
Benuto et  al., 2014). Overall, Lee (2014), 
Chapman et al. (2015), and Snipes (2013) noted 
these assessments to have excellent psychometric 
properties for cultural minorities, to be fairly easy 
to administer, to control for underreporting of 
cognitive symptoms, and to have been validated 
in many different languages (Benuto et al., 2014).

 Best Practices for Treatment

The most common reactions to sexual assault 
include Acute Stress Disorder (which may or may 
not evolve into Posttraumatic Stress Disorder 
[PTSD]), PTSD, Major Depressive Disorder, 
Generalized Anxiety Disorder, and Panic Disorder. 

There has been controversy regarding whether 
intervention in the early aftermath of trauma are 
effective (Koucky, Galovski, & Nixon, 2012) and 
there is a small body of literature that suggests that 
utilizing trauma-focused CBT for clients who pres-
ent with Acute Stress Disorder meet the possibly 
efficacious category (Ponniah & Hollon, 2009).

PTSD represents the most common sequalae 
to sexual assault. The gold standard treatment for 
PTSD is Prolonged Exposure Therapy (Powers, 
Halpern, Ferenschack, Gillihan, & Foa, 2010). 
Prolonged Exposure Therapy is delivered in 
approximately 12 individual sessions and consists 
of psychoeducation about common reactions to 
trauma and breathing retraining; in-vivo exposure 
where the client engages in in-vivo exposure to 
objectively safe situations, places, or people that 
s/he is avoiding because the these objectively safe 
situations, places, or people serve as reminders to 
the trauma; and imaginal exposure where the cli-
ent describes what occurred directly before, dur-
ing, and after the traumatic event. The extant 
literature on Prolonged Exposure Therapy and 
ethnic minorities is minimal. Benuto, Bennett, 
Casas, Norton, and Massey (2019) systematically 
reviewed the randomized controlled trial litera-
ture on Prolonged Exposure Therapy and found 
that ethnic minorities were substantially under-
represented in the treatment outcome literature. A 
single randomized controlled trial conducted in 
Japan with Japanese patients who had PTSD indi-
cated that Prolonged Exposure Therapy is an effi-
cacious treatment for PTSD even in non- Western 
settings. Per the results from the systematic review 
of the literature (Benuto et al., 2019) randomized 
controlled trials of Prolonged Exposure Therapy 
that have included samples with more than 50% 
African American  (adolescents) have indicated 
strong support for Prolonged Exposure Therapy.

While randomized controlled trials on 
Prolonged Exposure Therapy with ethnic minori-
ties are few and far between, an effectiveness 
study has indicated that at least for Latinos 
Prolonged Exposure appears to be a reasonable 
treatment option that produces substantial 
 treatment gains even when free of cultural 
 adaptations (Benuto, O’Donohue, Bennett, & 
Casas, 2019). This conclusion is further supported 
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via case study research which has indicated that 
Prolonged exposure therapy represents an effec-
tive treatment option for Latina victims of sexual 
assault (Benuto & Bennett, 2015). With regard 
African Americans Williams, Chapman, Buckner, 
and Durrett (2016) noted that there is evidence 
that CBT can be effectively used with African 
Americans that in many ways for it is suitable for 
African American families and youth because of 
its empowering nature and because it focuses on 
building strengths and achieving goals. A review 
of the extant literature did not yield much research 
on the use of CBT with Asian participants but of 
the literature that does exist shows promising 
effects with this  population (Tang, Li, Rodgers, & 
Ballou, 2016; Wong & Sun, 2006).

The evidence-based treatments for other 
 common sequalae of sexual assault (including 
Major Depressive Disorder and other anxiety disor-
ders) all include iterations of Cognitive Behavioral 
Therapy (CBT). Benuto and O’Donohue (2015) 
reviewed the literature on CBT and Latinos and 
found evidence that CBT can be used to generally 
effectively with this group. Additional research on 
other related interventions for (i.e., Behavioral 
Activation) also indicate positive results for Latinos 
(Benson-Flórez, Santiago- Rivera, & Nagy, 2017) 
and for both younger (Jacob, Keeley, Ritschel, & 
Craighead, 2013) and older African Americans 
(Gitlin, Harris, McCoy, Hess, & Hauck, 2016). 
Thus the extant literature supports the use of evi-
dence-based interventions (most notably CBT) for 
use with ethnic minority clients. It is worth noting 
that much has been written about cultural adapta-
tions with the central premise of these works being 
based on the notion that empirically supported treat-
ments can be enhanced for ethnic minority clients if 
they are culturally adapted. Benuto and O’Donohue 
(2015) concluded that there was evidence that stan-
dard (nonculturally adapted interventions) were 
effective for use with Latinos.

 Legal and Cultural Intersections

To reduce the fear of immigrants reporting 
crimes, the United States has created the U non-
immigrant status visa (U-Visa). Yearly, 10,000 

visas are awarded to victims of certain crimes 
who have suffered mental or physical abuse and 
are helpful to law enforcement or government 
officials in the investigation or prosecution of 
criminal activity (U.S.  Citizenship and 
Immigration Services [USCIS], 2018a, 2018b). 
This visa is intended to investigate and prosecute 
cases of domestic violence, sexual assault, and 
other crimes, while protecting victims of crime 
(USCIS, 2018a, 2018b). Applicants must provide 
proof that they have suffered mental or physical 
abuse using police reports, police photos, court 
documents, affidavits from medical personal, 
school officials, behavioral health providers, or 
family members. Family members of the victim 
may also qualify for a U-visa application. 
Individuals who have had a U-visa for a mini-
mum of 3 years may apply for green card (USCIS, 
2018a, 2018b). Family members of U-visa appli-
cants may also apply for a green card. During the 
2017 fiscal year, 36,531 victim applications had 
been submitted while 110, 511 were pending 
from previous years (USCIS, 2018a, 2018b). For 
family members, 25,155 applications were sub-
mitted in the 2017 fiscal year while 79, 850 were 
pending from previous years (USCIS, 2018a, 
2018b). Those who work with victims of sexual 
assault should have an awareness of the U-Visa 
policies so that  victims can be referred to legal 
services when needed.

 Best Practices for Prevention 
Programming

Despite numerous efforts to prevent sexual assault, 
effective prevention programs are lacking (Mikton, 
Maguire, & Shakespeare, 2014; Newlands & 
O’Donohue, 2016). While some risk reduction 
 programs have shown promise, such as those that 
 target alcohol use, those that incorporate  self-defense 
training (Lonsway et  al., 2009), or bystander 
approaches (Katz & Moore, 2013), cultural factors 
are rarely considered. One particular intervention 
“Sexual Assault Resistance Education (SARE)” has 
demonstrated impressive initial results with 
Canadian college women (Senn et al., 2015). This 
intervention focuses on (1) improving women’s 
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assessment of possible dangerous situations and 
developing problem- solving strategies; (2) teaching 
women to recognize when situations have become 
dangerous and providing skills to overcome any 
emotional barriers that may prevent them from 
escaping or resisting the situation; (3) teaching 
resistance skills appropriate to a the situation 
(including self-defense and addressing barriers that 
may contribute to women’s reluctance to implement 
self-defense); (4) enabling women to talk more 
openly about sexuality, identification of one’s sex-
ual wants and boundaries, and communicating this 
in an effective manner (Senn et al., 2013). Although 
some interventions have demonstrated success, it is 
important to note that they have primarily been con-
ducted with Caucasian college students.

Research is needed to examine how cultural 
factors intersect with these prevention approaches. 
Some cultural backgrounds may be better suited 
for certain prevention approaches (e.g. African 
American women may do well with self-defense 
and bystander-oriented prevention programs, as 
research indicates this population tends to be more 
assertive [Lineberger & Calhoun, 1983]) and other 
populations may need additional tailoring, as this 
approaches may be inconsistent or in direct con-
flict with their cultural values (e.g. Asian cultures 
tend to promote passivity and hyperfemininity in 
Asian women [Pyke & Johnson, 2003]). 
Additionally, researchers need to consider how 
issues of intersectionality factor into prevention 
efforts. In other words, should prevention pro-
grams consider and attend to the multiple facets of 
culture, such as sexual orientation, gender identify, 
ethnicity, socioeconomic status, or disability, are 
the mechanisms that culminate in sexual assault 
(e.g. binge drinking) the same for all groups? 
Examining the efficacy of such interventions with 
more diverse population is sorely needed.

 Summary and Conclusions

The extant literature indicates variations in how 
sexual assault is defined. This in part has resulted 
in wide ranges in reported prevalence rates of 
sexual assault for ethnic minorities. Despite 

these wide ranges, it is evident that sexual assault 
prevalence rates among ethnic minorities are 
high. While the research on forensic interviews 
with ethnic minorities is limited, at a minimum 
forensic interviewers assess for the interviewee’s 
language preference and proficiency level and 
conduct the interview in their native language; 
attempt ethnic matching and racial/ethnic con-
cordance between the interviewer and inter-
viewee; where ethnic matching is not possible, 
interviewers should ensure that rapport is suffi-
cient before proceeding with the interview; and 
finally interviewers considering specific cultural 
factors (e.g. shame, guilt, immigration status) in 
the context of the interview. The extant literature 
does indicate that there are assessment measures 
that can be used effectively with ethnic minority 
clients to assess for the common sequelae after 
sexual assault and that evidence-based interven-
tions (iterations of CBT) can be used to 
 effectively treat the common sequalae of sexual 
assault. When using evidence-based interven-
tions  clinicians should ensure they are aware of 
the possible intersections between the law and 
the cultural characteristics of their clients (i.e., 
being aware of immigration status and the exis-
tence of the U-Visa).
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Social Policy and Sexual Assault

Sheila M. McMahon

Social policy is a term that is used to denote 
 government action to meet human needs; because 
these needs may be in conflict (on the basis of 
class, race, sex, and so on), it is critical to  consider 
whose values and biases guide any given social 
policy implementation (Titmuss, 1974). Within 
the context of social policy, sexual assault can be 
defined as “any type of sexual contact or behavior 
that occurs without the explicit consent of the 
recipient” (U.S.  Department of Justice, 2016) 
including forced intercourse, incest, child moles-
tation, and attempted rape. According to the 
Centers for Disease Control (CDC), an estimated 
1.7% of men and 19.3% of women in the US have 
been raped during their lifetimes (Breideg, Smith, 
Basile, et al., 2014). At least 50% of individuals 
who identify as transgender, 43.9% of women, 
and 23.4% of men have experienced other forms 
of sexual violence in their lifetimes, such as sex-
ual coercion and unwanted sexual contact 
(Breideg et  al., 2014; Stotzer, 2009). These 
national estimates suggest that sexual  violence is 
an issue that affects many in the US and generates 
a great deal of need. Social policy to address sex-
ual assault in the US has been shaped by compet-
ing values, needs, and concepts of  sexual assault 
victimization, perpetration, and prevention.

The US legal system, with its legacy of 
 preserving traditional gender roles, particularly 
within the family, has included state laws that were 
very uneven regarding protections for victims of 
domestic violence and sexual assault. Many anti-
rape activists’ early battles for social policy 
 solutions to sexual assault in the US were in state 
legislatures because states exercised much control 
over their local rape laws (Valente, Hart, Zeya, & 
Malefyt, 2001). Traditionally, state laws relied on 
myths about rape to drive legal processes 
(Caringella, 2009); this meant that the rules of 
 evidence included the victim/survivor’s sexual 
 history, survivors had to show that they had clearly 
resisted, and hence the burden of proof was on the 
survivor. Similarly, victims’ orders of protection 
were often not recognized across state lines, leav-
ing survivors vulnerable. Michigan was the first 
state to pass a revised anti- rape law, and in doing 
so, became the first in the nation to expand the defi-
nition of rape to include broader acts of sexual vio-
lence, to provide a “staircase” of penalties (penalties 
ranging from misdemeanors to felony crimes based 
on the severity of harm and the  statutory age of the 
victim), to institute rape shield laws, and to end 
resistance requirements (e.g. requirements that the 
survivor show proof that they physically resisted 
the attack) (Bevacqua, 2000). While these changes 
in Michigan state law were profound and did have 
a ripple effect in other states, feminist criminologist 
Susan Caringella (2009) points out that it is impor-
tant to trace not only the changes to laws on the 
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books, but to examine closely whether corrective 
action was taken in court proceedings to be more 
fair to survivors. Unfortunately, sexual assault 
cases often used assumptions about victims’ abili-
ties to consent and victims’ personal sexual history 
in trials, signs that reforms did not result in more 
fair outcomes for survivors of sexual assault 
(Caringella, 2009).

Beginning in the early 1970s, survivor advo-
cates increasingly turned to the federal govern-
ment for support and change. These efforts to 
nationalize the issue of violence against women 
led to passage of the Victims of Crime Act in 1984, 
which included grant support for victims of child 
abuse, domestic violence, and sexual assault 
(Brooks, 1997). However, it was not until 1990 
when the first version of VAWA was put forth in 
Congress by then Senator Joseph Biden that there 
was a legislative effort in the US to pass compre-
hensive legislation addressing issues of violence 
against women. This legislative work combined 
advocates’ concerns about domestic violence, sex-
ual assault, and stalking under a single legislative 
umbrella that culminated in the 1994  passage of 
the Violence Against Women Act (VAWA, “Title 
IV” of the Violent Crime Control and Law 
Enforcement Act, 1994) (Valente et al., 2001).

 VAWA

The passage of VAWA marked a significant shift 
in policymakers’ understanding of sexual 
assault because VAWA specifically attempted to 
address attitudes that suggest rape is less serious 
than other violent crimes, and also to refocus 
attention on the perpetrator’s conduct instead of 
that of the victim (Caringella, 2009). Perhaps 
most importantly, VAWA represented a shift in 
public opinion and policy maker’s views of 
rape, replacing protectionist language with a 
discourse about justice. Authored by then 
Senator Joe Biden with assistance from NCASA 
(National Coalition Against Sexual Assault) and 
the National Organization for Women (NOW) 
Legal Defense Fund, this piece of legislation 
included greater punishment for repeat offend-
ers, criminal and civil court restitution for 

 victims, reimbursement to victims for financial 
losses, protection of  victim’s identity, and 
 funding, education, and training for rape crisis 
 centers, shelters, and so on (Caringella, 2009). 
Because it incorporated civil rights language, 
the Act actually inspired the ire of the (American 
Civil Liberties Union) ACLU and U.S. Judicial 
Conference. Opponents of the bill said it would 
be impossible to establish legally whether a 
woman was sexually assaulted specifically 
because of her gender (hence, allowing for 
 additional civil rights protections). As Caringella 
observes, “According to Biden, if women have 
to change their lives to accommodate the fear of 
rape, while men don’t, that’s not equality” 
(Caringella, 2009).

Moreover, VAWA’s passage also reflected a 
significant change in public policy regarding 
 violence against women, from policymakers 
viewing violence against women as a private 
matter involving quarreling family members to a 
matter of public concern about violent crimes 
against women (Boba & Lilley, 2009). This shift 
was considered a victory among liberal feminists, 
who had been working through legal and judicial 
channels for over two decades toward greater 
gender equality for women in the US. Yet, this 
landmark violence against women legislation 
was also characterized by fundamental compro-
mises by feminist activists to get the bill passed, 
including the inclusion of VAWA in a larger 
crime bill, and the relinquishing of a critically 
conscious view of violence against women in our 
society.

While a discussion of the nuances between 
radical and liberal feminists regarding 
approaches to policymaking are beyond the 
scope of this paper, it is important to understand 
that, overall, feminist approaches to policy 
design, implementation, and analysis differ 
 significantly from traditional policymakers 
because of feminists’ ideological and practical 
commitments to understanding social policy 
from a gendered perspective. This feminist 
approach requires policymakers to carefully ana-
lyze and challenge the more common androcen-
tric approaches to policymaking that are used in 
the mainstream (Bevacqua, 2000; Hyde, 2009).
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Notably, the social context leading up to the 
passage of VAWA included several high-profile 
cases involving violence against women, includ-
ing the Anita Hill/Clarence Thomas sexual 
harassment case in 1991 and the Nicole Brown 
Simpson/O.J.  Simpson domestic violence mur-
der case in 1994 (Bevacqua, 2000). Additionally, 
there were violence against women cases such as 
the slashing of a female model by a stranger in 
1991, which raised media attention on issues of 
violence against women (Brooks, 1997). As 
Congress hosted hearings featuring testimony 
from lawmakers, anti-rape advocates, domestic 
violence advocates, and survivors, these media- 
featured crimes stood out as palpable reminders 
of the national statistics showing rates of  violence 
against women increasing at twice the rate of vio-
lence against men (Biden, 2000). The  confluence 
of these very public instances of  sexual violence 
against women, ranging from harassment to 
stalking and death, and VAWA’s placement in a 
crime bill are important indicators of the thinking 
that guided the development and passage of the 
legislation. Namely, this legislation aimed to take 
violence against women seriously.

And yet, as Meyer-Emerick (2001) points out, 
unlike subtle forms of violence against women 
covered in workplace sexual harassment legisla-
tion (Title VII of the 1964 Civil Rights Act), 
VAWA emphasizes the criminal aspects after 
overt violent crimes against women have been 
committed. VAWA doesn’t address subtler forms 
of intimidation or other threats of violence 
against women. The law is meant to assist indi-
vidual victims and potential victims, as well as to 
punish perpetrators, rather than directly address-
ing the conditions that allow violence to occur 
through a primary prevention approach (Meyer- 
Emerick, 2001). Nonetheless, VAWA is the 
 primary federal law concerned with addressing 
sexual assault in the US.

 VAWA I: Purpose and Funding

The purpose of VAWA was threefold: (1) to 
criminalize acts of violence against women, 
including acquaintance rape, domestic  violence, 

and stalking, (2) to provide better  support to 
 survivors of these crimes, and (3) to prevent 
violence against women (Boba & Lilley, 2009). 
VAWA-I included greater punishment for repeat 
offenders, criminal and civil court restitution 
for victims, protection of victims’ identity, 
reimbursement to victims for financial losses, 
and funding, education, training for rape crisis 
centers, and shelters for  victims (Caringella, 
2009).

The passage of VAWA resulted in the estab-
lishment of two funding streams for VAWA 
 initiatives: one through the Department of Health 
and Human Services (HHS) and the other through 
the Department of Justice (DOJ). HHS grants 
were provided to fund a national domestic abuse 
hotline, shelters, rape prevention programs, and 
programs to prevent sexual abuse of street youth 
(Boba & Lilley, 2009). DOJ grants included 
funding for prosecution and related law enforce-
ment activities for sexual assault crisis response, 
domestic violence, and child abuse. Funding was 
also provided for research on violence against 
women (Parmley, 2004).

In 1995, the Office on Violence Against 
Women (OVW) was established under the 
 auspices of the Department of Justice to pro-
vide financial and technical support to VAWA-
funded programs. Currently, the OVW 
oversees 18 discretionary grant programs and 
three formula- based programs (e.g. where the 
funds will be spent is stipulated in the grant). 
The three formula- based programs are 
Services, Training, Officers, Prosecutors 
(STOP); Sexual Assault Services Program 
(SASP); and State Coalitions. The purpose of 
the 18 discretionary programs is to provide 
support for community-based responses 
which support victims and hold perpetrators 
accountable. These funds are provided to 
community-based organizations, nonprofits, 
universities, courts, schools, and tribal coali-
tions that provide services to victims and their 
families, crisis intervention, housing assis-
tance, and support for special victim popula-
tions including the elderly, teenagers, or 
persons with disabilities (http://www.ovw.
usdoj.gov/overview.htm).
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 VAWA 2000 (GovTrack.us. 2019a)

When VAWA-I expired at the end of fiscal year 
2000, President Clinton reauthorized VAWA as 
“Division B” of the Victims of Trafficking and 
Violence Protection Act of 2000. This reautho-
rized preexisting programs and funding under 
VAWA, added requirements to evaluate program 
effectiveness, and also made it easier for battered 
immigrant women to leave abusers who were 
also their sponsors for US citizenship while 
remaining in the US.  At this time, STOP 
(Services, Training, Officers, and Prosecutors) 
and Arrest Grants were added. The purpose of 
these grants was to fund training efforts for law 
enforcement officials focusing on the arrest and 
prosecution of perpetrators.

 VAWA 2005 (GovTrack.us. 2019b)

Signed into law by President Bush, VAWA 2005 
was primarily concerned with providing addi-
tional funding for closer monitoring of program 
performance, often in the form of more stringent 
program evaluation. VAWA 2005 also added pro-
visions to encourage collaboration among law 
enforcement, hospitals, judicial officials, and 
social service providers to improve victim 
 services for special populations (Laney, 2010). 
Funding for broader research efforts on relevant 
issues of violence against women were largely 
removed from this version of the bill, consistent 
with this presidential administration’s cuts for 
research work in many disciplines.

 VAWA 2013 (GovTrack.us. 2019c)

In 2011, VAWA, which enjoyed bipartisan  support 
when it was enacted, faced a significant delay in 
reauthorization due to Republican opposition to 
the bill’s expanded protections for undocumented 
immigrants in domestic violence situations seek-
ing temporary visas, greater support for tribal 
communities to internally prosecute domestic 
violence and sexual assault crimes committed 
against Native American women, and a broader 

definition of domestic violence that would include 
same-sex couples (Culp-Ressler, 2013; Weisman, 
2012). After a protracted political battle, the bill 
passed the Senate and the House; it was signed 
into law by President Obama in March of 2013 
(Henderson, 2013), but did not include additional 
protections for undocumented survivors of 
 intimate partner violence (Modi, Palmer, & 
Armstrong, 2014). While VAWA 2013 provides 
fewer appropriations than previous versions of the 
law, it also added a nondiscrimination provision, 
improved the privacy protections regarding 
 victims’ personal information, and increased the 
certification requirements for grantees providing 
legal assistance to survivors. VAWA 2013 also 
aimed to address human trafficking through 
increased grant funding (Sacco, 2015).

Attention to vulnerable populations. While all 
victims of sexual assault experience vulnerabili-
ties, social factors can increase the likelihood of 
victimization. For example, rates of sexual assault 
against American Indian and Alaskan Native 
women are extremely high; 56.1% of American 
Indian and Alaskan Native women and 27.5% of 
American Indian and Alaskan Native men have 
experienced some form of sexual assault in their 
lifetime (Rosay, 2016). Similarly, sexual assault 
victimization rates of individuals with disabilities 
in the US are very high and often ignored (Shapiro, 
2018). VAWA attempts to mitigate some of these 
effects through the following program alloca-
tions: (1) Services for survivors with disabilities 
equip domestic violence shelters to meet the 
needs of individuals with disabilities. (2) Services 
and training to prevent elder abuse. (3) Grant 
funding for tribal communities. (4) Grant funding 
for communities of color and diverse communi-
ties with distinct needs that are not addressed by 
the dominant social policy and practice paradigm 
in the US. (5) Funding for coordinated commu-
nity responses to prevent and address sexual 
assault within LGBT  communities and in 
 immigrant communities (APA, n.d.) (Table 5.1).

Colleges & Universities: VAWA 2013 report-
ing and prevention education requirements. The 
Campus Sexual Violence Elimination Act of 
2013, often referred to as the “Campus SaVE 
Act,” VAWA 2013, Section 304 added significant 
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Table 5.1 Chart of VAWA provisions

Year of (Re)
Authorization Provisions
1994 Department of Justice (DOJ):

 •  Established the Office on Violence Against Women
•  Established the following DOJ grants:

   –  STOP (Services∗Training∗Officers∗ Prosecutors) Violence Against Women Formula Grant 
Program

   –  STOP Violence Against Indian Women Discretionary Program
   –  Grants to Encourage Arrest Policies Program
   –  Rural Domestic Violence and Child Abuse Assistance Grant Program
Department of Health & Human Services (HHS):
•  Established and funded the National Domestic Violence Hotline
•  Provided support for battered women’s shelters
•  Provided support for development of rape prevention education programs
•  Provided support for coordinated community responses to domestic violence, sexual assault, and 

stalking
2000 Provided new programs to support the following:

•  Legal assistance for victims
•  Grants to state coalitions and tribal coalitions
•  Grants for law enforcement training; training for prosecutors and courts on elder abuse; training 

on violence against individuals with disabilities
•  Grants to provide services that are accessible to victims with disabilities
Added definition of “dating violence” to the four VAWA grant programs
Encouraged the enforcement of protection orders
Required grantee agencies to show that survivors do not have to pay for services
Allowed STOP funds to be used to train sexual assault nurse examiners
Expanded interstate stalking laws
Added Indian territory to the list of jurisdictions under interstate domestic violence and stalking 
crimes
Expanded battered immigrants’ access to immigration services

2005 Authorized new programs with the following foci:
•  Native American women
•  Sexual assault
•  Youth victims

2013 Imposed new accountability requirements on VAWA grantees
Increased auditing requirements for rape kit backlogs through grant funds for DNA analysis
Provided funding for trafficked persons through amendments to the Trafficking Victims Protection 
Act of 2000 (Division A of P.L. 106-386)
Granted authority to American Indian Tribes to exercise civil and criminal jurisdiction over crimes 
of domestic violence
Included stalking in the definition of the nonimmigrant U visa
Provided funding to address the needs of underserved populations
Included a provision that survivors of domestic violence, dating violence, sexual assault or stalking 
could not be denied public housing assistance nor expected to undergo unnecessary background 
checks in order to gain entry to such housing
Established new mandatory guidelines for institutions of higher education regarding programs to 
prevent sexual assault, dating violence, domestic violence and stalking through amendments to the 
Higher Education Act of 1965
Mandated that federal detention facilities adopt national standards through the Prison Rape 
Elimination act of 2003
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prevention education and response requirements 
for colleges and universities. Under this reautho-
rization, college and universities were required to 
add dating violence, domestic violence, and 
stalking to the reportable offenses in the Annual 
Security Report (ASR) that must be issued annu-
ally. Schools’ policies must include information 
for sexual assault victims on options to notify or 
not notify law enforcement, and victims’ rights/
universities’ responsibilities to provide no con-
tact orders and information about where to obtain 
protective orders. Institutional representatives 
who conduct campus-based hearings on sexual 
assault must receive appropriate training to do so 
in order to promote offender accountability and 
victim safety. The accuser and accused must be 
simultaneously notified of the outcomes of 
campus- based adjudication proceedings, with the 
option for each to appeal. All new students and 
faculty must receive sexual assault prevention 
and education training that includes the defini-
tions of sexual assault, dating violence, domestic 
violence, and stalking in the relevant jurisdiction; 
the definition of consent; a statement that the 
institution prohibits sexual misconduct offenses; 
options for bystander intervention; training on 
the signs of abusive relationships; as well as 
ongoing prevention and awareness campaigns 
(American Council on Education, 2014). These 
educational requirements represent an important 
shift in thinking about sexual assault in the US 
because they include a broad-based focus on 
 prevention that includes the whole campus com-
munity rather than focusing on the victim alone.

To accomplish the additional educational and 
campus-based crime reporting requirements for 
colleges and universities, VAWA 2013 made 
important changes to the Higher Education Act of 
1965 statute Jeanne Clery Disclosure of Campus 
Security Policy and Campus Crime Statistics Act, 
commonly known as “the Clery Act.”

 The Clery Act

The Clery Act was signed into law in 1990 as an 
amendment to the Higher Education Act of 1965 
(“History of the Clery Act,” 2014). Named in honor 
of Jeanne Clery, a college student who was raped 

and murdered in her university residence hall dor-
mitory room in 1986, the Clery Act established 
crime reporting requirements for colleges and uni-
versities (Clery Center, n.d.). The Act required US 
colleges and universities to publicly report crimes 
that occurred on or near their campuses, including 
sexual assault. In 1992, the Clery Act was amended 
to include a “Sexual Assault Victims’ Bill of 
Rights,” requiring colleges and universities to have 
policies in place to address sexual assault on cam-
pus (Clery Center, n.d.). This Act has been instru-
mental in increasing public awareness about the 
rates of reported sexual assaults on US college 
campuses and providing a framework for campus 
safety efforts to address sexual assault. Changes to 
VAWA pertaining to colleges and universities in the 
2013 reauthorization coincided with increased 
enforcement of Title IX requirements that colleges 
and universities maintain environments free of sex-
ual assault, and an outpouring of anti-sexual vio-
lence activism by students.

 Title IX

Enacted in 1972, education amendment Title IX 
stated simply, “No person in the United States 
shall, on the basis of sex, be excluded from par-
ticipation in, be denied the benefits of, or be sub-
jected to discrimination under any education 
program or activity receiving Federal financial 
assistance” (Office for Civil Rights, 2015). 
Typically, Title IX has been synonymous with 
gender equity in school sports programs. However, 
in the 1990s, there were two important Supreme 
Court cases that clearly reflected the importance 
of addressing sexual assault in schools under the 
auspices of Title IX.  In Franklin vs. Gwinnett 
County Public Schools, Christine Franklin, a high 
school student in Gwinnett County, was sexually 
harassed by her teacher and coach. When she 
reported the incidents to the school, she was 
 discouraged from filing criminal charges and ulti-
mately the case went to the Supreme Court, which 
affirmed her right to seek monetary damages from 
the school under Title IX (Oyez, 2018). In 1999, 
under Title IX, a mother sued her daughter’s 
school district for failure to address ongoing 
 peer-on-peer harassment by the daughter’s fifth 
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grade classmate in Davis vs. Monroe County 
Board of Education, the Supreme Court held the 
school responsible for failing to intervene in this 
known harassment. Title IX was applied in this 
case because the harassment interfered with Miss 
Davis’s ability to engage in the benefits of her 
education (Oyez, 2018).

In 2011, the Department of Education Office for 
Civil Rights, which administers Title IX, issued 
guidance to schools (K-12 and postsecondary edu-
cation) that underscored the importance of taking 
steps to address incidents of sexual misconduct 
promptly, protecting the safety of the complainant, 
and the need to use a preponderance of the  evidence 
standard in disciplinary procedures (Ali, 2011). 
The letter underscored the need for schools receiv-
ing federal funds to publish their grievance pro-
ceedings, ensure that their procedures were fair, 
and designate a school official to coordinate Title 
IX compliance activities (Grassgreen, 2011). The 
guidance, which was supported by enforcement 
efforts and widespread activism by college student 
survivors and their allies, was met with criticism by 
men’s rights groups, and was repealed in 2017 by 
the Trump administration (U.S.  Department of 
Education, 2017).

 Social Policy, Sexual Assault, 
and Vulnerable Populations

As previously noted, social policy is intended to 
address human needs. In the context of sexual 
assault, individuals and groups may more vulner-
able to victimization on the basis of gender iden-
tity or expression, race, age, ability, or other 
factors. Victims are not to blame for these differ-
ences; yet it is important to be aware of them so 
that future social policy can be crafted to prevent 
sexual assault among all, especially those who 
are most vulnerable, and in order to provide 
appropriate and necessary support to survivors. 
To date, the only additional federal legislation to 
specifically address the needs of a vulnerable 
population outside of VAWA was the Prison Rape 
Elimination Act.

 Sexual Assault and Individuals Who 
Are Incarcerated

The Prison Rape Elimination Act (PREA) was 
the first US federal law aimed at eliminating 
sexual violence against prisoners. Signed into 
law in 2003 by President Bush, PREA estab-
lished the National Prison Rape Elimination 
Commission to examine the prevalence rates of 
sexual victimization in prisons and to create 
national standards to curb this violence (Just 
Detention International, 2009). Rape in prison is 
believed to be widespread but it has been very 
difficult to get accurate  estimates of this vio-
lence; because PREA sunset in 2009, it is unclear 
when these estimates and  remedies will be 
addressed (Moster & Jeglic, 2009).

 Conclusion

It is difficult to measure the effectiveness of 
social policies to ameliorate sexual assault. 
VAWA, as the only comprehensive national legis-
lation to address sexual assault, was created in a 
social context in which policymakers were often 
focused on the criminal nature of sexual violence. 
While sexual assault is a crime, a “tough on 
crime” perspective fails to consider root causes 
and conditions that lay the ground for sexual 
assault to occur, such as rigid gender roles, rac-
ism, gender-based entitlement and misogyny, and 
so on. As well, the focus of social policy is often 
centered on response rather than prevention of 
harm. Moreover, from a research perspective, it is 
difficult to attribute changes in sexual assault to 
specific social policies, as it is nearly impossible 
to rule out other temporal, social, cultural, and 
developmental factors that may influence the 
complex social problem of sexual assault. Thus, 
the success of future social policies to prevent 
sexual assault will require bridging significant 
ideological perspectives, eradicating social 
inequalities, and prioritizing funding for 
evidence- based victim services and prevention 
programming.
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Framing #MeToo: Assessing 
the Power and Unintended 
Consequences of a Social Media 
Movement to Address Sexual 
Assault

Aubri F. McDonald

 Introduction

Social media has become a predominant way for 
people to express themselves, interact with others, 
and learn what is going on in the world. In the Fall 
of 2017 millions of social media users affixed the 
phrase #MeToo to their experiences of being sexu-
ally assaulted and harassed. The collection of 
responses spurred a cultural movement that has 
illuminated the universality of sexual assault and 
harassment. The #MeToo movement has encour-
aged victims to break their silence by emphasizing 
the credibility of women and victims and by high-
lighting the impunity that many powerful white 
men have experienced. Social media grants indi-
viduals a voice and the ability to control their mes-
sage, wherein past social movement actors often 
did not have control over how media represented 
their claims (Gamson & Modigliani, 1989).

In this chapter, framing concepts are applied 
to the #MeToo movement to better understand 
the influence of the #MeToo frame on certain 
beliefs and actions regarding the issue of sexual 
assault. The #MeToo movement is examined 
with regard to its impact on politics, identity, 
policy, and gender relations. Social media is dis-
cussed in terms of its potential advantages and 
risks as a justice-seeking tool.

 Social Media and #MeToo

Social media serves a catch-all term for internet 
platforms—websites (“sites”), or applications 
(“apps”) for mobile devices—where users create 
and share content and interact with each other. 
Platforms across social media emerged in the 
early 2000s and are used for social networking 
(i.e., Facebook), professional networking (e.g., 
LinkedIn), video sharing (e.g., YouTube), and 
sharing videos, photos, and typed content (e.g., 
Twitter, Instagram, Snapchat, Reddit).1 In 2017 
there were an estimated 209 million social media 
users in the US and 2.46 billon worldwide 
(Statista, 2018a). By 2022, social media use is 
projected to increase to about 221 million US 
users and around 3 billon users globally (Statista, 
2018b).

The #MeToo movement gained widespread 
recognition on social media after the #MeToo 
“hashtag,” a keyword or phrase preceded by a 
pound sign, “went viral” or was circulated rap-
idly and extensively, on the social media platform 
Twitter. Twitter allows users to broadcast short 
messages called “tweets” limited to 140 
 characters. When users include a hashtag in a 
tweet, Twitter converts the keyword or phrase 
into a clickable link allowing users to track 

1 Other social media platforms are for photo messaging 
(e.g., Snapchat); video calling (e.g., Skype); gaming in a 
multiplayer virtual world (e.g., Fortnite) or dating (e.g., 
Match, Tinder, Bumble).
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discussions of certain topics.2,3 Users can also 
“follow” each other to receive updates in real 
time about what others are creating, sharing, and 
their reactions to content. Twitter users set up 
virtual identities or profiles consisting of a short 
bio and image.

The notion of “MeToo” as an initiative to sup-
port survivors of sexual violence predates social 
media. In 1997, Tarana Burke came up with the 
phrase “me too” while working at a youth camp 
after a 13-year-old sexual abuse survivor shared 
her story. Burke recalls on her website, “[I]n the 
middle of her sharing her pain with me, I cut her 
off and immediately directed her to another 
female counselor who could ‘help her better…’ I 
couldn’t even bring myself to whisper…me too” 
(JustBeInc, 2013a). In 2006 Burke founded the 
nonprofit organization Just Be Inc. which serves 
survivors of sexual harassment and abuse 
(JustBeInc, 2013b).4

The #MeToo movement caught fire in October 
2017  in the wake of sexual assault and harass-
ment allegations against media mogul Harvey 
Weinstein by female celebrities and numerous 
other women in the entertainment industry. 
Weinstein was exposed by Kantor and Twohey 
(2017) writing for the New York Times and Rowan 
Farrow in the New Yorker. The Weinstein com-
pany, the production company Weinstein ran with 
his brother, was forced into bankruptcy. Kantor 
and Twohey along with others who brought 
awareness to sexual violence were named TIME 
magazine’s “Person of the Year” for Farrow, 2017 
as “Silence Breakers.” Farrow won a Pulitzer 
Prize for his Weinstein story.

In response to the allegations against Weinstein 
actress Alyssa Milano, known for her television 
roles on Who’s The Boss? and Charmed, sent a 

2 A twitter “handle” is the users identifying name. Using 
the @ symbol and the Twitter user’s name sends messages 
directly to that user’s Twitter feed (or collection of 
messages).
3 Reddit content is organized within areas of interest called 
“subreddits” or “subs” for short. Users vote on content 
which then moves it toward the top or bottom of a subred-
dit feed.
4 To learn more about JustBeInc see: https://justbeinc.
wixsite.com/justbeinc/purpose-mission-and-vision

tweet encouraging her three million Twitter 
followers to reply to her tweet and write “me too” 
if they’ve been sexually harassed or assaulted. 
The #MeToo hashtag circulated rapidly and 
extensively or “went viral” on Twitter. Milano’s 
tweet prompted millions of people worldwide to 
post their #MeToo experiences. Women in differ-
ent countries have translated the hashtag or cre-
ated a new one. In the Arab world “#Ana_kaman,” 
translated as “me too,” has been used millions of 
times. In France “#BalanceTonPorc” meaning 
“rat out your pig,” went viral (Nicolaou, 2018).

The #MeToo hashtag was used roughly 19 
million times on Twitter in the year after it went 
viral (Anderson & Toor, 2018). Though hashtags 
originated as a feature on Twitter, they have 
become part of the language on other social 
media platforms. #MeToo spawned other 
hashtags which have become political statements 
aimed at challenging society’s skepticism toward 
victims of sexual assault and harassment and a 
long history of women’s voices being dismissed 
or ignored (Hodge, 2018). #BelieveWomen or 
#BelieveVictims, and #TimesUp encapsulate the 
ideas that women should be taken seriously when 
they allege they have been victims of sexual mis-
conduct and the time has come for abusive men 
to be held accountable for their behavior.

Social media movements or “hashtag” move-
ments such as #MeToo facilitate social movement 
participation. In the vast social media landscape, 
hashtags make it easy to find related posts, spread 
messages, and unite with allies. The elasticity of 
the #MeToo hashtag contributes to its broad 
appeal. #MeToo ties together experiences from all 
ages and different backgrounds into a broader 
whole to illustrate the scale of the sexual assault 
problem.

 Framing and Frames

The framing approach derives from literatures in 
sociology (Goffman, 1974) and communication 
(Entman, 1993). Framing theory explains that the 
way information about a particular issue is pre-
sented influences how that issue is understood. 
Framing has been applied to social movements 
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(Benford, 1997; Snow & Benford, 1992), media 
(see Scheufele, 1999 for an overview) and politi-
cal communication (e.g., Edelman, 1964). From 
a sociological perspective a frame provides “a 
central organizing idea or story line that provides 
meaning to an unfolding strip of events, weaving 
a connection among them. The frame suggests 
what the controversy is about, the essence of the 
issue” (Gamson & Modigliani, 1987, p.  143). 
The social movements literature defines a frame 
as “an interpretive schemata that simplifies and 
condenses the ‘world out there’ by selectively 
punctuating and encoding objects, situations, 
events, experiences, and sequences of actions 
within one’s present or past environment” 
(Snow & Benford, 1992, p.  137). Framing is 
characterized by selection, emphasis, salience, 
and exclusion. While some facts are selected and 
emphasized to make them more salient, other 
facts are downplayed or excluded (Entman, 
1993).

#MeToo represents a collective action frame, 
an “action-oriented sets of beliefs that inspire 
meaning and legitimate social movement activi-
ties and campaigns” (Benford, 1997, p.  416). 
Collective action frames “underscore and embel-
lish the seriousness and injustice of a particular 
social condition,” amplify the suffering of vic-
tims, and cast moral judgements upon those who 
represent the cause of the problem (Snow & 
Benford, 1992, p. 137). Simplifying and crafting 
information to promote a certain set of beliefs 
can be very effective for getting people on board 
to support a particular cause, though it may also 
limit a movement’s ability to address issues in an 
effective way and lead to other injustices or unin-
tended consequences.

 The Power of the #MeToo Frame: 
Credibility and Salience

The phrase and hashtag #MeToo is one of the 
most viral and powerful occurrences in social 
media history. The #MeToo frame characterizes a 
“Superframe,” a highly recognizable and reso-
nant frame that serves as an “interpretive 
medium” for evaluating the issues and assigning 

blame for problems (Benford & Hunt, 1992; 
Minsky, 1974, p. 237). Superframes like #MeToo 
are easily activated and retrieved from memory 
(Minsky, 1974). Why is #MeToo so powerful? 
Why do some framings seem to be effective or 
“resonate” while others do not? The strength of a 
frame depends on its credibility and salience 
(Snow & Benford, 1988).

The credibility of any framing depends on its 
empirical credibility or its apparent fit between 
framings and events in the world. The greater the 
number of slices of evidence for the frame, the 
more credible the framing and the broader its 
appeal (Benford & Snow, 2000). The volume of 
#MeToo-related posts, news items, and discus-
sions on social media and off-line actions 
prompted by #MeToo serve as “slices of evi-
dence” for legitimizing the #MeToo frame. A 
frame’s credibility also has to do with the credi-
bility of the frame articulators, the greater their 
status, the more plausible and resonant the frame 
(Benford & Snow, 2000). #MeToo gained recog-
nition amid sexual misconduct allegations by 
celebrities against Hollywood producer Harvey 
Weinstein. Famous actresses like Alyssa Milano, 
Gwenyth Paltrow, Ashley Judd, and Angelina 
Jolie and countless other celebrities validated the 
claims against Weinstein. The interest in celeb-
rity culture lends to the resonance of the #MeToo 
frame.

Social media plays an important role in the 
salience of the #MeToo frame. The accessibility 
of social media and its extensive reach increases 
the visibility of #MeToo-related content. Pew 
Research found that since #MeToo went viral, 
65% of adult social media users in the US 
reported regularly seeing posts about sexual 
harassment-related content online with 29% 
reporting it comprised a great deal of content 
they saw on social networking sites (Anderson & 
Toor, 2018).5 #MeToo has been linked to a 
 substantial increase in internet searches related to 

5 The study noted that usage surged around news events 
with the most posts in September 9, 2018, when CBS 
CEO Leslie Moonves resigned after allegations of sexual 
assault followed by Harvey Weinstein’s resignation from 
the board of his entertainment company on October 17, 
2017 (Anderson & Toor, 2018).
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reporting sexual harassment and assault (Caputi, 
Nobles, & Ayers, 2018).

News media in particular influences beliefs 
about a variety of topics, including sexual assault 
(Ardovini-Brooker & Caringella-MacDonald, 
2002). As of 2018 68% of adults in the US were 
getting their news from social media (Matsa & 
Shearer, 2018). Traditional news outlets such as 
broadcast news and newspapers report on social 
media activity and vice versa, creating a feedback 
loop. The content of news feeds vary depending 
on the social media platform, but they consist 
mainly of the posts, articles, and images from 
other people whom the user has chosen to “fol-
low.” People tend to search for, interpret, favor, 
and recall information in a way that confirms 
how they see the world (Plous, 1993, p. 233).

Interactions over social media serve as impor-
tant identity signals that help people navigate the 
networked social world. As social movements 
play out online, social media interactions play an 
important role in identity construction, transfor-
mation, and validation (Benford, 1997; Donath & 
Boyd, 2004). “Identity discourse in social move-
ments helps to concretize activists’ perceptions 
of social movement dramas, demonstrate per-
sonal identities, reconstruct biographies, impute 
group identities and align personal and collective 
identities in movement groups” (Benford, 1997, 
p. 421).

 How Do Frames Influence Thinking?

Framing refers to both the “frames” people use in 
communication and mental “frames” or schemas 
that people use to interpret information. Frames, 
in communication and in the mind, are never con-
structed from scratch, but always draw on already 
existing schemas (Gamson & Modigliani, 1989; 
Snow & Benford, 1988). Concepts from social 
cognition offer insight into how frames influence 
thinking. The “schema” concept (Bartlett, 1932) 
refers to “internal structures of the mind” 
(Goffman, 1974; Kinder & Sanders, 1990, p. 74). 
Research finds that our brains set up mental 

schemas, or stereotyped categories to make sense 
of the world (Allport, 1954; Bartlett, 1932; Fiske 
& Taylor, 1991; Tajfel, 1974).6 Much like how 
user content on Twitter is organized by hashtags, 
our brains catalog vast amounts of incoming 
information by taking “cognitive shortcuts” and 
by setting up schemas to streamline the meaning 
making process (Fiske & Taylor, 1991; Lippmann, 
1946). Walter Lippmann (1946) explains that 
“we are not equipped to deal with so much sub-
tlety, so much variety, so many permutations and 
combinations” and must reconstruct information 
to a “simpler model” in order to manage it (p. 16).

Schemas are shaped by experience and reflect 
our beliefs, values, and worldview. Through 
“priming,” certain frames can unconsciously acti-
vate an associated mental schema, which then 
influences how new information is perceived and 
evaluated (Bartlett, 1932; Fiske & Taylor, 1991; 
Winter, 2005). For instance, attaching the 
#MeToo hashtag to a post on social media links it 
to the broader #MeToo frame. The #MeToo frame 
activates the reader’s mental schema with their 
beliefs and values regarding the #MeToo move-
ment and influences how the reader evaluates the 
content of the post and the person who posted it.

Simplifying operations or heuristics that func-
tion to conserve mental effort often reduce the 
complexity of thinking and renders individuals 
ill-equipped to deal with complex social matters 
in a critical way and can lead to errors in judge-
ment and illogical thinking (Nelson, Clawson, & 
Oxley, 1997; Shah & Oppenheimer, 2008). While 
we cannot avoid automatic, cognitive processes 
that often operate without our knowledge, we can 
certainly acknowledge that a better understand-
ing of #MeToo and the frames embedded in dis-
cussions around #MeToo is critical given its 
salience and potential to affect real change.

6 Related ideas can be found in Bartlett’s (1932) research 
on the schematic nature of perception and Tajfel’s (1969)

cognitive determinants of social interaction.
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 Setting the Stage for the #MeToo 
Movement

Frames are influential when they resonate with a 
certain schema. The likelihood that a frame will 
activate a schema increases if information in that 
schema is activated frequently or has been 
recently activated (Graber, 1988). While sexually 
abusive behavior toward women has been a prob-
lem for a very long time, in the year leading up to 
#MeToo going viral, glimpses of the activities 
that characterize the #MeToo movement 
“primed” the public’s schemas to be activated 
and to resonate once #MeToo went viral.

Twelve months before #MeToo went viral in 
October 2016, during the presidential election 
between Donald Trump and Hilary Clinton, the 
Washington Post publicized a recording of Trump 
from 2005 talking about his treatment toward 
women and that he “grab[s] them by the pussy” 
(Garcia, 2016). Trump’s comments about women, 
allegations of sexual abuse against him by multi-
ple women, and his victory over Clinton, the first 
female presidential nominee in US history, gen-
erated anger and galvanized protests. On January 
21, 2017, Trump’s first full day as president, mil-
lions of people took part in the Women’s March 
on Washington and in other cities worldwide to 
support gender equality and civil rights. Many 
wore pink “pussy” hats with cat ears referencing 
Trump’s comment. Several months before 
#MeToo going viral, high-profile men in media 
were ousted from their positions following accu-
sations of sexual misconduct. Fox News founder 
and CEO Roger Ailes resigned and Bill O’Reilly, 
host of the O’Reilly Factor on Fox News, was 
fired after allegations against them were made 
public (Steel & Schmidt, 2017).

The public demonstrations protesting the mis-
treatment of women and high-profile men being 
held accountable for sexually exploitive behavior 
informed schemas with fresh information regard-
ing a shift in responses to sexual assault; victims 
who come forward will be taken seriously and 
perpetrators will be held accountable. This shift 
was legitimized when #MeToo went viral.

After #MeToo went viral a wave of sexual 
misconduct allegations against celebrities and 
politicians surfaced at a rapid-fire pace. Matt 
Lauer, host of the Today Show on NBC was fired, 
and CBS CEO Leslie Moonves resigned after 
being publicly accused of sexually inappropriate 
behavior (Anderson & Toor, 2018). Actor Kevin 
Spacey was accused of initiating sexual contact 
with a minor and fired from the Netflix show he 
was starring in at the time, House of Cards. 
Alabama’s Republican candidate for Senate Roy 
Moore lost an election after allegations of sexual 
assault against him surfaced and the hashtag 
#NoMoore spread quickly across social media. 
Democratic Senator for Minnesota, Al Franken 
was pressured to resign after allegations of sexu-
ally inappropriate behavior and posts and images 
to that effect went viral on social media. 
Comedian Louis C.K., Prairie Home Companion 
creator Garrison Keillor, longtime television host 
Charlie Rose (Carmon I. & Brittain, 2017), and 
numerous other politicians, business leaders, and 
celebrities lost their jobs or reputations after alle-
gations of sexual misconduct.7

The activity before #MeToo went viral made 
the #MeToo frame more accessible in people’s 
minds. When evoked, Superframes like #MeToo 
are easily activated and retrieved from memory 
(Minsky, 1974). Once #MeToo went viral, people 
were more easily able to reference these past 
activities as a way to evaluate the legitimacy of 
#MeToo. Case after case of people coming for-
ward and prominent men being held to account 
for sexually exploitive behavior memorialized 
#MeToo as a turning point where sexual assault 
would no longer be tolerated and perpetrators 
would be held accountable and victims were 
empowered to come forward to talk about and 
seek justice for the sexual abuse they have 
suffered.

7 On October 18, 2017, gymnast McKayla Maroney 
tweeted she had been sexually assaulted by Larry Nassar, 
the doctor for the US female Olympic gymnastics team.
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 #FakeNews?

The internet has made news more accessible and 
given rise to many competitive voices, it’s also 
become harder to figure out the integrity of the 
news source. In what Pew Researchers called a 
“striking finding from 2018,” most news posts on 
Twitter were posted by fake accounts. They esti-
mated that two-thirds (66%) of tweeted links to 
popular news and media websites were posted by 
Twitter “bots” or automated accounts with a rela-
tively small number of highly active bots generat-
ing many of the posts (Wojcik et  al., 2018).8 A 
“Bot” can play a valuable part in the social media 
ecosystem; they can answer questions in real 
time and generate automated updates about news 
stories or events. “Bots” have also been used in 
exploitive ways to alter perceptions of political 
discourse on social media, spread misinforma-
tion, and manipulate online rating and review 
systems (Wojcik et  al., 2018). Twitter has set 
rules outlining proper and improper uses of auto-
mation. Proper usage includes broadcasting help-
ful information, generating interesting or creative 
content, and automatically replying to users via 
direct message. Twitter prohibits any circum-
venting of the platform’s software protocols, 
spamming, and violating user privacy.

Twitter “bots” can be extremely influential in 
promoting certain understandings underpinning 
the #MeToo movement (Garkey, 2017). 
Newsweek detailed a sophisticated social media 
campaign, a “botnet” to generate opposition 
against Senator Al Franken which later lead to his 
resignation. Amidst the wave of sexual miscon-
duct allegations against powerful men at the end 
of 2017, model and LA radio host, Leanne 
Tweeden accused Franken of groping her on a 
USO trip in 2005. After the allegations surfaced 
Twitter was immediately inundated with the 
hashtags such as “#frankenfondles,” a photo of 
Franken miming grabbing Tweeden’s breasts, 
and a “meme” or image with the phrase “Franken 
is a groper.” The hashtags and images originated 
thousands of “bot” accounts. The fake Twitter 

8 Pew researchers used a “Botometer” algorithm to iden-
tify bot accounts.

accounts also shared a link to a news article criti-
cizing Franken. The website for the news article 
was based in Japan and had been created the day 
before the allegations against Franken became 
public. Prominent right-wing activists with mil-
lions of Twitter followers joined in to denounce 
Franken. One tweeted, “Thinking of offering 
money to people who go on tv and say Al Frank 
is a predator” (Burleigh, 2018). The Alliance for 
Securing Democracy, an organization that tracks 
Russian social media accounts and discourse, 
found that “Al Franken” was a top trending topic 
in the days following the allegations. The agency 
also detected counter-bots that were planted to 
defend Franken to keep the conversation going 
(Garkey, 2017). The notion of “Al Franken is a 
groper” dominated in the US and effectively 
silenced the testimonies of eight former female 
staffers defending Franken and other supporters. 
A similar manipulation is believed to have 
affected the 2016 US presidential election.

 Social Media as a Justice-Seeking 
Tool

Social media has the potential to be an effective 
or risky justice-seeking tool. The #MeToo move-
ment has opened up vast resources online that 
help victims of sexual assault seek justice, net-
work with allies and other survivors, and recover 
emotionally from their trauma. However, indi-
viduals who share their experiences publicly may 
lose control of their story or face legal 
consequences.

 Disclosing Sexual Assault

#MeToo has galvanized the notion that the 
response to disclosing sexual abuse is that of 
unconditional support, admiration for being 
brave, and insistence that it was not their fault. 
Research finds that disclosing abuse results in a 
positive impact psychologically (Andalibi, 
Haimson, De Choudhury, & Forte, 2016; 
McClain & Amar, 2013). #MeToo founder Tarana 
Burke indicated that the #MeToo movement 
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allows people to create community with shared 
experiences which can satisfy emotional and 
social gains linked to self-esteem and identity 
such as recognition, attention and validation. 
Burke described, “You have a built-in group of 
people who automatically gets you, who auto-
matically believes you, who automatically wants 
to hear you. That’s the wildfire of it” (Rowley, 
2018). Disclosing can be liberating for a survivor, 
promote a sense of taking control, and perhaps 
preventing bad things from happening to some-
one else.

 Cyber Vigilantism

People who turn to social media for justice may 
also put themselves at risk. The #MeToo era has 
seen dozens of high-profile people lose their jobs 
and reputations. Social media can be a platform 
for sexual assault victims to seek justice when 
victims feel the legal system has come up short or 
is inadequate to meet their needs. When an accu-
sation fails to destroy the accused as seen in the 
Hollywood version of #MeToo, victims may feel 
their only recourse may be to turn to vigilante 
justice via social media, a practice called cyber 
vigilantism (e.g., Smallridge, Wagner, & Crowl, 
2016).

Publicly accusing someone of sexual assault 
or harassment can backfire. Once allegations are 
public, a person risks losing control of the story 
and increases vulnerability to public scrutiny. 
Whitney Phillips (2015), author of This is Why 
We Can’t Have Nice Things, a book on internet 
trolls, is wary of the unintended consequences of 
social media vigilantism. Phillips explains, 
“Something that you do or say or post now can be 
taken and recombined and re-harnessed for nega-
tive ends and without your knowledge or consent. 
It sets people up to be re-violated, and if the orig-
inal harm is a violation, that’s really scary” 
(p. 27).

Public disclosure can lead to defamation law-
suits as a way for the accused to restore their 
reputation. Even if the accused loses in civil 
court, the accuser would have to spend money to 
defend themselves. The details of the alleged 

attack would be aired publicly, and the victims 
would have to relive the trauma (Wong & La 
Ganga, 2016). An October 2018 lawsuit high-
lighted the potential consequences of speaking 
out about sexual misconduct. Stephen Elliott, a 
writer and founder of the literary site the Rumpus, 
sued “Shitty Media Men” list creator Moira 
Donegan for $1.5 million in damages, alleging 
that the accusations next to his name in the now- 
offline list were unsubstantiated, false, and 
defamatory (Sherman, 2018).9

 Unintended Consequences 
of the #MeToo Movement

All movements, no matter how virtuous in intent, 
may result in unintended consequences. While 
the #MeToo movement has encouraged aware-
ness of and sensitivity to sexually exploitive 
behavior, studies suggest it has also intensified 
anxieties around being wrongfully held liable for 
sexual misconduct.

As the public sharing of “injustices” garners 
far more attention and emotional outpouring than 
most other events on social media, some suggest 
that #MeToo incentivizes disclosures of sexual 
victimization. Critics argue that #MeToo, by situ-
ating victimhood as a privileged and coveted sta-
tus, may encourage exaggerated or false claims 
of sexual assault and harassment.

One year into the #MeToo movement, an 
October 2018 poll of 2201 adults in the US found 
that 57% were equally worried about men facing 
false accusations of sexual assault as they were 
about women being subjected to sexual harass-
ment and assault (Piacenza, 2018). During the 
same month an analysis of Reddit forums found 
that of the posts containing the word “rape,” 60% 
of them mentioned false accusations. Two-thirds 
expressed concerns about men being falsely 
accused while the remaining third contained 
accounts of men who had reportedly been falsely 
accused of rape (Reddit, 2018).

False disclosures may happen for a host of 
reasons such as to belong, for a sense of purpose, 

9 The suit is still pending at the time of writing.
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to make friends or promote trusting bonds with 
others (see O’Callaghan, Lorenz, Ullman, & 
Kirkner, 2018). De Zutter, Horselenberg, and Van 
Koppen (2017) found that false complainants 
were primarily motivated by emotional gain with 
20% of complainants reporting they did not know 
why they filed a false allegation.10 Studies have 
found that false allegations of sexual assault can 
function to produce an alibi, to exact or gain sym-
pathy and attention, often when under stress 
(Kanin, 1994). Other pathways to false sexual 
assault and harassment claims include lying, 
false interpretations, false memories, intoxica-
tion, substance abuse, biased or flawed investiga-
tions, personality disorders, or other form of 
mental dysfunction (Engel & O’Donohue, 2012; 
O’Donohue & Bowers, 2006).

All false allegations aren’t necessarily false 
but rather may reflect the complexities inherent 
to human interactions and variations from one 
individual to another. Consent rules that dictate 
whether a sexual violation has occurred may be 
part of the problem. The National Council for 
Higher Education and Risk Management 
(NCHERM) one of the country’s largest higher- 
education consulting practices specializing in 
Title IX, argues that consent as a construct is 
imperfect in both theory and practice, “Our 
consent rules need to be malleable to account 
for the vagaries of the human experience, and 
we need to be flexible enough to allow for the 
fact that human communication and interaction 
are imperfect” (Black et al., 2017). NCHERM 
points out, “Having less-than-ideal sex is unfor-
tunate, but probably universal at some point for 
all people who are sexually active” (Black 
et al., 2017). The anxieties in relation to accu-
sations of sexual misconduct may have the 
unintended effect of men actively avoiding 
women and harming women in the long run. A 
study presented at a meeting for the American 
Heart Association found that bystanders are 

10 Complainants file a false allegation out of material gain, 
emotional gain, or a disturbed mental state. The list can be 
subdivided into eight different categories: material gain, 
alibi, revenge, sympathy, attention, a disturbed mental 
state, relabeling, or regret.

less likely to perform CPR on women for fear 
of being accused of sexual assault (Norton, 
2018).

Studies focused on workplace interactions 
between men and women reflect a similar anxi-
ety. A Pew Research survey revealed that 51% of 
US adults felt that the recent focus on sexual 
harassment made it harder for men to know how 
to interact with women in the workplace (Graf, 
2018). Kim Elsesser (2015), author of “Sex and 
the Office,” predicts that if men start to back 
away from women in the workplace, the result 
would be a “sex partition” that would adversely 
impact female workers’ career advancement. A 
2018 article in Bloomberg titled “Wall Street 
Rule for the #MeToo Era: Avoid Women at All 
Costs” found men are taking extra precautions to 
keep their distance from women. Interviews with 
more than 30 senior executives revealed men are 
avoiding one-on-one meetings and dinners with 
female colleagues, sitting next to them on flights, 
and are booking hotel rooms on different floors. 
One respondent noted that just hiring a woman 
these days is “an unknown risk” that she might 
take something the wrong way (Tan & 
Porzecanski, 2018). Texas Sheriff Jim Kaelin 
dubbed “Sheriff Hugs” made a similar statement 
in a viral Facebook post in the month after 
#MeToo went viral when allegations were publi-
cized nearly every day. The Sheriff announced 
that #MeToo made him discontinue receiving and 
giving hugs from anyone outside of his family 
and close friends. He explained, “[Y]ou just don’t 
know when this hug might come back and bite 
you. The workplace, for one, can become hostile 
if an employee “feels” threatened by your hugs” 
(Zeisler, 2017). A common hashtag, #MGTOW 
meaning “Men Go The Other Way,” refers to men 
avoiding interactions with women out of fear of 
being accused of sexually inappropriate 
behavior.

Andi Zeisler (2017) author and cofounder of a 
feminist blog site argues that focusing on the dis-
comfort of a man rather than his behavior toward 
women discredits those who speak up about 
harassment. She emphasizes that acting as though 
women “frivolously point fingers” trivializes the 
reality that women who come forward with accu-
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sations often risk losing their job or ostracization 
by their colleagues.

 Applying Framing to the #MeToo 
Movement: The Injustices, 
the Victims and Who’s to Blame

Framing in the context of social movements 
involves identifying an injustice, the victims of 
the injustice, and where to direct blame (Benford, 
1997). The #MeToo frame assigns meaning to 
articulations and interpretations intended to 
mobilize potential adherents, garner support, and 
demobilize antagonists (Snow & Benford, 1988). 
This section identifies the injustices, victims, 
protagonists, and antagonists of the #MeToo 
movement. Counter injustice claims, injustices 
that the #MeToo is said to have caused, are also 
discussed.

 Injustice Claims of the #MeToo 
Movement

Before collective action is likely to occur, a criti-
cal mass of people must socially construct a sense 
of injustice (Hunt & Benford, 1992; Gamson, 
Fireman, & Rytina, 1982). Diagnostic framing 
refers to the identification of an injustice, identi-
fying the victims of a given injustice and ampli-
fying their victimization (Benford & Hunt, 1992). 
The widespread participation in #MeToo over 
social media drew attention to injustices related 
to the universality and normalization of sexual 
assault and harassment including the history of 
women being silenced, dismissed, and not sup-
ported after coming forward, and the underre-
porting of sexual assault to police.

#BelieveWomen and #BelieveVictims are 
mantras of the #MeToo movement to address 
injustices. Thus, they constitute prognostic fram-
ing; the articulation of proposed solutions to the 
problem that takes place among activists, oppo-
nents, targets of influence, media, and bystanders 
(Benford & Hunt, 1992). Like #MeToo, 
#BelieveWomen and #BelieveVictims are also 
Superframes, highly resonant frames for evaluat-

ing issues and judging others (Benford & Hunt, 
1992; Minsky, 1974).

#BelieveVictims is about being supportive of 
those who make claims of sexual assault and 
acknowledging that they are entitled to support, 
advocacy, and help. The “Believe the Victim” 
movement originated in the 1970s in the context 
of psychological treatment to recognize the harm 
suffered by sexual assault victims and the need 
for therapists to believe clients claiming sexual 
assault was necessary and appropriate for thera-
peutic purposes (Bourke, 2012). Taken literally, 
the #BelieveWomen and #BelieveVictims 
hashtags promote the assumption that all sexual 
assault accusations are automatically true or 
rarely false. The #MeToo directive to “believe 
the victim” is supported by the “false accusations 
are rare” frame and relies on the widely cited sta-
tistic from National Sexual Violence Resource 
Center (2012) that 2–10% of sexual assault 
reports are false. However, this research has been 
scrutinized for using unreliable data and unscien-
tific methodologies.11 There is no clear consensus 
on the prevalence of “false” or “true” rape accu-
sations. Rape accusations cannot always be clas-
sified as either “false” or “true,” in reality far 
more cases fall outside this binary and are never 
pursued for various reasons (see O’Donohue, 
Chap. 32, this volume). According to researchers 
studying false allegations, “To classify a case as a 
false allegation, a thorough investigation must 
yield evidence that a crime did not occur” (Lisak, 
Gardinier, Nicksa, & Cote, 2010). Using the 
same logic, classifying an allegation as “true” 
also requires a thorough investigation that yields 
evidence that a crime did occur (Schow, 2018). 
This would not be a fair assessment either.

Framing literature shows that judgments are 
not based just on the facts, but on frames. 
According to George Lakoff (2004) “To be 

11 Turvey, Savino, and Mares (2017) quotes a study by 
researcher Edward Greer, past president of the Association 
American Law Schools. Greer traced the one and only 
source for the “2%” statistic to Susan Brownmiller’s 
(1975) book, “Against Our Will: Men, Women and Rape.” 
Brownmiller cited findings by female police officers in a 
New York City rape squad. Their methods are unknown 
and the finding was never verified.
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accepted the facts must fit the frame. If the facts 
don’t fit the frame, the facts bounce off” (Lakoff, 
2004, p.  17). While the #BelieveWomen and 
#BelieveVictims frames promote respectful 
 treatment of persons who report sexual assault 
crimes, they may also encourage the presumption 
that persons accused of sexual assault are auto-
matically guilty. Framing scholars caution against 
applying socially constructed frames to specific 
situations as this ignores the variations in indi-
vidual experiences and risks causing further 
injustices (Benford, 1997). The presumption of 
innocence is part of the “due process” frame and 
is often misconstrued as being anti-victim. For 
proponents for of the #BelieveVictims frame, any 
facts that suggest the accused is innocent, 
“bounce off.” Supporting victims and respecting 
constitutional protections should exist in the 
same space but given the strength of the 
#BelieveWomen / #BelieveVictims frames this is 
often not the case.

 Victims of the #MeToo Movement

Frames reflect existing biases, prejudice, and ide-
ology in society (Edelman, 1993). Women and 
girls are overwhelmingly victims of sexual abuse 
and are prominently displayed as victims in the 
#MeToo movement. Boys and men, while they 
are also victims of sexual assault, they are also 
more often the perpetrators of sexual abuse and 
depicted as such. Women who are poor, are from 
certain ethnic minorities, and who have intellec-
tual disabilities are disproportionately likely to 
be victims of rape (USDOJ, 2017). Those who 
are more likely to be victims of sexual exploita-
tion are also more likely to be marginalized or 
discounted altogether as victims in the #MeToo 
movement.

Sex workers, who are at significant risk for 
sexual victimization, claim their voices had been 
left out of the #MeToo movement (Cooney, 2018). 
“Sex workers” refers to people who choose to par-
ticipate in a range of sex-based work, including 
prostitutes, escorts, strippers, pornography actors, 
dominatrixes, erotic massage therapists, and nude 
webcam models, among other jobs (Cooney, 

2018).12 Confusion among #MeToo activists 
regarding how to frame support for sex workers 
was evident during the Women’s March in January 
2017. Janet Mock, sex worker, author and trans-
gender activist helped draft the guiding principles 
for the March. She wrote a line stating “…we 
must stand in solidarity with sex workers’ rights.” 
“Sex workers” was later deleted and the line was 
edited to say that sex exploitation “in all forms is 
a violation of human rights.” It was eventually 
changed back to Mock’s original wording 
(Vagianos, 2017). The day after the Women’s 
March a group of sex trade survivors and advo-
cates issued an open letter criticizing the March’s 
“pro-sex trade” position as “thoroughly anti-fem-
inist” and condemned March leaders for “ignor-
ing and erasing” the voices of sex trade survivors 
and for “perpetuat[ing] the status quo of women 
as commodified goods” (Burris, 2017).

Sex workers criticized Ashley Judd, one of the 
actresses at the forefront of #MeToo for her activ-
ism to abolish all sex work for being “inherently 
harmful” to women. In angry posts on Twitter, 
they blasted Judd’s “simple-minded” assump-
tions that all sex workers are women and all their 
clients are men and that sex workers cannot give 
consent because the presence of money is proof 
of coercion (Zimmerman, 2018). They argued 
that the sex work structure and sex worker expe-
riences are complex and that Judd “lacks the cog-
nitive ability to fully grasp [its] complexity” 
(Zimmerman, 2018). The backlash from sex 
workers reflects that #MeToo activists treated sex 
workers as though their voices represented a uni-
fied whole, a tendency that framing scholars cau-
tion against as it ignores the uniqueness of 
individual experiences (Benford, 1997).

#MeToo founder Tarana Burke started the 
#MeToo movement for black women and girls 
but feels their voices and their suffering has been 
ignored (Burke, 2017). She writes, “In 2006, I 
launched the #MeToo movement because I 
wanted to find ways to bring healing into the lives 
of black women and girls. But a year after the 

12 Consensual sex work is not to be confused with sex traf-
ficking when people are forced into sex work by violence, 
threats or other forms of coercion.
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movement they have not felt seen” (Burke, 
2018a; Burke, 2018b). Burke told the Huffington 
Post, “It’s about the 60% of black girls like me 
who will be experiencing sexual violence before 
they turn 18 (Vagianos, 2018).

Writing in the Yale Law Journal, Angela 
Onwuachi-Willig (2018) chastised the #MeToo 
movement for ignoring the contributions and 
experiences of women of color, particularly black 
women, and for failing to recognize the unique 
forms of harassment and the heightened vulnera-
bility to harassment that women of color fre-
quently face in the workplace. The public 
perception that Alyssa Milano started #MeToo 
rather than its actual founder, Tarana Burke, a 
black woman, highlights a common concern 
about the ways that black women’s contributions 
can be ignored or dismissed, only to have the 
same ideas lauded when they are presented by 
white women (White, 2017).

Journalist Emily Yoffe describes in a 
September 2017 article in The Atlantic how race 
is almost completely unacknowledged by the 
government with regard to campus sexual assault. 
She explains, black males don’t fit the archetypal 
image of the campus rapist—a rich, white frater-
nity athlete (Yoffe, 2017b). Though black men 
make up only about 6% of college undergradu-
ates, they are vastly overrepresented in sexual 
assault cases on college campuses (Yoffe, 2017b). 
Supporting evidence for this is anecdotal since 
the Office for Civil Rights (OCR), which regu-
lates how colleges respond to sexual assault, 
doesn’t document the race of the accused and 
accuser in sexual assault complaints. Harvard 
Law School professor, Jeannie Suk Gersen 
(2017) wrote in the New Yorker that in general, 
the campus personnel she’d spoken with who 
routinely work on sexual-misconduct cases said 
that most of the complaints they see are against 
minorities. Michael Jones (2018) writing for the 
CollegeFix profiled 11 cases where black stu-
dents suffered under false allegations or poorly 
administered campus tribunals. Many were sus-
pended or expelled, and many had their promis-
ing sports careers derailed.

Janet Halley, a professor at Harvard Law 
School, is one of the few people who have pub-

licly addressed the role of race in campus sexual 
assault. Halley (2015) argues in the Harvard Law 
Review that interracial assault allegations are a 
category that bears particular scrutiny given that 
“American racial history is laced with vendetta- 
like scandals in which black men are accused of 
sexually assaulting white women” (p. 106). The 
social disadvantage black men continue to carry 
in our culture may make it easier to blame black 
men and may make it harder for black men to 
defend themselves against sexual assault allega-
tions (Halley, 2015). Unconscious racial biases 
might influence some women to view a regretted 
encounter with a man of a different race as an 
assault (Yoffe, 2017b). Racial biases, coupled 
with the lack of resources common among minor-
ity students on campus, might systematically dis-
advantage men of color in adjudication (Yoffe, 
2017b). Gersen (2017) noted in her New Yorker 
article, “[If] we have learned from the public 
reckoning with the racial impact of over- 
criminalization, mass incarceration, and law 
enforcement bias, we should heed our legacy of 
bias against black men in rape accusations.”

Policies reacting to the notion that a “rape cul-
ture” on campuses that reduce protections for the 
accused may exacerbate injustices for black stu-
dents accused of sexual assault. In 2011 the 
Obama administration issued its “Dear Colleague 
Letter” (DCL) calling to put an end to “rape cul-
ture” on college and university campuses using 
Title IX, the federal law that prevents discrimina-
tion in education (USDOJ, 2011). Definitions of 
what constitutes sexual misconduct were broad-
ened, and procedures to investigate and adjudi-
cate misconduct were often stacked against the 
accused; overwhelmingly young men. The DCL 
guidance warned that every college that receives 
federal funding (most of them) would risk having 
that money pulled for noncompliance. In a 2017 
California Law Review article “The Sex 
Bureaucracy” about the regulation of sexual 
assault on college and university campuses, 
Harvard Law professors Gersen and Suk (2016) 
argue that, “[C]onduct classified as illegal by the 
sex bureaucracy has grown substantially and 
indeed, it plausibly covers almost all sex students 
are having today” (p. 930).
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To support the “rape culture” frame, the DCL 
guidance cited a study that 1 in 5 females will be 
raped while at college. The “1 in 5” statistic came 
from a 2007 study funded by the National 
Institute of Justice called the Campus Sexual 
Assault Study (CSA) (Krebs, Lindquist, Warner, 
Fisher, & Martin, 2007). Lead author of the CSA 
study, Christopher Krebs cautioned against the 
reliability of the data stating, “We don’t think one 
in five is a nationally representative statistic” 
since they had only sampled two schools in their 
study. Krebs added, “[T]here will never be a 
definitive estimate of the prevalence of sexual 
assault” (Yoffe, 2014).13 Another widely cited 
and more alarming statistic supporting the “rape 
culture” frame was a 2000 study commissioned 
by the U.S. Department of Justice claiming that 
1 in 4 college women will be raped while at col-
lege.14 The authors of the study included a dis-
claimer that their projections were “suggestive” 
stating, “To assess accurately the victimization 
risk for women throughout a college career, lon-
gitudinal research following a cohort of female 
students across time is needed” (Fisher, Cullen, 
& Turner, 2000).

Victim politics in the #MeToo movement 
reflect elite bias, the tendency for framings to 
focus on movement elites while neglecting others 
(Benford, 1997). The most prominent voices on 
social media and in academia behind #MeToo—
white, well-off, able-bodied graduates—are less 
likely than average to experience sexual violence. 
Sex workers and black women, though at 
increased risk for sexual exploitation, tend to be 
left out as victims. Frames are not based just on 
the facts, but on frames. The “rape culture” 
frame, while not necessarily supported by the 
facts, may subject black male college students 
accused of sexual misconduct to unfair campus 
policies a racialized bias.

13 Krebs noted that the response rate was 42% and there 
was no way to know if there was response bias, if victims 
of sexual assault were more likely to participate in the 
study or not (Krebs & Lindquist, 2014).
14 An activist organization, One in Four, takes its name 
from the finding.

 Who’s to Blame?

Since social movements seek to remedy some 
problem or issue, directed action is contingent on 
identification of the source of causality or blame 
(Benford, 1997). Social movement actors engage 
in adversarial framing (Gamson, 1995) in the 
construction of antagonists and protagonists. As 
a Superframe, #MeToo provides “the interpretive 
medium” in which actors will assign blame for a 
particular problem (Benford & Hunt, 1992). 
Framing enables people to “locate, perceive, 
identify and label” (Goffman, 1974, p. 21). The 
#MeToo frame draws on already existing cultural 
anxieties and diagnostic claims to “fortify the 
identity of their targets by delivering a strong 
negative identity” (Gamson, 1992, p. 135; Snow 
& Benford, 1988). A sexual misconduct accusa-
tion in the context of #BelieveVictims presumes 
guilt and the individual is placed in a stigmatized 
category that can “engulf the total field” or define 
the individual (Heider, 1958, p. 54). Most people 
have a certain “picture in their head” of a “sexual 
predator” (Lippmann, 1946). The “sexual preda-
tor” resonates with themes of threat, danger, and 
low morals, which hypermobilizes blame.

#MeToo founder Tarana Burke says that in the 
year since the #MeToo movement began, she 
observed an unwavering obsession with the per-
petrators—a cyclical circus of accusations, cul-
pability, and indiscretions (Rowley, 2018). She 
blames the media for latching onto every sala-
cious detail in #MeToo stories and a culture that 
fixates on high drama (Rowley, 2018).

Burke (2018b) pointed out on Twitter that 
#MeToo has been fixated on individuals rather 
than on the systems of oppression that allow sex-
ual violence, patriarchy, racism and sexism to 
persist. Burke insists the movement needs to 
“shift from talking about individuals … and 
begin to talk about power.”

Media scholar, Shanto Iyengar (1996) indi-
cates that news viewers prefer “episodic fram-
ing” focused on individuals over “thematic 
framing” about social contexts. “Episodic fram-
ing” is #MeToo news stories are often told using 
“episodic framing” and point viewers to a spe-
cific individual to blame (e.g., Harvey Weinstein) 
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for a certain problem (i.e., sexually exploitive 
treatment of women). #MeToo stories using “the-
matic framing” offer a broader theme (i.e., patri-
archal systems of power) as the cause of a 
particular problem (i.e., sexually exploitive treat-
ment of women). “Episodic frames” are more 
dramatic and cognitively resonant while “the-
matic frames” tend to be more dull they are often 
more accurate (Iyengar, 1996). Iyengar found 
that “episodic frames” promote “individual 
responsibility” explaining, “It is easier to see 
cause and treatment in the person depicted than 
in the context” (Feinburg, 2009).15

The #MeToo, #BelieveWomen, 
#BelieveVictims frames also extend blame to 
others. In campus Title IX proceedings, witnesses 
who defend the accused pay a social and profes-
sional price. Harvard PhD student Tanaya Devi 
was ostracized by her peers and faculty in her 
own department for defending Harvard 
Economics Professor Roland Fryer, who was 
being investigated in December 2018 for verbal 
harassment (Taylor, 2019). Devi, who is a dark- 
skinned native of India and who was present for 
many of the allegedly harassing comments 
insisted she saw no harassment and spoke very 
highly of Fryer, who is black. Racial identity 
accelerates moral culpability toward antagonists. 
Race-based stereotypes are culturally embedded 
and inherent in attitudes about culpability (Jones, 
2009). Fryer’s lawyer, Harvard Law School Dean 
Ronald S. Sullivan, also black, stated Fryer “was 
portrayed as an over-sexualized black man who 
no one could tell no” (Taylor, 2019).

Reports about the allegations against Fryer 
highlighted research he had published where he 
found no evidence of racial bias in police shoot-
ings (see Fryer Jr, 2018). According to Fryer, “To 
make me seem less human they highlighted the 
part of my research that was the most controver-
sial and failed to mention that the same paper 
also found racial bias in the form of huge racial 
differences on lower-level uses of force” (Taylor, 
2019). Alex Bell, a PhD student who supports 

15 Iyengar’s comments are from an interview with the 
FrameWorks institute about his work on framing in the

media.

Fryer said, “It’s not just white people who think 
Roland is too black; black people also think 
Roland is too white, especially after his police 
shootings paper.”

Fryer was found guilty of sexual harassment 
despite the Harvard investigator concluding that 
the complainant was probably not telling the 
truth and multiple eyewitnesses contradicting her 
claims. Stuart Taylor, coauthor of Campus of 
Campus Rape Frenzy, Harvard Law School grad-
uate, and writer for the New York Times criticized 
the finding against Fryer. He also criticized the 
New York Times coverage of the story for casting 
Fryer as a criminal and discounting Tanaya 
Devi’s outspoken support of Fryer. Taylor (2019) 
writes:

This conclusion seems driven less by evidence 
than by sympathy for the complainant and a need 
to win applause from people steeped in “believe- 
the- woman”—and disbelieve-the-man—ideology 
by finding Fryer guilty of something. For an ever- 
expanding, and surely costly, investigation to do 
less would not have played well in, say, the New 
York Times.

Harvard Dean Ronald Sullivan, while already 
unpopular for representing Fryer, faced further 
scrutiny after he joined Harvey Weinstein’s legal 
team as the film producer faces criminal charges 
of sexual abuse in New York. Students protested 
calling for Sullivan, to step down as dean citing 
that representing Weinstein signaled he was 
unsupportive of survivors of sexual assault and 
his role as dean made them feel unsafe (Harris, 
2019). Sullivan defended his decision to repre-
sent Weinstein, saying even “unpopular defen-
dants” have the right to legal representation. In 
March 2019 52 Harvard faculty members signed 
an open letter contextualizing Sullivan’s decision 
to represent Weinstein (Avi-Yonah, 2019). The 
letter states, “[L]egal advocacy in service of con-
stitutional principles is not only fully consistent 
with Sullivan’s roles of law professor and dean 
… but one of the many possible models that resi-
dent deans can provide in teaching, mentoring, 
and advising students.”

#MeToo critics are deemed antagonists. 
Journalist Nancy Rommelmann (2019) wrote in 
the LA Times that she was branded hostile to 
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 sexual assault survivors for discussing frustra-
tions about the #MeToo movement, among other 
topics on her YouTube series. She described that 
feminist activists stalked her, took pictures of her 
and posted them to social media sites. Her hus-
band was driven out of business. Activists called 
her husband’s vendors urging them to stop work-
ing for a company that supports “rape culture.” 
Rommelmann pointed out an irony that “so- 
called feminists,” defending a cause to empower 
women drove a man out of business because his 
wife voices opinions of her own.

Rommelmann (2019) expressed that she 
doesn’t hate the people who waged the attack, but 
rather “see[s] them as afraid of ideas of others” 
and “unwilling to confront the world beyond 
their small chosen groups.” She extended offers 
to have conversations about the issues they felt 
were dangerous enough to go to war over but 
never received a response. Benford (1997) warns 
against treating frames as though they are a sin-
gle reality. The #MeToo movement risks becom-
ing oversimplified when nuances and complexities 
of varied perspectives are neglected.

The attack on Rommelmann represents a 
broader issue with outrage. The impacts of 
#MeToo activism rooted in fear and hate traps 
women in victimhood, demonizes men, and dis-
misses dissenting women as “man-pleasing col-
laborators” (Young, 2019).
#MeToo founder Tarana Burke said in a Ted Talk, 
“Suddenly a movement that was started to sup-
port all survivors of sexual violence is being 
talked about like it’s a vindictive plot against 
men” (Vagianos, 2018). #HimToo has emerged 
on social media through hashtags and memes as 
#MeToo’s first major inversion; male pushback 
against #MeToo. #HimToo has been dubbed a 
“hashtag-slinging countermovement,” the 
#AllLivesMatter of sexual assault (Ellis, 2018). 
#HimToo serves as a reminder that males can be 
victims of sexual assault who face similar stig-
mas and suffer privately. As one user on Twitter 
wrote, “Sexual harassment and assault are not 
limited to cis gender women #metoo #hertoo 
#himtoo #themtoo” (Ellis, 2018). Tarana Burke 
tweeted, “I’ve said repeatedly that the #metooM-
VMT is for all of us, including these brave young 

men who are now coming forward” (Burke, 
2018b).

#HimToo frames the #MeToo movement as “a 
widespread feminist witch hunt falsely accusing 
men of sexual misconduct” (Ellis, 2018). Many 
women, including mothers of boys, are using the 
hashtag #ProtectOurBoys to denounce what they 
consider false claims. Families Advocating for 
Campus Equality was founded in 2013 by “three 
mothers of sons who had been falsely accused of 
sexual misconduct at their respective colleges,” 
says the group’s website, which describes the 
group as an unbiased, gender-neutral resource for 
families going through the sexual misconduct 
disciplinary process on campus. Save Our Sons 
advocates for men’s rights by publicizing stories 
and legal cases about college men and school-
boys who have been acquitted of sexual miscon-
duct charges or to have suffered unjustly at the 
hands of accusers (Save Our Sons, 2019).16

 Counter Injustice Claims

Disputes often erupt between and within social 
movement organizations. “Framing contests,” or 
square offs between movements and their detrac-
tors with detractors making counter injustice 
claims (Ryan, 1991).

 Sexual Misconduct, One Term Fits All?

“Sexual misconduct” is the most commonly used 
term to define unacceptable sexual behavior. Use 
of such a broad term can be problematic when it 
is used to describe nearly every behavior deemed 
sexually inappropriate and is regarded with the 
same level of seriousness and the same conse-
quences as sexual assault (Davis, 2018a, 2018b). 
Masha Gessen (2017) writing for the New Yorker 
said, “the distinctions between rape and coercion 
are meaningful, in the way it is meaningful to dis-
tinguish between, say, murder and battery.”

16 More information about Save Our Sons can be found at 
https://helpsaveoursons.com/
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Actor Matt Damon faced social media back-
lash when he suggested that a “spectrum” of 
sexual misconduct needs to be taken into account 
when evaluating the men who have faced allega-
tions (Gans, 2017). Though Damon himself had 
never been accused of sexual misconduct, his 
comments were highly publicized, and he was 
immediately attacked.17 Damon was accused of 
“mansplaining,” where a man explains some-
thing in a way that is oversimplified and conde-
scending to women. The backlash against 
Damon represented antagonism toward men and 
revealed a #MeToo double standard. When 
#MeToo founder Tarana Burke (Davis, 2018a, 
2018b) made a similar argument in an article she 
penned for Variety magazine social media paid 
little attention. Burke wrote, “Sexual violence 
happens on a spectrum, so accountability has to 
happen on a spectrum. And that means various 
ways of being accountable are necessary.” The 
backlash against Damon illustrates the strength 
of the #MeToo frame and resistance to complex-
ities. A possible explanation for the resistance to 
distinguish between different sexual behaviors 
under the #MeToo frame traces back to frames 
encouraging a single reality and simplifying the 
issue of sexual assault. And thus, reducing the 
ability to address the problem of sexual violence 
in a critical way. Psychologist Deborah L. Davis 
(2018a, 2018b) writing in Psychology Today 
points out, “[T]reating all transgressions as 
equally criminal is foolish and destructive. [I]f 
we can’t do the hard work of differentiating 
between degrees of transgression, the #MeToo 
movement can’t do the hard work of changing 
social norms.”

17 The first to call Damon out was ex-girlfriend Minnie 
Driver, his and co-star in their 1997 film Good Will 
Hunting. After more than a year of dating, Driver learned 
that the two were no longer a couple from when Matt 
Damon in an appearance on “The Oprah Winfrey Show” 
told Oprah that he was single. A construct coined by Greg 
Matoesian (1995), “the patriarchal logic of sexual ratio-
nality” in his analysis of the William Kennedy Smith trial 
describes a strategy employed by Kennedy’s lawyer with 
the premise that women who are rejected allege rape for 
revenge.

 #MeToo Backlash

Allegations against comedian Aniz Ansari were a 
catalyst for the first notable backlash against the 
#MeToo movement for its promotion of gendered 
frames that remove female agency and paint 
women as helpless victims. The allegations 
against Ansari were by an anonymous woman, 
“Grace,” and published in the online publication 
Babe in January 2018. Grace described going to 
Ansari’s home after a date. They kissed and had 
oral sex until she put on the brakes. They got 
dressed, watched TV and he started kissing her 
again. She told him “You guys are all the same” 
and cried on way home. Ansari texted Grace the 
next day, saying it was fun meeting her. She 
responded that he had ignored her nonverbal cues 
and made her cry. “I’m so sad to hear this,” he 
wrote back. “Clearly, I misread things in the 
moment and I’m truly sorry.” After talking to 
friends, Grace concluded that Ansari had sexu-
ally assaulted her. She told the Babe reporter, “I 
was debating if this was an awkward sexual expe-
rience or sexual assault. And that’s why I con-
fronted so many of my friends and listened to 
what they had to say” (Way, 2018).

After the allegations against Ansari went viral, 
the internet was awash with claims and counter- 
claims about the rights and wrongs of what had 
taken place. Some believed his behavior exempli-
fied the aggressive, entitled, chauvinistic attitude 
that too many men show towards women 
(Roberts, 2018). Others felt Ansari was the vic-
tim of a witch hunt, persecuted by an internet 
mob with no respect for due process and didn’t 
deserve to be publicly humiliated and profession-
ally assassinated (Weiss, 2018).

 Counter Injustice Claim: #MeToo 
Hurts Women and Victims

Some fear that the #MeToo frame has been trivi-
alized by partisan and reactionary discourse and 
that this will harm women, particularly victims of 
sexual abuse, and be detrimental to feminist 
gains. The #MeToo mantra to “Believe all 
women” has been criticized for being conde-
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scending to women and fetishizing them. 
“Women are no longer human and flawed. They 
are Truth personified. They are above reproach… 
it’s condescending to think that women and their 
claims can’t stand up to interrogation and can’t 
handle skepticism” (Weiss, 2017).

Social movements are comprised of interact-
ing, coacting, and reacting human beings 
(Benford, 1993; Buechler, 1993; Hunt & Benford, 
2004). As such, Benford (1997) criticizes the ten-
dency to treat socially constructed frames as 
though they are real and exist independent of the 
actors involved. He states, “Social movements do 
not frame issues; their activists or other partici-
pants do the framing” (Benford, 1997, p.  418). 
This reification, he argues, neglects human 
agency where “human action and interaction are 
stripped from the text” (p. 418).

Following the allegations against Ansari, 
high-profile women in the media blamed #MeToo 
and #BelieveWomen for imposing victimhood on 
young women. Bari Weiss (2018) in her New 
York Times article, “Aniz Ansari is Guilty. Of Not 
Being a Mind Reader” writes, “I’m apparently 
the victim of sexual assault. And if you’re a sexu-
ally active woman in the 21st century, chances 
are that you are, too.”

Female commentators warned the allegations 
against Ansari infantilized women as incapable 
of enforcing personal boundaries. Christine Hoff 
Sommers, author of “The War Against Boys” and 
“Who Stole Feminism?,” argues that equity femi-
nism has been eclipsed by what she calls fainting 
couch feminism or victim feminism which views 
women as fragile, easily traumatized and as an 
oppressed and silenced class (Saul, 2017). Weiss 
(2018) argues #MeToo is reflective of Grace’s 
narrative where Ansari is depicted as the only one 
having agency while Grace is merely acted upon. 
She writes, “[W]hat ought to be a movement for 
women’s empowerment [was turned] into an 
emblem for female helplessness.” Cable news 
host Ashleigh Banfield criticized Grace’s inabil-
ity to distinguish between a “bad date” and “sex-
ual assault” (Baragona, 2018). Meghan Holstein 
(2018) in her piece for Medium argued that con-
flating negative feelings with lack of consent may 

lead women to mischaracterize awkward sexual 
encounters as sexual assault. She writes, “When 
she processes her emotions, later on, she will 
experience regret. That doesn’t make that interac-
tion rape.” Holstein (2018) suggests that awk-
ward sexual experiences can be avoided by 
“clearly communicat[ing] what they want (or 
didn’t want), when they wanted it (or didn’t want 
it).”

Grace’s comment about talking to her friends 
to determine if she had been sexually assaulted 
offers insight into her ability to make decisions 
on her own about what happens in her life. 
Research finds that each time we recall an event, 
it is being reassembled, and sometimes changed 
by the very process of recall. A 2015 study by the 
education insurance group United Educators ana-
lyzing 305 student claims of sexual assault at 104 
colleges found that 40% delayed reporting an 
assault and “in most cases [the student] labeled 
the incident a sexual assault only after talking 
with friends or attending prevention training” 
(Keehan, Caputo, Pettegrew, & Bennett, 2015). 
The study, which was conducted before #MeToo 
went viral, suggests that decision-making among 
many young people regarding sexual victimiza-
tion is subject to outside influence. The increase 
in discourse and prevention training following 
#MeToo may further “prime” decisions about 
victimhood.

The #MeToo movement has caused sexual 
assault advocacy, training, and education efforts 
to proliferate. Programs often apply trauma- 
informed approaches that send the message to 
young people that they are biologically pro-
grammed to become helpless during unwanted 
sexual encounters and to suffer mental impair-
ment afterward (Yoffe, 2017a). Alcohol can fur-
ther impact memory. Given that he majority of 
sexual assaults on college campuses (78%) 
involve alcohol, young people may inadvertently 
be encouraged to view consensual late-night, 
alcohol-fueled encounters that might produce 
disjointed memories and some regret as some-
thing more sinister (Keehan et al., 2015).
Disputes among women about the Ansari allega-
tions and positions regarding #MeToo were 
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quickly characterized in the media as 
 generational. Older feminists (anyone over 40) 
were considered sinisterly complicit, laughably 
outdated, or just too scared of overstepping. 
Younger women are either righteously passion-
ate, naively idealistic, or out for blood. Feminist 
icon and author of the Handmaid’s Tale, 78-year-
old Margaret Atwood was criticized by young 
feminists for speaking out against #MeToo. 
Atwood (2018) responded by writing a piece 
called, “Am I a Bad Feminist?” in the UK’s 
Globe and Mail where she gave her perspective 
of the dangers and consequences of treating 
women as though they have limited agency. 
Atwood (2018) writes:

My fundamental position is that women are human 
beings. Nor do I believe that women are children, 
incapable of agency or of making moral decisions. 
If they were, we’re back to the 19th century, and 
women should not own property, have credit cards, 
have access to higher education, control their own 
reproduction or vote. There are powerful groups in 
North America pushing this agenda, but they are 
not usually considered feminists… they are just 
feeding into the very old narrative that holds 
women to be incapable of fairness or of considered 
judgment, and they are giving the opponents of 
women yet another reason to deny them positions 
of decision-making in the world.

Overall, the allegations against Ansari were said 
to damage the #MeToo movement and served to 
discredit women and trivialize victimhood. Bari 
Weiss (2018) of The New York Times called the 
Ansari allegations “the worst thing that has hap-
pened to the #MeToo movement since it began.”

Surveys suggest that the storm of sexual 
assault allegations, confessions, and firings in the 
wake of #MeToo has actually made Americans 
more skeptical about sexual misconduct. A poll 
in the Economist surveying 1500 Americans in 
November 2017 and September 2018 revealed a 
small but clear shift against victims of sexual 
assault and misconduct (“Measuring the #MeToo 
backlash,” 2018). In a column for the Atlantic, 
contributing editor Caitlin Flanagan (2018) 
called the allegations against Ansari “proof that 
women are angry, temporarily powerful—and 
very, very dangerous”.

 Counter Injustice Claim: 
#BelieveWomen Undermines 
Due Process

A prominent counter injustice frame alleges that 
the #MeToo directive to “believe all women” 
with claims of sexual abuse undermines the pre-
sumption of innocence for the accused. The 
#BelieveEvidence hashtag is used to reject that 
women should always be believed and signals a 
perspective in favor of due process for the 
accused. As most victims of sexual violence are 
women and most of those accused of sexual vio-
lence are men, the two hashtags pit women and 
men against each other.

Commentators argue that asserting that 
women are always telling the truth and that 
accused men are always guilty is irresponsible, 
uncritical, and destructive. Writing for New York 
Magazine Andrew Sullivan (2018) likened the 
#MeToo movement to McCarthyism stating, 
“[Activists] believe they are fighting an insidious, 
ubiquitous evil—the patriarchy—just as the 
extreme anti-Communists in the 1950s believed 
that commies were everywhere and so foul they 
didn’t deserve a presumption of innocence, or 
simple human decency.” In an interview for The 
Guardian, Margaret Atwood likens the #MeToo 
politics of ignoring due process to the Salem 
Witch Trials. Atwood points out that “‘innocent 
until proven guilty’ is the key to a civilized soci-
ety” and worries that “guilt by accusation” has at 
times been used justify new forms of oppression” 
(Kassam, 2018). In an editorial for The Harvard 
Crimson, Elizabeth Bartholet writes that while 
she “applaud[s] the removal of many alleged per-
petrators who have clearly abused their positions 
of power” and “celebrate[s] those who have 
stepped forward to call out sexual misconduct” 
what she finds “deeply troubling” is the argument 
that “if some innocent men must be sacrificed to 
the cause of larger justice, so be it” (Bartholet, 
2018).

#MeToo and #DueProcess are effectively 
competing frames. In a rational world, propo-
nents of #MeToo don’t want innocent men to be 
punished for a rape they didn’t commit just as 
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those who advocate for #DueProcess don’t want 
those who commit rape to escape accountability 
and hurt others. Therein lies the power of frames. 
The strength of the #MeToo frame has caused 
many to be reticent about speaking out against 
due process in the for the accused for fear of 
being accused themselves of siding with rapists. 
Within the #MeToo frame, advocating for due 
process is viewed as a category of “rape myth 
acceptance.” #DueProcess has become a proxy 
for favoring the accused, being an apologist of 
inappropriate behavior, and as generally being 
unsupportive of women and victims of sexual 
assault.

The Obama-era guidance to end “rape culture” 
on college and university campuses called for 
more vigorous investigation of campus sexual- 
assault claims using Title IX, the federal law that 
prevents discrimination in education (USDOJ, 
2011). The letter didn’t specify procedural safe-
guards or rules for the examination of evidence. As 
a result, colleges and universities developed and 
implemented their own procedures, which vary 
widely from campus to campus. The Obama- era 
guidance, while well intentioned, subjected vic-
tims and the accused to an unreliable process. A 
2019 survey of college and university presidents 
by Inside Higher Ed and Gallup found that 42% 
of public university leaders and 60% of those at 
private colleges agree or strongly agree that “the 
Obama administration’s approach did not place 
enough emphasis on due process for those 
accused of sexual assault or harassment (Piper, 
2019). A 2018 report by the Foundation for 
Individual Rights in Education (FIRE) revealed 
that nearly three quarters (73.6%) of America’s 
top 53 universities do not guarantee presumption 
of innocence in campus proceedings regarding 
sexual misconduct (FIRE, 2018).

Some schools have implemented procedures 
that may be considered arbitrary and capricious, 
ultimately opening the gate for lawsuits from 
either an alleged victim who may feel that he or 
she was not adequately heard or from an accused 
individual who feels unjustly punished. 
According to a 2015 study by United Educators 
(a large national insurance provider for colleges 
and universities), about one-third of all Title 

IX-related lawsuits against institutions are 
brought by those accused of sexual misconduct 
(Keehan et al., 2015).

As of 2018 nearly 400 accused students have 
taken their schools to court citing violations of 
due process and gender bias against males (of 
which is a violation of Title IX) and courts are 
increasingly finding in their favor. The National 
Center for Higher Education Risk Management 
(NCHERM) a law firm that provides Title IX 
consulting to hundreds of colleges and universi-
ties urged that higher-education institutions are 
“losing case after case in federal court on what 
should be very basic due process protections” 
(NCHERM, 2017). KC Johnson and Stuart 
Taylor (Johnson & Taylor Jr, 2017) in their book 
Campus Frenzy discuss how since Obama’s 2011 
Title IX guidance universities have lost more 
than 100 federal and state court decisions in law-
suits brought by students accused of sexual 
assault, and that 53 more lawsuits (at the federal 
level alone) were settled before a court could ren-
der any decision. Seventy-two percent of accused 
students who sued the institution also sued the 
victim for defamation or slander (Keehan et al., 
2015). Given the strength of the #BelieveVictim 
frame, this suggests that litigation may also be a 
means to repair the reputation of the accused. 
The lawsuits revealed that the accused students, 
mostly males, faced investigations characterized 
by anti-male bias and pro-accuser bias among 
academic officials. In a 2016 decision involving a 
student from Brandeis University, U.S.  District 
Judge F. Dennis Saylor criticized victim-centric 
investigative practices. He wrote, “Whether 
someone is a ‘victim’ is a conclusion to be 
reached at the end of a fair process, not an 
assumption to be made at the beginning” (Doe v 
Brandeis, 2016, p. 12).

Lawsuits cited other unfair procedures such as 
secret training of adjudicators to believe accusers 
even in the face of discrediting evidence; con-
cealment of exculpatory evidence; bans of mean-
ingful cross-examination; designation of a single 
investigator; and in some cases the accused were 
not allowed to know what they were being 
accused of, who was accusing them, evidence 
against them, or given the opportunity to defend 
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themselves. Many schools also limit the ability of 
the accused to present evidence and call wit-
nesses in their defense. Schools impose campus 
bans prohibiting the accused from being on cam-
pus or gag orders directing the accused to not 
speak with anyone affiliated with the school 
including students, staff, and faculty. Title IX 
investigators use the lowest standard of proof, the 
preponderance of evidence (50% plus a feather) 
to determine the likelihood of a sexual miscon-
duct violation, including sexual assault, a violent 
criminal offense. The Foundation for Individual 
Rights in Education (FIRE) which advocates for 
civil liberties on campus noted, “Given the 
marked lack of core due process protections in 
the vast majority of campus judicial systems, the 
adjudication of such serious, life-altering accusa-
tions requires more than our lowest standard of 
proof.” The American Association of University 
Professors and the American College of Trial 
Lawyers have made similar points (Johnson & 
Taylor, 2018a).

The debate over due process protections for 
those accused of sexual misconduct on college 
campuses exhibited the strength of the #MeToo 
frame while simultaneously exposing its flaws. 
The “rape culture” frame promotes an artificially 
inflated sense of justice denied which creates 
incentives for a separate justice system for sexual- 
abuse cases that minimizes due process for the 
accused (e.g., Title IX sexual assault tribunals on 
college campuses). The overwhelmingly liberal 
campus climate in the US reflects a dedication to 
the “rape culture” and “believe the victim” frames 
and opposition to due process protections for those 
accused of sexual misconduct.

Liberal politicians operate on frames over 
facts regarding legislation to address the “rape 
culture” on college campuses. Kirsten Gillibrand, 
a Democratic senator from New  York who 
cosponsored CASA (the Campus Accountability 
and Safety Act) in 2015, took the “rape culture” 
frame to a new level of danger.18 Gillibrand 

18 The guidance would, among other things, require all 
colleges provide a confidential adviser to guide victims 
through the entire process of bringing an accusation while 
no guidance or assistance is mandated for the accused.

announced, “We should never accept the fact that 
women are at a greater risk of sexual assault as 
soon as they step onto a college campus. But 
today they are.” Government statistics say the 
opposite. The US Bureau of Justice’s National 
Crime Victimization Survey (NCVS) shows that 
women in college are less likely to be sexually 
assaulted than women not attending college. 
From 1995 to 2011 NCVS found that of females 
aged 18–24 who reported being victims of threat-
ened, attempted, or completed rape/sexual 
assault, 0.6% were in college and 0.8% were not 
in college (Sinozich & Langton, 2014).

Senator Gillibrand had invited “Mattress 
Girl” Emma Sulkowicz to the State of the Union 
where she introduced the CASA legislation. 
Emma Sulkowicz, a Columbia University stu-
dent, became a symbol of “rape culture” and the 
failure to address sexual assault on college cam-
puses. Sulkowicz began carrying a 50-pound 
mattress around campus after her Title IX rape 
accusation was determined to be invalid. 
Sulkowicz was the subject of multiple profiles in 
The New  York Times. After messages between 
Sulkowicz and her “rapist” surfaced, it became 
apparent that Sulkowicz had likely falsified her 
rape claim because her “rapist” was not inter-
ested in a romantic relationship with her (Bauer-
Wolf, 2017).

In September 2017, Betsy Devos, the US 
Secretary of Education appointed by Trump 
rescinded the Obama administration’s Title IX 
guidelines for adjudicating sexual misconduct 
on college campuses (USDOJ, 2017). In 
November 2018, Devos released new guidelines 
designed to restore fairness to campus Title IX 
sexual assault and harassment investigations, 
guided by legal precedents from lawsuits brought 
by accused students  (USDOE, 2018). These 
guidelines include the right for accused students 
to be presumed innocent; a proposal granting 
accusers and the accused the right to cross-
examine witnesses through a lawyer or an advo-
cate; and the right of the accused to examine all 
the evidence  uncovered in the campus investiga-
tion, and all the materials used to train campus 
adjudicators. Her proposals were met with strong 
opposition by #MeToo activists, with the most 
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vocal being liberal college students and univer-
sity leaders.

Devos proposed implementing cross- 
examination which the Supreme Court described 
as the “greatest legal engine ever invented for the 
discovery of truth” (California v Green, 1970, 
p. 11). In Doe v Baum (2018) a lawsuit brought 
by a University of Michigan student found guilty 
of sexual assault and expelled, the judge deter-
mined that in “he-said, she-said” cases the uni-
versity must allow cross-examination to satisfy 
due process. University students and leaders 
argued that cross examination would deter sexual 
assault victims from reporting sexual assault and 
would retraumatize the accuser.

Devos opposed the single investigator model 
where one person serves as prosecutor, detec-
tive, judge, and executioner. A federal court rul-
ing against Brandeis University, cited the 
“obvious” dangers “of combining in a single 
individual the power to investigate, prosecute, 
and convict” (Doe v Brandeis University, p. 70). 
University leaders praised the single investiga-
tor model and criticized Devos for micromanag-
ing campus handling of sexual assault (Johnson, 
2019).

Devos’s new guidelines proposed that 
trauma- informed training for title IX investiga-
tors be public given that training programs use 
unsupported science on trauma that rationalizes 
inconsistencies in the accuser’s account, gaps 
or lack of memory, and that “freezing” is a 
common response to sexual advances regard-
less of whether violence or threats of violence 
were present (Yoffe, 2017a). Harvard law pro-
fessor Janet Halley has ridiculed the trauma-
informed training used at her university. Halley 
told Emily Yoffe in an interview for The Atlantic 
that the trauma-informed Title IX training 
materials at Harvard were “100% aimed to con-
vince them to believe complainants, precisely 
when they seem unreliable and incoherent” 
(Yoffe, 2017a).

The American Civil Liberties Union (ACLU) 
ironically voiced opposition to civil liberty initia-
tives outlined by Devos’ new Title IX guidelines 
stating they promote an “unfair process” The 
ACLU stated in a tweet (ACLU, 2018):

It promotes an unfair process, inappropriately 
favoring the accused and letting schools ignore 
their responsibility under Title IX to respond 
promptly and fairly to complaints of sexual 
violence.

Senator Claire McCaskill, a Democrat from 
Missouri and a cosponsor of the CASA bill, said 
to the Washington Post stated, “I don’t think we 
are anywhere near a tipping point where the peo-
ple accused of this are somehow being treated 
unfairly” (Anderson, 2014). Democratic senator 
Dianne Feinstein tweeted that allowing cross- 
examination and equal access to evidence would 
“silence” and “drown out the voices of victims” 
(Johnson & Taylor, 2018b). Rejecting Devos’s 
Title IX guidelines appears to be less about bal-
ancing fair procedures in campus investigations 
and more about rejecting the Trump 
administration.

 Framing and Partisan Politics 
in the #MeToo Era

Competing interpretations of #MeToo discourse 
has become highly polarized among political 
lines. Framing activity and the extent of its reso-
nance are affected by the cultural and political 
environment (McAdam, 1999). An October 2017 
Pew Research poll of US adults found that 69% 
of Democrats felt that the country hasn’t gone far 
enough in granting women equal rights with men 
while only 26% of Republicans agreed with the 
sentiment (Horowitz, Parker, & Stepler, 2017). 
Framing processes and political opportunity are 
linked interactively, the extent to which they con-
strain or facilitate collective action depends on 
how they are framed by movement actors and 
others (Koopmans & Duyvendak, 1995). A 
December 2017 Pew Research poll revealed that 
Democratic women were more likely to identify 
as a victim compared to Republican women, sug-
gesting a relationship between political identity 
and identifying as a victim. While half of 
Democratic women said that they experienced at 
least one form of gender discrimination at work 
while only a third of Republican women felt the 
same way (Parker & Funk, 2017).
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In August 2018, Trump’s nominee for the US 
Supreme Court, Brett Kavanaugh was accused of 
sexual misconduct. Kavanaugh’s accuser, 
Christine Blasey Ford testified before the US 
Senate. The hearings politicized #MeToo with 
conservatives calling for due process while liber-
als insisted “#BelieveWomen,” and reflected the 
tone and line of questioning from senators posed 
to Kavanaugh and Ford. Emily Yoffe (2018) writ-
ing in The Atlantic summed up the politicization 
of sexual assault, “Sexual violence is a serious 
national problem. But in the wake of the 
Kavanaugh hearing, it has joined the list of explo-
sively partisan issues.” After the Kavanaugh 
hearings #DueProcess and #BelieveWomen 
hashtags were memorialized as a way to signal 
political allegiances.

The politically charged due process vs 
#BelieveWomen debate during Kavanaugh’s 
confirmation hearing was compared to campus 
Title IX tribunals. John Davidson (2018) writing 
for the Federalist stated that Democrats are 
trying to turn the Kavanaugh Supreme Court 
confirmation hearing into “a Kafkaesque version 
of a Title IX tribunal” where “the accused is pre-
sumed guilty, may not know the identity of the 
accuser, and is not permitted to mount a defense.” 
During the Kavanaugh hearings Trump fueled the 
“due process” frame calling it a “Scary Time” for 
young men generating the #scarytime hashtag on 
Twitter. In his tweet Trump declared (Trump, 
2018):

It’s a very scary time for young men in America 
when you can be guilty of something that you may 
or may not be guilty of. Peoples (sic) lives are 
being shattered and destroyed by a mere allegation 
[…] There is no recovery for someone falsely 
accused—life and career are gone. Is there no such 
thing any longer as Due Process?

This arguably marked the moment when “due 
process” became a firmly partisan frame, not 
equated with fairness and justice but signaled 
being pro-Trump and thus hostile to sexual 
assault survivors. The “due process” frame is 
now liable for nearly any other grievance about 
Trump.

Republican Senate majority leader Mitch 
McConnell weighed in on the importance of due 

process during Kavanaugh’s confirmation pro-
cess stating, “[T]otally uncorroborated allega-
tions [must not be] enough to destroy an 
American’s life” (Johnson & Taylor, 2018b). 
Republican Senator Susan Collins said, “In eval-
uating any given claim of misconduct, we will be 
ill served in the long run if we abandon the pre-
sumption of innocence and fairness, tempting 
though it may be. It is when passions are most 
inflamed that fairness is most in jeopardy” 
(Johnson & Taylor, 2018b).

Senator Mazie Hirono, a Democrat from 
Hawaii warned that Kavanaugh’s confirmation 
will “send a message to every victim of sexual 
violence that their pain doesn’t matter, that they 
do not deserve justice, and that for them, fair 
treatment is out of reach” (CNN, 2018). Richard 
Blumenthal, a Democrat Senator from 
Connecticut asserted that Kavanaugh’s confirma-
tion was threatening women’s rights (Nilsen & 
Zhou, 2018).

 Is #MeToo a Moral Panic?

#MeToo appears to be characteristic of a moral 
panic, where a social condition or group of per-
sons is defined as a grave threat to societal values 
and interests (Cohen, 1972). Stages of a moral 
panic include defining a threat which is depicted 
in a simple and recognizable symbol by the media 
(i.e., #MeToo), a response by policy makers (i.e., 
Title IX guidance) and the moral panic itself 
resulting in social changes (Cohen, 1972).

A moral panic involves a heightened level of 
concern about an issue and its impact on the rest 
of society (i.e., gender inequality, “campus rape 
culture”), and reflects simple, punitive solutions 
to complex problems (i.e., #BelieveWomen, 
“guilt by accusation,” rejecting due process). Fear 
tends to produce emotional, reactionary responses 
rather than a rational assessment of a problem. 
This leads to increased hostility directed toward a 
person or group and/or their problematic behavior 
and a consensus in society about who this “evil-
doer” is (i.e., those accused of sexual misconduct 
and their supporters; anyone who criticizes 
#MeToo) (Cohen, 1972).

6 Framing #MeToo: Assessing the Power and Unintended Consequences of a Social Media Movement…
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For individuals who regularly view #MeToo 
stories and posts and have tailored the news to 
their belief system, that information can engen-
der the belief that a greater portion of the popula-
tion is engaged in this disturbing behavior than 
actually is, or that the harm incurred is greater 
than what has occurred. Existing research has 
portrayed college campuses as such bastions of 
“rape culture” and discriminatory toward women 
when at the same time, female enrollment in col-
leges has surpassed that of males. While theory 
and reality suggest that moral panic exaggerates 
the threat, fierce support of the campus “rape cul-
ture” frame in spite of facts, and the intense 
opposition to due process in campus rape pro-
ceedings reflect tangible consequences of the 
#MeToo moral panic.

 Conclusion

Social media has become an important part of our 
personal, public, professional, and political lives. 
The #MeToo movement is clearly having an 
important impact that will help to shape how we 
publicly discuss sexual assault for years to come. 
Going forward there are some “counter frames” 
or challenges to the versions of reality promoted 
by #MeToo that activists, participants, and sup-
porters might consider in order to better address 
the injustice claims of the #MeToo movement 
and to minimize unintended consequences and 
related injustices that the #MeToo movement 
promotes (Benford, 1987).

First, just because #MeToo is popular doesn’t 
mean that #MeToo can solve every problem over-
night. Social media allowed #MeToo to gain in 
popularity very quickly. #MeToo founder Tarana 
Burke expressed, “Part of the challenge of Me 
Too getting so popular is that people think that 
the popularity is a solution” (Smola, 2018). 
Burke cautions however that #MeToo has been 
spread too thin. She observes that people are 
“taking the infrastructure that already exists—
#MeToo, the movement and the hashtag—and 
appending additional ideas to it.” Burke is 
describing “frame extension,” a frame alignment 
process from social movements literature that 

involves “extending the boundaries” of a frame 
(Snow, Rochford Jr, Worden, & Benford, 1986, 
p. 469). Extending the frame too far risks stray-
ing from its original purpose which can result in 
loss of support for the cause. Burke believes that 
extending the boundaries of #MeToo asks too 
much of the movement by “weighing it down 
with the inevitable freight of hope and expecta-
tion” (Garber, 2018, p. 1).

Second, humans and their interactions are 
complex and far more nuanced than the #MeToo 
movement accounts for. #MeToo is a socially 
constructed frame, made by humans, experienced 
by humans. Humans must not be stripped from 
the context. We must resist applying socially con-
structed frames to individual-level explanations 
as this neglects the complexities of humans and 
the issues being addressed by the #MeToo move-
ment. We should keep in mind that our brain sim-
plifies information often without our knowledge. 
We are all subject to unconscious biases. In a 
2019 interview Supreme Court Justice Ruth 
Bader Ginsberg pointed to acknowledgment of 
“unconscious biases” as her message to the next 
generation of feminists (Rosen, 2019). This 
includes the racial and social biases that exist in 
culture that marginalizes those who are victim-
ized the most. Failure to acknowledge the ways 
in which unconscious bias influences judgements 
and evaluations others hinders addressing 
#MeToo injustices in an effective way.

Furthermore, Burke argues that failing to center 
marginalized voices in our movements relegates 
these voices to “no more than a footnote” and that 
“it will require those whose voices are most often 
heard to find ways to amplify those voices that 
often go unheard” (Burke, 2017). We know that 
those voices who are most heard in the #MeToo 
movement are white, educated women. An analy-
sis of partisan prejudice by Predictwise, a polling 
and analytics firm, found in a ranking of counties 
in the U.S. that the most politically intolerant 
Americans tend to be white, highly educated and 
more partisan themselves (Ripley, Tenjarla, & He, 
2019). Burke urges, “We have to shift the narrative 
that it’s a gender war, that it’s anti-male, that it’s 
men against women, that it’s only for a certain 
type of person—that it’s for white, cisgender, het-
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erosexual, famous women. That has to shift…
that’s a part of our work, too” (Rowley, 2018, p. 1).

Third, things need to be fair. For the #MeToo 
movement to influence change for the better, it 
must seek justice, not perpetuate injustice. 
Supporting victims of violence and due process 
for those accused of violent crimes are funda-
mental values in our society. According to 
Ginsburg (Rosen, 2019, p. 1):

Supporting survivors of sexual assault and estab-
lishing systems of equitable justice are not mutu-
ally exclusive. Due process is not an obstruction to 
justice, it is a foundation of the American rule of 
law and was meant to be a barrier to hasty judg-
ment and conviction by public opinion”. (Rosen, 
2019, p. 1)

The CEO of TIME’S UP Lisa Borders resigned 
in February 2019 following sexual misconduct 
allegations against her son (French, 2019). 
Borders resigned because TIME’S UP, an organi-
zation that addresses sexual assault and harass-
ment in the workplace, viewed support for 
survivors and support for the accused as a zero- 
sum game (TIME’S UP, 2019).19 This reflected a 
missed opportunity to contextualize support for 
survivors of sexual assault and due process for 
accused in the same space as Ginsburg suggests.

The #MeToo movement aims to address unfair 
and biased practices that invalidate women who 
spoke out about sexual abuse. Real equality for 
men and women means procedures that do not 
presume either side is innocent or guilty. The 
solution is to eliminate unfair and biased pro-
cesses, not simply shift them to those accused of 
sexual assault. Ginsburg offers that young people 
play a significant role in upholding fairness in the 
#MeToo era. Ginsburg states (Rosen, 2019):

The person who is accused has a right to defend 
herself or himself, and we certainly should not lose 
sight of that… Young people should appreciate the 
values on which our nation is based and how pre-
cious they are, and if they don’t become part of the 
crowd that seeks to uphold them … Learned Hand 
said—if the spirit of liberty dies in the hearts of the 
people, there is no court capable of restoring it. 
(p. 1)

19 To learn more about TIME’S UP refer to this link: 
https://www.timesupnow.com/about_times_up

Court decisions have become so problematic for 
universities that many campuses are being forced 
to change policies to restore due process regard-
less of whether the Trump administration imple-
ments its new Title IX regulations or not. In 
February 2019, court rulings deemed existing 
procedures for investigating Title IX cases in 
California so unfair that colleges and universities 
across the state were forced to halt ongoing Title 
IX proceedings and reevaluate ways to imple-
ment more balanced policies (Watanabe & 
Hussain, 2019).

Finally, change requires male participation. 
#MeToo activities, definitions, and processes that 
criminalize or demonize men can lead to the 
unintended consequence of turning men and 
women into opposing camps. According to 
Burke, “[T]he [#MeToo] movement is actually 
working when the public understands that there is 
no expected narrative, standard perpetrator and 
victim, or archetypical story of abuse”. (Rowley, 
2018. p. 1)
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 Pornography and Sexual Violence

Approximately 20 years ago if people desired to 
look at pornography, they would have limited 
options. One could purchase a magazine, video, or 
some other hard copy medium from a retailer (often 
brick and morter), find a hard copy form of pornog-
raphy around the house, or borrow a copy from a 
friend or family member. For decades, magazines, 
videos, and other media were utilized for porn con-
sumption. All of this changed a couple of decades 
ago with the mass production and ubiquitous avail-
ability of desktop, laptop, and handheld personal 
computers. Pornography was then available direct 
to the viewers without having to interact with 
another person (Braithwaite, Coulson, Keddington, 
& Fincham, 2015). Although pornography is not 
new, this mass exposure to pornography, particu-
larly high-speed internet pornography, ushered in 
by technological advances over the past 20 years is 
a game changer. It is no longer necessary to go to a 
store to purchase and view pornography. Using the 
internet is now the primary means for viewing 
 pornography (Wery & Billieux, 2016). In addition, 
the international nature of pornography websites 
makes shutting down sites illegal in the US difficult 
in cases where they are hosted overseas.

This explosion of the availability of pornography 
to the general public has led to many studies finding 
significant social ills directly related to porno-
graphic use. Viewing pornography is not harmless 
as some would lead to believe, in fact, the violence 
and exploitation in pornography leads to numerous 
negative effects (Foubert, 2017). The next sections 
will explore these negative effects of pornography 
on society.

 Pornography and Violence

Prior to high-speed internet pornography, there 
was a broader range of images available, many 
which were not overtly violent. Magazines like 
Playboy featured more playful images, while 
Hustler and Penthouse tested the bounds of 
obscenity (Dines, 2010). Over time, most 
 pornography has included violence in some 
form, with 88% of images containing violent 
acts (Bridges, Wosnitzer, Scharrer, Sun, & 
Liberman, 2010) and its harmful effects are not 
surprising. The violence depicted in pornogra-
phy leads to numerous negative effects on view-
ers. Pornography is largely degrading and 
depicts acts of sexual violence toward women 
(Sun, Bridges, Johnson, & Ezzell, 2016). 
Pornographic images and scenes in videos rou-
tinely depict the objectification of women and 
its logical result, violence. For consumers of 
pornography, these images can create abnormal 
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sexual expectations and unwanted sexual 
advances that can lead to violent behavior (Sun, 
Ezzell, & Kendall, 2017).

When reviewing the best-selling pornographic 
videos, Bridges et  al. (2010) found that 88% of 
the scenes depicted sex acts with physical 
 aggression including slapping, choking, and 
bondage. Furthermore, 70% of these aggressive 
acts were perpetrated by men, and 87% of the 
physically violent acts were against women. 
These  depictions create a sense of expected  reality 
in viewers which can lead to violent,  nonconsensual 
sexual encounters (Bridges et al., 2010).

Sun et  al. (2016) use Cognitive Script 
Theory to help explain why viewers of pornog-
raphy are more likely to perpetrate acts of vio-
lence in sexual encounters. The authors of 
Cognitive Script Theory propose that the more 
an individual consumes similar scripts, codes 
are created in the brain pertaining to the behav-
iors depicted, and sometimes experienced. The 
more codes that are created associated with 
particular behaviors, the more likely it is that 
the individual exhibits that behavior in real-life 
experiences. Pertaining to pornography, habit-
ual viewers of pornography have sexually 
explicit codes or scripts created in cognition 
that are called upon when sexual encounters 
are presented. These scripts are rooted in 
 violence, objectification, and skewed gender 
norms (Sun et al., 2016).

Relatedly, exposure to pornography leads to 
more rigid views of gender roles. In the large 
majority of pornography, restrictive gender ste-
reotypes are perpetuated leading to the notion 
of violent, domineering men and women who 
are subservient to every violent act a man can 
come up with to demean her (Brown & L’Engle, 
2009; Häggström-Nordin, Sandberg, Hanson, 
& Tyde’n, 2006; Malamuth & Impett, 2001). 
This notion is a contributor to higher incidents 
of sexual violence in those who view pornogra-
phy regularly (Brown & L’Engle, 2009). 
Furthermore, research shows relationships 
between consistent viewers of pornography and 
perpetration of higher levels of sexual 
 harassment in the workplace (Brown & L’Engle, 
2009; Häggström- Nordin et  al., 2006; 

Malamuth & Impett, 2001). The violence 
 associated with sex in pornography is impact-
ing viewers and is related to real-life sexual 
violence and harassment (Foubert, 2017). For 
the general public this is a problem, but another 
segment of the population is greatly impacted 
as well. Emerging adults or adolescents are also 
impacted by pornography.

 Pornography and Adolescents

The age that a person first views pornography 
continues to be younger as compared to previous 
generations. Ninety-seven percent of males and 
62% of females have viewed pornography by the 
age of 17 (Sabina, Wolak, & Finkelhor, 2008). 
Studies are finding when adolescents view 
 pornography, numerous negative effects are 
 presented. Viewing pornography at a young age 
causes adolescents to begin to believe that what 
they are watching depicts real life, and young men 
and women begin to expect similar sexual encoun-
ters (Peter & Valkenburg, 2008, 2010). This is 
problematic because this leads many  adolescents 
to view relationships more instrumentally and less 
relationally (Valkenburg, 2010).

Research is also showing that adolescents who 
view pornography are more likely to begin sexual 
activity at earlier ages, when they may not be 
developmentally ready for such activity. This 
early onset of sexual activity is due to the adoles-
cents’ more permissive attitudes or views toward 
casual sex that are directly linked to their pornog-
raphy use (Van, Jochen, & Vandenbosch, 2017). 
Additionally, because of the violence and pro-
clivity of drug and alcohol use in pornography, 
adolescents who view pornography show higher 
rates of risky behaviors including the use of drugs 
and alcohol and risky sex practices including 
unprotected sex and sex with multiple partners 
(Braun-Courville & Rojas, 2009; Brown & 
L’Engle, 2009; Peter & Valkenburg, 2006). 
Although one can’t claim that these relationships 
are causal given the near impossibility of an 
experimental study in this area, the strong rela-
tionships between pornography and adolescent 
behavior are striking.
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 Other Negative Relationships

Along with the perpetuation of sexual violence 
and harassment, and the negative effects 
 pornography has on adolescents, users of por-
nography experience other negative thoughts 
and physiological experiences. Wery and 
Billieux (2016) found that people who watch 
pornography experience decreased levels of 
sexual satisfaction and experience erectile dys-
function at higher rates as compared to those 
who do not watch pornography regularly. Sun 
et al. (2016) contend that regular consumers of 
pornography report lower levels of satisfaction 
with sexual performance. This lack of sexual 
satisfaction leads to questions about virility, 
and lower levels of self-esteem and creates 
body image issues.

Additionally, researchers are finding that 
habitual users of pornography experience lower 
levels of general motivation and problems with 
working memory. Laier, Schulte, and Brand 
(2012) found that pornographic users reported 
losing sleep and missing important appointments 
after viewing pornography. The study found that 
viewers of pornography who experienced sexual 
arousal reported problems with memory. The 
researchers contend that sexual arousal from 
 pornography use directly interfered with working 
memory.

Pornography is typically a violent form of 
media with a variety of negative effects. These 
effects are witnessed by viewers from adoles-
cence through adulthood. This chapter examines 
the violent content of pornography and target 
audiences, how men’s perpetration of sexual 
violence is directly related to pornography and 
increases in men who exhibit higher risk factors 
for sexual violence, how the effects of pornogra-
phy are both direct and indirect and have strong 
associations with sexually violent behaviors, 
pornography and the effects on women, how 
pornography and sexual violence impact the 
development of the adolescent brain, and child 
pornography and the exploitation of children 
and the relation to child abuse and sexual 
violence.

 Pornography as Violence

Pornography is produced and consumed across 
multiple genres and subgenres, cultures, and 
demographics (Fritz & Paul, 2017). Moreover, 
pornography is often catered to different audi-
ences (men, women, gay men, lesbians) and gov-
erned by a complex mix of intents (mostly 
capitalist and political). Industry data suggest 
that worldwide the profits of the porn industry are 
at 100 billion dollars (Ropelato, 2010). Regardless 
of source, purpose, or label, pornography is 
 consistently linked to violence through themes of 
objectification, degradation, exploitation, power 
inequality, verbal abuse, and outright physical 
aggression (Bridges et al., 2010; Gorman, Monk- 
Turner, & Fish, 2010; Whisnant, 2016).

 On-Camera “Consent” Normalizes 
Violence

Authors disagree on how to define violence in 
pornography. One significant point of contention 
is whether consent absolves a behavior from 
being classified as “violent.” Bridges et al. (2010) 
found that the three most common physically 
aggressive behaviors in pornography—spanking, 
gagging, and open-hand slapping—were greeted, 
on camera, with pleasure or neutrality 95.9% of 
the time by women and 84% of the time by men. 
This indifference to aggressive behaviors in porn 
is cited in other studies (Klaassen & Peter, 2015; 
Whisnant, 2016) and effectively renders “vio-
lence” as invisible in these contexts. Moreover, 
acts of verbal abuse, psychological abuse, and 
emotional abuse have gone under-acknowledged 
in many studies of porn and its violent tendencies 
(Bridges et al., 2010). As a case in point on how 
these research practices influence violent findings 
in porn, Bridges et  al. (2010), in analyzing 304 
scenes of top-selling mainstream pornography, 
found that 88.2% of scenes contained physical 
aggression including slapping, hitting, gagging, 
and bondage, and 48.7% of scenes contained ver-
bal aggression including calling a woman a bitch 
or a slut who likes a particular demeaning activity. 
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When controlling for  “consent,” however, all 
instances of aggression dropped to just 12.2%. Yet 
violent behavior with alleged consent is still 
 violent behavior.

Whisnant (2016) illuminates the “consent” 
issue by arguing that men and women in the porn 
industry are paid actors in a profit-driven industry 
and, therefore, are often coerced into responding 
positively or neutrally to acts that they might not 
otherwise enjoy or even welcome. Whisnant cites 
the work of self-proclaimed feminist pornogra-
pher, Tristan Taormino. Taormino, who touts her 
work as “guilt-free” and empowering pornogra-
phy, self-describes her work as profit-driven. 
Moreover, Whisnant notes that Taormino’s work 
often celebrates themes of pain, dominance, and 
power as allegedly authentic desires of her actors. 
Taormino’s philosophy is difficult to justify in a 
capitalist industry; however, if her actors were 
not willing to engage in these experiences, they 
would quickly be out of work. In fact, many porn 
agencies will only represent actors who have 
purged their “no list,” meaning they will engage 
in any act on set, regardless of their comfort level 
or preferences (Whisnant, 2016). Saying “no” in 
porn narratives is also trivialized. Vannier, Currie, 
and O’Sullivan (2014) found that in a sample of 
100 top free online videos, in every instance in 
which a character resisted a sexual act, violent or 
otherwise, that character ultimately relented to 
the forced experience. Many authors argue that 
patterns like this in pornography normalize a 
sexual script of violence and “token resistance.”

 Violence Across Cultures

Some authors argue that porn is not inherently vio-
lent, but rather that violence in porn flows out of 
larger contexts of culture, audience, and purpose. 
Arakawa, Flanders, and Hatfield (2012), for exam-
ple, studied pornography across egalitarian and 
non-egalitarian societies. They studied popular 
softcore still images from the United States, Japan, 
and Norway. Their hypothesis was that in coun-
tries scoring high on the United Nations’ gender 
empowerment measure (GEM) women would be 
less disempowered and more empowered in 

 mainstream pornography. However, despite their 
hypothesis, they found that in all three countries 
women were often bound, placed in submissive 
poses, or dehumanized through emphasis on their 
genitalia to the marginalization of their faces. 
Norway did showcase a greater variety in body 
types, meaning the female form was less extremely 
idealized, but the researchers noted that, regardless 
of a country’s GEM score, most images failed to 
show a healthy respect for women.

One cultural sub-genre, the Asian women cate-
gory, has showcased fewer instances of outright 
physical aggression and nonnormative behavior 
than other categories (Zhou & Paul, 2016). Studies 
have shown that this category averages .33 aggres-
sive acts per scene as opposed to .83 aggressive 
acts per scene in other genres. Researchers suggest 
that this reduction in outright physical violence is 
due to the docile and obedient “Lotus Blossom” 
narrative archetype. Unfortunately, this archetype 
fundamentally showcases power imbalance, as 
well. Aggressive acts in this category are perpe-
trated 68.3% of the time by men and target women 
88% of the time. Zhou and Paul (2016) postulate 
that careful domination is a prevailing theme in this 
context. Whereas some strands of pornography 
treat women—particularly women of color—like 
animals, Asian pornography treats women like 
human dolls.

 Gender Inequality

Gender inequality is common in pornography, and 
some have argued that this inequality feeds vio-
lence on screen (Arakawa et al., 2012). For exam-
ple, Klaassen and Peter (2015) studied 400 videos 
from top sites (Pornhub, RedTube, YouPorn, and 
xHamster) and found that women were far more 
likely than men to be used as instruments of sexual 
gratification. Men were depicted as achieving 
orgasm in 75.5% of scenes, while women were 
only depicted as achieving orgasm in 16.8%. Men 
received oral sex in 80.5% of scenes, while women 
received oral sex in 47.5%. Women were featured 
in sexualized close-ups in 60.8% of scenes, while 
men were featured in 18.8%. Moreover, while 
scripts put men and women in equally powerful 
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roles (teacher, boss, etc.), men were more likely to 
assume control and appear dominant during sexual 
activity (38.5% male dominance; 13.2% female 
dominance) and women were more likely to 
behave submissive (42.5% female submission; 
10.2% male submission). In acts of outright physi-
cal violence, 37.2% of scenes portrayed violence, 
such as hitting or slapping, toward women, while 
only 2.8% showed violence toward men.

Klaassen and Peter’s (2015) findings track with 
other recent studies in internet pornography. 
Gorman et  al. (2010) studied a sample of free, 
highly accessible videos using the most popular 
search terms on the web. They found similar dis-
parities in how men and women were portrayed, 
particularly with regard to men being more likely to 
receive oral sex. However, they also found that in 
these videos 13% depicted explicit force, 55% had 
themes of domination or exploitation, 47% showed 
submission and always by a female, 55% showed 
women naked more often than men, 49% depicted 
women as eager to do anything asked, 45% showed 
men “marking territory” by ejaculating on a wom-
an’s face, and, in all cases, women responded neu-
trally or favorably to violent or coercive acts. 
Vannier et al. (2014) echoed these results in study-
ing two popular subgenres, teen and MILF videos, 
with one interesting exception: men were portrayed 
nude more often than women (74% to 47%). Their 
research clarifies, though, that this distinction is 
largely due to women wearing costumes to denote 
their age and status as moms, schoolgirls, secretar-
ies, and other roles. Moreover, they report that men 
are more often in control of the pace and direction 
of sexual activity and that male actors are consis-
tently the same age and build regardless of the 
female’s age or role. This phenomenon is painfully 
explicit in the “casting couch” subgenre, in which 
young women are manipulated into sex with fake 
casting agents under the illusion that they are trying 
out for paying roles.

 “Feminist,” Queer, and Porn “For 
Women”

If violence enjoys a symbiotic relationship with 
gender inequality, then it could be hypothesized 

that less male-centric pornography should also be 
less violent. However, while studies have shown 
that feminist, queer, and For Women pornogra-
phy do showcase higher instances of reciprocity 
in power and sexual pleasure (Shim, Kwon, & 
Cheng, 2015), violence persists. Coding instances 
of agency, authenticity, objectification, and 
aggression, Fritz and Paul (2017) compared these 
women-centric genres against mainstream por-
nography and found that a gender gap appeared 
across all categories. Women were less overtly 
objectified in feminist pornography than in other 
kinds of pornography but equally objectified in 
For Women porn. In fact, “gaping,” or an empha-
sis on the spread open genitals, was most com-
mon in the For Women genre. Women were 
depicted as having less agency than men in all 
genres except the queer feminist category, and 
even in this category, 54% of scenes with aggres-
sive behavior had violence directed toward 
women. Physical aggression, particularly toward 
women, occurred with relative frequency across 
all women-centric genres. Shim et  al. (2015) 
offer one of the only rebuttals to this finding. 
Comparing 200 images across men’s and wom-
en’s pornography sites, their research team found 
that sexually unequal themes were much higher 
on men’s sites (25%) than women’s sites (4%). 
Interestingly, though, their team also found that 
instances of objectification were more frequent 
on women’s sites than men’s. They posit that this 
finding could reveal how the concept of the 
female body as a sexual object is becoming nor-
malized across gender cultures.

One of the most indicting studies on this phe-
nomenon—women (not) abdicating violence 
toward women—again comes from Whisnant’s 
(2016) review of feminist Tristan Taormino. In 
reviewing a small cross-section of Taormino’s 
work, Whisnant reveals common tropes of 
racially explicit and demeaning language, domi-
nation, “gang bang” anal sex, ejaculation on 
women, strangulation, gagging, spanking, and 
slapping. Taormino argues that these tropes are 
exciting to many women and that her work is 
empowering women to combat puritanical 
 attitudes toward sex. However, as Whisnant illus-
trates, Taormino’s work also communicates that 
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power hierarchies are a given, that violent actions 
that injure and kill women daily can and should 
be treated as gameplay, and that resisting painful 
and previously nonnormative activities, such as 
anal sex, makes one a prude. In fact, Taormino 
appears to adopt an alarming “anything goes” 
mentality in her approach to sex. She describes 
an instance in which a woman was bound, hit 
with tomatoes, and urinated on by a group prior 
to sex. Taormino classifies this episode as appro-
priate and nonviolent because it was consensual. 
This faulty logic is extended further when she 
even suggests that her initial alarm at this 
 humiliating scene showcased her own narrow- 
mindedness and baggage more than anything 
inherently damaging in the activity.

This closing example offers a vivid illustration 
of how the notion of “violence” can be twisted. If 
the parties involved appear neutral toward an act 
or if an act is normative for even the smallest sub-
set of the population, Taormino suggests that act 
is nonviolent. This stance precludes the idea that 
some activities, no matter how normalized, are 
intrinsically damaging. Pornography—across 
cultures, genres, and audiences—dehumanizes, 
objectifies, exploits, degrades, and abuses. 
Pornography is inescapably violent and, worse 
still, it perpetuates a cultural narrative that says 
sexual violence is okay.

 Pornography and Men’s Perpetration 
of Sexual Violence: The Importance 
of Individual Differences

Men are much more likely than women to con-
sume pornography, with most studies showing 
men consuming at a rate at least twice that of 
women (Carroll, Busby, Willoughby, & Brown, 
2017; Lo & Wei, 2005) Men’s consumption of 
pornography impacts their views of women in 
measurable ways—including, but not limited to, 
objectification and acceptance of sexual mistreat-
ment of women (Malamuth, Hald, & Koss, 2012; 
Mikorski & Szymanski, 2017; Wright & Bae, 
2015). However, does pornography’s impact on 
men extend beyond attitudes to acts of sexual 
violence? In this section, we assert that pornogra-

phy is a significant predictor of men’s sexual 
 violence toward women, particularly when men 
possess preexisting risk factors for sexual 
violence.

 Pornography as Predictor of Sexual 
Violence

Societal pressure exerted against committing 
and/or reporting acts of sexual violence makes 
examining a direct link between pornography 
and sexual violence challenging. Furthermore, 
little work has been done to scrutinize how per-
petrators’ consumption of pornography informs 
or incites their actions. Yet, a growing multiplic-
ity of studies have demonstrated clear connec-
tions between pornography and perpetration 
from a variety of approaches. Frequent viewing 
of pornography is associated with escalating 
 dissatisfaction with sexual relationships and 
increasing attitudes of sexual aggression (Simons, 
Simons, Lei, & Sutton, 2012; Vega & Malamuth, 
2007). The confluence of these two results 
alone—sexual dissatisfaction and sexual aggres-
sion—points to the potential for acts of sexual 
violence. However, more explicit links are avail-
able. According to Rudman and Mescher (2012), 
men who view objectifying images of women are 
not just more likely to accept acts of sexual vio-
lence against women; they are more likely to 
endorse these acts. Finally, Alexy, Burgess, and 
Prentky (2009) found that some men viewing 
pornography are more likely to step beyond sexu-
ally aggressive attitudes and to engage in coerced 
and forced sexual acts; this is shown by higher 
rates of pornography use among sex offenders 
than a nonoffending population.

Although the evidence points to pornography 
as a predictor of sexual violence—even when 
controlling for other variables (Malamuth & 
Huppin, 2005), it is important to note 
 inconsistencies in the data, including a strong 
degree of heterogeneity among studies (Malamuth 
et  al., 2012). Clearly and reasonably, not every 
male that views pornography will commit a real 
act of sexual violence. How, then, can the  inherent 
evidence of both correlation and discrepancies be 
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accurately described? The most reasonable 
explanation is that pornography does, in fact, 
function as a predictor for sexual violence but 
that three important types of risk factors are 
likely to mediate and/or to moderate the connec-
tion: (1) other direct and indirect behavioral 
choices such as use of especially violent pornog-
raphy, (2) sociocultural/environmental factors 
such as peer support for sexual violence and (3) 
individual/personality differences such as hyper-
masculinity and an emphasis on impersonal sex 
(Hald & Malamuth, 2015). In other words, por-
nography is a significant predictor of sexual 
 violence when additional factors are also true of 
a consumer of pornography.

 Behavioral Factors

Behavioral decisions accompanying pornogra-
phy—both those directly related to the pornogra-
phy itself, as well as those seemingly unrelated to 
pornography—can impact pornography’s con-
nection to sexual violence. First and most clearly 
among these behavioral factors is the frequency 
with which pornography is consumed. Higher 
than average consumption of pornography adds a 
statistically significant amount to pornography’s 
prediction of sexual aggression, while infrequent 
pornography consumption demonstrates a less 
significant relationship (Vega & Malamuth, 
2007). Another important influencer is the type of 
pornography being viewed. Pornography depict-
ing violent or other extreme actions is more likely 
to produce an increased level of sexual aggres-
sion in the viewer than pornography without 
 violent content (Malamuth et al., 2012; Vega & 
Malamuth, 2007). However, those exposed to 
softer forms of pornography still manifested 
 significantly greater rape myth acceptance than 
those unexposed and greater rape propensity in 
hypothetical scenarios (Romero-Sanchez, Toro- 
Garcia, Horvath, & Megias, 2017). Alcohol 
 consumption, as a seemingly unrelated behav-
ioral choice, still influences sexual behaviors 
when combined with intake of pornography. Acts 
of sexual coercion and dominance are statisti-

cally more common in men who recurrently 
 consume both pornography and alcohol before or 
during sexual encounters (Wright, Sun, Steffen, 
and Tokunaga, 2015). Finally, even usage of 
Facebook, when combined with other behaviors 
such as association with abusive male peers, has 
been associated as with pornography as a predic-
tor of unwanted sexual overtures (Mikorski & 
Szymanski, 2017).

 Sociocultural/Environmental Factors

Factors surrounding the men who view pornogra-
phy still bear connection to pornography’s poten-
tial impact. For example, increasing access to 
pornography, as a broader cultural dynamic, 
intensifies both the frequency and severity of 
 pornography available to would-be consumers. 
In fact, Wright (2011) reports that pornographic 
media makes sexual and violent content ubiqui-
tously accessible to both youth and adults. More 
particular to individual users, though, are a series 
of more intimate, even familial, environmental 
factors. Because there is often a discrepancy in 
partners’ use of pornography (with male partners 
consuming significantly more pornography than 
females), the partner with greater use of pornog-
raphy is associated with increased levels of sex-
ual aggression (Carroll et al., 2017; Willoughby, 
Carroll, Busby, and Brown, 2016). Men who 
received frequent corporeal punishment in their 
homes of origin, in combination with subsequent 
or concurrent use of pornography, were more 
likely to engage in sexual victimization of women 
(Simons et  al., 2012). Adolescents who experi-
ence a generally troubled home life are more 
prone to view pornography frequently, and fre-
quent use of pornography is, in turn, a predictor 
of sexual aggression (Peter & Valkenburg, 2016; 
Vega & Malamuth, 2007).

 Individual Differences

Each individual is unique; therefore, it is only 
 reasonable to suggest each male’s processing of 
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pornographic material is, in some ways, unique 
(Malamuth & Huppin, 2005; Wright & Bae, 
2015). Underlying this premise are data that 
 contend for the importance of individual differ-
ences when  applying connections between por-
nography and sexual violence. In a study on 
“agreeableness” as an inherent personality factor, 
Hald and Malamuth (2015) found that experimen-
tal exposure to pornography only increased accep-
tance of sexual violence when men were also low 
in agreeableness. Conversely, lower levels of 
agreeableness combined with greater past usage 
of pornography provided significant prediction of 
attitudes supporting violence against women. In 
addition to inherent personality traits, a man’s pre-
existing sexual preference for certain types of por-
nography appears to be a powerful factor in 
predicting aggression outcomes. In both adoles-
cents and adults, men who reported or manifested 
sexual arousal from violent or extreme pornogra-
phy were more commonly associated with expres-
sions of sexual aggression (Hald & Malamuth, 
2015; Malamuth & Huppin, 2005). Furthermore, 
what seems to be true of personal differences in 
agreeableness and natural sexual arousal is also 
true of preexisting tendencies of aggression. When 
a man is already predisposed to aggression in other 
realms, violent pornography is particularly influ-
ential in producing increased sexual aggression 
(Baer, Kohut, & Fisher, 2015; Kingston, 
Malamuth, Fedoroff, & Marshall, 2009).

When various behavioral choices, environ-
mental factors, and personal differences are over-
lapped to produce a clear understanding of the 
relationship between pornography and sexual 
violence, it becomes obvious that the relationship 
must be defined by an accounting for individual 
differences. However, the unifying presence of 
pornography at the nexus of these factors seems 
to communicate a clear message: the surrounding 
environmental and personality variables react 
with the presence of frequent and/or violent por-
nography to direct the disparate factors toward 
the perpetration of sexual violence.

 Relationship of Porn to Predictors 
of Sexual Violence

In 2010 there were roughly four million pornogra-
phy sites on the internet. By 2015 it was estimated 
that 10,000 porn sites were added to the internet 
every week (DeKeseredy & Olsson, 2011). 
Additionally DeKeseredy and Olsson (2011) pres-
ent that the internet has virtually eliminated former 
media of pornography consumption. Today, it is dif-
ficult to even examine the online growth of pornog-
raphy because profits are not monitored as strictly 
as other businesses, and the online mediums are 
more numerous than ever (DeKeseredy, 2015).

The proliferation of pornography over the 
internet not only changed the amount of pornog-
raphy available, studies show that the levels of 
violence and racism also have increased 
(DeKeseredy, 2015). Scholars along with work-
ers in the porn industry report that over the past 
decade the levels of violent porn, gore porn, child 
porn, and racist acts depicted in porn have 
increased exponentially (DeKeseredy, 2015). 
Furthermore, scholars warn that the increase in 
violent and racist pornography may just be the 
beginning, and these increases are likely to con-
tinue with the continued growth of the porn 
industry (Bridges & Anton, 2013).

Studies are beginning to reveal this increased vio-
lence is affecting consumers in negative ways. Some 
examples of these are negative gender stereotypes 
including entitlement, objectification, and viewing 
men as dominant and women as subservient in sex-
ual encounters. Unnatural sexual expectations are 
also a byproduct of pornography consumption. 
Viewers of porn create mental images and expecta-
tion of what sex should be and attempt to play those 
out in real-life (Dines, 2010). Many times behavior 
mirrors the violence of the pornography leading to 
sexually violent acts (Foubert, 2017). Also, higher 
levels of pornography consumption creates a desen-
sitization relating to sexual violence which leads to 
less willingness to stop sexually violent or explicit 
acts (Foubert, Brosi, & Bannon, 2011). This section 
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will address each of these and provide evidence to 
the harmful ways they are impacting society.

 Negative Gender Stereotypes 
and Entitlement

Regular consumers of pornography report flawed 
views of gender roles and stereotypes (Hald, 
Malamuth, & Lange, 2013). Men who watch 
 pornography at higher rates present lower levels 
of egalitarian thoughts toward women (Hald et al., 
2013). Men who watch pornography also typi-
cally view the man as domineering and the woman 
as subservient in sexual encounters (Hald et al., 
2013). Additionally, higher consumers of pornog-
raphy report higher instances of sexism leading to 
aggressive sexual encounters (Hald et al., 2013).

Studies have shown that males consuming 
heavy amounts of pornography exhibit higher 
levels of sexual entitlement. Bouffard (2010) 
describes sexual entitlement as attitudes fostering 
male dominance and hostility toward women in 
sexual encounters. Sexually entitled men use 
more pornography, buy into rape myths, and are 
more sexually aggressive. Sexually entitled men 
objectify women and largely expect submission 
in sexual encounters (Bouffard, 2010).

Along with negative gender stereotypes, enti-
tlement issues, and objectification, watching 
 pornography also leads to confusion between 
fantasies and real life for heavy pornographic 
consumers. The disconnect between what is 
viewed virtually between what relationships look 
like in real life leads some heavy porn users to 
higher levels of sexual violence against women 
and even children (DeKeseredy, 2016). The fol-
lowing section discusses the disconnect between 
fantasy expectations and reality.

 Fictional Expectation vs. Reality 
Leads to Sexual Violence

Consumption of sexually explicit materials 
directly affects sexual behaviors (Hald, Kuyper, 
Adam, & Wit, 2013). Watching pornography 
often leads to acts of sexual violence or risky 

sexual behaviors such as multiple partners and 
unprotected sex (Van et  al., 2017). As was 
explained previously, the violence in pornogra-
phy continues to increase, oftentimes leading 
pornography consumers down a violent sexual 
path. DeKeseredy (2015) found that pornography 
consumption was a key risk factor for women 
who experienced sexual violence and pornogra-
phy played a role in the violence men exhibited 
toward women in sexual acts.

Pornography use is a predictor of unwanted 
sexual advances (Mikorski & Szymanski, 2017). 
These unwanted sexual advances oftentimes stem 
from a desire to recreate what was seen on a 
video or other pornographic medium (Mikorski 
& Szymanski, 2017). Researchers reported that 
men pressured sexual partners into imitating 
what was viewed on pornographic videos. When 
this took place, the sexual encounters were rou-
tinely violent or at least outside of a consensual 
sexual relationship (DeKeseredy, 2015). The vic-
tims of these sexually violent encounters were in 
casual sexual relationships, dating relationships, 
marriage relationships and even recently divorced 
(DeKeseredy & Olsson, 2011).

Furthermore, researchers are finding that 
higher levels of consumption of pornography cre-
ate a sort of callousness to sexual violence and 
nonconsensual sexual practices. This callousness 
often times leads individuals into not recognizing 
sexually violent behavior and an unwillingness to 
intervene when experiencing or witnessing non-
consensual or violent sexual behaviors (Foubert 
& Bridges, 2017). The following section reviews 
this desensitized state.

 Flipping the Script: An Unwillingness 
to Recognize and Stop Sexual 
Violence

Researchers are finding that higher levels of porn 
consumption over time desensitize individuals to 
a point where the likelihood of men intervening 
in sexually violent situations is diminished. This 
diminished sense of bystander intervention was 
similar between men and women (Foubert & 
Bridges, 2017). In addition to being less likely to 

7 Pornography and Sexual Violence



118

intervene in nonconsensual situations, men who 
watch higher amounts of porn are more likely to 
believe rape myths and have increased levels of 
behavioral intent to rape and are more likely to 
believe rape myths (Foubert et al., 2011).

Studies show that regular viewing of pornog-
raphy changes the sexual script for individuals. A 
sexual script is a belief system developed from 
social norms and experiences that help dictate 
what roles people play in sexual encounters 
(Gagnon & Simon, 2005). Higher consumption 
of pornography alters the sexual script oftentimes 
in detrimental ways. Braithwaite et  al. (2015) 
contend that pornography changes the sexual 
script leading to riskier sex practices, higher 
 levels of nonconsensual sex acts and lower levels 
of sexual intimacy.

A major limitation to pornography research is 
that scholars are hesitant or not able to keep pace 
with the rapid growth of pornography on the 
internet. Academic scholars and university lead-
ers have long deemed pornography research as 
not fitting in the academic setting (Ullen, 2014). 
However, this hesitancy is beginning to be met 
with more studies analyzing the effects pornog-
raphy has on consumers. This is much needed 
research and as this  section highlights, failure to 
address the issues pornography creates, may 
have severe and in some cases, life altering 
consequences.

 Pornography and Women

Despite the existence of self-described “femi-
nist” pornographers (Whisnant, 2016), scholar-
ship has yet to bear out that pornography can be 
more empowering than disempowering to 
women (Arakawa et al., 2012). In fact, a num-
ber of feminist scholars actually argue that por-
nography is implicitly discriminatory and 
violent toward women (Romito & Beltramini, 
2011). The previously cited study conducted by 
Bridges et al. (2010) of mainstream pornogra-
phy in 2005 is informative here. Analyzing 304 
scenes, the researchers found that 88.2% of 
scenes were violent. Within those scenes, 
94.4% of aggressive acts were directed toward 

women, 70.3% of those acts were perpetrated 
by men, and 95.9% of the time women expressed 
pleasure or neutrality toward this aggression. 
Violence toward men was minimal and when it 
occurred, men were four- times more likely than 
their female counterparts to show displeasure 
on screen.

Unfortunately, the common scripts of both 
mainstream and niche pornography not only 
 portray physical aggression toward women, but 
they also perpetuate notions of objectification 
and degradation (Gorman et al., 2010). The larger 
societal impact of these scripts, as they normalize 
violent sexual and relational behavior, is still 
under study, but cases from around the world are 
beginning to reveal the damaging effects of por-
nography for women.

 Abuse in Intimate Relationships

One of the most significant risks to women in a 
“pornified” relationship is abuse from a partner 
(DeKeseredy, 2014). In a qualitative study of 
55 women from rural Ohio, DeKeseredy and 
Hall- Sanchez (2017) uncovered a cohort of 
women trapped by small-town cultures, eco-
nomics, and social pressures in dangerous, 
porn-informed relationships. Many of these 
women were pressured to watch—or, at the 
very least, allow their partners to watch—what 
is colloquially known as “gonzo,” a form of 
ultra-aggressive pornography. While the study 
could not verify a causal relationship between 
this porn use and abuse, all of the women stud-
ied shared stories of nonnormative sexual 
behavior and 80% were victims of at least two 
types of nonsexual abuse, as well. They reported 
being stalked, blackmailed,  psychologically 
degraded and manipulated, and having their 
possessions taken, damaged, or destroyed.

DeKeseredy and Hall-Sanchez (2017) uncov-
ered five themes in their interviews, which they 
linked with abusive tendencies. Primarily men 
were (1) learning about sex and sexual “norms” 
through pornography, (2) seeking to imitate por-
nography and to compare their partners in terms 
of body type and sexual proclivity to characters 
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in pornography, (3) introducing other sexual 
partners in their relationships, (4) filming sexual 
acts without consent, and (5) adopting the 
broader culture of pornography in everyday life. 
These trends, coupled with a strong male peer 
support system that favored pornography use 
and sexual subjugation and objectification of 
women, fed a perilous environment for women 
in these rural communities.

 Emotional and Psychological 
Damage

Pornography use puts women at risk of 
 psychological and emotional trauma, as well. 
Wright and Tokunaga (2017) studied a cohort of 
women who perceived their partners to be por-
nography users and found that the presence of 
pornography in a relationship, whether implicit 
or explicit, impacts a woman’s feelings of self. 
Prior to their study, Wright and Tokunaga 
unpacked common arguments for and against 
pornography use in intimate relationships. They 
expected that women might be satisfied by their 
partners’ pornography use based on three factors: 
(1) pornography could provide “educational” 
value, leading to more fulfilling sex; (2) pornog-
raphy could provide a sexual catharsis for men, 
reducing their inclination toward physical 
 infidelity; and (3) pornography could empower 
women in their sexual expression.

Existing literature and anecdotal evidence 
suggested to the researchers, however, that there 
could be more reasons for women to be dissatis-
fied than satisfied. Pornography use could be sug-
gestive of virtual infidelity, it could display a lack 
of relational commitment, damage the sense of a 
partner’s character, create dissonance between 
private and public life, cause a partner to feel 
“like leftovers,” force a partner to vie for sexual 
attention, create high-pressure contexts to imitate 
painful sexual acts, damage body image, and 
erode self-esteem. Consistent with their hypoth-
eses, through an extensive meta-analysis of quan-
titative and qualitative literature, Wright and 
Tokunaga (2017) found a strong correlation 
between pornography use and dissatisfaction. 

Women who perceived their partners to be por-
nography users were less relationally satisfied, 
less sexually satisfied, and less satisfied with 
their bodies. Impact on self-satisfaction was not 
found to be statistically significant, but it is 
important to note that no correlation surfaced on 
any front between pornography use and satisfac-
tion for women. In all cases, just the perception 
of pornography use led to emotional and psycho-
logical damage for women.

 A Vicious Cycle of Harm

Studies show that as women are exposed to and 
victimized by pornography, they are increasingly 
likely to enter into a cycle of high-risk sexual 
behavior, nonnormative sexual attitudes, and abuse 
(Davis, Norris, George, Martell, & Heiman, 2006; 
Kernsmith & Kernsmither, 2009). Romito and 
Beltramini (2011), in a study of Italian youth, 
found that young girls were three times more 
likely than boys to be pressured into watching por-
nography by their romantic partners. Once 
exposed, Kernsmith and Kernsmither (2009) 
found that pornography use among women is a 
significant predictor of all forms of sexual aggres-
sion except for physical violence and intimidation. 
Female pornography users were more likely to 
leverage extortion, bargaining, sweet talk, deceit, 
obligation, and emotional manipulation for sex. 
Researchers theorize that in these instances women 
could be imitating what they see in pornography, 
which does not often depict women as physically 
aggressive but does typically depict them as sexu-
ally willing and often insatiable.

Unfortunately, the damage of porn consump-
tion goes further than sexual aggressiveness for 
women. Davis et al. (2006) found that women who 
consume aggressive pornography, particularly 
when this behavior is positively reinforced and 
consumed alongside alcohol, develop calloused 
attitudes toward female-directed violence and vic-
timization. In their study, a group of sober and 
intoxicated women were exposed to an eroticized 
rape depiction in which the victim’s response was 
left ambiguous. This depiction was intentionally 
counter to what is often shown in rape myth sup-
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portive pornography, in which female victims ulti-
mately “enjoy” being raped. Instead, study 
participants were asked to assert their own value 
judgment on the episode. What the researchers 
discovered was disturbing in considering cycles of 
abuse fostered by pornography. Intoxicated 
women were more likely to describe the rape epi-
sode as socially acceptable and were more likely 
to envision themselves as “enjoying” being the 
victim. Intoxicated women reported more arousal 
at the depiction and were less likely than their 
sober counterparts to label the event as “rape.”

Making these outcomes of sexual 
 aggressiveness and acceptance of violent 
“norms” worse is the fact that these patterns 
seem to be self- perpetuating. Romito and 
Beltramini (2011) found that young girls who 
experienced family psychological violence were 
5.8 times more likely to watch pornography. 
Girls who experienced sexual violence were 
4.24 times more likely to watch pornography. A 
third of these girls reported watching pornogra-
phy that depicted strong violence toward women 
and the majority of these girls reported that, in 
part, they were watching pornography to “learn 
about sex.” Interestingly, girls with a history of 
psychological violence were almost twice as 
likely to watch violent pornography than their 
peers. Romito and Beltramini (2011) offer two 
theories as to why this might be. It could be that 
some women have heightened interest or preoc-
cupation with sex following abuse. This could 
be particularly salient among young women 
who were coerced into watching pornography 
as a “learning” exercise by their abusers. 
Second, women could be watching violent por-
nography as a coping strategy. Seeing violent 
sexual behavior frequently and broadly across 
pornography could normalize their abusive 
experiences, numbing the emotional and psy-
chological pain of those episodes.

A movement exists that claims that some por-
nography can be sexually exciting and liberating 
for women (Whisnant, 2016), and it is true that 
not all pornography is as extreme or explicit in its 
violence as “gonzo” (DeKeseredy & Hall- 
Sanchez, 2017). However, as Bridges et al. (2010) 
have illustrated, even mainstream, soft core por-

nography is overwhelmingly gender-biased and 
steeped in narratives that normalize aggression 
toward women. These on-screen narratives can 
lead to a host of off-screen abuses. From physical 
and psychological damage in intimate relation-
ships, to predicaments of life satisfaction and 
identity, to dangerous cycles of sexual aggression 
and the acceptance of violent sexual myths, 
women in pornified contexts live in the crosshairs 
of what many authors have called a public crisis 
(Romito & Beltramini, 2011).

 Adolescents, Pornography, 
and Sexual Violence

Pornography has shown a substantial impact on 
the minds and behaviors of adolescents. Due to 
the developing nature of the adolescent brain, we 
hold that adolescents are particularly susceptible 
to the negative effects of pornography consump-
tion. These negative effects are manifested in 
both sexual and societal attitudes and behaviors. 
It is especially concerning that adolescent use of 
pornography is a significant predictor of sexual 
violence (Ybarra & Thompson, 2018).

 Adolescent Access to Pornography

Suggesting that the advent of recent technology 
has increased young people’s access to sexual con-
tent is a significant understatement. Pornography, 
once requiring physical transmission through pro-
duction and purchase, can now be accessed limit-
lessly and freely through a few keystrokes in a 
Google search bar (Walker, Makin, & Morczek, 
2016). Even society’s recent ties to desktop com-
puters have been replaced by mobile phones. Most 
teenagers can access pornography at will—any-
time, anywhere (Owens, Behun, Manning, & 
Reid, 2012; Stanley et al., 2018). Of course, ado-
lescents do not have to seek sexually charged con-
tent; they often encounter it involuntarily through 
participation in other forms of entertainment. Paul 
Wright (2011) assembled data from multiple stud-
ies to demonstrate that mass media’s sexual 
 content so invades young people’s lives that its 
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effects cannot be easily avoided. Malamuth and 
Huppin (2005) concur that television is a signifi-
cant source of adolescents’ exposure to sex-satu-
rated material. Although not all sexual content can 
be strictly labeled as pornographic, social media, 
YouTube, and other supposedly filtered environ-
ments still enable adolescents to be exposed to far 
more sexual content than even centerfold maga-
zines of the past could have offered. Furthermore, 
the  pornography industry is a multibillion dollar 
enterprise that is actively utilizing a variety of new 
means (such as interactive gaming systems and 
personal digital assistants) to make pornography 
accessible to a new, emerging generation of 
 consumers—even if this generation is still under-
age (Alexy et al., 2009).

 Adolescent Usage of Pornography

The wide and increasing availability of pornogra-
phy ensures that adolescent rates of consuming it 
will also be high and increasing. According to 
one study, as many as 91% of adolescents 
acknowledge having purposefully read, watched, 
or listened to some form of sexual media; in 
another study, as many as 70% of teenagers 
report unintentional exposure to pornography 
(Malamuth & Huppin, 2005). It is almost certain 
these percentages are supported strongly by ado-
lescent males, who are known to consume por-
nography in numbers disproportionate to females 
(Landripet, 2016). In fact, adolescent consumers 
of pornography are more likely to be male, older 
(within the stages of puberty), sensation seekers, 
and have disturbed family relationships (Peter & 
Valkenburg, 2016). However, when all types of 
pornography and forms of contact are combined, 
half or more of all adolescents can be categorized 
as having viewed pornography.

 Pornography’s Impact on Adolescents

What impact does adolescents’ exposure to 
 pornography have upon them? Do the unique 
qualities of adolescence produce a unique 
impact? Adolescence, as a stage of develop-

ment, involves transitional changes in body, 
mind, emotions, social interactions, sexuality, 
and more. That these changes are occurring 
while exposure to pornography is taking place 
suggests something different might be happen-
ing in the adolescent than what would be 
 happening in those whose maturation is 
 relatively stable (Owens et  al., 2012). When 
considering pornography’s impact on a variety 
of developing attitudes and behaviors, adoles-
cents’  susceptibility becomes apparent.

 Sexual Attitudes

Even though most adults who are exposed to 
 pornography experience some changes in 
 attitudes regarding matters of sexuality, pornog-
raphy’s impact upon adolescents’ sexual atti-
tudes appears to be even stronger. In adolescents, 
 pornography use is directly associated with 
 permissive sexual attitudes and stronger gender-
stereotypical beliefs (Peter & Valkenburg, 
2016). Adolescent males who regularly view 
pornography are more likely to hold negative 
gender attitudes (Stanley et  al., 2018). Youth 
who consume pornography develop unrealistic 
ideals about sexuality, including sexual preoc-
cupation, with females experiencing feelings of 
inferiority and males fearing inability to per-
form sexually (Owens et  al., 2012). Frequent 
viewing of pornography is associated with ado-
lescents’ plans to have more sexual partners in 
the future (Alexy et al., 2009).

 Sexual Behaviors

Mass media’s sexual content almost certainly 
impacts adolescents’ sexual behavior (Wright, 
2011). Exposure to pornographic content, there-
fore, would be expected to demonstrate signifi-
cant impact, which it does. Greater frequency in 
viewing pornography is associated with higher 
incidences of “hooking up” with a higher number 
of “hookup partners”; it is also associated with 
having had more sexual partners and more single 
occasion sexual partners (Alexy et  al., 2009). 
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Boys who view pornography are more likely to 
be involved in sexting—sending sexually explicit 
messages and images (Stanley et  al., 2018). 
Adolescent consumption of violent pornography 
is linked to increased aggression in sexual rela-
tionships (Owens et al., 2012; Landripet, 2016).

 Sexual Violence

Adolescents’ use of pornography is directly con-
nected to sexual behaviors extending beyond 
mutual consent. Boys’ regular viewing of 
 pornography is associated with increased sexual 
coercion and abuse (Stanley et al., 2018). In young 
people, ages 10–21, continuing exposure to vio-
lent pornography is a strong predictor of five types 
of sexual violence: sexual harassment, sexual 
assault, coercive sex, attempted rape, and rape 
(Ybarra & Thompson, 2018). Alexy et al. (2009) 
found that sexually reactive adolescents using por-
nography are more likely to engage in coerced 
sexual acts, forced sexual acts, sex with animals, 
and exposing themselves to strangers.

 Societal Attitudes and Behaviors

In addition to pornography’s connection to nega-
tive outcomes in matters of developing sexuality, 
pornography has also been linked to negative soci-
etal impacts, as well. Owens et al. (2012) found 
that young people who view pornographic mate-
rial report that doing so decreases their self- 
confidence; they manifest higher incidences of 
depressive symptoms; they also are more inclined 
to delinquent behaviors. Among children and ado-
lescents who are considered sexually reactive, 
exposure to pornography makes them more 
inclined to lying, stealing, truancy, manipulation, 
and arson (Alexy et al., 2009). Ultimately, adoles-
cents using pornography report diminished life 
satisfaction (Willoughby, Young-Petersen, & 
Leonhardt, 2018).

These overwhelming signs of adolescent mal-
adjustment associated with exposure to pornog-
raphy point to just how damaging pornography 
can be to the developing mind. Adolescents’ 

strong and increasing consumption of pornogra-
phy continues to be a matter of public importance 
and should remain a matter of public concern.

 Children

In this section, we discuss the intersections 
between children (those under 18), pornography 
and violence. Obviously, because of their age, 
children cannot consent to being in pornography. 
Thus, we classify child pornography as an act of 
sexual violence. Indeed, the content of child 
 pornography is often overtly violent (McKibbin, 
Humphreys, & Hamilton, 2017).

 Children Viewing Pornography

Many individuals age 10–17 view pornography, 
including about half in this age range, with more 
of this population using as they get older. The por-
nography they see includes behaviors that most 
parents would not want their kids acting out, for 
example, unprotected sex, nonrelational and rec-
reational sex exchanges, group sex, and sex with 
strangers. Other depictions include women as 
sexual objects subordinate to men as well as male 
to female aggression. Moreover, nearly 90% of 
scenes in pornographic movies include aggressive 
behavior such as choking, gagging, or spanking—
almost always toward a woman (Wright, 2014).

What is the impact of watching this pornogra-
phy? Children exposed to it are less likely to use 
contraceptives, have more nonrelational and 
 recreational sexual attitudes and behaviors, and 
have a higher likelihood of engaging in group 
sex. Exposure to porn also correlates with the 
perception that women are sex objects and with 
perpetration of sexually aggressive behavior 
(Brown & L’Engle, 2009; Wright, 2014).

 Children in Pornography

During the last decade, interest in pornography 
featuring teens (above and below the age of 
 consent) has significantly increased (Walker et al., 
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2016). Internationally, there is a 70% increase in 
pictures of girls under 10 and a 25% increase in 
those over 10 appearing in online pornography 
(Smith, Thompson, & Davidson, 2014). If one 
accepts the definition of child sexual abuse prof-
fered by the World Health Organization, defining 
it essentially as involving children in sexual activ-
ity they cannot fully understand, consent to, for 
which they are not developmentally prepared, or 
otherwise violates the laws or taboos of society, 
then the making of child pornography constitutes 
child sexual abuse (World Health Organization, 
2006). About half of the child sexual abuse that is 
perpetrated today is carried out by children or 
other people under the age of 21 (McKibbin et al., 
2017). When people under 21 who have commit-
ted child sexual abuse have been studied, research-
ers find that this population has difficulty 
controlling their pornography use and often cite 
such use as a factor leading to their abuse of other 
children (McKibbin et al., 2017).

A common producer of child pornography is 
young people themselves. Among those people 
under 21 who upload nude or nearly nude sexual 
images to the internet, one in six images depicts a 
child 15 or under. Nearly all images are created 
using webcams and nearly all images feature 
girls. A majority of the behavior commonly 
depicted in images made by girls 15  years old 
and younger included pictures of naked genitalia; 
nearly half included nonpenetrative sexual activ-
ity. Nearly all such images are located on web-
sites that primarily host sexual pictures of young 
girls. It is noteworthy that most of the images of 
girls under 15 were taken with a webcam rather 
than a phone. This suggests that taking the photos 
may have been coerced by a third party who is 
either present with them or chatting online 
(Internet Watch Foundation, Microsoft, 2015).

 Adults Who View Child Pornography

When discussing child pornography offenders, 
there is such diversity in their personality charac-
teristics that an exact profile is difficult to 
 pinpoint. Though some assume that offenders 
begin with viewing online child porn and escalate 

to contact offending, researchers have found that 
some offenders are contact offenders first and 
then later start downloading child pornography. 
Thus, a single offender type is difficult to put 
forth (Henshaw, Ogloff, and Clough, 2017). 
However, commonalities in several studies do 
point to limited characteristics where offender 
types can be roughly distinguished.

Aside from other children, child pornography 
viewers are almost all men, Caucasian, in their 
late 30s to mid-40s, employed, and well edu-
cated (Henshaw et  al. 2017; McKibbin et  al., 
2017; Wolak, Finkelhor, & Mitchell, 2011). 
When  people in the general, non-incarcerated 
population, have been questioned about their 
child pornography usage, they have been found 
to be more antisocial and sexually deviant than 
the general population. Some characteristics that 
are associated with a higher likelihood of view-
ing child pornography include ever having sex 
with a male, holding the perception of children 
as seductive, having friends who have watched 
child pornography, frequent pornography use, 
greater than average aggressive tendencies, ever 
viewing violent pornography, and engaging in 
sexually coercive behavior (Seto et al., 2014).

 Toward an Offender Typology

Three groups of people who exploit children are 
identifiable by their behavior. They include (a) 
people who view child pornography, (b) people 
who both look at child pornography and carry out 
hands on offenses, and (c) those do not look at 
child pornography but do commit hands-on 
offenses. Given the high volume of notifications 
police departments get of people looking at child 
pornography, police desire a method to identify 
men at high risk of a contact offense so that they 
can prioritize saving children from hands-on 
offenses. Among men arrested for possession of 
child pornography, variables that predicted their 
committing a contact offense include prior police 
contacts, charges, or convictions concerning non-
contact sexual offending, the confiscation of 
more than two computers during a house search, 
having victims under 5  years old, and having 
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intrusive or violent content in the material confis-
cated (Smid, Schepers, Kamphuis, van Linden, & 
Bartling, 2015). Researchers determined that past 
victimization of a child is the strongest predictor 
of future victimization of a child. In addition, 
people who have sexual contact with children 
have more cognitive distortions and more 
 emotional identification with children 
(Babchishin, Hanson, & VanZuylen, 2014).

Although it appears heterogeneity exists among 
child porn only offenders, there do appear to be key 
differences between child porn offenders and con-
tact sexual offenders. A distinguishing  characteristic 
between child pornography  offenders and  hands-on 
offenders is that child  pornography offenders tend 
to be otherwise high functioning members of soci-
ety who are prosocial individuals and who can 
exercise self-control (Clevenger, Navarro, and 
Jasinski, 2016; Henshaw et al., 2017). Contact sex 
offenders, when compared to child porn only 
offenders, have lower socioeconomic status, are 
older, have less education, have lower occupational 
standing and are more likely to be mentally ill. A 
higher portion of child porn only offenders are 
 single than their married contact offender 
 counterparts. Child porn only offenders also have a 
lower interest in romantic relationships and may 
also be less skilled than contact offenders in 
 initiating and maintaining intimate relationships 
(Henshaw et al., 2017).

Interestingly, child pornography only offend-
ers score higher on victim empathy than contact 
offenders, suggesting that empathy may play a 
protective role in preventing hands-on offenses. 
Offenders who use both child pornography and 
who have contact offenses score higher than any 
group on pedophilia (Babchishin et  al., 2014). 
Online child pornography offenders are more 
likely to have deviant sexual interests, yet, the 
online only offender had lower victim access, and 
lower antisociality (Babchishin et al., 2014).

 Conclusion

In conclusion, it is clear that the connection 
between sexual violence and pornography is 
strong. While not a one-to-one causal connec-

tion, the use of pornography, especially frequent 
use of violent pornography, is a major risk factor 
for committing sexual violence. As this chapter 
comes to a close, it seems fitting to report on a 
few studies that show signs that the impact of 
pornography can be inhibited. For example, 
some level of education about pornography, even 
briefing or debriefing a study, can lessen some of 
the harms (Allen, D’Alessio, Emmers, & 
Gebhardt, 1996; Isaacs & Fisher, 2008; 
Vandenbosch & Van Oosten, 2018). Furthermore, 
it seems that intrinsic religiosity—a type of reli-
gious commitment where one reads religious 
texts and frequently attends religious services—
also mitigates some of the impact of pornogra-
phy (Foubert & Rizzo, 2013). Studying these 
personality and environmental variables are ripe 
areas for future studies.
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Pornography and Sexual Assault

Ana J. Bridges

 Pornography and Sexual Assault

Sexual assault is defined as any sexual act that is 
nonconsensual, including sexual acts that occur 
with people who are unable to consent by virtue 
of age (e.g., a minor) or cognitive status (e.g., a 
person who is intoxicated or unconscious; a per-
son who by virtue of a cognitive deficit is unable 
to consent) (U.S. Department of Justice, 2016). 
In its most extreme form, sexual assault includes 
forcible penetration or rape. However, noncon-
sensual sexual assaults do not necessarily involve 
physical contact between victim and perpetrator; 
for instance, exposing oneself to an unsuspecting 
person (“flashing”) or showing someone porno-
graphic material when this is unwanted also 
meets the definition of sexual assault (Breiding, 
Basile, Smith, Black, & Mahendra, 2015). 
Approximately one in four women and one in 
nine men in the US have experienced some sort 
of unwanted sexual contact, although underre-
porting of assaults remains problematic (Breiding 
et  al., 2015). Specifically, an estimated 32% of 
US women have experienced unwanted sexual 
attention, 28% experienced unwanted sexual 
contact, and 19% experienced forced or 
substance- use facilitated rape that included geni-

tal penetration (Smith et al., 2017). In men, the 
rates are 13% for unwanted sexual attention, 11% 
for unwanted sexual contact, and 1.5% for pene-
trative rape (Smith et  al., 2017). Most sexual 
assaults are perpetrated by men and in approxi-
mately 80% of cases the perpetrator is known to 
the victim (Smith et al., 2017).

Understanding the causes of sexual assault 
requires a broad and multifaceted approach; sin-
gular explanations are insufficient (Ward, Fisher, 
& Beech, 2016). Causes can include: biological/
genetic predispositions; adverse childhood expe-
riences such as experiences of abuse and neglect; 
psychological traits such as a lack of empathy, 
attitudes supportive of violence, difficulties with 
emotion regulation, or interpersonal conflict; 
sociocultural factors such as gender role social-
ization, violence and conflict, and economic 
strain; and contextual factors such as provocation 
or alcohol or drug intoxication (Ward et  al., 
2016). To focus on any one factor runs the risk of 
ignoring the myriad other causes of sexual 
assault, and to potentially miss how these differ-
ent factors interact. Nevertheless, this chapter 
concerns itself with how the viewing of pornog-
raphy in particular relates to sexual assault 
through mechanisms such as shaping sociocul-
tural norms about gender, shifting attitudes about 
sexual violence and objectification of women, 
and modeling aggressive sexual behavior. I begin 
by providing a definition of pornography and 
detail the scope of the industry, especially as it 
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has moved increasingly to web-based 
 dissemination. Next, theories that articulate why 
pornography might relate to sexual violence 
against women are presented. Evidence about the 
role pornography may play in sexual assault is 
reviewed according to three primary methods of 
scientific investigation: laboratory studies, sur-
veys, and crime statistics. I end with some sug-
gestions for additional research to address key 
gaps in the literature.

 What is Pornography?

Pornography is often defined as sexually explicit 
material that is designed to arouse the viewer/user 
(Ferguson & Hartley, 2009; Hald, Malamuth, & 
Yuen, 2010). Since the late 1800s, the US has 
regulated the distribution of materials considered 
“obscene” (Act for the Suppression of Trade in, 
and Circulation of, Obscene Literature and 
Articles of Immoral Use; 17 Stat. 598, 1873). This 
act was first challenged when, in 1957, the US 
Supreme Court heard arguments for two cases, 
both challenging whether the obscenity act was a 
violation of the right to free speech, guaranteed 
under the US constitution’s First Amendment 
(Roth vs. US; Alberts vs. California). Although 
the Supreme Court ruled obscene materials were 
not protected under the First Amendment, its 
decisions redefined obscene materials as those 
that violated contemporary community standards 
and whose primary aim or theme was to arouse 
excessive sexual interests. Defining pornography 
therefore became a matter of its normative content 
and its primary purpose, but both of these compo-
nents have remained difficult to quantify in a reli-
able manner (Gould, 2010).

While the content of pornography is highly 
variable, mainstream pornography that is mar-
keted towards heterosexual male viewers tends to 
follow a rather predictable pattern (Tarrant, 
2016). The focus of the medium (initially print 
materials such as books and magazines, then 
video home system or VHS, and increasingly 
now digital videos available on the internet) is on 
the male gaze and male sexual pleasure. For 
instance, many films are shot using “point of 

view” (or POV), a pornography film style that 
attempts to place the viewer into the scene as 
though he or she were a camera person or main 
character; most POV pornography is shot from 
the male actor’s perspective (Bakonyi, 2012). 
The videos often open directly onto a scene with 
two (or more) people naked or nearly naked and 
quickly progress to include oral sex, anal sex, 
vaginal sex, and end with male ejaculation. 
Female pleasure is not the primary focus, 
although verbally female performers spend much 
of the video time expressing pleasure at every 
touch and position. Consent is rarely depicted 
explicitly—although this is often  also true in 
nonpornographic films (Jozkowski, Rhoads, 
Canan, & Hunt, 2016)— and discussions of safe 
sex or expressions of affection are infrequent 
(Bridges et al., 2010; Willis, Canan, Jozkowski, 
& Bridges, 2018). Women tend to meet tradi-
tional standards of beauty and much of main-
stream pornography may include elements of 
subtle or overt racism and sexism, such as depict-
ing Black actors as lower status and greater 
instance of aggressive behavior in cross-race 
scenes compared to same-race scenes (Bridges 
et al., 2010; Cowan, & Campbell, 1994; Klaassen 
& Peter, 2015). Despite these undertones of rac-
ism, over time Black Americans are more likely 
to view pornography than Whites and their rate of 
use is increasing faster than any other racial 
demographic group (Perry & Schleifer, 2017).

Much of popular pornography depicts acts of 
aggression or degradation. For instance, a content 
analysis of 50 popular pornographic films from 
2004 to 2005 found nearly 50% of scenes con-
tained verbal aggression (mostly insults), 75% of 
scenes contained spanking, 54% of scenes 
depicted gagging, 37% showed hair pulling, and 
27% showed choking (Bridges et  al., 2010). 
Atkinson and Rodgers (2016) noted “insertion of 
objects, gagging and vomiting resulting from 
forceful oral sex, simulated rape, strangulation, 
anal sex and spitting have become merely choices 
from drop-down menus on many popular porn 
websites” (p.  1298). Furthermore, social net-
works may promote a sense of shared interest and 
normalization, which can result in a reduced per-
ception of harm (Atkinson & Rodgers, 2016). 
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Despite the appearance of variety, the majority of 
internet pornography is being offered by a single 
corporation, MindGeek (Johnson, 2010; Tarrant, 
2016). MindGeek owns and manages over 150 
pornography websites, including popular sites 
such as PornHub, RedTube, and YouPorn, as well 
as many pornography film production and distri-
bution companies.

Pornography is big business, although precise 
revenue data are difficult to obtain. Some esti-
mate the industry to generate between $5–12 bil-
lion per year (for a review, see Tarrant, 2016). 
Internet piracy and the ease of availability of low- 
or no-cost pornography on the internet have 
resulted in significant declines in profits. 
Estimates are that in 2013, 78% of a mixed- 
gender sample of internet-using adults in the US 
had accessed a pornographic website (Tarrant, 
2016). Users are more likely to be men, younger, 
and more highly educated (Buzzell, 2005). In a 
study of approximately 200 heterosexual cou-
ples, Bridges and Morokoff (2011) found 71% of 
men and 56% of women had viewed pornogra-
phy at some point in the past year; the frequency 
of use among men and women was significantly 
different, with men on average accessing pornog-
raphy once per week and women on average 
accessing pornography once per month. In 
another study of over 600 heterosexual couples, 
Poulsen, Busby, and Galovan (2013) found 36% 
of women and 73% of men reported any pornog-
raphy use, with men’s frequency of use greater 
than women’s.

Three of the top 10 most trafficked websites 
are pornography sites (https://www.similarweb.
com). During the first half of 2018, xvideos.com 
ranked sixth highest in the US for web traffic 
(behind Google, Facebook, YouTube, Amazon, 
and Yahoo), with an estimated 3.07 billion visits. 
PornHub, another popular website, reported that 
in 2017, over 81 million people per day visited 
their website (the majority of these visitors were 
located in the US; https://www.pornhub.com/
insights/2017-year-in-review). A great deal of the 
content on PornHub is provided by users them-
selves who upload homemade videos to the web-
site. In 2017, PornHub reported their users and 
content partners provided over four million por-

nographic videos to the website, approximately 
20% of which they considered “amateur” videos 
(those produced by individuals unassociated with 
a commercial organization). The top five search 
terms on PornHub by US users in 2017 were les-
bian, MILF (moms I’d like to f∗∗∗), step sister, 
ebony, and step mom. The growth of the mobile 
phone industry is reflected in statistics detailing 
how pornography is accessed: in 2008, 99% of 
PornHub users accessed pornography through 
their desktop computers and only 1% through 
mobile devices. One decade later, 75% of 
PornHub users accessed the website through 
mobile devices (https://www.pornhub.com/
insights/10-years).

 Historical Perspectives 
on Pornography’s Effects

As technology enhanced its availability, an 
increased number of scholars and policy makers 
began asking what might be the effects of por-
nography use. The first Presidential Commission 
on Obscenity and Pornography (commonly 
referred to as the Lockhart Commission) was 
formed in 1967 to evaluate existing laws related 
to and recommend definitions of obscenity and 
pornography. Because little scientific work had 
been done in this area, they also commission two 
national surveys and some laboratory studies 
(Bates & Donnerstein, 1990). In its final report in 
1970, the Lockhart Commission concluded ben-
efits of existing laws regulating the sale and dis-
tribution of pornography lacked community 
consensus and were largely unsuccessful. They 
further suggested it was not the role of Congress 
to determine what adults should and should not 
read or view or to legislate morality, and recom-
mended a lifting of restrictions. After the 
Lockhart Commission released its reports, many 
scholars noted a dearth of scientific research to 
inform questions of the effects of pornography 
access on the public (Gould, 2010). Academics 
therefore began exploring these questions in 
earnest.

Perhaps in part because of dissatisfaction with 
the recommendations made by the Lockhart 
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Commission, in 1985 President Reagan created a 
second Commission on Pornography (referred to 
as the Meese Commission) (Bates & Donnerstein, 
1990). The Meese Commission was tasked with 
determining the nature, extent, and impact of por-
nography on society. The Meese Commission 
concluded there was a causal association between 
violent or degrading pornography and aggressive 
behaviors and attitudes. In contrast, the 
Commission was unable to reach consensus 
regarding whether nonviolent, nondegrading por-
nography was harmful. The Meese Commission, 
in particular, has been criticized for its biased 
methodology and selective inclusion of research 
(Bates & Donnerstein, 1990).

It is clear pornography has been part of human 
history for as long as humans have had the capac-
ity to document sexuality (Tarrant, 2016), 
although recently the distribution has increased 
with technology to unprecedented levels. Since 
the early 1970s, there has been concern among 
scholars, lawmakers, and others about what role, 
if any, pornography may play in society’s ills 
including violence against women. Most well- 
known are efforts to categorize pornography as 
“obscenity” (U.S.  Attorney General’s 
Commission on Pornography, 1986). Still in 
existence today, these obscenity laws make the 
possession, sale, and distribution via US postal 
service of some pornographic materials that 
might meet the legal definition of obscenity ille-
gal, although they are rarely enforced and the 
context of enforcement has become increasingly 
narrow (Rowbottom, 2018). Taking a different 
tactic, Andrea Dworkin and Catherine 
MacKinnon drafted legislation in the 1980s for 
the city of Minneapolis that would classify por-
nography as a form of sex discrimination and a 
violation of women’s civil rights. Although 
vetoed by the mayor, the city council reintro-
duced the ordinance, finding that “pornography is 
central in creating and maintaining the civil 
inequality of the sexes” and provides a “system-
atic practice of exploitation and subordination 
based on sex which differentially harms women” 
(Baldwin, 1984, p. 630). Other cities also passed 
the ordinance, but passages were vetoed by city 
mayors or overturned by US courts. More 

recently, states such as Florida, Utah, and Kansas 
have declared pornography constitutes a public 
health risk, and others, such as Rhode Island, are 
considering the same, in part because of argu-
ments suggesting viewing pornography can have 
negative impacts on the user and others.

Critiques of these efforts (obscenity laws, civil 
rights ordinances, or declarations of public health 
crises) have suggested these efforts are evidence 
of “moral panic” that is not rooted in the scien-
tific literature (Klein, 2015). In fact, there has 
been and continues to be a group of scholars, cli-
nicians, policy makers, and activists who high-
light the benefits of pornography. For instance, 
Watson and Smith (2012) suggested pornography 
can decrease sexual anxiety, encourage sexual 
exploration, and increase personal well-being. 
Hald and Malamuth (2008) found people who 
used pornography reported being better sexual 
partners and more open-minded about sex. One 
study reported young adults saw pornography as 
empowering, especially feminist and sex-positive 
pornography that emphasized diversity, modeled 
sexual consent, and appeared more genuinely 
enjoyable to performers (Weinberg, Williams, 
Kleiner, & Irizarry, 2010). Lim, Carrotte, and 
Hellard (2015) note most of the studies highlight-
ing the benefits of pornography use self-report 
and focus on perceived benefits and satisfaction; 
little laboratory work has been done.

 Theories Relating Pornography Use 
to Sexual Assault

Why might people believe pornography use is 
linked to sexual assault? The question is part of a 
larger academic effort to understand possible 
links between consumption of media and behav-
ior (Ferguson & Hartley, 2009). On the one hand, 
some have argued pornography reduces sexual 
violence because it offers users, primarily men, 
an outlet to “vent” their sexual urges (Kendall, 
2007; Posner, 1994), or have discussed pornogra-
phy access is associated with greater freedoms 
(such as free speech) and gender equality, mak-
ing it a marker of a more open, liberal society that 
is associated with reduced violence against 
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women (Baron, 1990). On the other hand, 
some have argued pornography is associated with 
greater aggression, include sexual assault. These 
theories range from relatively straightforward 
(e.g., social modeling) to more complex (e.g., 
socioecological models). These diverse perspec-
tives are reviewed below.

Theories positing a negative association 
between pornography and sexual assault. 
Outlet theories that pornography use provides a 
substitute for sexual assault rest on an assump-
tion of rational decision-making (Posner, 1994). 
According to these theories, the biological drive 
to procreate can be met in multiple ways. Ideally, 
this drive is met by engaging in consenting sexual 
relations with a willing partner. However, when 
this option is not available, people will seek other 
means of meeting this biological need. In decid-
ing which alternative means a person might pur-
sue, he or she weighs the relative costs and 
benefits of each option. If the costs of some 
approaches are low (e.g., viewing pornography 
and masturbating, which is not illegal and can be 
typically accessed for free) compared to other 
approaches (e.g., sexually assaulting someone 
who is not consenting, which is illegal and has 
the potential to result in significant financial, per-
sonal, and environmental costs), then the person 
will rationally select the lowest cost option. It 
stands to reason, then, that decriminalizing por-
nography and increasing its ease of access would 
reduce rates of sexual assault (D’Amato, 2006).

A second group of theories argues for a nega-
tive relation between pornography access and 
sexual assault. These theories focus on the rela-
tive freedoms people within a society have. 
Societies with greater freedoms, including free 
access to sexually explicit material, also tend to 
be more liberal regarding gender roles and sexual 
behavior, show greater gender equality, and lower 
rates of sexual assault (Baron, 1990). Proponents 
of these theories also focus on how representa-
tions of sexuality, especially diverse sexualities 
of marginalized populations such as people who 
identify as queer or transgender, have typically 
been criminalized and maintain power imbal-
ances disfavoring repressed groups (Stardust, 
2014). Accordingly, greater access to pornogra-

phy is seen as both a marker of and perhaps even 
a causal contributor to greater freedoms and 
equality. Some pornographers have argued for 
the value of feminist pornography, in particular, 
as a way to upend traditional gender roles and 
increase gender equality (Liberman, 2015).

Theories positing a positive association 
between pornography and sexual assault. The 
major theories that have suggested pornography 
is positively associated with sexual aggression, 
including sexual assault, rely on social learning 
theory (Bandura, 1978) and its derivations, femi-
nist theories, and individual differences/risk the-
ories. Social learning theory (Bandura, 1978) 
states people can and do learn how to behave by 
watching models. According to this theory, por-
nography users learn sexual and aggressive 
behaviors from the materials they watch and, par-
ticularly when those behaviors are rewarded, are 
then more likely to do the same things in their 
own lives when faced with a similar situation. 
Bandura (1978) emphasized the difference 
between learning that could happen as a result of 
modeling through media (acquisition) and the 
subsequent demonstration of that learning 
through action (application). Learning is broadly 
construed and may involve learning new sexual 
behaviors or positions, facilitating already 
learned manners of behaving sexually, or decreas-
ing inhibitions of previous learning about socially 
acceptable and unacceptable forms of behavior 
(Check & Malamuth, 1986).

More updated versions of social learning the-
ory include sexual scripts theory (Simon & 
Gagnon, 1986) and the 3  AM model (Wright, 
2011). Both theories argue pornography is used 
as one source for learning about sexual behav-
ior—it provides a “script,” much like a script an 
actor in a play might use, for how to behave dur-
ing a sexual encounter. When faced with a situa-
tion that might entail sexual behavior, the user 
relies on the pornographic script to guide their 
actions. However, acquiring scripts for sexual 
behavior does not necessarily mean they will be 
acted upon—the person has to be in a situation 
they see as one that matches the script and then 
apply it to their behavior. As an analogy, people 
may have some idea about how a soldier might 
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behave in a wartime situation, but lacking an 
environment that mimics that situation, they 
would never act in that manner (Check & 
Malamuth, 1986). Given how often popular por-
nography includes acts of mild aggression 
(Bridges et  al., 2010, as reviewed above) and 
lacks modeling of consent or even context to 
determine implicit consent (Willis et al., 2018), 
greater consumption of pornography is theorized 
to result in greater sexual aggression. Indeed, 
studies of sex offenders find they have greater 
physiological responses to depictions of explicit 
sexual assaults than do non-offenders (Abel, 
Barlow, Blanchard, & Guild, 1977; Seto & 
Kuban, 1996). However, most pornography does 
not depict overt acts of sexual violence or rape 
(Bridges et al., 2010); it is illegal in many coun-
tries and most men do not become sexually 
aroused when rape is depicted as clearly abhor-
rent to the victim (Malamuth & Check, 1980), so 
simple modeling is unlikely to explain associa-
tions between pornography use and sexual 
assault.

Theories that have emphasized the role of cul-
tural factors elevating the status of men over 
women are broadly considered feminist theories. 
Feminist theorists have argued that materials that 
objectify and degrade women, including many 
genres of pornography (Cowan & Campbell, 
1994), contribute to a general cultural climate 
where aggression towards women is seen as the 
norm (see Baron & Straus, 1987). These theorists 
argue that such a climate, then, is one in which all 
forms of violence against women are more toler-
ated. Feminist theories focus more on how media 
consumption may shift attitudes supporting 
notions of women as sex objects, available for 
male pleasure, and reinforce cultural stereotypes 
about rape (such as the idea that “no” means 
“yes” and other rape myths; Lonsway & 
Fitzgerald, 1994; see also Wright & Tokunaga, 
2016). Furthermore, some argue portrayals of 
women as sex objects may lead viewers to feel 
violence against women is not as egregious and 
need not require the same measure of punishment 
as other crimes (e.g., Mullin & Linz, 1995). 
Compared to social modeling theories, feminist 
theories are broader and do not suggest there are 

necessarily direct links between pornography and 
sexual violence. Instead, pornography both 
reflects and creates a cultural climate in which 
violence against women is tolerated.

Malamuth et al. (1996) developed the conflu-
ence model to explain how individual differences 
relate to risk of sexual violence perpetration. The 
confluence model states that for people already 
predisposed to act violently (e.g., people high in 
hostile masculinity and with an impersonal sex-
ual orientation), pornography can elevate the risk 
of aggression. Hostile masculinity is defined as 
having a domineering and distrustful view of 
women, while impersonal sexual orientation is 
defined as the ability to engage in sexual relations 
without intimacy or a sense of closeness (Baer, 
Kohut, & Fisher, 2015). The theory suggests that 
pornography can activate beliefs or stereotypes 
the person already possesses, thereby potentiat-
ing sexual violence. Importantly, the theory (and 
some research evidence, reviewed below) sug-
gests pornography use does not have these poten-
tiating effects in the absence of preexisting risk 
factors.

 Reviewing the Research Evidence

What, then, is the evidence for an association 
between pornography and sexual assault? The 
rest of this chapter concerns itself with reviewing 
the evidence, providing additional data from 
2016 statistics, and suggesting priorities for 
addressing remaining questions. The studies are 
divided into three general types: laboratory, cor-
relational, and sociological. Each type has certain 
strengths and weaknesses (Table 8.1); in combi-
nation, they can inform the question of whether, 
and how, pornography might relate to sexual 
assault.

 Evidence from Laboratory Studies

Laboratory studies represent the most rigorous 
scientific approaches to measuring how one vari-
able may cause something- in fact, it is the only 
method that can prove causation. A typical 
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Table 8.1 Types of research studies

Study type Example Strengths Weaknesses
Laboratory Bring a group of participants 

into the lab, one at a time
Randomly assign participants 
to either view pornography or 
view neutral media
Measure participants on some 
outcome, such as willingness 
to convict a perpetrator of 
rape

Ability to isolate the effects 
of an independent variable 
and measure its impact on a 
dependent variable
Only study design able to 
discern cause/effect 
relationships

Low external validity (since you 
cannot measure actual sexual 
assault perpetration, researchers 
must use proxy variables that 
may not translate well to the 
real world)
Limited sample characteristics 
(mostly college-aged males)

Correlational- 
cross- sectional

Give a group of people 
questionnaires that assess 
pornography use and sexual 
assault perpetration attitudes 
and behaviors

Large samples can be 
representative of populations
Allows more direct measure 
of the variables of interest

Self-report biases
Lack of manipulation of the 
independent variable means you 
cannot draw cause–effect 
conclusions
Third variable problem (are 
associations due to some third 
variable?)
Since all data are collected at 
the same time point, no ability 
to discern if pornography use 
precedes, follows, or coincides 
with sexual assault attitudes and 
behaviors

Correlational- 
longitudinal

Give a group of people 
questionnaires that assess 
pornography use and sexual 
assault perpetration attitudes 
and behaviors
At a later point in time, 
re-administer questionnaires

Large samples can be 
representative of populations
Allows more direct measure 
of the variables of interest
Allows for temporal 
ordering of variables (e.g., 
does pornography use come 
before or after attitudes and 
behaviors supportive of 
sexual assault?)

Self-report biases
Lack of manipulation of the 
independent variable means you 
cannot draw cause–effect 
conclusions
Third variable problem 

Sociological- 
secondary 
analyses

Obtain large-scale data from 
existing sources at regional, 
state, national, or international 
levels (e.g., pornography 
distribution rates and crime 
statistics)
Correlate the variables of 
interest
Can compare across regions 
(e.g., in different countries) or 
across time (e.g., before and 
after passage of laws 
permitting sales of 
pornography)

Large data sets allow for 
strong tests of hypotheses
No need to collect original 
data, so less expensive
Allow for comparisons 
across cultures or 
subcultures and time

Data may not correspond 
precisely to variables of interest 
(e.g., may be difficult to obtain 
estimates of pornography use, 
or crime that is underreported)
Lack of manipulation of the 
independent variable means you 
cannot draw cause–effect 
conclusions
Third variable problem

 laboratory study examining whether pornogra-
phy causes aggression will include (1) random 
assignment of participants to experimental or 
control conditions, (2) manipulation of the inde-
pendent variable (typically pornography expo-
sure), (3) measurement of the dependent variable 

(typically some measure of aggression), and (4) 
the use of statistical significance testing (and, 
ideally measures of effect size) to examine group 
differences. Studies examining how pornographic 
material affects sexual aggression are necessarily 
limited in how aggression can be measured. It is 

8 Pornography and Sexual Assault



136

not ethical, possible, or desirable to have partici-
pants actually harm another person, sexually or 
otherwise, so proxy variables must be used that 
are thought to index sexual aggression. For 
instance, some studies have operationalized sex-
ual aggression by changes in self-reported atti-
tudes (such as acceptance of rape myths; 
Donnerstein & Berkowitz, 1981), self-reported 
likelihood of willingness to rape if assured they 
would not be caught (Check, 1985), willingness 
to convict an accused sexual perpetrator in the 
context of a mock trial (Zillman & Bryant, 1982), 
adding hot sauce to someone’s food (Fischer & 
Greitemeyer, 2006), or showing a person a dirty 
joke or picture they believe the person will find 
offensive (Nagayama Hall & Hirschman, 1994). 
In a review of laboratory paradigms to examine 
sexual aggression, Davis et al. (2014) summarize 
evidence of the reliability (i.e., consistency) and 
validity (i.e., theoretical associations and predic-
tive power) of these analogues. Most lack infor-
mation about reliability; however, the majority 
show evidence of theoretical associations with 
related concepts (and, importantly, lack of asso-
ciations with theoretically unrelated concepts) 
and predictive power. With technological 
advances, some studies are now indexing sexu-
ally aggressive behavior using virtual reality 
(Abbey & Wegner, 2015) or instant messaging 
(Angelone, Mitchell, & Carola, 2009) with the 
hope this will expand the behavioral responses 
participants may exhibit in a lab and will provide 
greater external validity to real-world behavior. 
However, because these methods are just begin-
ning to emerge, they have not yet been evaluated 
for their reliability or validity.

The earliest empirical study I could find exam-
ining pornography and aggression was conducted 
by Meyer in 1972. Forty-eight male college stu-
dents participated in this experiment. Each par-
ticipant arrived at the lab individually to 
participate in a study on grading using electrical 
shocks. The participant was given 5 min to write 
an essay on the importance of obtaining a college 
education, then told they would be graded on 
their essay by another participant (in reality, the 
other participant was a study confederate). The 
participant was then given a “bad” grade by the 

confederate in the form of eight electric shocks 
(where a maximum was 10, and higher number of 
shocks meant a worse grade). This was done to 
provoke the participant into experiencing anger. 
After the shocks, it was the confederate’s “turn” 
to write an essay which the participant would 
then grade. During the five-minute wait period in 
which the confederate was presumably writing 
their essay, most participants were shown a film 
that was ostensibly part of another study and 
would make “good use” of their five-minute wait 
time. The three types of film clips used in the 
study were (a) violent but not sexual (i.e., a knife 
fight), (b) sexually explicit (a scene described as 
hard-core pornographic from a “stag” film), or 
(c) exciting but not violent or sexual (a cowboy 
riding a half-broken horse). One-fourth of par-
ticipants saw no film and served as the control 
condition. After viewing the film, participants 
were asked to grade the confederate’s essay (in 
the form of assigning electric shocks). Meyer 
found participants in the violent film group gave 
the greatest number of shocks (average of 7.50 
out of a possible 10). Participants in the sexually 
arousing (pornographic) film gave the second 
highest number of shocks (average of 6.00), 
while participants in the control (average of 4.67) 
and nonviolent, nonsexual film (average of 4.83) 
conditions gave the least number of shocks. The 
author concludes that sexual arousal from porno-
graphic media can result in increased retaliatory 
aggressive behavior in subjects who had been 
previously provoked.

A more recent study by Hald and Malamuth 
(2015) of 201 Danish adults (100 men, 101 
women) invited participants to attend a labora-
tory session where participants were randomly 
assigned to view either pornography or a neutral 
film and complete self-report measures of agree-
ableness and attitudes supporting violence 
against women (comprised of acceptance of 
interpersonal violence and acceptance of rape 
myths). The pornographic film included explicit 
depictions of oral sex, vaginal sex, anal sex, dou-
ble penetration, and facial ejaculation. One scene 
was between one man and one woman, while 
another scene was between two men and one 
woman. None of the films depicted explicit 
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 violence or degradation and both depicted actors 
signaling sexual pleasure. In the control condi-
tion, the participants viewed film scenes about 
nature. Participants were divided into groups 
based on their trait-level agreeableness. Analyses 
revealed no differences between the experimental 
and control groups on measures of attitudes sup-
porting violence against women; however, for 
men classified as low in agreeableness, partici-
pants in the pornography film condition rated 
their attitudes supporting violence against women 
as significantly higher (M = 43.66, SD = 10.49) 
than low agreeableness men in the control condi-
tion (M = 33.45, SD = 8.89), a large effect.

A meta-analysis of 16 experimental studies 
found a significant effect of exposure to pornog-
raphy in the lab and subsequent rape myth accep-
tance scores, r = 0.15 (Allen et al., 1995), which 
corresponds with a small effect size. These 
effects were present whether experiments com-
pared control participants who viewed neutral 
films or no films to: (a) participants who viewed 
violent pornography (r = 0.11, 5 studies), or (b) 
participants who viewed nonviolent pornography 
(r  =  0.13, 7 studies). Because the differences 
between these two effect sizes does not reflect a 
direct comparison of violent and nonviolent por-
nography, Allen et al. (1995) also calculated an 
average effect size for studies comparing partici-
pants who viewed violent to nonviolent pornog-
raphy, finding that viewing violent pornography 
increased rape myth acceptance more than view-
ing nonviolent pornography (r = 0.16, 8 studies). 
In all cases, however, effect sizes for the associa-
tion between pornography viewing and rape 
myth acceptance were small. In short, rigorous 
laboratory studies that are true experiments find 
small but significant effects of pornography use 
on aggression-supportive attitudes and 
behaviors.

 Evidence from Correlational Studies

Cross sectional. Studies exploring pornography 
use with sexual assault perpetration (or proxy 
variables that are related to sexual assault perpe-
tration, like attitudes supporting sexual violence, 

rape myth acceptance, and willingness to inter-
vene in a potentially assaultive situation as a wit-
ness) represent the bulk of research on this topic. 
It is helpful to note research suggests differing 
methods of assessing sexual aggression tend to 
be highly correlated with one another (average 
r = 0.28, range 0.03–0.62; Bouffard & Goodson, 
2017). Cross-sectional studies involve surveying 
a group of people at one time period, asking 
about both pornography use and sexual assault 
variables, and then examining whether pornogra-
phy use and sexual assault variables are corre-
lated. Because the data are collected all at once, 
the ability to discern temporal ordering is impos-
sible (meaning perhaps pornography use pre-
cedes later sexual violence, or perhaps people 
who engage in sexual assault later seek out por-
nography, or some third factor relates to both por-
nography use and sexual violence). Data are also 
typically collected using self-report, meaning 
participant responses are subject to biases such as 
socially desirable responding (answering ques-
tions in a way that would meet with societal 
approval) or recall biases (e.g., not being able to 
recall some events, or over-reporting other events 
if they were particularly salient). Nevertheless, 
these studies help inform the question of whether 
pornography use may relate to sexual assault 
potential.

Numerous studies have assessed whether por-
nography use is associated with attitudes sup-
porting violence against women (Hald et  al., 
2010). These attitudes are typically captured with 
questionnaires that assess things like (a) condon-
ing violence in interpersonal relationships (such 
as beliefs that sometimes men are justified in hit-
ting their wives); (b) adversarial relationships 
between men and women (such as believing 
women take advantage of men); and (c) rape 
myths (such as the idea that women who dress 
provocatively are “asking” for rape, or that 
women initially refuse sex in order not to appear 
“easy,” even if they are sexually interested). A 
meta-analysis of nine studies (N  =  2309 men) 
exploring the average correlation between por-
nography use and violence-supportive attitudes 
found a significant positive association, r = 0.18, 
p < 0.001 (Hald et al., 2010), a small effect. The 
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findings were strongest when correlating violent 
pornography use to violence-supportive attitudes 
(r  =  0.24, p  <  0.001) but remained significant 
even when exploring nonviolent pornography 
and sexual assault attitudes (r = 0.13, p < 0.001).

Some studies have examined how self- 
reported pornography use relates to self-reported 
likelihood of engaging in sexual assault or will-
ingness to rape or sexually coerce someone if 
guaranteed not to get caught. Published research 
in this area generally finds a small but positive 
association between the two variables. For 
instance, Foubert, Brosi, and Bannon (2011) 
found small positive correlations between use of 
sadomasochist (r  =  0.17) or rape pornography 
(r = 0.19) and self-reported behavioral intentions 
to sexually assault someone in a sample of 489 
college men, all members of fraternities. In stud-
ies examining whether pornography use is asso-
ciated with intervening in the context of 
witnessing a possible sexual assault, researchers 
again tend to find higher violent/degrading por-
nography use is associated with lower bystander 
behavioral intentions in men, but not women 
(Foubert & Bridges, 2017). Notably, use of non-
violent sexually explicit pornography did not 
show the same association.

The most direct answer to the question of 
whether pornography use is associated with sex-
ual assault can be gleaned by asking study par-
ticipants about both pornography use and history 
of sexual assault perpetration. For instance, 
Stanley et al. (2016) conducted a survey of 4564 
European adolescents. Participants completed 
the paper and pencil surveys in their schools. The 
surveys assessed, among other things, pornogra-
phy use (did the participant regularly watch 
online pornography) and history of sexual coer-
cion perpetration (had the participant ever pres-
sured a partner into kissing, touching, or 
something else; had they ever pressured or physi-
cally forced someone into have sexual inter-
course). The researchers found teens who 
regularly used pornography were twice as likely 
to report engaging in sexual coercion than teens 
who did not regularly use pornography, even 
after controlling for other variables (such as age, 

academic achievement, and other sexual 
behaviors).

Although the bulk of studies examine male 
perpetrators, studies with women also find por-
nography use relates to sexual coercion perpetra-
tion (Kernsmith & Kernsmith, 2009). A 
meta-analysis of 17 studies cross-sectional stud-
ies of both men and women found a small-to- 
moderate significant association between 
pornography use and self-reported history of 
sexual aggression (both physical and verbal), 
r = 0.28, p < 0.001 (Wright, Tokunaga, & Kraus, 
2016). Higher use of pornography was associated 
with higher self-reported sexual aggression and 
this association did not vary as a function of gen-
der (men vs. women), age group (adolescents vs. 
adults), publication outlets (published vs. unpub-
lished studies), or country (US vs. other 
countries).

Longitudinal. Longitudinal data exploring 
pornography use and sexual assault related vari-
ables are helpful to inform a temporal ordering of 
variables. While the literature reviewed above 
suggested associations between pornography use 
and variables related to sexual assault, these stud-
ies are unable to discern the extent to which one 
may precede the other in time. Critical to this 
inquiry is whether there is some self-selection 
bias- that is, whether people who already hold 
violence-supportive attitudes against women are 
more likely to seek media that comport to their 
preexisting beliefs or if exposure to media relates 
to subsequent changes in attitudes. Although lon-
gitudinal studies cannot confirm causality (does 
pornography cause sexual assault?), it can inform 
one of the preconditions of causality—ordering 
of variables in time. Something cannot cause 
something else if it happens after the thing it sup-
posedly causes. Given how difficult it is to design 
good laboratory simulations of sexual aggres-
sion, longitudinal studies are important to 
answering the question of how pornography may 
influence sexual assault potential.

Peter and Valkenburg (2009) conducted a 
year-long, three-wave longitudinal study of 962 
Dutch adolescents and young adults (aged 
13–20  years). Participants completed survey 
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measures online at three time points that included 
questions about their use of pornography, their 
liking of pornography, and their views of women 
as sex objects (e.g., “Unconsciously, girls always 
want to be persuaded to have sex” and “There is 
nothing wrong with boys being primarily inter-
ested in a woman’s body”). Analyses revealed 
pornography use at time 1 was a significant pre-
dictor of viewing women as sex objects 1 year 
later for both boys and girls (standardized path 
coefficient  =  0.15, p  <  0.01), while viewing 
women as sex objects at time 1 was a significant 
predictor of greater pornography use 1 year later 
(standardized path coefficient = 0.09, p < 0.01), 
but for boys only. Furthermore, the link between 
time 1 pornography use and time 3 views of 
women as sex objects was partially mediated by 
increased liking for pornography. These results 
suggest while there is some truth that people 
select media that comports with their preexisting 
beliefs, media like pornography may also shape 
attitudes and beliefs.

Similar findings occur when examining 
adults. Using national representative samples of 
adults in the US, Wright and Funk (2014) con-
ducted a longitudinal analysis using the General 
Social Survey, finding pornography use at time 1 
is associated with lower support for policies 
such as affirmative action and equal rights for 
women at time 2 (standardized regression coef-
ficient = 0.13, p < 0.05), and these associations 
are stronger than when using policy opposition 
at time 1 to predict pornography use at time 2 
(odds ratio = 0.81, p > 0.05). In a meta-analysis 
of five studies examining the association between 
pornography use at time 1 and sexually aggres-
sive behavior at time 2, Wright et al. (2016) find 
a correlation of r  =  0.27, p  <  0.001 (moderate 
effect size). In summary, longitudinal data in 
general support cross- sectional associations 
between pornography use and sexual aggression, 
and suggest the temporal ordering of these asso-
ciations is such that pornography use precedes 
later aggression- supportive attitudes, beliefs, 
and behaviors. These effects were generally 
small to moderate in size and many held for both 
men and women.

 Evidence from Sociological 
Secondary Data Studies

One final method researchers have utilized to 
investigate whether there is an association 
between pornography use and sexual assault is to 
examine existing population-based data sources 
that report on some pornography-related distribu-
tion or access variable (e.g., circulation rates of 
pornographic magazines, pornographic movie 
rentals, Google searches for terms like “porn,” 
access to high-speed internet, or changes in laws 
limiting access to pornography) and population- 
level crime statistics (rates of rape, sexual assault, 
or sex crimes). The strength of such studies is they 
provide a macro-level analysis of what happens to 
communities when pornography is more accessi-
ble. Limitations include the inability to tie indi-
vidual use of pornography with sexual assault, the 
frequent need for proxy variables to assess por-
nography access since these sorts of records are 
not kept publicly, and the need to limit analyses to 
reported sexual assaults, a crime which is grossly 
underreported (Kilpatrick, Resnick, Ruggiero, 
Conoscenti, & McCauley, 2007). Nevertheless, 
their findings are informative.

On the whole, and in contrast to much of the 
experimental and correlational research, findings 
from population-based studies are more mixed 
and more likely to find no associations, or even a 
significant negative association, between pornog-
raphy access and reported sexual assaults (for a 
review, see Ferguson & Hartley, 2009). For 
instance, Kutchinsky (1991) examined rates of 
rape and aggravated assault in four countries over 
a 20-year period, from 1964 to 1984. Three of the 
countries (Denmark, Sweden, West Germany) 
had legalized pornography while one (United 
States) had not, although pornography remained 
accessible in the US at that time. The author 
found rape rates remained stable and low in the 
three countries where pornography was legal, 
while rates over the 20-year span were rising dra-
matically in the US.  When examining rates of 
rape versus rates of nonsexual assaults, 
Kutchinsky found the rates of both types of 
crimes increased similarly over time, which he 
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argues suggests the increases in rape are due to 
general increases in aggressive crime. In the 
other countries, while rates of aggravated assault 
were generally moderately increasing over the 
20-year time period, rates of reported rape were 
not increasing or were increasing at a slower 
pace. The author argued this provides evidence 
that access to legal pornography does not increase 
incidents of rape. One important limitation of this 
study is that it did not measure actual access to 
pornography- the author assumed legalization 
equated to increased access and consumption, but 
also noted pornography was easily accessible in 
the US during that same time period. The author 
also suggests increased willingness to report 
crimes, including rape, may account for some of 
the changes. Furthermore, at the same time that 
pornography was decriminalized, many sexual 
behaviors were also decriminalized (such as 
same-sex prostitution and voyeurism; Check & 
Malamuth, 1986). Therefore, the decline in sex 
offenses may have been due to fewer behaviors 
meeting the definition of an offense. In fact, rape 
rates may have actually increased following 
legalization of pornography in Denmark (Check 
& Malamuth, 1986).

In six states in the US, Kimmel and Linders 
(1996) found correlations between circulation 
rates of nine pornographic magazines and rates of 
reported rape varied tremendously, from a large 
negative association (in Ohio, r  = −0.82) to a 
moderate positive association (in Florida, 
r = 0.30). Rape rates in general were slowly ris-
ing in most states over the 11-year period of the 
study (1979–1989), but circulation rates of por-
nographic magazines were declining rapidly over 
that same time period, likely due to the advent of 
the home video player. That is, the index of por-
nography consumption was limited to magazine 
circulation rates at a time when people began 
moving away from magazines and towards video 
tapes as the preferred medium of pornography 
consumption. In Japan, a non-Western industrial-
ized country with a rich history of producing vio-
lent pornography and manga (cartoon 
pornography), increased access to pornography 
over 20+ year period (from 1970s to 1990s) coin-
cided with a decrease in reported rapes, murder, 

and violent crimes, but a slight increase in sexual 
assaults (Diamond & Uchiyama, 1999). The 
authors conclude not only is pornography access 
not associated with an increase in sex crimes, but 
may actually reduce sex crimes by giving people 
a more appropriate outlet to meet sexual needs. 
(This argument, of course, presupposes sexual 
assaults are driven by sexual urges and not by a 
desire to dominate, aggress against, debase, or 
punish someone; Cowan & Quinton, 1997.) 
Similar lack of associations between rape and 
access to pornography have been reported in the 
Czech Republic (Diamond, Jozifkova, & Weiss, 
2011) and in four US states that ceased to enforce 
obscenity statutes (Winick & Evans, 1996). 
Notable is that nearly all of these studies exam-
ined trends in sexual assault over time but did not 
provide quantitative measures of pornography 
consumption from which to then calculate 
correlations.

Others however have found the opposite rela-
tionship. For instance, Baron and Straus (1984) 
examined rape rates (as reported in the FBI 
Uniform Crime Reports) and magazine circula-
tion rates for eight pornographic magazines (such 
as Playboy and Hustler, all soft-core, since none 
showed erect penises or penetrative sex) in US 
states, finding a strong positive correlation 
between magazine sales and rapes (r  =  0.63, 
p < 0.001 for 1979 data, and r = 0.58 for 1980 
data) that remained significant even after control-
ling for other variables that may relate to rape, 
such as poverty, race, male gender, and young 
adult age. Rape rates were strongly associated 
with other aspects of what Baron and Straus 
called a “macho culture” that included gender 
and economic inequality, a culture which may 
account for both increases in pornography con-
sumption and crimes against women such as sex-
ual assault. Scott and Schwalm (1988) found 
similar associations when examining rates of 
reported rape and circulation of 10 popular por-
nographic magazines in 1982, r = 0.54, p < 0.05. 
The association between pornography magazine 
circulation rates and reported sexual assaults 
remained significant even after controlling for 
numerous variables such as poverty, alcohol use, 
rurality, race, and gender inequality. Gentry 
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(1991), using standard metropolitan statistical 
areas as the unit of analysis (instead of states, 
which are largely heterogeneous in make-up), 
also found a positive correlation between rates of 
reported rapes and circulation of three popular 
pornographic magazines (from 1979 to 1981), 
r = 0.25, p < 0.01, but after controlling for vari-
ables such as the percentage of the population in 
that area that was between 18 and 34  years of 
age, the association between the two variables 
was no longer significant.

More recently, researchers have used internet 
access (and broadband access specifically) to 
index pornography use in communities. Since 
much of pornography is now accessed through 
the internet and involves downloading or stream-
ing relatively large video files that require greater 
internet bandwidth and speed, these studies sug-
gest technology advances that make such stream-
ing less cumbersome are likely to relate to 
increased pornography use. Bhuller, Havnes, 
Leuven and Mogstad (2013) analyzed broadband 
access in Norway over a 10-year period and rates 
of diverse crime statistics, including rape and 
child sexual abuse. Unlike many other studies, 
Bhuller and colleagues included reports, criminal 
charges, and convictions to index criminal activ-
ity. They also collected potential control vari-
ables (see below). The authors found increased 
access to broadband internet was associated with 
increased sex crimes (p < 0.05). Specifically, the 
authors found that as internet user rates increased 
by 1 percentage point, the overall rate of sex 
crimes increased by 1.15 per 100,000 inhabitants. 
These results remained significant even after con-
trolling for potential covariates including demo-
graphic characteristics (percent of population 
that is female, age, percent of population that is 
immigrant, population density, education, 
income, poverty, and unemployment; p < 0.01), 
police density, and rates of other crimes. In fol-
low- up analyses, the authors determine facilita-
tion of reporting was not responsible for the 
increased reporting of sex crimes (specifically, 
they found no changes in the ratio of reports of 
rape to charges of rape across the 10-year period 
of this study). However, in Germany these results 
failed to replicate (Nolte, 2017).

In the literature I reviewed, there was no pat-
tern I could discern regarding whether a study 
was likely to show a positive (vs. no or negative) 
association between pornography access and 
reported sexual assaults. In studies that looked at 
historical data of rape rates (e.g., Diamond et al., 
2011 reporting from 1970s to 2000s; Diamond & 
Uchiyama, 1999 reporting from 1970s to 1990s; 
Kutchinsky, 1991 reporting from 1960s to 1980s), 
there is evidence that over time reported rapes are 
declining. This historically overlaps with techno-
logical advances and lifting of legal bans that are 
presumed to make pornography more accessible, 
but they also coincide with other important fac-
tors that might relate to crime overall, such as 
improved economic conditions and the rise of 
women’s civil rights efforts in the 1970s and 
1980s that increased awareness of sexual assault. 
There have also been changes in how crimes are 
categorized and prosecuted. While some of these 
studies suggested other types of crimes were 
increasing or occurring at similar rates during the 
time period in which reported sexual assaults 
were decreasing (e.g., Diamond et  al., 2011 in 
Croatia; Kutchinsky, 1991 in Denmark, Sweden, 
and West Germany), others find drops in violent 
crimes of all types (e.g., Diamond & Uchiyama, 
1999 in Japan; Kutchinsky, 1991 in the US). 
Studies that have indexed pornography access 
more directly (e.g., Baron & Straus, 1984; Scott 
& Schwalm, 1988) typically find significant posi-
tive correlations, although they may shift after 
controlling for more proximal variables associ-
ated with sexual assault perpetration (e.g., 
Gentry, 1991).

 Secondary Analyses: Predicting 
State-Level Rates of Reported 
Forcible Rate from Google Searches 
for Porn

The contradictory findings between correlation 
and laboratory-based studies, that generally sup-
port small but significant associations between 
higher pornography use and sexual assault related 
outcomes, and large-scale sociological and crime 
statistics studies, that often fail to find evidence 
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between greater pornography distribution rates 
and sexual assault related crimes, suggest some 
method-related factors are at play. Fundamentally 
these different sources of data provide answers to 
different questions; that is, studies with individu-
als see whether within a person we find higher 
pornography use is associated with greater sexual 
assault-related variables, while sociological stud-
ies see whether geographic areas with higher 
access to or distribution of pornographic materi-
als also experience higher levels of sex-related 
crimes. Nevertheless, that a literature review 
would result in essentially opposite conclusions 
if we divide studies up by their methodological 
approaches leads to interpretive challenges. What 
are we to make of this?

Individual studies certainly, and different 
approaches to research studies generally, have 
limitations, which is why it is important to inves-
tigate matters utilizing multiple methods. To 
date, the majority of studies utilizing pornogra-
phy distribution and crime statistics suffer from 
two major limitations. Setting aside the issue of 
the accuracy of crime statistics (which are highly 
problematic, especially given how often sexual 
assault is unreported; Kilpatrick et al., 2007), the 
operationalizations of pornography access have 
generally been lacking and the associations have 
failed to control for other variables that may 
relate to both pornography access and crime. In 
terms of operationalizations of pornography 
access, studies have either evaluated crime rates 
pre- and post-legalization of pornography (e.g., 
Kutchinsky, 1991) or have used number of paid 
subscriptions to pornographic media, such as 
magazines, to index pornography access (e.g., 
Baron & Straus, 1984). Given most pornography 
is accessed for free and, especially in the last 
decade, through the internet, these indices are 
problematic. Some more recent studies examined 
access to high-speed internet as a proxy for por-
nography access (Bhuller et  al., 2013; Kendall, 
2007); however, these studies failed to assess the 
extent to which internet access was related to 
actual searches for pornography.

To investigate further the question of how por-
nography access relates to crime in a given 
region, and to overcome prior methodological 

limitations of sociological studies, I examined 
how internet searches for “pornography” related 
to reported sexual assault rates in all 50 states and 
the District of Columbia. I obtained relative 
search values (RSVs) for 2016 from Google 
Trends. Google Trends permits users to query 
how often a given search term occurred in a given 
time period. The user can specify regions (e.g., 
states), time periods (e.g., years, months, weeks), 
and search terms. Google Trends provides nor-
malized scores that range from 0 to 100, which 
100 representing the highest interest in that 
search term over the specified period of time. A 
score of 50 would mean that that region had half 
as many search terms as the highest region with a 
score of 100. Although absolute search queries 
are not provided, these data do give an index of 
relative frequency of searches by region and time. 
This served as the primary independent variable.

I also extracted data from the U.S.  Census 
Bureau (2016) for all 50 states and the District of 
Columbia for potential covariates in the analysis. 
Data included: percent of population living in 
poverty, percent of population age 25+ who had 
obtained a college education, and percent of pop-
ulation that identified as non-Hispanic White. 
The primary dependent variable was the number 
of reported forcible rapes per 100,000  in 2016, 
extracted from the U.S.  Department of Justice 
(2016).

Descriptive statistics and correlations among 
study variables are presented in Table 8.2. There 
was a significant positive bivariate correlation 
between the states’ number of Google Trend 
searches for “porn” in 2016 and the number of 
forcible rapes in that state, r = 0.26, p = 0.033, 
moderate effect size. Searches for “porn” were 
also significantly correlated with poverty  and 
educational attainment; states with higher pov-
erty rates and with fewer residents holding a 
Bachelor’s degree or higher had significantly 
greater Google Trend searches for “porn.” The 
percent of racial/ethnic minorities in a state was 
unassociated with Google Trend searches for 
“porn.”

A standard multiple regression analysis 
revealed that after controlling for the three demo-
graphic variables (poverty, % non-Hispanic 
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Table 8.2 Descriptive statistics and correlations among study variables

Variable 1 2 3 4 5
1. Google Trend RSV for “porn” 1.00 – – – –
2. % population living at or below federal poverty level 0.65∗∗∗ 1.00 – – –

3. % population age 25+ with Bachelor’s degree or higher −0.83∗∗∗ −0.46∗∗∗ 1.00 – –

4. % population non-Hispanic White 0.05 −0.24∗ −0.23 1.00 –

5. Number of forcible rapes reported, per 100,000 0.26∗ 0.22 −0.05 −0.16 1.00

Mean 74.53 12.45 30.04 68.67 43.73
Standard deviation 11.41 3.11 6.12 16.18 13.85

Note. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p <0 .001. All variables are from 2016. N = 51 (all 50 states and the District of Columbia)

Table 8.3 Standard multiple regression predicting number forcible rapes from pornography Google searches, control-
ling for demographic variables

Variable B (SE) β t p
1. Google Trend RSV for “porn” 0.86 (0.35) 0.71 2.47 0.017
2. % population living at or below federal poverty level −0.12 (0.84) −0.03 −0.14 0.891

3. % population age 25+ with Bachelor’s degree or higher 1.17 (0.59) 0.52 2.00 0.052
4. % population non-Hispanic White −0.07 (0.13) −0.08 −0.53 0.601

White, and college educated), Google Trend 
searches for pornography were significantly 
associated with rates of forcible rape in each 
state, β = 0.71, p = 0.017. In fact, only searches 
for “porn” related to sexual assault rates; poverty, 
educational attainment, and race/ethnicity did 
not. Results are presented in Table 8.3.

 Summary and Future Directions

Research on media effects have been of special 
interest to scholars for decades, with the question 
of whether and how pornography use might relate 
to sexual assault being of particular interest. 
Across time and methods, the general finding 
is that pornography, especially violent pornogra-
phy, appears to be associated with small but sig-
nificant increases in sexual assault-related 
variables, such as rape myth acceptance, negative 
attitudes towards women, self-reported willing-
ness to rape, and past history of assaultive behav-
ior. These effects appear to be more pronounced 
in some people, especially people who have traits 
that already place them at risk for increased 
assault potential (e.g., hostile masculinity, trait- 

level aggression). At the level of geographic anal-
ysis, however, associations are inconsistent.

 Key Gaps in the Literature

Despite nearly 50 years of research into the ques-
tion of how pornography use is associated with 
sexual assault, key gaps remain. First, the most 
rigorous scientific approach to answering this 
question relies on laboratory experiments that 
include manipulation of the independent variable 
and observations of the dependent variable. 
Given studies cannot ethically or feasible exam-
ine actual sexual assault perpetration, researchers 
have had to get creative at developing alternative 
behaviors that are proxies for assault (e.g., put-
ting hot sauce in someone’s food). The degree to 
which these proxy measures of aggression are 
valid for indexing actual sexual assault perpetra-
tion potential remains questionable. In addition, 
laboratory studies, although able to manipulate 
exposure to pornography, do not mimic the ways 
in which pornography is actually used by people 
(that is, typically people use pornography to aid 
masturbation). The potency of pairing pornogra-
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phy with orgasm, which happens frequently out-
side of the lab but never (or almost never) in the 
lab means the effects under investigation in these 
research studies are limited to really answering 
whether pornography viewing without masturba-
tion and orgasm increases aggression.

Second, most studies, especially correlational 
studies, have participants self-report both por-
nography use and sexual assault perpetration his-
tories. Self-report data are problematic because 
of difficulties with accurate recall of past behav-
ior and social desirability responding (Brener, 
Billy, & Grady, 2003), differing definitions of 
what “counts” as pornography (Willoughby & 
Busby, 2016), and a reluctance to report illegal 
behavior. It is likely technological advances that 
increase a sense of anonymity, such as computer- 
assisted surveys, more behaviorally specific 
questions, and clear time frames can reduce these 
biases (Fenton, Johnson, McManus, & Erens, 
2001; Turner et al., 1998).

Third, particularly for sociological studies, 
the inability to find accurate estimates of por-
nography consumption (and users, and types of 
materials being distributed) in a geographic 
area creates challenges. Unlike other types of 
statistics that are regularly kept by governments 
and municipalities, private industries rarely 
share distribution statistics. Furthermore, since 
the vast majority of pornography is now 
accessed online, anonymously, and for free, 
estimates of consumption that rely on circula-
tion rates of magazines, store video rentals, or 
even website subscriptions will largely under-
estimate use. Fortunately, new metrics such as 
Google Trends can provide some approxima-
tions of pornography access, but the data are 
not in raw numbers such as the total number of 
actual Google searches for the word “pornogra-
phy,” nor do they include searches conducted 
through other search engines or times when 
people may have accessed a site directly by typ-
ing in the URL. Similarly, crime statistics data 
are limited by crimes that are reported to law 
enforcement. Many crimes, particularly sexual 
assaults, are grossly underreported (Kilpatrick 
et al., 2007). In addition, definitions of crimes 

change over time, making longitudinal trend 
research difficult.

Fourth, evaluations of pornography effects on 
sexual assault tend to evaluate few variables at a 
single time, such as examining pornography use 
and objectification of women. However, as 
Malamuth et al. (1996) articulated in their model, 
how pornography influences sexual behavior is 
theoretically quite complex. On the occasions 
when people have examined three or more vari-
ables together, especially over time, interesting 
caveats to the pornography → sexual assault link 
emerge (e.g., Hald & Malamuth, 2015; Peter & 
Valkenburg, 2010). A greater emphasis on explor-
ing more complex relations is important for 
future research. Relatedly, few studies explore 
how pornography use adds to the prediction of 
sexual assault potential above and beyond other 
variables (for an exception, see Vega & Malamuth, 
2007). It will be important to continue examining 
the relative value of assessing pornography use in 
the prediction of sexual assault potential in rela-
tion to other variables.

Last, but not least, the research on pornogra-
phy and sexual assault has largely been carried 
out with relatively young, US, primarily White 
men. This is true of research on sexual aggression 
in general, which largely ignores the role of cul-
ture and ethnic group differences (Nagayama 
Hall, Teten, DeGarmo, Sue, & Stephens, 2005). 
However, cultural factors certainly shape vari-
ables related to masculinity/femininity, sexual 
behavior, attitudes towards women, and conse-
quences of violating social norms. In addition, 
sociocultural differences in exposure to violence 
and aggression, economic opportunities, familial 
risk factors, and discrimination experiences can 
translate into different risks of delinquency in 
general, and sexual aggression in particular. For 
instance, Nagayama Hall et al. (2005) found hos-
tile masculinity, a critical component of the con-
fluence model (Malamuth et al., 1996), predicted 
sexual aggression in Hawaiian Asian Americans, 
but not in European Americans or mainland Asian 
Americans). Greater attention to cultural factors 
and attempts to replicate findings in diverse cul-
tural groups will be critical moving forward.
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 Conclusion

So, what can we conclude about the link between 
pornography and sexual assault? Does pornogra-
phy cause sexual assault? Not directly, no. Other 
proximal factors such as hostile masculinity and 
substance use are the most direct and clear causes 
of sexual assault (Casey et  al., 2017; Haikalis, 
Leone, Parrott, & DiLillo, 2018; Ward et  al., 
2016). However, the question is whether pornog-
raphy may contribute in general to a climate that 
tolerates or even promotes sexual assault. The 
answer here is more like yes, with caveats (for a 
thorough legal analysis see Adams, 2000). 
Experimental studies (that allow for tight control 
of variables, manipulations, and determinations 
of how pornography causes an effect), correla-
tional studies (that allow for self-report of what is 
typically private behavior, assessment of attitudes 
and beliefs, and analyses over time), and socio-
logical studies (that allow for community-level 
effects instead of just focusing on individual- 
level effects) show increases in rape-supportive 
attitudes and sexual assault with increased access 
to pornography, especially violent and degrading 
pornography (Oddone-Paolucci, Genuis, and 
Violato, 2000). However, these findings appear to 
be stronger for some people than for others, such 
as for people who already possess personal traits 
that make them at risk for assault and aggression 
(specifically, people who are high in hostile mas-
culinity; Malamuth, Sockloskie, Koss, & Tanaka 
1991), is stronger in people who perceive por-
nography as being more real (Peter & Valkenburg, 
2010), and for people who do not identify or 
empathize with the effort of performers (Parvez, 
2006). Further, effects such as these can be miti-
gated when participants are debriefed and 
informed about the possible negative conse-
quences of viewing pornography (Malamuth & 
Check, 1984). Sexual assault rates are therefore 
better explained by variables other than pornog-
raphy use, although pornography use does pro-
vide a unique contribution to prediction of sexual 
assault perpetration (Vega & Malamuth, 2007).

Taken together, research suggests a ban on 
pornography is not warranted, but rather efforts 
to increase media literacy, including educating 

the populace to be more critical consumers of 
pornography, to limit attempts to enhance realism 
perceptions, and to peel back the “fun” veneer of 
pornography production, distribution, and con-
sumption are important. Pornography literacy 
classes can be infused in sexual education 
courses; in fact, some have already been doing so 
with preliminary outcomes being quite positive 
(Rothman et al., 2018). Continuing to address the 
gender inequities that promote violence against 
women and efforts to promote reporting of sexual 
assault, punishment of perpetrators, and protec-
tion of victims remain priorities.
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Rape Mythology and Victim 
Blaming as a Social Construct

Kathryn M. Ryan

 Rape Myths and the Social 
Construction of Rape

Rape myths are stereotypes about rape that 
undermine victims’, rapists’, and society’s abil-
ity to correctly identify events as rape. These 
myths presuppose that some events are real 
rapes and that others are not real rapes (e.g., they 
reflect unfortunate miscommunication, victim 
manipulation, or sexual prerogatives). Common 
rape myths include: men cannot be raped, there 
must be physical resistance for it to be rape, and 
rape victims are responsible for their rape. Rape 
myths serve to protect rapists and perpetuate sex-
ual aggression (e.g., Edwards, Turchik, Dardis, 
Reynolds, & Gidycz, 2011; Gerger, Kley, Bohner, 
& Siebler, 2007). They are deeply embedded in 
culture (e.g., Brownmiller, 1975/1981; Lonsway 
& Fitzgerald, 1994) and can be found in reli-
gious doctrine and cultural prescriptions that 
can apply to both female and male rape victims 
(e.g., Lonsway & Fitzgerald, 1994; Struckman- 
Johnson & Struckman-Johnson, 1992; Turchik & 
Edwards, 2012). Rape myths vary in the popular-
ity with which they are held, but can be impact-
ful even when held by a small minority. Rape 
myths often suggest that victims are responsible 

for their rapes (e.g., they engaged in risky and 
seductive behavior or their appearance caused the 
event). Rape myths also suggest that “unfortu-
nate” circumstances contribute to purported rape 
(e.g., the supposed inability to control sexual 
urges or the presence of alcohol). At their core, 
rape myths involving female victims are influ-
enced by gender, traditional beliefs, and hostile 
attitudes toward women (Lonsway & Fitzgerald, 
1994, 1995). Rape myths involving male victims 
are a product of gender stereotypes and sexual 
norms (Turchik & Edwards, 2012).

 Background, History, 
and the Development of Measures 
of Rape Myths

Social science theory and research on rape myths 
are a product of a cultural revolution in Western 
societies that began in the 1960s. This brought 
the second wave of the Women’s Movement and 
a concomitant interest in Women’s Studies 
(Evans, 1995). It also brought an interest in the 
personal and political nature of violence against 
women (Brown, 2017). It is in this context that 
social science research on rape flourished. This 
research noted the widespread presence of rape, 
the attempted moral justifications for rape, and 
rape myths.

In 1975, Brownmiller published, Against Our 
Will: Men, Women and Rape (Brownmiller, 
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1975/1981). Brownmiller’s book documented the 
widespread presence of rape and its patriarchal 
origins, resting on the view of women as prop-
erty. She noted the use of rape as a weapon of 
hegemony in wars, pogroms, and subjugation 
(e.g., slavery). She also described the cultural and 
political ramifications of rape, “Rape is to women 
as lynching was to blacks: the ultimate physical 
threat by which all men keep all women in a state 
of psychological intimidation” (p.  281). 
Brownmiller exposed many rape myths (e.g., 
women lie about rape, women are responsible for 
rape, and women who do not actively physically 
resist are not victims of rape). She noted what she 
called the four deadly male myths of (female) 
rape which were: all women want to be raped; no 
woman can be raped against her will; she was 
asking for it; and if you’re going to be raped, you 
might as well relax and enjoy it. A central theme 
of the book was that rape myths promote and fos-
ter rape.

At approximately the same time, Koss and her 
colleagues (e.g., Koss, Dinero, Seibel, & Cox, 
1988; Koss & Oros, 1982; Warshaw, 1988/1994) 
conducted a large-scale study of US college stu-
dents. This research suggested that there were 
many victims of rape (as legally defined) who did 
not label their personal experience as rape (they 
were unacknowledged rape victims). 
Nevertheless, unacknowledged rape victims 
often showed the same symptoms as women who 
were acknowledged rape victims (e.g., sexual 
dysfunction issues, psychological distress, and 
problematic alcohol use) (e.g., Frazier & Seales, 
1997; Koss et  al., 1988; McMullin & White, 
2006; Schwartz & Leggett, 1999). This leads to 
the questions: “Could someone be raped (or rape) 
and not know it?” and “Why would they not 
know it?” One answer is found in the widespread 
misunderstanding concerning the nature of many 
rapes (e.g., Kanin, 1984; Warshaw, 1988/1994) 
and the adherence to a real-rape script that 
assumes that rapes are physically violent events 
that occur between strangers (e.g., Ryan, 1988). 
Many rapes involve acquaintances (not strang-
ers); perpetrators use size, strength, and weight to 
disarm and neutralize the victim (not weapons or 
extreme physical aggression); there is often prior 

consensual sexual foreplay; and alcohol and 
other drugs are often involved. It is likely that 
rape myths create ideas about the nature of sex 
that prevent individuals from understanding the 
reality of rape for many (e.g., Edwards et  al., 
2011; Ryan, 2011).

Goodchilds and her colleagues added research 
on adolescents’ views concerning the legitimate 
use of force during sex on dates (e.g., Goodchilds, 
Zellman, Johnson, & Giarrusso, 1988). Goodchilds 
et al. asked a mixed-race group of adolescents who 
were between 14 and 18 years old about the cir-
cumstances that legitimized the use of force for 
sex. Most participants (72%) said that force was 
never acceptable. Nevertheless, in response to 
other questions, many said they believed that some 
circumstances could legitimize the use of force. 
These circumstances included: he’s so turned on 
he cannot stop, she’s had sexual intercourse with 
other guys, she is stoned or drunk, and she led him 
on. All of these would be rape myths. Only 34% of 
the participants said never to all of nine circum-
stances listed. Goodchilds et  al. also found that 
many boys believed that some situations (e.g., a 
girl going to a guy’s house or to the beach with 
him) and behaviors (e.g., ticking, professing love, 
or talking about sex) signaled a girl’s interest in 
sex, a view that might not be shared by their dating 
partners. Finally, participants were more likely to 
label nonconsensual sex as rape when the couple 
wasn’t dating.

It is in this larger cultural and scholarly con-
text that research on rape myths emerged. Two of 
the earliest researchers on rape myth acceptance 
were Burt (1980) and Feild (Barnett & Felid, 
1977; Feild, 1978). Burt and Feild both looked at 
rape myth acceptance in adult citizens, but Feild 
also looked at police, victim advocates, and a 
small number of men who were convicted of rape 
and currently incarcerated in a mental institution. 
Both measures explored female rape myth accep-
tance (i.e., they assumed that perpetrators were 
male and the victims were female) and were ini-
tially validated on college students. Burt’s items 
were drawn from feminist theory and social psy-
chology research and the measure was called the 
Rape Myth Acceptance scale. Burt included two 
additional scales, Adversarial Sexual Beliefs 
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(e.g., “In a dating relationship a woman is largely 
out to take advantage of a man” p.  222) and 
Acceptance of Interpersonal Violence (e.g., 
“Sometimes the only way a man can get a cold 
woman turned on is to used force” p. 222), which 
were highly correlated with rape myth accep-
tance. Follow-up research suggested there were 
potentially three major factors of the Rape Myth 
Acceptance Scale (e.g., Briere, Malamuth, & 
Check, 1985; Jones, Russell, & Bryant, 1998). 
They were: Doubts concerning claims of rape, 
Rape victim blame, and Beliefs that women lie 
about rape (an additional factor in the Briere 
et  al. study was Rape only happens to certain 
kinds of women).

Feild’s items were drawn from a review of 
popular and scholarly publications and the mea-
sure was called Attitudes toward Rape. There 
were two measures—an initial 25-item measure 
(Barnett & Felid, 1977) and a final 32-item mea-
sure (Feild, 1978). These measures are virtually 
identical. Feild sought to include items about the 
act, the victims, and the rapist. Feild also included 
a test which attempted to measure knowledge 
about the circumstances of rape; however, there 
was no correlation between rape knowledge and 
rape myth acceptance in Feild’s study. Barnett 
and Feild found significant gender differences on 
18 items from the 25-item Attitudes toward Rape 
scale, with most of these items indicating that 
males were more likely than females to believe 
rape myths. This gender difference has been sup-
ported in later research. Gender differences often 
emerge indicating that females are less likely 
than males to believe rape myths (e.g., Anderson, 
Cooper, & Okamura, 1997; Hockett, Smith, 
Klausing, & Saucier, 2016; Lonsway & 
Fitzgerald, 1994). Meta-analyses show effect 
sizes are often in the small-medium range (e.g., 
Anderson et  al. found an average correlation 
r = .33 for gender differences in rape myth accep-
tance and Hockett et  al. found an average 
d = .23 in perceptions of rape victims).

Feild (1978) found eight sub-factors for the 
32-item Attitudes toward Rape scale. The largest 
factor was labeled “Women’s Responsibility in 
Rape Prevention” and included items such as “A 
woman should be responsible for preventing her 

own rape” (R) and “A raped woman is a respon-
sible victim, not an innocent one” (R) (all items 
are from Table 1, pp. 161–164). The other factors 
were: the relationship between rape and sex (e.g., 
“The reason most rapists commit rape is for sex” 
(R) and “Rape is the expression of an uncontrol-
lable desire for sex” (R)), punishment for rapists 
(e.g., “A convicted rapist should be castrated” (R) 
and “A man who has committed rape should be 
given at least 30 years in prison” (R)), women’s 
culpability in rape (e.g., “In forcible rape, the vic-
tim never causes the crime” and “Women pro-
voke rape by their appearance or behavior” (R)), 
the perceived normality of rape (e.g., “Rapists are 
‘normal’ men” (R) and “All rapists are mentally 
sick”), power motivations for rape (e.g., “Women 
are trained by society to be rape victims” (R) and 
“All rape is an exercise of male power over 
women” (R)), perceptions of women after rape 
(e.g., “A woman should not feel guilty following 
a rape” (R) and “A raped woman is a less desir-
able woman”), and women’s resistance during 
rape (e.g., “During a rape, a woman should do 
everything she can do to resist” (R) and “If a 
woman is going to be raped, she might as well 
relax and enjoy it”). Feild found several impor-
tant group differences in rape myth acceptance. 
Most notably, victim advocates frequently 
showed lower rape myth acceptance than the 
other groups and police officers showed similar 
attitudes toward rape as rapists on four of the 
eight factors. Finally, gender differences emerged 
on seven of the eight factors with females show-
ing more negative attitudes towards rape.

Payne, Lonsway, and Fitzgerald (1999) 
reviewed the literature and found 24 measures of 
rape myth acceptance, but Lonsway and 
Fitzgerald (1995) suggested that Burt’s measure 
was the most widely used. Payne et al. noted that 
most measures concentrated on beliefs about 
rape victims and had problems with question 
wording. They developed the Illinois Rape Myth 
Acceptance scale in response. Their participants 
were mostly college students, but Payne et  al. 
also distributed the Illinois Rape Myth Acceptance 
Scale to a small number of victim advocates and 
police cadets. The Illinois Rape Myth Acceptance 
Scale had seven factors: she asked for it, it wasn’t 
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really rape, he didn’t mean it, she wanted it, she 
lied, rape is a trivial event, and rape is a deviant 
event.

The Illinois Rape Myth Acceptance scale was 
later updated to provide a subtler measure of rape 
myths (McMahon & Farmer, 2011). Based on 
focus group feedback, McMahon and Farmer 
updated the wording of items and kept four of the 
original seven factors: she asked for it, it wasn’t 
really rape, he didn’t mean it, and she lied. They 
also added items that reflected the role of alcohol 
in unintentionality (i.e., “If a guy is drunk, he 
might rape someone unintentionally;” “If both 
people are drunk, it can’t be rape;” and “It 
shouldn’t be considered rape if a guy is drunk and 
didn’t realize what he was doing” p.  75). This 
became a fifth factor. Females were more reject-
ing of rape myths than males. Only one item 
showed general agreement: “If a girl acts like a 
slut, eventually she is going to get into trouble” 
(54.2% agreed). The other items that were agreed 
on by at least 33% of the participants were: “If a 
girl is raped while she is drunk, she is at least 
somewhat responsible for letting things get out of 
control” (37%), “When girls go to parties wear-
ing slutty clothes, they are asking for trouble” 
(34.9%), “If a girl initiates kissing or hooking up, 
she should not be surprised if a guy assumes she 
wants to have sex” (36.2%), “When guys rape, it 
is usually because of their strong desire for sex” 
(36.2%), “Guys don’t usually intend to force sex 
on a girl” (34.4%), and “If a girl doesn’t say “no“ 
she can’t claim rape” (33.2%).

Gerger et al. (2007) suggested that most mea-
sures of rape myths were outdated and produced 
highly skewed distributions (i.e., most partici-
pants strongly disagreed). In response, they 
developed the Acceptance of Modern Myths 
about Sexual Aggression scale. It was a 30-item 
measure and is available in English and German. 
The Acceptance of Modern Myths about Sexual 
Aggression scale produced higher levels of item 
acceptance and less skewed distributions than the 
Illinois Rape Myth Acceptance Scale. Sample 
items include: “It is a biologically necessity for 
men to release sexual pressure from time to 
time,” “Although the victims of armed robbery 
have to fear for their lives, they receive far less 

psychological support than do rape victims,” and 
“If a woman invites a man to her home for a cup 
of coffee after a night out this means that she 
wants to have sex” (pp. 439–440). The Acceptance 
of Modern Myths about Sexual Aggression Scale 
added items that reflected a denial of the scope of 
sexual assault and a lack of support for relevant 
policies, along with more traditional rape myth 
acceptance items assessing antagonism towards 
its victims, beliefs that male coercion is normal, 
and beliefs that blame the victim or circum-
stances (Eyssel & Bohner, 2008).

Finally, Struckman-Johnson and Struckman- 
Johnson (1992) argued that there are also male 
rape myths (e.g., adult men cannot be raped) and 
they developed a measure of Male Rape Myth 
Acceptance. The items were created by face value 
to reflect the beliefs that males cannot be raped 
(two items), male rape victims are somewhat to 
be blamed (two items), and rape is not traumatic 
for male rape victims (two items). There were six 
items written with a male perpetrator and six 
items with a female perpetrator. All items were 
rated by college students on 6-point Likert scales 
with higher numbers indicating greater agree-
ment. The items were preceded by a definition of 
rape. Results showed that most participants dis-
agreed with male rape myths, especially when 
there were male perpetrators. In addition, female 
participants showed lower male rape myth accep-
tance than male participants. The lowest levels of 
acceptance were found for the traumatic items 
(i.e., “Most men who are raped by a man (woman) 
are upset by the incident” (R) and “Most men 
who are raped by a man (woman) do not need 
counseling after the incident” (p. 90)); however, 
some participants agreed that a male rape victim 
would not be upset when raped by a female (35% 
of males and 22% of females). For the myth that 
men cannot be raped, 22% of males and 18% of 
females agreed (30% of the males and 18% of the 
females agreed that a strong man could not be 
raped by a woman). Nevertheless, some of these 
results might be due to the fact that participants 
saw a definition of rape before they responded to 
the measure.

In conclusion, measures of rape myths have 
evolved along with the larger culture. Most 
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 measures suggest some form of victim culpabil-
ity, desire for perpetrator exoneration, and 
beliefs that certain types of rape do not occur. 
They also suggest that rape is a product of sex-
ual urges and people should be skeptical of 
claims of rape, especially when there is a delay 
in reporting. We can expect measures to con-
tinue to evolve as rape myths change. Many 
older rape myths (e.g., the trivialization of rape 
and blatant victim blaming) are now socially 
unacceptable and have been replaced with the 
beliefs that some victims contribute to their vic-
timization and that rape can be an unintentional 
consequence of sexual interactions (McMahon 
& Farmer, 2011). Alcohol and miscommunica-
tion are often invoked (Deming, Covan, Swan, 
& Billings, 2013; McMahon & Farmer, 2011), 
along with sexually provocative behaviors and a 
lack of physical resistance (McMahon & 
Farmer, 2011; Peterson & Muehlenhard, 2004). 
Thus, there is a shift from automatically exoner-
ating purported assailants and blaming rape vic-
tims to expressing concerns that some behaviors 
can impair judgment and make individuals vul-
nerable to victimization/perpetration. Even the 
earliest research on rape myth acceptance found 
that some items were endorsed infrequently. For 
example, the Feild (1978) data showed low lev-
els of agreement with “If a woman is going to be 
raped, she might as well relax and enjoy it” 
(p. 162) and “‘Nice’ women do not get raped” 
(p. 163). Three subscales from the Illinois Rape 
Myth Acceptance Scale also showed low levels 
of agreement (i.e., It wasn’t really rape, Rape is 
a trivial event, and Rape is a deviant event; 
Payne et  al., 1999). More recent examples of 
infrequently endorsed beliefs are “Any woman 
who is careless enough to walk through ‘dark 
alleys’ at night is partly to be blamed if she is 
raped” (p. 439, Gerger et al., 2007) and “If the 
accused ‘rapist’ doesn’t have a weapon, you 
really can’t call it rape” (p.  77, McMahon & 
Farmer, 2011).

It is possible that, much like modern racism 
and benevolent sexism (e.g., Glick & Fiske, 
1996; McConahay, 1983), modern Western rape 
myths are framed in terms of seemingly more 
benign issues such as unfairness to the accused 

(and a possible rush to judgment), beliefs that 
rape victims get more funding and attention than 
they deserve, and concern that society has gone 
too far in challenging old norms. In addition, 
contemporary rape myths suggest that rape can 
result from alcohol abuse, slutty behaviors, and 
sexual urges (McMahon & Farmer, 2011), but 
they still blame the victims and exonerate the 
perpetrators. Contemporary rape myths also 
place limits on the acceptable behaviors for 
women (and some men). Thus, they support the 
old adage that potential victims are responsible 
for rape prevention.

There is also a need for more culturally sensi-
tive measures of rape myth acceptance. For 
example, Huang (2016) developed a Chinese ver-
sion of rape myth acceptance based on Burt’s 
Rape Myth Acceptance scale and the Illinois 
Rape Myth Acceptance Scale. Huang and Lin 
(2017) argue that rape myths in Taiwan are influ-
enced by traditional Chinese values such as an 
orientation toward family and the need for chas-
tity. Oh and Neville (2004) also found that the 
importance of chastity influenced responses on 
the Korean Rape Myth Acceptance Scale. They 
suggest that some beliefs (e.g., victim culpabil-
ity) are cross-cultural, whereas others are cultur-
ally specific (e.g., the tragic loss of virginity). 
Family and culture can also influence rape myth 
acceptance in Hispanic males (Lawson, Munoz- 
Rojas, Gutman, & Siman, 2012).

Finally, the question should be asked: Do 
rape myths largely operate at a conscious level, 
as is supported by current measures and most 
research, or might they reflect unconscious pro-
cesses? Cognitive psychology suggests that 
there may be different levels of processing (e.g., 
Evans & Stanovich, 2013). Judgments are fre-
quently made at a default level that is rapid and 
intuitive. Some judgments may be later fol-
lowed by conscious reflection. Both conscious 
and unconscious thoughts can be biased and 
rape myths might operate at both levels. If rape 
myths operate at an unconscious level, then they 
might influence individuals even in the absence 
of awareness. There are a variety of attitudes 
(e.g., ageism, racism, sexism) where implicit 
biases have been found (Nosek, Banaji, & 
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Greenwald, 2010). Implicit Association 
Measures examine the unconscious connections 
that people make between constructs by rapidly 
presenting pairs of words and examining reac-
tion times in responses. Implicit measures of 
rape myths may be needed (Edwards et  al., 
2011). For example, Edwards et al. note the pos-
sibility of an implicit power–dominance associ-
ation that could be related to rape myth 
acceptance. There could also be research explor-
ing individuals’ unconscious associations with a 
real-rape stereotype and rape myths (e.g., real 
rapes are physically violent events, rapists are 
strangers, and strong resistance is essential in 
real rapes; alcohol use, sexual urges, miscom-
munication, and later regret are indications that 
it was possibly not a real rape).

Temkin and Krahé (2008) believe that rape 
myths (and the real-rape stereotype) act as heu-
ristics that induce schematic processing at every 
stage of legal decision-making (e.g., police, 
juries, judges). Bohner and colleagues (e.g., 
Bohner, Eyssel, Pina, Siebler, & Viki, 2009; 
Süssenbach, Eyssel, & Bohner, 2013) argue that 
rape myths act as cognitive schemas (i.e., men-
tal frameworks for organizing experience and 
memory) and that rape myth-inconsistent cues 
(e.g., the presence of alcohol) can impact judg-
ments of culpability, especially for those who 
strongly hold rape myths. Rape myths may be 
chronically accessible in sexually coercive 
males (Bohner, Jarvis, Eyssel, & Siebler, 2005) 
and tied to dominance motives for sex (Chiroro, 
Bohner, Viki, & Jarvis, 2004). Finally, White, 
Donat, and Humphrey (1995) found that affec-
tively based attitudes toward rape (i.e., value 
judgments, descriptions of character, or injunc-
tions such as “Women who get raped while 
hitchhiking get what they deserve” p.  34) 
showed a stronger association with sexual coer-
cion than did cognitively based attitudes (i.e., 
statements that could be verified as factual (or 
not) such as “In forcible rape the victim never 
causes the crime” p. 34). This suggests a stron-
ger link between emotionally based rape myths 
and behavior than with cognitively based rape 
myths and behavior. And, Huang (2016) found 
that sexual aggression in Taiwanese males was 

associated with two rape victim myths (i.e., 
women secretly wish to be raped and victims 
exhibit improper demeanors) but not rape per-
petrator myths (i.e., perpetrators are sexually 
impulsive and rapists are the minority who are 
deviants). Thus, the underlying relationship 
between rape myths and related behaviors might 
be quite complex.

 Rape Myths Prevent Victims 
from Understanding That They 
Were Raped

Weis and Borges (1973) argued that rape is the 
perfect crime to get away with because cultural 
beliefs and norms delegitimize purported vic-
tims. They noted that sex-role socialization pro-
duces masculine men and feminine women who 
interact in private in a dating game that could eas-
ily result in nonconsensual sex. Society taught 
the woman that she was “both defenseless and 
responsible for the prevention of her victimiza-
tion” (p. 94). Because of rape myths (e.g., rapists 
are strangers, rapists are lower class), it can take 
a long time for a woman to know the true inten-
tions of her assailant as he shifts from seduction 
to rape. She might respond to the intimidation 
with incredulity, embarrassment, and/or paralyz-
ing fear. Because the woman knows her assailant 
and does not want to be stigmatized as a victim, 
she could hesitate to define her experience with 
forced sex as rape. Thus, societal beliefs create 
the justifiable rape and the legitimate (i.e., cul-
pable) victim. Moreover, typical social responses 
to rape (e.g., the police) further delegitimize the 
victim’s experience and make it unlikely that she 
will disclose or report the event. Thus, she 
becomes the safe victim who tells no one.

Research shows that the majority of rapes are 
not reported, especially acquaintance rapes (e.g., 
Fisher, Daigle, Cullen, & Turner, 2003; Littleton, 
Rhatigan, & Axsom, 2007; Temkin, 1987/2002). 
Wilson and Miller (2016) conducted a meta- 
analysis of 28 articles and found that 60% of 
women did not acknowledge the rape. This could 
be because the woman was concerned with the 
repercussions of reporting. It is also possible that 
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she had not labeled the event as a rape (Peterson 
& Muehlenhard, 2004, 2007). Rape myths create 
rape scripts that suggest that rape is an extremely 
physically violent event that occurs between 
strangers (Ryan, 2011). The assailant is clearly in 
the wrong and the victim is completely blame-
less. Because stereotyped rape scripts do not 
match a victim’s personal experience with force 
and coercion, she won’t acknowledge that her 
experience of sex without consent was rape 
(Littleton et al., 2007). In support of this, Kahn, 
Mathie, and Torgler (1994) found that women 
who held stereotyped rape scripts were less likely 
to label their personal experience with forced sex 
as rape. Women were also less likely to acknowl-
edge their experience as rape if the assailant was 
their boyfriend, if they did not engage in inter-
course, and if they were impaired by alcohol or 
drugs (Kahn, Jackson, Kully, Badger, & 
Halvorsen, 2003). Women who acknowledged 
rape were more likely to report they felt dirty, 
confused, sad, and detached from reality after the 
experience. They also reported more forceful 
aggression, threat/intimidation, and greater 
assailant blame. Bondurant (2001) found that 
participants were more likely to acknowledge an 
event as rape if it was aggressive and they were 
less likely to acknowledge an event as rape if they 
endorsed more items from a real-rape script (e.g., 
physical attacks, weapon use, and severe physical 
harm to victims). Finally, rape victims were more 
likely to report a rape to police if it matched some 
features of a real-rape script (i.e., the presence of 
a weapon, physical force, injuries, and multiple 
assaults) but not others (e.g., there was prior 
drinking or a prior relationship) (Du Mont, 
Miller, & Myhr, 2003).

Peterson and Muehlenhard (2004) found that 
two common rape myths influenced the acknowl-
edgement of rape (i.e., it’s not rape if women 
don’t fight back and women who sexually tease 
men deserve the consequences of their behavior). 
Peterson and Muehlenhard also found that incon-
sistencies between the sex acts and the definition 
of rape as penile-vaginal penetration inhibited 
rape acknowledgment. In addition, their data 
suggested that rape acknowledgement might not 
be a dichotomous decision. They suggest that 

rape myths provide a series of hurdles that must 
be overcome in order to label an event as rape. 
Definitions of sex in which issues of consent and 
willingness must be negotiated can make self- 
definitions of rape ambiguous for potential vic-
tims (Peterson & Muehlenhard, 2007). This is 
especially true when alcohol is involved. 
Furthermore, defining an event as rape has impli-
cations for understanding of the self, the relation-
ship, and the other person. For example, labeling 
an incident as rape might imply that people 
should report it, increase their feelings of vulner-
ability and trauma, and/or require that they label 
the other person as a rapist and themselves as 
rape victims.

Peterson and Muehlenhard (2011) developed 
a theory of self-labeling of nonconsensual sex in 
terms of whether the event closely matched the 
victim’s rape script (or a different sex script) and 
the consequences she anticipated in applying the 
rape victim label. Their research showed that par-
ticipants who were unacknowledged rape victims 
rejected the rape victim label, often matching 
their experience to several stereotyped rape script 
elements that were lacking. These include char-
acteristics of the assailant (e.g., he was their boy-
friend, he was a nice guy), their own behavior 
(e.g., she was intoxicated or engaging in sexual 
foreplay), low levels of force and resistance, and/
or their motivation to avoid the rape victim label.

In conclusion, rape myth acceptance can inter-
fere with the ability to label a personal experi-
ence as rape. This can have detrimental 
ramifications for mental and physical health 
(Ullman, 2010). Rape myth acceptance can also 
place women at risk for future victimization 
(Littleton, Grills, Layh, & Rudolph, 2017). Rape 
myths are a part of a general cognitive schema 
that influences emotions and behavior (Bohner 
et  al., 2009). Rape myths serve different func-
tions in males and females. Rape myths decrease 
the perceived threat of rape for females. And, 
because females are more likely to identify with 
rape victims, rape myths can support defensive 
victim-blaming attributions (Grubb & Turner, 
2012). When rape victims blame themselves for 
their experiences, it can delay rape acknowledg-
ment and the healing process (Ullman, 2010).
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 Rape Myths Prevent Assailants 
from Understanding That They 
Raped

Rape myths are an important determinant of 
assailants’ self-labelling. Ryan (2004) suggested 
that rape myths are a central element in the belief 
systems of rapists. She cited evidence for rape 
myths in convicted rapists and acquaintance rap-
ists who were not convicted offenders. Weis and 
Borges (1973) noted that men are socialized to 
initiate sexual activity as an act of power and 
dominance. “The man learns the same basic 
mythology of rape as the woman. He is aware of 
the notion that rape can only be committed by a 
stranger” (p. 87). This myth helps men to ratio-
nalize and justify sexual aggression at the same 
time that it prevents victims from reporting their 
experience.

Kanin (1984) found that the majority of self- 
disclosed date rapists said that they ignored the 
victim’s attempts at resistance because of prior 
sexual foreplay (and their belief that the victim 
was aroused), they implicated alcohol as a “causal 
factor,” and they used “physical overpowering” 
rather than threats or weapons to coerce sex 
(p.  101). “Put simply, a substantial number of 
these rapes occurred because the ‘right man’ 
(sexually aggressive and determined) did the 
‘right thing’ (presented a level of force not usu-
ally encountered in dating) to the ‘right girl’ (eas-
ily frightened or inebriated)” (p. 102).

Kanin (1967) also found that men who 
engaged in more extreme sexual pressure were 
likely to believe that sexual aggression was some-
times justified (e.g., the woman was a teaser, 
gold-digger, or loose). Real or imagined promis-
cuity elicited male demands for sex (Kanin, 
1969). Sexually aggressive men held a sexual 
double standard and exploited a partner’s will-
ingness to engage in sexual foreplay as provoca-
tion and an excuse for rape.

Anderson et al. (1997) found that a predispo-
sition towards perpetrating rape was a strong pre-
dictor of rape myth acceptance in males. They 
included 32 reports in a meta-analysis. They pre-
dicted that rape myths (and other rape-supportive 
attitudes) would correlate with measures of sex-

ual coercion. Cognitive predisposition measures 
(e.g., a desire to rape and coercive fantasies) cor-
related .59 with rape myths. A self-reported like-
lihood to rape correlated .38 with rape myth 
acceptance and sexual force/coercion showed a 
lower but still highly significant correlation with 
rape myths (r = .19).

Schewe, Adam, and Ryan (2009) studied the 
relationship between rape myth acceptance and 
a personal temptation to sexually aggress in col-
lege males. Responses on the Rape Myth 
Acceptance scale were not related to an acknowl-
edgement of the temptation to use force; how-
ever, men who were sexually coercive or 
aggressive showed a greater belief in the manip-
ulativeness of women compared with the other 
tempted participants. In addition, several sexual 
aggressors blamed the victim for their behavior 
(e.g., she was a tease, she had a weak no). And, 
several nonsexually aggressive participants 
endorsed rape myths when trying to explain 
how other men could be tempted to sexually 
aggress.

In sum, rape myths can serve to rationalize 
aggressive tendencies in males, creating tech-
niques of neutralization that include denial of 
victimization, injury, or responsibility (Bohner 
et al., 2009). Rape myths can reflect a self- serving 
bias in males that serves to dismiss the possibility 
of rape (Grubb & Turner, 2012). This could be 
because males are more likely to identify with 
perpetrators than with victims. Rape myths are 
associated with the proclivity to rape (e.g., 
Bohner et  al., 2005; Chiroro et  al., 2004). 
Sexually coercive males are more likely to hold 
rape myths (e.g., Bohner et  al., 2005; Carr & 
VanDeusen, 2004; DeGue & DiLillo, 2004; 
Truman, Tokar, & Fischer, 1996). They are also 
more likely to repeat sexual aggression if they 
minimize the severity of rape and blame the vic-
tim (Abbey & McAuslan, 2004). Sexually 
aggressive males are also more likely than others 
to believe that most men share their rape- 
supportive attitudes (Kroner, Boer, & Mills, 
2004). And, feedback that other men believe rape 
myths increased rape proclivity in males, espe-
cially those who themselves believe rape myths 
(Bohner, Siebler, & Schmelcher, 2006).
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 Rape Myths Prevent Society 
from Understanding the Nature 
of Rape and Can Create a Lucifer 
Effect

Rape myths also operate at a systemic level. 
Historical, cultural, and religious forces support 
rape myths (Edwards et  al., 2011; Franiuk & 
Shain, 2011). These forces impact society at 
many levels, including peer groups and legal 
institutions. This can lead to a Lucifer Effect in 
which the social power structure directs individu-
als’ behavior and leads to rape (Zimbardo, 
2007/2008). Rape myths play a central role in 
constructing legitimate and illegitimate sexual 
aggression. They can operate in peer-group sup-
port of rape (e.g., fraternities, sports teams, and 
members of the military) and influence societal 
responses to rape (e.g., legal, religious, and 
cultural).

 Peer Groups

College Fraternities and Sports Teams. Peer 
groups influence sexual aggression in males (e.g., 
Mikorski & Szymanski, 2017). Two groups that 
have been associated with sexual aggression in 
college are fraternities and sports teams (e.g., 
Benedict, 1998; Kingree & Thompson, 2013; 
Schwartz & DeKeseredy, 1997; Young, 
Desmarais, Baldwin, & Chandler, 2017). Both 
groups show greater rape myth acceptance (e.g., 
Benedict, 1998; Boeringer, 1999; McMahon, 
2010, 2015; Seabrook, Ward, & Giaccardi, 2018) 
and are influenced by a cultural context that 
encourages entitlement and demeans women 
(Martin, 2016). Rape myth acceptance has been 
linked to sexual coercion in high school and col-
lege athletes (e.g., Forbes, Adams-Curtis, 
Pakalka, & White, 2006; Young et al., 2017) and 
fraternity members (e.g., Kingree & Thompson, 
2013; Seabrook, McMahon, & O’Connor, 2018).

Schwartz and DeKeseredy (1997) presented a 
model that suggests that male peer support for 
rape and heavy alcohol use are part of a culture 
that promotes the abuse of women in college. 
Nevertheless, it is unclear whether sexually 

aggressive men seek specific groups or whether 
the groups change the men. It is likely that both 
forces occur. Research shows higher levels of 
rape myth acceptance in males who intended to 
pledge a fraternity or play in college sports 
(McMahon, 2010). In addition, longitudinal data 
showed that males who joined a fraternity held 
more rape myths than a comparison group of 
males (Seabrook, McMahon, & O’Connor, 
2018). Research also showed that perceived peer 
approval and heavy alcohol use influenced the 
likelihood of later sexual aggression in fraternity 
members (Kingree & Thompson, 2013). Rape 
myth acceptance was associated with perceived 
peer pressure to have sex, perceived approval of 
forced sex, heavy drinking, and sexual aggres-
sion. Perceived peer-pressure and rape myth 
acceptance were also associated with sexual 
deception in fraternity members (Seabrook, 
McMahon, & O’Connor, 2018). And, rape myth 
acceptance was correlated with the sexual objec-
tification of women.

It appears that pornography might play a role 
in promoting coercive sex in fraternities. Bleecker 
and Murnen (2005) found that fraternity mem-
bers were more likely to display degrading sexual 
images of women than were nonmembers and 
there was a correlation between the use of degrad-
ing images and rape myth acceptance. Foubert, 
Brosi, and Bannon (2011) found that 83% of fra-
ternity members viewed pornography (27% 
viewed sadomasochistic pornography). Both 
were associated with rape myth acceptance, espe-
cially sadomasochistic pornography. Finally, fra-
ternity members and athletes might be more 
likely than other men to believe that group sex is 
appropriate (Benedict, 1998; Sanday, 1990). This 
can have dangerous consequences for women.

Gang rapes are especially heinous. Fraternities 
and athletic teams are relatively common sources 
of gang rape in college (e.g., Benedict, 1998; 
O’Sullivan, 1993; Warshaw, 1988/1994). Sanday 
(1990) studied a fraternity gang rape at the 
University of Pennsylvania (“pulling a train” 
p.  1). She suggested that the rape was a male 
bonding ritual in which a drugged, drunk, and 
comatose woman was later held as responsible 
for her victimization. Loyalty, brotherhood, and 
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the dehumanization and objectification of women 
are causal factors in fraternity gang rape (e.g., 
Martin & Hummer, 1995; Sanday, 1990). Athletic 
teams can also promote a rape culture (Warshaw, 
1988/1994). Benedict suggests that athletes often 
assume consent in potential sexual partners 
because of the adulation they receive and the 
presence of groupies. “It is the suddenness and 
abundance of special treatment that instills in the 
student-athlete a sense of elitism” (p.  50). 
Benedict cites peer pressure and entitlement as 
factors in the gang-rape of a woman by the mem-
bers of a professional football team. The team’s 
lawyers portrayed the victim as responsible for 
the incident.

The military. Rape is also associated with the 
military. Brownmiller (1975/1981) dedicates an 
entire book chapter to rape in war (including both 
world wars, Bangladesh, and Vietnam) and 
another on riots, pogroms, and revolutions. She 
said that, “men who rape in war are ordinary 
Joes” (p. 25) and “a simple rule of thumb in war 
is that the winning side is the side that does the 
raping” (p. 27). Rape is the ultimate humiliation 
of an objectified enemy and the victim is a sym-
bol. Rape is one of the rewards of winning. Rape 
can be part of the arsenal of war.

Turchik and Edwards (2012) noted that most 
reported sexual assaults in members of the mili-
tary were from other members of the military. 
Research shows that sexual harassment and sex-
ual assaults are more common in the military 
than in civilian society (e.g., Allard, Nunnink, 
Gregory, Klest, & Platt, 2011). In a literature 
review of research on military sexual trauma, 
Allard et al. reported prevalence rates between 22 
and 45%. Prevalence rates were lower for male 
than for female victims. Nevertheless, military 
sexual trauma was associated with psychological, 
medical, and physical complaints in both males 
and females. Street and colleagues (i.e., Street, 
Mahan, Hendricks, Gardner, & Stafford, 2003; 
Street, Stafford, Mahan, & Hendricks, 2008) 
studied a random sample of military reservists. 
They found that 3.5% of the males and 23.3% of 
the females reported sexual assault and 1.2% of 
the males and 11.1% of the females reported an 
attempted or completed rape while they were in 

the military (Street et  al., 2003). The estimated 
prevalence of any military sexual trauma (includ-
ing sexual harassment) was 27.2% for males and 
60% for females. There was a higher prevalence 
rate for military sexual trauma for females in the 
Marines than for those in other groups (75%).

Skinner et al. (2000) studied a random sample 
of female veterans in a VA hospital and found 
that 23% said that someone had “used force or 
the threat of force to have sexual relations with 
you against your will while you were in the mili-
tary (p.  295).” Fifty-five percent suggested that 
they were “subjected to uninvited or unwanted 
sexual attention” (p.  295). O’Brien, Keith, and 
Shoemaker (2015) suggest that rape myths are 
part of a military culture that derogates women 
(e.g., joking, insult talk, homophobic language).

Turchik and Edwards (2012) suggested that 
the military perpetuates the myth that men cannot 
be raped. Voller et al. (2015) examined the role of 
male rape myth acceptance in Gulf War veterans 
who were victims of sexual abuse. Male rape 
myth acceptance was correlated with the devalu-
ation of emotions and lower self-efficacy. Voller 
et  al. suggested that the rejection of male rape 
myths was associated with increased self-efficacy 
in all of the veterans (not just those who were 
sexually victimized).

O’Brien et al. (2015) interviewed male veter-
ans who were in treatment programs who had a 
history of military sexual assault. They suggested 
that the most important male rape myth stated 
that men cannot be raped (or real men cannot be 
raped). This myth promotes shame and steals the 
victim’s manhood. O’Brien et al. also cited sev-
eral other male rape myths: Male rape is not seri-
ous, Male rape is homosexual, and Females 
cannot rape males. These rape myths lead victims 
to question their own culpability and delay 
treatment.

Carroll and Clark (2006; Carroll, Rosenstein, 
Foubert, Clark, & Korenman, 2016) studied mili-
tary cadets and compared them with civilian col-
lege students. They found that male cadets shared 
many rape scripts with civilian college males, but 
they also had a few distinctive scripts. Most 
importantly, the cadets focused more on the 
female victim’s culpable behaviors (e.g., 
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 seductive dress, event mislabeling). A later study 
using the short form of the Illinois Rape Myth 
Acceptance Scale suggested that civilian frater-
nity/sorority students and students in military/
naval academies showed similar rape myths (e.g., 
females lie about rape and females’ behaviors 
make them culpable). As in other research, 
females had lower rape myth acceptance than 
males. Interestingly, students in the military 
academy showed lower rape myth acceptance 
than those in the naval academy and civilian fra-
ternity and sorority members.

In conclusion, there is evidence to suggest 
that some peer groups act to support rape myths. 
They include male-dominated groups such as 
fraternities, sports teams, and the military. These 
groups can act to support a rape-prone individual 
and encourage rape in those who are not rape-
prone. When rape myths are held by powerful 
people and systems are corrupt, they can create a 
Lucifer Effect. The Lucifer Effect refers to an 
individual’s transformation of character from 
ordinary to evil in the face of potent situational 
pressures (Zimbardo, 2007/2008). The Lucifer 
Effect can cause average people to become rap-
ists. “Reasonable people act irrationally, inde-
pendent people act in mindless conformity, and 
peaceful people act as warriors” (p.  11). One 
example is rape in war. One consequence of cor-
rupt political and military authorities is that they 
encourage the average GI Joe to rape. Another 
example could be found in some fraternities and 
athletic teams. Group bonding rituals and the 
presence of rape myths (e.g., women enjoy a 
train) can produce sexual aggression that is 
exalted—even exaggerated. The individuals who 
rape are left with the memory of their own despi-
cable behavior and must deal with the psycho-
logical, moral, and emotional consequences on 
their own. How can an average Joe deal with the 
fact that they raped—that they were a rapist—
that they are a rapist? Cognitive dissonance the-
ory predicts that they must believe those rape 
myths that justified their behavior. To do other-
wise is to risk their identity as a moral person. 
Thus, rape myths might cause sexual aggression, 
but they also might be a product of sexual 
aggression.

 Justice System

Rape myths operate throughout the criminal jus-
tice system creating a justice gap in which vic-
tims of sexual assault are denied justice (Temkin 
& Krahé, 2008). Stereotypes (e.g., rapists are 
strangers and there must be considerable physical 
resistance for it to be a rape) operate at every 
stage of the legal process: victims’ decisions to 
report, the police response, lawyers’ decisions to 
prosecute, how defense attorneys defend the 
case, jury decision making, and judges’ behavior. 
In each stage, rape myths decrease the likelihood 
that purported perpetrators will be reported, pros-
ecuted, or convicted. Furthermore, beliefs about 
other people’s rape myths can also negatively 
influence individuals’ responses (e.g., the police 
anticipate jury decision making in rejecting some 
cases). Rape myths operate at the core of victim- 
blaming attributions that can occur in police offi-
cers, juries (and the general public), lawyers, and 
judges. Rape myths operate at both an individual 
and an institutional level to create the justice gap.

Justice system—the police. Police hold several 
rape myths (e.g., Feild, 1978; Krahé, 1991; 
Parratt & Pina, 2017). Most attrition in rape cases 
occurs at the police investigation phase (Hamilton 
(2004) as cited in Brown & Horvath, 2009 
(p.  328); Temkin & Krahé, 2008). Brown and 
Horvath describe a vicious cycle in which rape 
myths trigger a real-rape stereotype, which in 
turn influences attrition that then feeds into and 
fosters further acceptance of rape myths. Police 
see rape as serious and they understand the nega-
tive consequences of rape, but they also perceive 
the typical rape and the credible rape to be the 
stereotyped real rape (Krahé, 1991). Police were 
more dubious about rape when victims were 
drunk, when there was little resistance or 
attempted escape, when the victim and assailant 
were previously acquainted, and when the rape 
took place in someone’s home.

Parratt and Pina (2017) did a systematic 
review of research on rape myths in police offi-
cers. Characteristics of the crime, the police offi-
cers (e.g., gender, age, and personal experience), 
beliefs and attitudes (e.g., rape myths), and pro-
fessional training all influenced decisions about 
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rape. Research showed that “officers had a pre- 
conceived idea of what the ideal victim would be; 
leading them to question the victims’ credibility 
and increase victim blame if victims did not fit 
officers’ pre-conceptions” (p. 80). For example, 
the presence of a prior relationship led to greater 
victim blame. Research showed that there were 
many factors that interacted to yield complicated 
outcomes; however, female police officers often 
had lower rape myth acceptance than male 
officers.

Temkin and Krahé (2008) describe a process 
called downstreaming in which police officers 
decided whether to proceed with a particular case 
(or treat it with suspicion) based on their assump-
tions concerning juries’ real-rape stereotypes. 
Moreover, when rape victims anticipated dealing 
with suspicious police officers, they were less 
likely to report the event. Thus, beliefs about 
other people’s rape myths can influence police 
and victim behavior even when they do not share 
the rape myth.

O’Keeffe, Brown, and Lyons (2009) studied 
police decision making on rape cases in Ireland 
(the police are called the Garda). They described 
a skeptical mindset in which the Garda assumed 
there were a relatively high proportion of false 
claims and a need for collaborative evidence. 
O’Keeffe et  al. described a heuristic process in 
which the Garda looked for cues of deception in 
purported victims, including inappropriate affect, 
inconsistent information, information that did not 
match a story line that was consistent with a ste-
reotyped real rape, and other characteristics about 
the purported victim (e.g., promiscuity and social 
class). O’Keeffe et  al. suggested that there is a 
strong confirmation bias and need for evidence 
that matched the real-rape stereotype. Thus, rape 
myths can influence the Garda’s interviewing 
process as well as their final recommendations.

Finally, Cook and Lane (2017) demonstrated 
that male rape myth acceptance in jail correc-
tional officers was associated with victim blame 
of incarcerated sexual assault victims. Jail cor-
rection officers from Florida were distributed 
surveys and 376 participated in the study. Rape 
myths were assessed by 4 items from the Male 
Rape Myth Acceptance Scale and victim blame 

was assessed by a 7-item measure (e.g., “Some 
inmates deserve to be sexually assaulted in jail 
because of the way they act” p. 355). Attitudes 
toward homosexuality were also assessed. Two 
of the 4 male rape myths were significantly asso-
ciated with victim blame (i.e., “It is impossible 
for a man to rape a man” and “Most men who are 
raped by a man do not need counselling after the 
incident” p. 359). Regression analyses were com-
plex but showed that victim blaming was associ-
ated with male rape myth acceptance and 
homophobia.

Justice system—lawyers, juries, and judges. 
Research also demonstrates the common use in 
rape myths in criminal trials. Research on the 
role of rape myths in criminal trials often uses 
vignettes and mock juries (e.g., Temkin & Krahé, 
2008). It is more difficult to find research on real- 
life decisions; however, some researchers have 
used court observations (e.g., Smith & Skinner, 
2017; Temkin, Gray, & Barrett, 2018) and others 
have interviewed participants (e.g., judges and 
barristers were interviewed by Temkin & Krahé).

Ellison and Munro (2009) used a mock jury 
paradigm involving 27 jury deliberations to study 
typical jurists’ responses to an acquaintance rape. 
Mini-trials were enacted based on scripts created 
by experts. The trials took approximately 75 min 
and juries deliberated for another 90 min. Nine 
scenarios were presented. Ellison and Munro var-
ied the victim’s resistance, delay in reporting, 
and the amount of victim distress expressed dur-
ing the trial. Several themes emerged that are 
consistent with the juries’ use of rape myths. For 
example, many jurors blamed the purported vic-
tim for sending mixed signals prior to the rape, 
inviting the man into her home, and talking to 
him for an extensive period of time. The jurors 
suggested that men have a difficult time control-
ling their sexual behavior, but force (and bruis-
ing) was not acceptable and might be an indication 
of rape. Jurors spent a lot of time discussing the 
role of alcohol in sexual behavior, even though 
the individuals only had one drink. They also 
suggested that an abrupt departure of the pur-
ported assailant might be consistent with rape.

Rape myths can also influence the jury’s 
decision- making process. Ellison and Munro 
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(2010) studied the dynamics of decision making 
using the mock jury trials noted in the previously 
reviewed study. Results showed a pronounced 
trend toward acquittal during the deliberation 
process. Jurors often influenced other jurors by 
noting inconsistencies with the real-rape stereo-
type (e.g., a lack of resistance) and they under-
scored the need for 100% certainty for a guilty 
verdict (a misreading of the mandate to find 
beyond a reasonable doubt).

These findings were replicated in a 2013 study 
of mock jury responses to a purported rape by an 
ex-partner, even though jurors were instructed by 
the judge that a prior relationship did not imply a 
lack of guilt (Ellison & Munro, 2013). “The 
jurors in this study invoked a number of accept-
able ‘scripts’, forged in the context of contempo-
rary socio-(hetero)sexual relationships, against 
which the conduct of the parties, and the allega-
tions of sexual assault, were measured. These 
scripts often positioned women as having pri-
mary responsibility for acting as sexual gatekeep-
ers, communicating their willingness or refusal 
clearly and unequivocally, whilst bearing in mind 
the presumed predisposition of ‘red-blooded’ 
men to ‘push their luck’ as sexual initiators” 
(pp. 309–310). Jury deliberations influenced the 
final adjudged innocence of the defendant.

Gray (2006) studied the influence of judicial 
instructions on decisions concerning perpetrator 
guilt. University students took the Rape Myth 
Acceptance scale and were given a vignette 
describing a date rape. The guidance instructions 
were varied (pro-rape myths, anti-rape myths, 
and neutral). Males showed greater rape myth 
acceptance than females. In addition, responses 
on the Rape Myth Acceptance scale were signifi-
cantly correlated with judgments of perpetrator 
innocence (r  =  .46). Finally, participants who 
were given guidance instructions involving rape 
myths were more likely to believe that the 
accused assailant was innocent than were partici-
pants who were given instructions refuting rape 
myths. This was especially true for males who 
initially supported rape myths.

Ellison and Munro (2009) studied the influ-
ence of guidance instructions on jury decision- 
making using a mock-jury paradigm. They 

included expert testimony or expansive instruc-
tions that dealt with and refuted some common 
rape myths (e.g., individual differences in reac-
tions to rape, levels of resistance, delays in 
reporting, and emotional responses). A content 
analysis of the jury discussions and later self- 
report measures showed that jurors were impacted 
by both expert testimony and expansive instruc-
tions to show lower rape myth acceptance in 
judgments of guilt, except for the case where 
there was a lack of resistance and absence of 
injury. Thus, some rape myths persisted in the 
face of expert guidance to the contrary.

Krahé, Temkin, Bieneck, and Berger (2008) 
studied rape myths in future lawyers (study 1 had 
undergraduate law students and study 2 had post-
graduate lawyer trainees). Both studies used 6 
rape vignettes that varied perpetrator-victim rela-
tionships and coercive strategies (physical force 
versus alcohol-induced incapacitation). Results 
showed that prospective lawyers held several 
rape myths and rape myth acceptance was associ-
ated with victim blame (especially when the pur-
ported victim and assailant had a prior relationship 
or when alcohol was involved).

Temkin et  al. (2018) engaged in rape trial 
observations in England and developed themes 
involving rape myths. They found that the defense 
often invoked rape myths and the real-rape ste-
reotype to highlight inconsistencies and discredit 
the victim. Prosecutors and judges rarely coun-
tered the rape myths (and some judges even 
affirmed rape myths).

Smith and Skinner (2017) did a discourse 
analysis of court observations in the UK.  They 
found a pattern in which the arguments that law-
yers used assumed that people responded ratio-
nally even in exigent circumstances (e.g., the 
decision to rape or the proper response must be 
completely logical). The most common rape 
myths referred to victims’ inappropriate 
demeanor, delays in reporting, failure to cut con-
tact with the accused, and (lack of) physical 
resistance.

Zydervelt, Zajac, Kaladelfos, and Westera 
(2017) coded transcripts from rape trials in New 
Zealand and New South Wales to test for chang-
ing trends in defense lawyers’ cross-examination 
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of rape complainants. They noted that cross 
examinations are by nature adversarial and found 
that the lawyers often used rape myths to chal-
lenge purported victims’ credibility/plausibility 
(e.g., relationships with the accused perpetrator 
before or after the event, delayed reporting, a lack 
of resistance, and prior sexual history). Defense 
attorneys also questioned the victim’s reliability 
and consistency (e.g., intoxication or inconsis-
tencies in her account).

Finally, Temkin and Krahé (2008, Chap. 6) 
interviewed 17 judges and seven barristers, all of 
whom worked on rape trials. Temkin and Krahé 
noted that rape myths influenced some behaviors. 
For example, some judges told jurors to seek 
independent corroboration of the victim’s testi-
mony. Others believed that the victim’s sexual 
history was relevant. Thus, some judges and 
prosecutors were also influenced by rape myths.

In conclusion, research shows the presence of 
rape myths throughout the justice system (e.g., 
Horvath & Brown, 2009; Temkin & Krahé, 
2008). There is a consistent pattern in which rape 
myths increase victim blame and decrease the 
likelihood of prosecution and convictions, creat-
ing a justice gap. Rape myths occur at the indi-
vidual level but they are also a part of institutions. 
When rape myths are present in the training of 
professionals or in the instructions to a jury, they 
can impact victim reporting, police recommenda-
tions, and/or jury decisions. When jury members 
invoke rape myths to convince other jury mem-
bers to vote for an acquittal, they can lead to the 
exoneration of the guilty. Unfortunately, the use 
of rape myths might be inherent in a criminal jus-
tice system that assumes an adversarial process. 
Police are skeptical of potential rape victims and 
defense attorneys base victim cross-examination 
on rape myths, causing secondary victimization. 
Thus, rape myths operate at the core of the cur-
rent justice system and have ramifications 
throughout.

 Religion and Culture

Rape myths also operate at a cultural level. 
Religion and culture impact social beliefs that 

justify and sustain sexual aggression (e.g., 
Edwards et al., 2011; Franiuk & Shain, 2011). 
Definitions of rape are culturally specific and 
they determine the meaning of behavior 
(Martin, 2003). Support for rape myths are 
embedded in laws, language, and social poli-
cies (Edwards et al., 2011; Turchik & Edwards, 
2012). Culture may be even more important 
than gender in understanding attitudes toward 
sexual aggression (Nayak, Byrne, Martin, & 
Abraham, 2003). Rape myth acceptance is 
associated with restrictive beliefs about women 
(Costin & Schwarz, 1987). And, rape myth 
acceptance might be related to other prejudicial 
beliefs, including homophobia, ageism, clas-
sism, and religious intolerance (Aosved & 
Long, 2006). Finally, male rape myths are com-
mon and this results in the invisibility and mar-
ginalization of male rape victims in war (Grey 
& Shepherd, 2013).

Edwards et al. (2011) described the impact of 
Western cultural and Judeo-Christian beliefs on 
four female rape myths. The myths are: husbands 
cannot rape their wives, women enjoy rape, 
women asked to be raped, and women lie about 
being raped. Edwards et  al. cited long-standing 
tradition and three institutions (i.e., legal, reli-
gious, and media) that support rape myths. In 
addition, Franiuk and Shain (2011) added evi-
dence of religious and cultural support for rape 
myths (e.g., husbands cannot rape their wives and 
women ask to be raped) in Hinduism and Islam 
and their related cultures. Religious texts, cul-
tural traditions that promote family honor, and 
the lower status of women justify punishment for 
rape victims, especially when religion and cul-
tural traditions are conflated (and supported by 
law).

Sheldon and Parent (2002) suggest that “most 
clergy blame the victim and adhere to rape 
myths” (p. 233). They found that Christian reli-
gious fundamentalism correlated with responses 
to an acquaintance rape vignette. A content anal-
ysis showed that the clergy sometimes blamed 
the victim of a date rape for showing inadequate 
resistance and the victim of an acquaintance rape 
for showing poor judgment. A small number of 
clergy mentioned the wife’s duty to submit and 
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be sexually competent when responding to a wife 
rape vignette.

Klement and Sagarin (2017) studied Christian 
dating-advice books directed toward women. A 
thematic analysis showed strong beliefs that 
women must remain pure and negative conse-
quences for violating social norms. The books 
suggested that women were responsible for sex-
ual aggression (e.g., flirting, provocative dress), 
that women should accept that some sexual 
aggression is normal, and that nonsubmissive 
women should be derogated.

Ward (1988) was one of the first rape myth 
researchers to focus on culture. She validated an 
Attitudes toward Rape Victims scale on a variety 
of groups (e.g., university students, police, law-
yers, and social workers) in Singapore and uni-
versity students in the US. The Attitudes toward 
Rape Victims measure concentrated on victim 
credibility, denigration, trivialization, deserving-
ness, and blame. Males had more unfavorable 
views of rape victims than did females on 23 of 
25 items. Interestingly, Singaporean students 
showed more negative attitudes toward rape vic-
tims than US students. In addition, there were 
also differences within the Singaporean sample: 
police were the least favorable, lawyers and doc-
tors were in the middle, and social workers and 
psychologists were the most favorable in their 
attitudes toward rape victims.

Many researchers have shown cultural effects 
on rape myths. For example, Scottish university 
students showed lower rape myth acceptance 
than US college students (Muir, Lonsway, & 
Payne, 1996) and Asian American college males 
showed greater misogyny, less perpetrator blame, 
and more victim blame than Caucasian American 
students (Koo, Stephens, Lindgren, & George, 
2012). In addition, Japanese males showed 
greater rape myth acceptance than US males, per-
haps because Japan is a male-dominant culture 
(Stillman, Yamawaki, Ridge, White, & Copley, 
2009). And, rape myth acceptance appeared to be 
higher in a Turkish participant sample than in 
comparison groups from the west and Israel 
(Costin & Kaptanoḡlu, 1993). Thus, it is clear 
that some cultures are more supportive of rape 
myths than others. Nevertheless, cultural differ-

ences are not always found. For example, ethnic 
identity did not predict rape myth acceptance in 
Asian Indians in the US (Tummala-Narra, 
Houston-Kolnik, Sathasivam-Rueckert, & 
Greeson, 2017) and Scandinavians (a relatively 
liberal group) did not show lower rape myth 
acceptance than individuals from North America 
(Bendixen, Henriksen, & Nøstdahl, 2014).

Other researchers have explored the underly-
ing reasons for cultural differences in rape myth 
acceptance. For example, Hill and Marshall 
(2018) found that Indians showed greater rape 
myth acceptance than Britons at least partially 
because of more negative attitudes toward 
women. Canto, Perles, and Martín (2017) found 
that belief in an honor culture correlated with vic-
tim blame in Spanish college students who were 
judging an acquaintance rape and marital rape 
vignette (but not a stranger rape vignette). In 
addition, Rebeiz and Harb (2010) studied 
Lebanese students and found that conservative 
and traditional beliefs were associated with rape 
myth acceptance on the Attitudes toward Rape 
Victims scale. Interestingly, the same data did not 
show differences in rape myth acceptance 
between Christian and Muslim students.

Research has also showed that similarity in 
ethnic identity can influence reactions to perpe-
trators of rape. Bongiorno, McKimmie, and 
Masser (2016) found that white Australians took 
ethnic similarity into account when judging 
acquaintance rape vignettes that did not adhere to 
the real-rape stereotype. Perpetrators were 
described as English or American (culturally 
similar) or Indian or Pakistani (culturally dis-
similar). The vignettes were identical except for 
perpetrator information and two details that were 
inconsistent with a real-rape script (i.e., a lower 
level of physical resistance and a lack of coopera-
tion with the police). It appears that perpetrator 
and victim blame mediated the effects of cultural 
similarity and script elements on judgments of 
perpetrator guilt and punishment. Thus, ethnic 
similarity might influence responses to some 
rapes (and rapists).

In conclusion, religion and culture play an 
important role in rape myth acceptance. Culture 
and religion help to shape society’s views of 
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 normal and abnormal behavior. Rape myths are 
used to caution individuals about the appropriate-
ness of behavior and they can entitle some indi-
viduals to rape. This can have lasting negative 
effects on rape victims. Unfortunately, the pres-
ence of rape myths at a deep cultural level also 
makes it very likely that secondary victimization 
will occur and rape will remain a hidden crime.

 Best Practice

 Education and Prevention

Rape myths are often discussed in college educa-
tion and prevention efforts; however, they might 
still exist in some college training. For example, 
an examination of college websites showed that 
most of the messages were aimed at females and 
many suggested that rape prevention was up to 
them (e.g., there is no safe place, you can’t trust 
anyone, and you must communicate sexual lim-
its) (Bedera & Nordmeyer, 2015). These rape 
myths clearly reflected the old adage that women 
are vulnerable, but they also are responsible for 
rape prevention. Rape prevention efforts have 
showed some success in educating participants 
about rape myths (e.g., Kress et  al., 2006; 
O’Donohue, Yeater, & Fanetti, 2003). And, Rape 
myths should continue to be a primary target of 
rape prevention work (Schewe, 2002). However, 
rape myth acceptance scores can rebound over 
time, sometimes to their original levels (e.g., 
Davis & Liddell, 2002; Heppner, Humphrey, 
Hillenbrand-Gunn, & DeBord, 1995) and some-
times to levels that are somewhat lower than the 
original levels (Foubert & Marriott, 1997). Even 
when there are significant long-term program 
effects, programs may be better at reducing rape 
myth acceptance than at reducing actual sexual 
aggression (e.g., Foubert, 2000; Gidycz et  al., 
2001). Moreover, the benefits of rape prevention 
might be lower in males who are at higher risk for 
sexual aggression (e.g., Stephens & George, 
2009) and rape prevention programs might not 
reduce rape myths in high-risk males to the levels 
that are found in low-risk males (Schewe & 
O’Donohue, 1993a). Finally, there are problems 

with some of the outcome measures used in pre-
vention work, as many rape myth acceptance 
scales are outdated and have issues with validity 
(Baldwin-White, Thompson, & Gray, 2016; 
Heppner et  al., 1995; Schewe & O’Donohue, 
1993b). There is also the question of the clinical 
significance (as opposed to statistical signifi-
cance) of changes in rape myth acceptance found 
in prevention work (Schewe & O’Donohue, 
1993b) and an absence of criteria for acceptable 
levels of rape myth acceptance. In addition, there 
is a need for culturally sensitive measures.

Still, some argue that it is good to use rape 
myth education in bystander intervention pro-
grams (e.g., McMahon, 2010), although it is a 
mistake to list potentially outdated rape myths as 
this can backfire (Krahé, 2016). It appears that 
longer programs work better than shorter pro-
grams (e.g.,Anderson & Whiston, 2005 ; Flores 
& Hartlaub, 1998). Some suggest that same-sex 
audiences work better than mixed-sex audiences 
(e.g., Brecklin & Forde, 2001; Schewe, 2002). 
Theory-testing research performs better than 
atheoretical programs (Schewe, 2002; Schewe & 
O’Donohue, 1993b). And, motivated audiences 
show better retention than unmotivated audiences 
(Foubert & Marriott, 1997; Foubert & Newberry, 
2006). Finally, responding to rape myth accep-
tance scales may in itself attune participants to 
their stereotypes and decrease later rape myth 
acceptance (e.g., Foubert & Marriott, 1997; Rau 
et al., 2010).

The outdated nature of many rape myth mea-
sures and the presence of newer rape scripts (e.g., 
Clark & Carroll, 2008; Littleton, Tabernik, 
Canales, & Backstrom, 2009) argues that myths 
and scripts have changed and will continue to 
change over time. Thus, it is important for rape 
education and prevention efforts to recognize the 
evolving nature of our understanding of rape and 
the nuances of sexual negotiation (Frith, 2009).

• Any rape prevention efforts must include con-
temporary rape myths in outcome measures 
(e.g., alcohol-induced “mistakes” are not real 
rapes, victims’ promiscuous behavior leads to 
rape, and rape is due to sexual urges). Old- 
fashioned rape myths (e.g., rape victims 
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should relax and enjoy it, rapists are deviants, 
and all women want to be raped) should be 
avoided. Rape myths must be perceived to be 
personally relevant, although the real-rape ste-
reotype can and should be acknowledged.

• Any rape prevention efforts must include 
myths about male rape victims.

• Culturally relevant rape myth measures should 
be developed.

• Rape prevention programs must address 
potentially unconscious determinants in 
understanding sexual behavior (including 
heuristics and schema) and ask participants to 
acknowledge their own sexual assumptions, 
especially those concerning normal and 
abnormal sexual behaviors. Educators might 
consider using examples of implicit associa-
tions and/or priming to illustrate the possibil-
ity of unconscious associations (e.g., Devine, 
1989; Nosek et al., 2010).

• Rape prevention programs must go beyond 
the overly simplistic “no means no” messages 
to acknowledge the complexities and nuances 
of negotiating sexual behavior.

• Rape prevention programs should include 
warnings about the Lucifer Effect, especially 
for those in male-dominated peer groups.

 Medicine, Religion, 
and Psychotherapy

There is some evidence that therapists and coun-
selors hold fewer rape myths than other profes-
sional groups (e.g., Ward, 1988). Nevertheless, 
there is a danger of secondary victimization, as 
therapists assist victims and perpetrators in work-
ing through their own and society’s rape myths. 
Rape myths can be used as a tool to educate and 
to advocate for rape survivors (Ullman, 2010). 
Rape myths can also protect individuals from 
believing that they are victims or perpetrators 
(Bohner et  al., 2009). Thus, the discussion of 
rape myths and scripts must be done very care-
fully and efforts must be made at avoiding the 
imposition of personal rape myths on rape vic-
tims. Rape myths can delay acknowledgment and 
treatment for rape survivors (Ullman, 2010) and 

they can leave individuals vulnerable to future 
victimization or perpetration (Littleton et  al., 
2017).

• Rape myth theory and research should be part 
of the education and training of professionals, 
especially those who will likely deal with the 
aftermath of rape (e.g., college counselors, 
emergency room personnel, and victim advo-
cates). Training should include a feminist 
therapeutic orientation because it enhances a 
victim-oriented perspective and understand-
ing concerning the social and political context 
of rape (e.g., Brown, 2017; Hutchinson & 
McDaniel, 1986), including the presence of 
rape myths.

• There needs to be more research on rape 
myths and rape-myth prevention in counsel-
ors, therapists, and medical personnel.

• Counselors, therapists, and medical personnel 
need to be aware of their own rape myths (and 
real-rape stereotypes) in an effort to avoid sec-
ondary victimization This will require contin-
uous vigilance. They should be especially 
attuned to unconscious (implicit) associations 
that suggest that the rape victim was culpable 
in rape.

• Clergy must challenge the use of religious 
scripture to condemn and punish rape victims 
and they must become aware of their own 
real-rape stereotypes.

 Justice Systems

Researchers have focused on the need to reform 
the justice system in order to reduce attrition, 
eliminate the justice gap, and decrease secondary 
victimization (Temkin & Krahé, 2008). Because 
police act as gatekeepers and have a pivotal role 
in determining which cases are prosecuted, one 
could argue that they are the most important ele-
ment in the criminal justice system response to 
rape. Police should be educated about rape myths, 
but training alone will not eliminate bias (Parratt 
& Pina, 2017). Parratt and Pina note that several 
factors influence attitudes toward rape in the 
police (e.g., level of education, gender, and 
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 experience with rape victims). These factors can 
interact to influence perceptions of rape victims 
(e.g., female police officers benefit more than 
male police officers from sexual assault training, 
they are more likely to know rape victims, and 
they are more likely to use rape victim advo-
cates). Most police officers reported an absence 
of clear guidelines for rape investigations. 
Guidelines should be provided. In addition, 
police should be encouraged to examine the 
impact of their personal beliefs every time they 
interview a purported victim of rape. They should 
also be encouraged to include victim advocates 
when taking rape complaints. It is crucial that 
police and correctional officers be made aware of 
the roles that male rape myths and homophobia 
have in their treatment of men who are raped out-
side of prison or while incarcerated. Officers 
must be made aware of the danger of secondary 
victimization and the justice gap.

Researchers have also noted problems with 
jury decisions (e.g., Krahé & Temkin, 2009; 
Temkin & Krahé, 2008). Krahé and Temkin sug-
gest several possible solutions. For example, 
jurors could be pre-screened to eliminate those 
with strong rape myth acceptance and/or juries 
could be required to provide an account for their 
decisions (thus reducing heuristic processing). It 
is also possible to replace juries with educated 
judges, especially female judges. In addition, it 
appears that expert testimony and judicial instruc-
tions can reduce rape myth acceptance and may 
inhibit a group dynamic that favors acquittal. 
Finally, educating juries (and the larger public) 
about rape myths is essential to reducing the 
impact of rape myths in trials.

In addition, rape myth education is essential in 
the training of judges and lawyers (Temkin et al., 
2018). This is especially important for anyone 
serving in sexual assault trials. Professionals 
must be warned against using rape myths in 
either prosecution or defense, as this opens the 
door for juries to entertain their own rape myths. 
Most importantly, jurists must move from a sys-
tem that assumes rational thought (Smith & 
Skinner, 2017). Judges are an essential element 
in rape trials and should be encouraged to use 

jury instructions and allow expert testimony to 
reduce the justice gap for rape.

• It is essential that education about rape myths 
and realities occurs throughout the justice sys-
tem, including the police, lawyers, judges, and 
juries. Special efforts must be made to educate 
police and custodial officers about their preju-
dices concerning rape victims that results in 
high attrition rates. Nevertheless, since past 
research showed mixed results for sexual 
assault training programs on police officers 
(Parratt & Pina, 2017), more research is 
needed. Research on rape prevention in col-
lege students might be useful in implementing 
programs for police officers. For example, 
research shows that motivated participants 
retain more information (e.g., Foubert & 
Marriott, 1997; Foubert & Newberry, 2006), 
longer programs work better (Anderson & 
Whiston, 2005; Flores & Hartlaub, 1998), and 
The men’s program, which features a male 
sexual assault victim who is a police officer, is 
quite successful at increasing understanding 
and empathy for rape victims in college males 
(e.g., Foubert & Perry, 2007).

• In addition, officers must be made aware of 
the roles of male rape myths and homophobia 
in the poor treatment of male rape victims 
both in- and outside of prison.

• Special efforts also must be made to ensure 
that the adversarial process inherent in the jus-
tice system and group dynamics favoring 
acquittal in jury decision making are not 
allowed to rely on rape myths and the real- 
rape stereotype.

 Overall Conclusion

Rape myths play a pivotal role in the social con-
struction of rape. Continued research is essential 
to address the changing nature of rape myths. 
Rape myths can be held at a cultural level, at an 
institutional level, and at the individual level. 
Rape myths legitimize sexual aggression and in 
so doing foster sexual aggression. Rape myths 
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help to create the legitimate victim who is blamed 
for the event and lead to secondary victimization 
when victims disclose or report the rape. 
Recognizing rape mythology helps people to 
understand the true nature of many rapes and is 
essential in the fight against rape.
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Who Is at High Risk 
for Victimhood?

Ebru Yucel, Nicole Cantor, Meredith Joppa, 
and D. J. Angelone

 Introduction

This chapter provides an overview of sexual 
 violence (SV) victimology by attempting to 
answer the question of who is at high risk for vic-
timhood?. We have tried to provide a clear defini-
tion of this construct as it relates to sexual 
violence but also acknowledge that other 
researchers have used a variety of terms to repre-
sent the behaviors under study. Indeed, one issue 
for the field is the problem of terminology (e.g., 
sexual assault, rape, sexual coercion), which can 
potentially lead to inferred differences in the 
behaviors in question. Nonetheless, as we attempt 
to describe in this chapter, sexual violence vic-
timization is an unfortunately common experi-
ence for many individuals. Given the negative 
sequelae associated with experiences of sexual 
violence victimization, we hope that future itera-
tions of this chapter provide a more optimistic 
outlook. However, the existence of many group- 
and individual-level risk factors for sexual vio-
lence victimization should serve as an ongoing 
call for change. In addition to risk factors associ-
ated with increased prevalence rates, we also dis-
cuss some potential gaps in the literature and 
consider the need to examine the intersectionality 
of person and situational factors to reveal a more 

comprehensive picture of risk for sexual  violence. 
Finally, it is important to note that while the focus 
of this chapter is on sexual violence victimiza-
tion, we do not suggest that an individual is ever 
responsible for their victimhood. We fully 
acknowledge that any person who perpetrates 
these behaviors on another person is completely 
responsible for their actions and any conse-
quences experienced by the victim.

We begin with an overview of SV victimiza-
tion prevalence in the US, summarize the conse-
quences of SV victimization, and consider the 
impact of revictimization. We then identify three 
major domains of risk for SV victimization cov-
ering multiple factors that may contribute to vic-
timology: (1) demographic and individual risk 
factors, (2) behavioral risk factors, and (3) envi-
ronmental risk factors. Naturally, considering 
these categories separately can potentially lead to 
an incomplete conceptualization of victimiza-
tion. As such, we recognize that different SV vic-
timization risk factors can interact and are not 
always additive; thus, the role of intersectionality 
in victimization research is discussed at the end 
of the chapter.

 Ways to Consider Victimology

Victimization refers to any situation where an 
individual is treated unfairly or unjustly. For the 
purposes of this chapter, we focus on sexual 
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 victimization, which refers to situations in which 
someone attempts, threatens, or completes forced 
sexual advances without first receiving consent 
(Carlson & Duckworth, 2019). These sexual 
advances can span a wide continuum, including 
less severe behaviors such as telling sexually 
inappropriate jokes, to more severe behaviors, 
such as sexual assault and rape. A term that cap-
tures this continuum, sexual violence, has been 
defined by the Centers for Disease Control as any 
form of sexual contact or behavior that occurs 
without the consent of the recipient (CDC, 2012). 
SV victimization among adults can occur in a 
variety of interpersonal contexts, including inti-
mate partners, friends, family members, col-
leagues, or strangers. It is worth noting that most 
research on SV victimization in adults has focused 
on sexual assault; however, for purposes of this 
chapter, we review findings related to the broader 
spectrum of SV victimization when applicable.

 Prevalence of Sexual Violence 
Victimization in the United States

SV victimization occurs at different rates in 
 different populations. Consistent findings regard-
ing the universal frequency of SV victimization 
are therefore limited. The national prevalence 
rates described below reflect primarily SV vic-
timization experiences among adult victims. 
Traditionally, the United States Bureau of Justice 
Statistics (BJS) releases national data annually 
through the National Crime Victimization Survey 
(NCVS) on criminal victimization. These reports 
concern not only adults but also individuals who 
age 12 or older from a nationally representative 
sample of US households. While these data pres-
ent one estimate of the frequency of SV victim-
ization, it is not uncommon for victims of SV to 
either delay reporting or decide not to report 
these crimes. In response, the BJS has begun 
examining incidents of SV victimization that are 
reported and not reported to police.

According to the 2016 Criminal Victimization 
Survey, 323,450 individuals over the age of 12 in 
the US experienced SV victimization in 2016 
alone (Morgan & Kena, 2017). A mere 22.9% of 

those incidents were reported to the police, leaving 
77.1% of SV victimization instances unreported. 
These incidence rates cannot be compared to pre-
vious year’s data as the NCVS survey sample went 
through a routine redesign in 2016. However, it is 
possible to compare data from previous years. For 
example, 284,350 individuals over the age of 12 
experienced SV victimization in 2015, as com-
pared to 207,760 individuals in 2014, suggesting 
an increase in reported SV victimization.

Another representative national survey, the 
2011 National Intimate Partner and Sexual 
Violence Survey (NISVS), almost one in five 
adult women (19.3%) and one in 59 men (1.7%) 
reported a lifetime history of rape (Breiding 
et al., 2014). These numbers represent an increase 
from the 2010 NISVS data, where the prevalence 
rates for lifetime rape were 18.3% for women and 
1.4% for men (Black et al., 2011a, 2011b). The 
2011 NISVS also reported that 1.6% of women 
had been raped in the past year, but the preva-
lence of rape in the past 12 months for men was 
too small to report (Breiding et al., 2014). In con-
trast to the NCVS data, the NISVS estimate 
 suggests that 1.9 million women were raped in 
the year preceding the survey (Breiding et  al., 
2014). Other forms of SV examined by the 
NISVS include being made to penetrate a partner, 
sexual coercion, unwanted sexual contact, and 
noncontact unwanted sexual experiences. These 
other forms of SV were reported in 2011 by 
43.9% of women in their lifetimes (5.5% in the 
past year), and 23.4% of men in their lifetimes 
(5.1% in the past year) (Breiding et al., 2014). We 
will further discuss gender differences in SV, as 
well as other demographic and individual risk 
factors, in the following sections.

 Consequences of Sexual Violence 
Victimization

There are multiple mental and physical health 
consequences to SV victimization that are both 
immediate and long-term; thus, SV victimization 
can be considered both a public health and a 
 public safety problem. Well over half of rape vic-
tims experience some severe medical or mental 
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health consequence of SV victimization (Krebs, 
Lindquist, Warner, Fisher, & Martin, 2007). 
Within a male and female undergraduate sample, 
anywhere from 25% to 45% of rape victims suf-
fer from nongenital physical trauma, while 19% 
to 22% suffer from genital trauma (Krebs et al., 
2007). Up to 32% of women and 16% of men 
experience physical injury such as bruises, welts, 
and even broken bones as a result of a rape 
(Tjaden & Thoennes, 2006). Medical conse-
quences of nonconsensual sex also include high 
cholesterol, stroke, and heart disease (Smith & 
Breiding, 2011). In fact, female victims of non-
consensual sex are more likely to report heart 
attack and heart disease in their lifetime as com-
pared to nonvictims (Smith & Breiding, 2011). In 
addition, anywhere between 1% and 5% of 
female victims become pregnant following rape 
(Krebs et al., 2007), with close to 32,000 preg-
nancies resulting from rape each year (Holmes, 
Resnick, Kilpatrick, & Best, 1996). A more 
recent study reported that 26% of women who 
had been raped reported at least one pregnancy as 
the result of the rape (McFarlane & Malecha, 
2005), but very limited data are available regard-
ing pregnancies and their outcomes following 
SV, particularly pregnancies associated with rape 
by intimate partners (McFarlane, 2007). Finally, 
up to 40% of rape victims contract a sexually 
transmitted disease following the assault (Krebs 
et al., 2007).

In reference to mental health consequences, 
there is an increased lifetime risk of anxiety, 
depression, eating disorders, posttraumatic stress 
disorder, sleep disorders, substance abuse, psy-
chosis, dissociation, somatization, personality 
disorders, and suicide attempts for individuals 
who experience SV victimization (Browne & 
Finkelhor, 1986; Chen et  al., 2010; Maniglio, 
2009). In addition, rape victims are 13 times more 
likely to commit suicide than people who have not 
experienced rape (Krebs et  al., 2007). Trauma 
symptoms commonly experienced after SV vic-
timization include self-destructiveness, isolation, 
low self-esteem, physical health problems, and 
suicidality (Browne & Finkelhor, 1986). Sexual 
risk behaviors exhibited by individuals who expe-
rience SV victimization at an early age include 

condomless sex, having  multiple sexual partners, 
early involvement in sexual activity, prostitution, 
and sexual maladjustment (Browne & Finkelhor, 
1986; Chen et al., 2010; Maniglio, 2009).

Understanding the consequences of SV vic-
timization is critical for the field of victimology, 
as it sheds light on the scope of this far-reaching 
problem. Having identified the extant of effects 
of SV victimization, researchers have been 
guided towards identifying prevention interven-
tions in an effort to preclude future SV victimiza-
tion. That said, there are continuous efforts to 
identify where this prevention is needed, and 
what the mechanisms of change may be. To this 
end, we will identify certain factors that may 
increase one’s risk of experiencing SV victimiza-
tion. However, it is important to note that the 
scope of our knowledge regarding these factors is 
still developing.

 Demographic and Individual Risk 
Factors

Demographic risk factors for SV victimization 
refer to innate characteristics that tend to remain 
stable over time. For the purposes of this chapter, 
we conceptualize demographic risk factors using 
the ADDRESSING framework (Hays, 2008), 
which includes age, developmental and acquired 
disabilities, religion, ethnicity, socioeconomic 
status, sexual orientation, indigenous heritage, 
national origin, and gender (Hays, 2008). This 
widely used framework moves beyond a unidi-
mensional view of diversity toward a multidi-
mensional conceptualization of identity with 
intersecting cultural components (Hays, 2008). 
In addition, this section identifies individual risk 
factors, which include attitudes, beliefs, or char-
acteristics that may increase an individual’s risk 
of SV victimization.

Age. In terms of the adult population, 20% of 
women have experienced adult sexual assault, 
similar to the 1  in 5 statistic most commonly 
reported for female college students who have 
experienced SV victimization (Muehlenhard, 
Peterson, Humphreys, & Jozkowski, 2017). SV 
victimization which occurs under the age of 18 is 
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typically called childhood sexual abuse (CSA), 
and has been defined as any sexual activity with a 
child where consent cannot be given (Saul & 
Audage, 2007). More than half (50–54%) of 
female rape victims are under the age of 18 
(Humphrey & White, 2000; Peipert & 
Domagalski, 1994; Silverman, Raj, Mucci, & 
Hathaway, 2001; Tjaden & Thoennes, 2000b). 
Other researchers report that up to 27% of women 
and 16% of men have experienced CSA before 
the age of 18 (Finkelhor, Shattuck, Turner, & 
Hamby, 2014). Specifically, victimization 
occurred before the age of eight in 22% of women 
who report CSA and 22% of men, although per-
petrators of CSA differ by gender, with 40% of 
men reporting perpetration by a stranger and 
29% of women reporting perpetration by a family 
member (Finkelhor et al., 2014). Most research 
on SV victimization has focused on young peo-
ple, and we know little about SV victimization in 
middle and older adulthood.

Gender. Incidence rates of SV victimization 
vary by gender. In general, women in the US are 
more likely to be victims of rape than men, with 
estimates from the CDC in 2012 noting 302,091 
female victims of rape compared to 92,748 male 
victims of rape (CDC, 2012). These differences 
replicate previous findings regarding gender 
 differences from the National Violence Against 
Women survey, which noted an estimated 876,064 
rapes perpetrated against women during 12 months 
between 1995 and 1996 as compared to 111,298 
rapes perpetrated against men during the same 
period (Tjaden & Thoennes, 2006). With regard to 
prevalence rates, 18.3% of women and 1.4% of 
men experience rape at some point in their lifetime 
(Black et al., 2011a). Among female rape victims, 
the majority of perpetrators were intimate partners 
(51.1%) followed by family members (12.5%), 
acquaintances (40.8%) and strangers (13.8%) 
(Black et al., 2011b). Additionally, men have been 
shown to perpetrate the majority of SV victimiza-
tion (Smith et  al., 2017). Of the women who 
reported experiencing rape in their lifetime, 97.3% 
of perpetrators were men (Smith et  al., 2017). 
Among male rape victims, the majority of perpe-
trators were acquaintances (52.4%), followed by 
strangers (15.1%) (Black et al., 2011b). Men have 

been shown to perpetrate the majority of rapes 
against other men, representing 86.5% of perpetra-
tors. Within the US, 5.3% of men and 5.6% of 
women experience SV victimization other than 
rape, such as unwanted sexual contact in the previ-
ous 12 months (Black et al., 2011b). Of the women 
who experience unwanted sexual contact in their 
lifetime, 94.9% of perpetrators were men (Smith 
et al., 2017). Of the men who reported experienc-
ing sexual contact in their lifetime, 14.5% of per-
petrators were men and 81.6% were women 
(Smith et al., 2017). Additionally 13% of women 
and 6% of men experienced sexual coercion: 
unwanted sexual contact that occurs due to feeling 
pressured, tricked, threatened, or forced in a non-
physical way, during their lifetime (Black et  al., 
2011b). Of the women who reported experiencing 
sexual coercion in their lifetime, 96.3% of perpe-
trators were men (Smith et al., 2017). Of the men 
who reported experiencing unwanted sexual coer-
cion in their lifetime, 36.7% of perpetrators were 
men and 53.0% were female (Smith et al., 2017).

The literature suggests that individuals 
whose gender identity and/or expression differs 
from their sex assigned at birth are at high risk 
for SV victimization. The frequency of trans-
gender individuals’ experiences with SV vic-
timization varies between studies, perhaps 
reflective of differences in research methods or 
a calling for a greater focus on transgender indi-
viduals’ experiences with SV victimization to 
establish consistent findings. One study sug-
gests that up to 50% of transgender individuals 
experience SV victimization (Stotzer, 2009). 
Compared to cisgender adults, predicted proba-
bilities for SV victimization are higher among 
transgender people: heterosexual cisgender men 
have a predicted probability of experienced SV 
victimization of 2.9%, cisgender women’s pre-
dicted probability is 7.7%, and transgender indi-
viduals’ predicted probability is 12.2% (Coulter 
et al., 2017). The highest predicted probability 
of sexual assault (57.7%) is among black trans-
gender individuals (Coulter et  al., 2017). 
Transgender individuals who have engaged in 
sex work, experienced homelessness, or are 
 disabled maintain high levels of lifetime SV 
 victimization risk (James et al., 2016). Finally, 
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upwards of 12% of youth who identified as 
 gender nonconforming or transgender in kinder-
garten experience SV victimization prior to 12th 
grade (Grant et al., 2011).

Sexual Orientation. The LGB+ population 
includes a wide range of sexual orientations 
including, but not limited to, lesbian, gay, and 
bisexual. Overall, the LGB+ population has been 
identified as a high-risk population for SV vic-
timization (Ford & Soto-Marquez, 2016). More 
specifically, men and women who identify as gay, 
lesbian, bisexual, or questioning are about twice 
as likely to experience some form of SV than 
their heterosexual counterparts (Coulter et  al., 
2017). Additionally, bisexual female college stu-
dents are at highest risk of SV victimization in 
comparison to straight, gay, lesbian, and bisexual 
male peers (Ford & Soto-Marquez, 2016). 
Reasons underlying increased risk for victimiza-
tion in the LGB+ community are not well under-
stood, although risk for violence among this 
population is much higher in comparison to het-
erosexual individuals (CDC, 2012). One explana-
tion is “corrective rape,” a hate crime with the 
goal of “changing” the victim’s orientation to 
heterosexual, while forcing them to conform to 
gender stereotypes (Bartle, 2000; Martin, Kelly, 
Turquet, & Ross, 2009). It is important to note 
that although research tends to focus on the vic-
timization of heterosexual women, women and 
men in the LGB+ community often face higher 
risk in comparison, with almost half of all bisex-
ual women experiencing some form of SV within 
their lifetimes (CDC, 2012). Bisexual or ques-
tioning men are at three times more risk of SV 
victimization than heterosexual men (Coulter 
et  al., 2017), and men who identify as gay are 
about 3.5 times more likely to experience sexual 
assault in comparison to heterosexual cisgender 
men (Coulter et al., 2017).

Race, Ethnicity, and Indigenous Heritage. 
Non-white women are most likely to be victims 
of rape: American Indian and Alaska Native 
women are at highest risk, followed by mixed 
race, African-American, white, and Asian/Pacific 
Islander women (Tjaden & Thoennes, 2000a). 
American Indian, Alaska Native, and Hispanic 

women are more likely to report experiencing 
rape than their Non-Hispanic, Caucasian, 
African-American, and mixed-raced counterparts 
(CDC, 2012). At current, there is a lack of data 
with regard to intra- vs. interracial perpetrators 
and victims. However, estimates of SV victimiza-
tion among specific racial and ethnic groups does 
vary by age. Among high school students, 13.5% 
of mixed-race students, 12.5% of American 
Indian/Alaska Natives, 10.5% of Native 
Hawaiian/Pacific Islander students, 8.6% of 
black students, 8.2% of Hispanic students, and 
7.4% of white students are victims of sexual 
assault by being forced to have sexual intercourse 
at some time in their lives (CDC, 2012). Among 
adult women, 35.5% of mixed-race women, 
26.9% of American Indian/Alaska Natives, 22% 
of Non-Hispanic blacks, 18.8% of Non-Hispanic 
whites, and 14.6% of Hispanics, experienced an 
attempted or a completed rape at some time in 
their lives (CDC, 2012).

There are also unique patterns of risk for SV 
victimization among American Indians and 
Alaska Natives (Yuan, Koss, Polacca, & Goldman, 
2006). Male victims report that the most common 
perpetrator is a male relative (45%), followed by a 
stranger (43%), contrary to the high rates of 
acquaintance rape seen in nonindigenous cultures 
(Yuan et  al., 2006). However, existing studies 
have not indicated whether the perpetrators in 
these interactions are of the same or different cul-
ture as the victim. For female victims, 14% report 
being raped during adulthood, a rate much higher 
than that of male participants (2%). For female 
victims of sexual assault, most perpetrators were a 
male relative (55%), followed by a romantic part-
ner (46%). The strongest predictor for sexual 
assault in women was being separated or divorced. 
Other significant risk factors included being the 
victim of emotional abuse during childhood, 
cohabitating, sexual abuse during childhood, 
physical neglect during childhood, and a lifetime 
diagnosis of alcohol dependence. Women who 
highly identified with their tribe were at increased 
risk of being raped; however, women with more 
experiences living within or near tribal lands were 
less likely to be raped (Yuan et al., 2006).

10 Who Is at High Risk for Victimhood?



182

Religion. Little research exists on religion as a 
risk factor for SV victimization; however, most 
research has focused on Abrahamic religions 
(faiths which identify Abraham as a biblical 
patriarch), most commonly Judaism, Christianity, 
and Islam. The general themes of female celi-
bacy, wifely duties, the ideal woman outlined in 
Abrahamic religions may contribute to male vio-
lence against women (Narasimhan-Madhavan, 
2006; Niaz, 2003). While prevalence estimates of 
SV victimization in the US do not identify differ-
ences by religious affiliation, international 
research suggests that religion may be an impor-
tant factor. For example, in Bangladesh, a pre-
dominantly Muslim country, approximately 55% 
of women in rural areas and 40% of women in 
urban areas believe that a woman cannot refuse 
her husband sex just because she does not want to 
have sex (Krug, Dahlberg, Mercy, Zwi, & 
Lozano, 2002). Not inconsequentially, 50% of 
rural Bangladeshi women and 37% of urban 
Bangladeshi women reported experiencing sex-
ual violence from an intimate partner in their life-
time (Krug et  al., 2002). For a review of the 
international sexual violence literature, see the 
World Health Organization’s World Report on 
Violence and Health (Krug et al., 2002).

Socioeconomic Status. There is a strong link 
between poverty and SV (Bassuk, Melnick, & 
Browne, 1998; Greco & Dawgert, 2007). 
Individuals with a household income of less than 
$25,000 per year are at least twice as likely to 
experience sexual assault in comparison to other 
income brackets (Morgan & Kena, 2016). For 
example, among a sample of African American 
women living in poverty, 41% of women who 
were living in shelters and 21% of women living 
in low-income housing reported being sexually 
assaulted at some point in their lifetime (Wenzel, 
Tucker, Hambarsoomian, & Elliott, 2006). It is 
important to note that, as a result of societal bar-
riers, African American citizens are dispropor-
tionately affected by poverty in comparison to 
white European citizens, making it difficult to 
tease apart the relative risks of racial and/or eth-
nic minority status from socioeconomic status. It 
appears that the relationship between SV victim-
ization and socioeconomic status is cyclical in 

nature: victimization increases the likelihood of 
unemployment and decreased income (Byrne, 
Resnick, Kilpatrick, Best, & Saunders, 1999), 
perhaps because of the mental and physical 
health consequences of experiencing SV victim-
ization. In addition, people who are less able to 
meet their basic needs may be targeted for vic-
timization due to their vulnerability (Greco & 
Dawgert, 2007).

Developmental & Acquired Disabilities. 
Developmental and acquired disabilities include 
learning disabilities, physical illnesses, and men-
tal illnesses that impair functioning (Hays, 2008). 
According to a meta-analysis conducted in 2012, 
the pooled prevalence rate of SV victimization 
for adults with mental illness ranges from 1.3% 
to 12.2% (Plummer & Findley, 2012). However, 
studies that evaluate SV victimization among 
individuals with disabilities typically ask general 
questions about limitations in daily activities and 
the need for assistive equipment (Loiselle & 
Fuqua, 2007; Mason, Riger, & Foley, 2004). 
Thus, existing research on SV victimization 
among individuals with disabilities has generally 
only covered people who experience problems in 
functioning, whether it is physical, mental, or 
developmental. There are higher rates of victim-
ization among women with a disability in com-
parison to men with or without a disability, and 
women without a disability (Powers et al., 2002). 
For example, there is a fourfold risk of sexual 
assault victimization for women with severe dis-
ability impairments (i.e., injuries, chronic dis-
eases, or mental health conditions that extremely 
limit normal activities) as opposed to women 
without disabilities (Casteel, Martin, Smith, 
Gurka, & Kupper, 2008). Factors such as marital 
status, age, and race also appear to increase risk 
of sexual assault among women with disabilities 
(Martin et al., 2006). Given the overall devalua-
tion of individuals with disabilities, dehumaniza-
tion has led to disproportionately low rates of 
reporting, which may be due to a lack of sensitiv-
ity from law enforcement and health workers 
(Hassouneh-Phillips & McNeff, 2005; Swedlund 
& Nosek, 2000). Despite these risks, this area of 
research continues to remain understudied 
(Plummer & Findley, 2012).
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History of victimization. Perhaps one of the 
most important and notable sequelae of SV 
 victimization is increased risk for future 
 victimization. Individuals who are revictimized 
may experience more severe consequences. 
Experiencing CSA increases one’s likelihood to 
experience adult victimization; women who expe-
rience rape under the age of 18 are twice as likely 
to report experiencing rape as an adult (Tjaden & 
Thoennes, 2000a). Depending on the type of 
CSA, women are between 3 and 11 times more 
likely to be victims of sexual assault as an adult 
(Black et al., 2011a, 2011b; Maniglio, 2009). In 
addition, there is growing evidence to suggest that 
experiencing SV victimization in adolescence can 
also increase the likelihood of a subsequent 
assault in adulthood (Angelone, Marcantonio, & 
Melillo, 2017; Humphrey & White, 2000). In fact, 
female college students who reported SV victim-
ization were four times more likely to experience 
SV victimization in high school than those with-
out a college SV victimization experience 
(Himelein, Vogel, & Wachowiak, 1994; Katz, 
May, Sörensen, & DelTosta, 2010; Miller, 
Markman, & Handley, 2007).

Overall, the greatest number of trauma symp-
toms are reported by sexually abused children 
who are later sexually assaulted as adults (Gold, 
Milan, Mayall, & Johnson, 1994). Further, expe-
riencing SV victimization in adolescence and 
again in adulthood is associated with greater lev-
els of alcohol and drug consumption, frequency 
of use, and level of consequences than women 
who never experienced SV victimization 
(Angelone et al., 2017). Women who are revic-
timized report more trauma symptoms, greater 
engagement in sexual risk behaviors, and signifi-
cant mental health issues as compared individu-
als who experienced an isolated incident of SV 
victimization (Gold et al., 1994).

Attitudes and Beliefs. Rape myths, commonly 
known as rape supportive attitudes, are defined as 
prejudicial, stereotyped, or false beliefs about 
rape and rapists that are persistently held and deny 
or justify sexual violence against women (Burt, 
1980; Lonsway & Fitzgerald, 1995). Rape myths 
stem from the ideals of a patriarchal society where 
women are encouraged to adhere to traditional 

gender norms; failure to abide by  traditional 
 gender norms results in guilty and blame for sex-
ual behavior (Angelone, Cantor, Marcantonio, & 
Joppa, in press). Those who endorse rape myths 
believe that victims deserve experiencing sexual 
assault because their behaviors allowed for the 
assault to happen. Women who endorse rape 
myths, relative to women who do not, are less 
inclined to blame the perpetrator of SV victimiza-
tion and more inclined to blame the victim 
(Loiselle & Fuqua, 2007; Mason et  al., 2004). 
These women also believe that they are less sus-
ceptible to sexual assault and rape (Bohner & 
Lampridis, 2004). However, women who endorse 
rape myths are less likely to rely on victimization 
risk information when appraising a situation, 
therefore leaving them susceptible victimization 
(Yeater, Treat, Viken, & McFall, 2010). Similarly, 
men who endorse rape myths are less sensitive to 
women’s affective cues (Farris, Viken, Treat, & 
McFall, 2006). Rape supportive attitudes also 
interfere with both women’s and men’s use of 
helpful information such as victimization risk that 
drives effective decision making within potential 
sexual encounters (Yeater et  al., 2010). Finally, 
women who have been victimized and endorse 
rape myths experience worse outcomes during the 
recovery process as compared to women who 
reject such attitudes (Burt & Katz, 1988).

Sexist attitudes also impact SV victimization. 
Individuals who harbor sexist beliefs or attitudes 
maintain that men and women must subscribe to 
certain gender roles (Glick & Fiske, 2002; 
Hamilton & Armstrong, 2009; Kitzinger & Frith, 
1999). These roles describe women as subservient, 
innocent, pure, fragile, and submissive, and men 
as aggressive, dominant, and in control (Canan, 
Jozkowski, & Crawford, 2016; Jozkowski, 
Marcantonio, & Hunt, 2017; Yamawaki, 2007). As 
such, it is up to men to initiate sexual encounters 
with women, who are the sexual gatekeepers 
(Hamilton & Armstrong, 2009; Jozkowski et al., 
2017; Jozkowski & Peterson, 2013). Such atti-
tudes can result in a series of provocative beliefs, 
such as the idea that women want to be forced into 
sex because initiating sexual activity goes against 
a women’s role as innocent and submissive (Canan 
et al., 2016; Joskowski et al., 2017).

10 Who Is at High Risk for Victimhood?



184

 Cognitive and Behavioral Risk 
Factors

Behavioral risk factors comprise individual actions 
that increase risk for SV victimization. The pre-
dominant behavioral risk factor that we focus on is 
substance use, particularly alcohol use. While we 
provide evidence to suggest that certain actions 
may increase a person’s risk for SV victimization, 
it is important to reiterate a specific point from our 
introduction: we do not suggest that an individual 
is ever responsible for their victimhood. We fully 
acknowledge that any person who perpetrates SV 
on another person is completely responsible for 
their actions and any consequences experienced 
by the victim. We also refer the reader to Chaps. 16 
and 17 in this volume.

Cognitive Processing. As described above, 
any victimization experience increases risk for 
being revictimized (Messman-Moore & Long, 
2003). One explanation is that victimized women 
are not perceiving risk as actively as women who 
have not been victimized (Yeater et  al., 2010). 
Given that severe victimization history predicts a 
higher threshold for risk perception, cognitive 
risk factors appear related to victimization. 
Women who have been previously victimized 
and are not adequately or accurately perceiving 
risk are less likely to leave a dangerous situation. 
Women who have been victimized require greater 
evidence that a situation is risky, and rely less on 
victimization risk information when appraising a 
situation (Yeater et  al., 2010). Further, women 
who have been victimized experience deficits in 
information processing (Yeater et  al., 2010). 
Others have hypothesized that fear of losing a 
relationship may obscure women’s risk recogni-
tion (Norris, Nurius, & Dimeff, 1996; Nurius & 
Norris, 1996; Turchik, Probst, Chau, Nigoff, & 
Gidycz, 2007).

Risk Perception and Alcohol Use. An individ-
ual’s perception of risk can be divided into threat 
appraisal and behavioral response. Identifying 
when you feel uncomfortable and leaving a situa-
tion is threat appraisal, while the point at which 
you leave the situation is behavioral response 
(Davis et al., 2009; Meadows, Jaycox, Orsillo, & 
Foa, 1997; Messman-Moore & Brown, 2006; 

Norris et al., 2006). Alcohol is involved in at least 
half of all sexual assaults (Abbey, 2011; Abbey, 
Zawacki, Buck, Clinton, & McAuslan, 2004). 
Because alcohol decreases cognitive capacity, it 
may limit the ability to recognize abstract risk 
cues, thus increasing the threshold for threat 
appraisal and making a behavioral response 
(Davis Cue, Hendershot, George, Norris, & 
Heiman, 2007). Some researchers suggest that 
alcohol may be consumed by SV victimization 
perpetrators as a means for excusing hookup 
behavior and not having to justify that behavior 
(Paul, McManus, & Hayes, 2000). In addition, 
women who experience sexual assault are at risk 
for utilizing substances as a coping tool, which 
augments the risk of revictimization (Angelone 
et al., 2017; Krebs et al., 2007). In addition, sub-
stances other than alcohol may also be related to 
SV victimization and may follow early victim-
ization experiences (Gidycz, Hanson, & Layman, 
1995). For example, marijuana use in the past 
30 days is associated with both SV victimization 
and rape (Champion et  al., 2004; Messman- 
Moore, Coates, Gaffey, & Johnson, 2008). 
Regardless of the type of substance involved, 
there is a complex relationship with SV victim-
ization that warrants further study.

 Environmental Risk Factors

Environmental risk factors, such as college or 
occupational settings, include situations or cir-
cumstances that increase susceptibility to SV vic-
timization. These settings may promote SV 
victimization through a variety of factors, such as 
increased access to alcohol, unequal power 
dynamics, or rape supportive culture. The 
 environmental factors discussed in this chapter 
include college, athletic involvement, Greek life, 
study abroad, relationship status, hookup culture, 
prison and community confinement settings, and 
occupational settings.

Higher Education. Given the frequency of SV 
victimization within a nationally representative 
sample, some specific populations may face 
increased risk for experiencing SV victimization 
(Coulter et  al., 2017). College and university 
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 students are one such group, with roughly 4.1% 
of undergraduate women and 0.8% of undergrad-
uate males reporting being raped in the 2014–
2015 academic year (Morgan & Kena, 2016). 
Consistent with the frequently reported 1 in 5 sta-
tistic (Muehlenhard et al., 2017), 20.5% of under-
graduate females and 7% of undergraduate males 
report experiencing sexual assault in college 
(Krebs, Lindquist, Warner, Fisher, & Martin, 
2009). Overall, college is a high-risk environ-
ment with college women maintaining three 
times the risk for sexual assault than noncollege 
women (Koss, Gidycz, & Wisniewski, 1987). 
One way to predict SV victimization in a college 
population is by examining high-risk behavior: 
students who participate in high-risk behaviors 
such as condomless sex or using alcohol before 
sex, are more likely to experience SV victimiza-
tion (Stephens, 2016). Some groups of college 
students may be at greater risk for SV victimiza-
tion because of their social or leisure activities 
including athletics, participation in Greek life, 
and studying abroad.

Intercollegiate Athletes. Athletes differ in their 
susceptibility to sexual perpetration and victim-
ization in comparison with their nonathlete coun-
terparts. Athletes may differ in their susceptibility 
to SV involvement based on their sport: males 
who play contact sports are more likely to engage 
in aggressive behaviors towards their partner 
(Burns, 2009), but we do not yet know how type 
of sport might be related to SV victimization for 
either men or women. Although uncommon, ath-
letes are also more likely to experience SV vic-
timization when engaging in sexual relationships 
with their coaches (Johansson, 2013). Previous 
studies suggest that male college athletes some-
times exhibit high rates of sexual risk behaviors 
that may lead to SV victimization, such as con-
domless sex and having multiple sexual partners, 
along with dating aggression, sexual activity, abu-
sive behaviors, sexually aggressive behaviors, and 
sexual violence (Chandler, Johnson, & Carroll, 
1999; Forbes, 2006; Grossbard, Lee, Neighbors, 
Hendershot, & Larimer, 2007; Locke & Mahalik, 
2005). For example, college athletes have reported 
a greater likelihood than nonathletes to sexually 
victimize someone through fondling the opposite 

sex against their will, and having forced sex with 
someone of the opposite sex (Chandler et  al., 
1999). Male college athletes sometimes exhibit 
high rates of sexual risk behaviors that may 
increase their risk for SV victimization or perpe-
tration, such as condomless sex and having mul-
tiple sexual partners, along with dating aggression, 
sexual activity, abusive behaviors, sexually 
aggressive behaviors, and sexual violence 
(Chandler et  al., 1999; Forbes, 2006; Grossbard 
et al., 2007; Locke & Mahalik, 2005). Currently, 
the majority of research on NCAA intercollegiate 
athletes examines men as perpetrators and women 
as victims, although there continues to be a deficit 
in the literature that clearly identifies prevalence 
rates of SV.

Greek Life. Sorority members are more likely 
to have experienced attempted or completed rape 
than nonsorority members (Minow & Einolf, 
2009). Alcohol consumption plays a role in the 
relationship between SV victimization and Greek 
life involvement, with sorority members consum-
ing far more alcohol then nonmembers (Curtis, 
2011; Minow & Einolf, 2009). Alcohol consump-
tion, particularly the frequency of blacking out 
due to alcohol, is not only positively associated 
with Greek life (fraternities and sororities) 
involvement but also incapacitated SV victimiza-
tion (Voloshyna et al., 2018). One explanation for 
the increase in SV victimization experienced by 
sorority women may be their exposure to frater-
nity houses, which provides easy access to alco-
hol (Copenhaver & Grauerholz, 1991). This easy 
access to alcohol induces increased risk for expe-
riencing SV victimization, which may be due to 
an inability to provide or perceive consent and 
decreased inhibitions and risk recognition.

Study Abroad. Most 4-year colleges and uni-
versities offer students the opportunity to earn 
credits towards their degrees at institutions in 
other countries. Students who travel abroad typi-
cally increase their alcohol consumption and 
risky sexual behaviors while they are abroad 
(Pedersen, Larimer, & Lee, 2010). More specifi-
cally, students who reported high immersion in 
their environment and an inconsistent history of 
condom use may be more likely to engage in 
risky sexual behaviors, even if they do not intend 
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to (Marcantonio, Angelone, & Sledjeski, 2016). 
It has been hypothesized that the concept of a 
“backspace” may be the driving factor in the 
behavior of students who study abroad 
(Milhausen, Reece, & Perera, 2006). Backspace 
refers to the removal of typical norms and 
restraints, such as the fear of judgment from 
peers (Maticka-Tyndale, Herold, & Oppermann, 
2003). The addition of alcohol and like-minded 
co-travelers may also catalyze the effects of being 
away from “normal” life (Sönmez et al., 2006). 
Previous studies have identified estimates of the 
prevalence of sexual assault victimization 
between 18% and 38% (Flack et  al., 2014; 
Marcantonio, Angelone, & Joppa, 2018).

Relationship Status. Although relationship sta-
tus has not been extensively studied as a risk fac-
tor for sexual assault, there are some components 
of relationships that may lead to more or less risk 
for SV. For instance, SV is more likely to occur in 
romantic relationships where sex occurs on a reg-
ular basis, rather than relationships where inter-
course is nonexistent or uncommon (Kaestle & 
Halpern, 2005). Intimate partner sexual violence 
(IPSV) refers to unwanted sexual contact that 
occurs within the context of an intimate relation-
ship, and is fairly common, with national rates 
estimated at about 32.9% among women and 
9.9% among men (Black et  al., 2011a, 2011b). 
Typically, 9% to 13% of women from community 
and national samples report experiencing sexual 
assault by an intimate partner (McFarlane & 
Malecha, 2005). Among young adults, these rates 
increase to approximately 47% (Renner & 
Whitney, 2012). Some studies suggest that jeal-
ousy has been linked to IPV, and may be the insti-
gator of perpetration (Goetz & Shackelford, 
2006). According to the CDC, intimate partners 
perpetrate the majority of female rape (51.1%) in 
the US (Black et al., 2011a, 2011b). Nearly 41% 
of female rape victims report perpetration by 
acquaintances, 12.5% by family members, and 
13.8% by strangers (Black et al., 2011a, 2011b). 
These rates differ for males and females, with 
52.4% of male rape victims reporting being vic-
timized by an acquaintance, followed by 15.1% 
report being victimized by strangers. Among men 
who were forced to perpetrate a sexual partner, 

44.8% were forced to  perpetrate a dating partner 
while 44.7% were forced to perpetrate an acquain-
tance (Black et al., 2011a, 2011b). Women who 
are in physically abusive relationships also report 
high rates of SV victimization. Among physically 
abused women, 68% experienced sexual assault, 
defined in this case as forced vaginal, oral, or anal 
sex, by their intimate partner (McFarlane & 
Malecha, 2005). Other studies suggest that any-
where from 40% to 50% of physically abused 
women have also been sexually assaulted 
(McFarlane & Malecha, 2005).

Hookup Culture. Casual sex is becoming more 
ingrained in American society, potentially lead-
ing to both positive and negative outcomes 
(Garcia, Reiber, Massey, & Merriwether, 2012). 
While casual sex may instigate positive affect in 
both men and women (Owen & Fincham, 2011), 
it can also lead to scenarios where the sexual 
encounter may not be consensual. Approximately 
8% of college students had experienced a hookup 
in which they did not or were not able to give 
consent (Lewis, Granato, Blayney, Lostutter, & 
Kilmer, 2012). There are also cases where indi-
viduals may consent to sexual activity, despite 
not wanting to have sex (Peterson & Muehlenhard, 
2007). For instance, most college students report 
engaging in unwanted sex during a hookup 
(77.8%), versus an ongoing relationship (13.9%) 
or a date (8.3%) with someone known (Flack 
et  al., 2007). Further, 70% of students reported 
experiencing unwanted sex in the context of a 
hookup (Garcia et al., 2012). It has been hypoth-
esized that nonconsensual sex is more likely to 
occur in contexts involving alcohol and substance 
use. There can also be cases where individuals 
may consent to sexual activity, despite not want-
ing to have sex (Peterson & Muehlenhard, 2007).

Prison and Community Confinement Settings. 
The culture of the prison system in the US is 
inherently different from the culture outside of 
prison walls. In addition, it is important to men-
tion that rates of SV within prison settings may be 
underreported. For instance, the majority of 
prison wardens reported sexual assault rates 
between 0% and 1% within their prisons (Moster 
& Jeglic, 2009). However, sexual assault rates 
within prisons typically fall between 19% and 
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25% (Bell et al., 1999). One problematic attitude 
is the idea that prison rape is acceptable, as it is 
the price that criminals are paying for their wrong-
doing (Struckman-Johnson, Struckman- Johnson, 
Rucker, Bumby, & Donaldson, 1996). As is 
expected, there are differences between male and 
female inmates, with male inmates typically 
experience more violence in their victimization 
(Morash, Jeong, Bohmert, & Bush, 2012). Male 
inmates who do not identify as heterosexual, in 
addition to those who have previously experi-
enced victimization, have higher probability of 
being victimized while incarcerated (Morash 
et al., 2012). Similarly, female inmates are also at 
increased risk of SV victimization. In fact, female 
inmates are twice as likely to have experienced 
sexual violence in comparison to nonprisoner 
females (Sable, Fieberg, Martin, & Kupper, 
1999). In a study conducted with three Midwestern 
prisons, between 19% and 90% of female inmates 
had experienced sexual coercion from a male 
guard (Norris et al., 1996; Nurius & Norris, 1996; 
Turchik et al., 2007; VanNatta, 2010).

Occupational settings. An individual’s career 
may have an impact on their level of risk for SV 
victimization as well. The work that one does may 
force them to be in an environment that leaves them 
accessible to perpetrators, or there might be a 
power dynamic that forces the individual involun-
tary into sexual interactions. Overall, there are sev-
eral occupations that have been identified as 
increasing risk for SV victimization. For example, 
sex workers have been identified as a group that is 
particularly susceptible to experiencing sexual 
assault (Mont & McGregor, 2004). Sex workers 
include anyone who engages in sexual activity in 
exchange for goods or money. Some may argue 
that this increased risk may be related to more fre-
quent engagement in sex; however, this increased 
risk may also be a result of the stigma and dehu-
manization of sex workers (Mont & McGregor, 
2004). A lack of empathy and increased 
 victim- blaming is associated with sexual assault 
involving a sex worker as the victim (McCabe & 
Hardman, 2005). Relative to other victims of sex-
ual assault, sex workers tend to be younger, come 
from a lower socioeconomic status, and are more 
likely to engage in cocaine and heroin use than 

non-sex worker victims (Mont & McGregor, 2004). 
In addition, sex workers are less likely to report 
their sexual assault to authorities than non- sex 
workers because of the fear that they will not be 
taken seriously, or that they will be prosecuted for 
prostitution if they come forward (Jordan, 2004).

Another occupation that may involve higher 
risk for victimization is military service. Female 
veterans experience higher rates of SV than 
women in the general population (Katz, Huffman, 
& Cojucar, 2017). In fact, SV estimates among 
female veterans range from 2.8% to 47% 
(Ormerod & Steel, 2018). Estimates vary partly 
due to the fact the rates of reporting tend to be 
extremely low among women in the military 
(Holland, Rabelo, & Cortina, 2016). Women in 
the military have also reported that the military 
service is very difficult to leave, especially after 
developing a passion for the career. Thus, victims 
become consistently accessible to their perpetra-
tors and often experience sexual assault more 
than once from the same person (Ormerod & 
Steel, 2018). Another problematic aspect of vic-
timization in the military is that, although men 
also report high levels of victimization, they are 
less likely to report their sexual assault than 
female military personnel (Gurung et al., 2018).

Recently, the film industry has come under 
fire for becoming a breeding ground for SV. A 
recent survey conducted by USA Today 
recruited 843 women who work in the enter-
tainment industry. Approximately 94% of 
women who took part in the survey reported 
experiencing some type of sexual harassment or 
assault (Puente & Kelly, 2017). More than one 
fifth of respondents (21%) reported being 
forced to engage in sexual contact at least once 
during their career. Under the category of “inci-
dents that happened at least once,” 87% of 
women surveyed reported experiencing unwel-
come sexual comments, jokes or gestures, while 
69% of respondents reported that they were 
touched in a sexual way. Only one in four 
women surveyed said they reported their expe-
riences to someone, and only 29% of women 
who reported their experience saw improve-
ment in their  workplace as a result of their 
reporting (Puente & Kelly, 2017).
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There are several other careers that may have a 
potential for risk of SV victimization, although 
they remain understudied. For example, according 
to one study, approximately 8% of those who work 
in the hospitality industry report some form of sex-
ual assault from a supervisor or a customer (Ineson, 
Yap, & Whiting, 2013). However, there is room for 
more investigation into national prevalence rates 
and the mechanisms behind the assaults.

 Future Directions

While the extant literature has much to tell us 
about risk factors for SV victimization, there is 
still much work to be done in this area. First, our 
knowledge of risks for SV victimization related to 
specific facets of human diversity, such as those in 
the ADDRESSING framework (Hays, 2008), is 
still developing. In terms of demographic risk fac-
tors, we know little about specific SV victimiza-
tion risk factors among Black/African American, 
Hispanic, and Pacific Islander populations in the 
US. In addition to a need for a greater understand-
ing on SV victimization prevalence and risk inter-
nationally (see Chap. 11, this volume), little 
research exists on SV victimization among recent 
immigrants and refugees in the US.

Regarding gender, while there is some research 
on transgender women’s risk for SV victimization 
(Coulter et al., 2017), we know less about SV vic-
timization among transgender men or individuals 
whose gender identity falls outside the male/
female dichotomy. There is a clear need for SV 
victimization research to use more inclusive defi-
nitions of gender, such as gender nonconforming, 
nonbinary, and genderqueer, and to explore SV 
victimization more broadly along the continuum 
of gender expression, not just identity. A less cat-
egorical approach is also needed in terms of sex-
ual orientation and SV victimization risk: in 
addition to a need for more research on risk for 
SV victimization among lesbian women, a more 
inclusive approach should conceptualize sexual 
orientation along a continuum, including people 
who identify as asexual, to build a more compre-
hensive portrait of SV victimization among 
 members of the LGBTQ community.

Second, an important direction for future 
research is to move beyond identifying specific 
risk factors in isolation, and toward an intersec-
tional approach to risk for victimization experi-
ences. The framework of intersectionality goes 
beyond individual risk factors and addresses how 
intersecting systems of oppression and inequality 
create conditions of privilege and vulnerability. 
Intersectionality has its roots in twentieth century 
Black feminist thought (Collective, 1986; 
Collins, 1989; Crenshaw, 1989) and has been 
applied to research in many fields, including psy-
chology (Moradi, 2017) and the study of violence 
against women of color (Crenshaw, 1991). 
Applying an intersectional lens to contemporary 
SV victimization research is a critical avenue for 
furthering the field. We need to examine how the 
confluence of sociopolitical systems of oppres-
sion like sexism, racism, wealth inequality, het-
erosexism, and transphobia affect risks for SV 
victimization among individuals with minority 
status. For example, it appears that being Black 
and transgender lead to the highest rate of victim-
ization. According to recent research, those who 
identify as transgender are about four times more 
likely to be victimized in comparison to the gen-
eral population (Coulter et al., 2017). This num-
ber more than doubles to 8.3 times for 
transgender individuals who also identify as 
African- American. One reason for this serious 
increase in SV victimization risk is that the 
oppression and dehumanization faced by both 
transgender and African-American people 
increases their risk of victimization via experi-
ences of both social (i.e., bullying) and institu-
tional (i.e., state and federal laws) oppression.

Much of our knowledge of cognitive, behav-
ioral, and environmental risk factors for SV vic-
timization comes from research with college 
students. While research on settings, cognitions, 
and behaviors associated with increased SV vic-
timization risk has been critical in advancing 
our knowledge of targets for prevention inter-
ventions, many samples have limited diversity. 
It is unclear how generalizable the findings may 
be to individuals of different age, socioeco-
nomic  status, and occupations, among other 
variables. Integrating what we know about 
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 cognitive (e.g., risk perception) and behavioral 
(e.g., substance use) SV victimization risk fac-
tors to identify which thoughts and actions 
might be most protective for certain individuals 
in specific settings will be an important next 
step in developing targeted and tailored preven-
tion programming.

Finally, recent cultural shifts in the US present 
important avenues for future research. The 
#MeToo movement has recently changed the way 
the public thinks about SV victimization, gender, 
and power, particularly in the workplace. 
Furthermore, research on relationship qualities 
and characteristics associated with SV victimiza-
tion is still in its infancy. Although we know that 
individuals in relationships, and particularly abu-
sive relationships, are at increased risk for SV 
victimization, the impact of the online dating, 
mobile technology like hook-up apps and sites 
that allow potential partners to hypothetically 
obtain “consent” in advance of sexual encounters 
are changing the landscape of sex and dating in 
the twenty-first century and will undoubtedly 
present a world of novel risk factors we have yet 
to investigate.
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Alcohol and Sexual Assault

Emily R. Mouilso and Lauren F. Wilson

 Definitions and Prevalence

About half of all sexual assaults involve alcohol 
consumption either by the victim, the perpetrator, 
or both (see Abbey, Zawacki, Buck, Clinton, & 
McAuslan, 2004; Lorenz & Ullman, 2016 for 
reviews). In fact, college women who monitored 
their alcohol use and experiences of victimiza-
tion were 19 times more likely to be sexually 
assaulted on days when they drank heavily than 
on sober days (Parks, Hsieh, Bradizza, & 
Romosz, 2008). Similarly, for college men the 
odds of perpetrating sexual assault increase as 
alcohol consumption increases (Shorey, Stuart, 
McNulty, & Moore, 2014).

The term rape is typically defined as unwanted 
oral, anal, or vaginal penetration obtained by 
physical force (Bureau of Justice Statistics, 
2016). Although state laws vary, at the federal 
level and in most states instances in which the 
victim is unable to give consent because of alco-
hol intoxication are included in the definition of 
rape. Sexual assault is a broader term that encom-
passes a wide range of unwanted sexual experi-
ences, including attempted or completed rape, 
penetration obtained via verbal coercion or mis-
use of authority, and unwanted grabbing or fon-

dling (Bureau of Justice Statistics, 2016). 
Estimates of the prevalence of rape and  sexual 
assault are based on a variety of sources, includ-
ing police reports, general population  surveys, 
and  surveys of male and female college students. 
Conservative estimates suggest that at least 25% 
of American women have been sexually assaulted 
and at least 20% of American men have perpe-
trated sexual assault. Furthermore, at least 10% 
of American women report having been raped 
and at least 5% of American men report having 
committed rape (Abbey & McAuslan, 2004; 
Kilpatrick, Resnick, Ruggierio, Conoscenti, & 
McCauley, 2007; Tjaden & Thoennes, 2000).

The vast majority of American adults have 
consumed alcohol at least once and approxi-
mately half report drinking in the past month 
(Center for Behavioral Health Statistics and 
Quality, 2016). Binge drinking is typically 
defined as drinking five or more alcoholic drinks 
for men or four of more alcoholic drinks for 
women on one occasion (NIAAA, 2004; 
SAMHSA, 2017). Approximately 13% of 
American adults report engaging in binge 
 drinking in the past year (Grant et  al., 2017). 
When compared to other patterns of alcohol 
 consumption, binge drinking is associated with 
particularly negative outcomes, including social, 
legal, medical, and occupational consequences 
(Kraus, Baumeister, Pabst, & Orth, 2009; Vicary 
& Karshin, 2002).
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 The Connection Between Sexual 
Assault and Alcohol Use

Alcohol use is involved in about half of all  violent 
crimes (Collins & Messerschmidt, 1993), includ-
ing sexual assault. However, the fact that alcohol 
consumption and sexual assault frequently 
 co-occur does not mean that alcohol use causes 
sexual assault. Drinking cannot cause a person to 
be sexually assaulted because experiencing 
 experiences differs across a number of significant 
dimensions, including the setting in which the 
assault occurs, the perpetrator’s tactic(s), and vic-
tim–perpetrator relationship. It is likely that if 
alcohol impacts vulnerability to one kind of vic-
timization it may not confer the same risk (or any 
risk) to another kind of victimization. For exam-
ple, acquaintances are more likely to use alcohol 
as a sexual assault tactic than are intimate  partners 
because intimate partners can rely on the greater 
physical access to the victim afforded by the rela-
tionship and verbal coercion (Cleveland, Koss, & 
Lyons, 1999). Thus it is highly unlikely that there 
is one way in which alcohol use confers risk for 
sexual assault or that alcohol use confers risk in 
all circumstances.

 Physiological and Pharmacological 
Effects

Perhaps the most straightforward explanation for 
the link between alcohol use and sexual assault is 
that a perpetrator may exploit someone who is 
unconscious as a result of heavy drinking or may 
not understand what is happening or is too 
 incapacitated to physically object or resist. 
Victimizations of this type are generally referred 
to as alcohol-facilitated or incapacitated sexual 
assaults and are common, especially for college 
women (McCauley, Ruggiero, Resnick, 
Conoscenti, & Kilpatrick, 2009; Testa, Livingston, 
VanZile-Tamsen, & Frone, 2003).

Even less-significant levels of alcohol intoxica-
tion may increase a potential victim’s vulnerability 
to sexual assault because alcohol conveys physi-
cal, so-called pharmacological, effects that may 
alter perception, slow reaction time, and impair 

decision-making (Monks, Tomaka, Palacios, & 
Thompson, 2010a, 2010b). These changes may 
make it more difficult for a victim to identify and 
effectively navigate risky situations, communicate 
clearly, and resist physically. Pharmacological 
effects may also increase the risk of perpetration 
by altering a potential perpetrator’s cognitions and 
decreasing impulsive  control (Abbey & Ortiz, 
2008; Abbey, 2011a, 2011b). These effects may 
interact with a perpetrator’s individual traits and 
risk factors; for instance, higher trait impulsivity 
differentiated heavy drinking sexual assault perpe-
trators from other sexual assault perpetrators in a 
sample of college men (Zawacki, Abbey, Buck, 
McAuslan, & Clinton-Sherrod, 2003).

According to the alcohol myopia model, 
intoxication makes attending to multiple cues 
more difficult and focuses the individual on the 
most salient cues in a given situation (Steele & 
Southwick, 1985). Thus inhibiting cues (e.g., fear 
of assault, fear of punishment or rejection) 
become less salient and compelling cues (e.g., 
interest in sex, pleasure, or a relationship) domi-
nate one’s attention. For example, an intoxicated 
perpetrator may misinterpret friendly cues as a 
desire for sexual activity or an intoxicated victim 
may discount risk cues and not engage in 
 self- protective behaviors.

Consistent with this model, in laboratory 
 studies, women who have ingested a moderate 
amount of alcohol are less accurate in perceiving 
risky situations and express lower intentions to 
resist sexual advances (Stoner et al., 2007; Testa, 
Livingston, & Collins, 2000). These changes 
may be particularly true for women with a history 
of sexual assault (George et al., 2015). Laboratory 
studies and alcohol administration studies, spe-
cifically, also provide support for the alcohol 
myopia theory for perpetration. For instance, 
men administered alcohol generally reported 
greater misperceptions around women’s interest 
in sex and their sexual arousal compared to men 
not administered alcohol, and alcohol-receiving 
men also reported a stronger entitlement to sex 
(see Abbey & Wegner, 2015 for a review). 
Although Abbey and Wegner (2015) did not 
review dosage effects related to misperceptions 
of women’s interest in sex, men’s feelings of 
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 entitlement to sex was found for both low (i.e., 
blood alcohol content of 0.05) and high (i.e., 
blood alcohol content of 0.10; Davis et al., 2012). 
Findings via survey have corroborated these lab-
oratory studies; for instance, a study by Parkhill, 
Abbey, and Jacques-Tiura (2009) found that 
 perpetrators who reported heavy drinking also 
described longer periods of misperceiving their 
victim’s behavior as signaling sexual desire than 
non-heavy drinkers.

 Alcohol Use Expectations, Motivations, 
Settings, and Misperceptions

Beyond its physical effects, alcohol consumption 
has powerful influence on our social perceptions, 
experiences, and environments. In particular, 
Americans tend to have gendered beliefs and 
expectations about alcohol use that support men’s 
sexual aggression towards women, for instance, 
associating alcohol consumption with perpetra-
tion of aggressive behavior (Reinarman & 
Levine, 1997) and, for men, sexually aggressive 
behavior specifically (Cowley, 2014). As a result, 
intoxicated men may believe that they are less 
able to control their behavior and more likely to 
aggress. These beliefs may help to explain the 
consistent finding that men who have been drink-
ing are more likely than sober men to perpetrate 
sexual assault, especially if they believe they 
have been rejected, deceived, or wronged (see 
Abbey, 2002 for review).

There are also widely held beliefs around 
 alcohol consumption and sexual assault victims. 
College men perceive women who drink in bars to 
be more promiscuous and believe that women use 
alcohol consumption to signal sexual interest 
(Abbey, 2002; Cowley, 2014). Together with the 
before-mentioned effects of alcohol myopia, these 
social beliefs create a particularly dangerous inter-
action. Intoxicated women may be vulnerable to 
sexual assault because men are more likely to 
misperceive ambiguous or friendly cues as sexual 
interest, make sexual advances, and ignore any 
attempts at resistance. In analyzing college student 
interviews about their experiences with unwanted 
sexual contact, Cowley (2014) found that most 

respondents attributed the sexual assault to an 
interaction between alcohol use and unhealthy 
gendered beliefs (e.g., norms and scripts, rape 
myths). For example, both male and female 
 participants described alcohol as disinhibiting 
existing gendered traits, such as aggression in 
men, and regarded alcohol use as a means of sig-
naling sexual availability for women who would 
not otherwise be interested in casual sex. This was 
further supported in a subsample of men who 
reported various levels of justification of their 
assaultive behaviors, as their attitudes around rape 
and their observation of the victim’s alcohol intake 
were both significantly associated with  post-assault 
justification (Wegner, Abbey, Pierce, Pegram, & 
Woerner, 2015).

Social situations, locations, and experiences 
are also shaped by individuals’ alcohol beliefs. 
For instance, if it is true that social expectations 
tell men that women who drink are more promis-
cuous, men may purposefully seek out situations 
where alcohol is served, such as bars or parties, 
intending to have sex (Purcell & Graham, 2005; 
Zawacki et  al., 2003). Additionally, beliefs sur-
rounding alcohol may permit sexually aggressive 
behavior in these spaces, for instance groping 
may be seen by perpetrators and bystanders as 
more permissible in bars than in other social situ-
ations (Becker & Tinkler, 2015).

Exposure to risky drinking settings, such as 
bars or fraternity parties, may be a stronger 
 predictor of sexual victimization than alcohol 
consumption itself (Parks & Miller, 1997; 
Schwartz & Pitts, 1995). Because drinking can 
only confer risk for assault in the presence of a 
potential perpetrator, the setting in which alcohol 
is consumed is an important factor in the link 
between alcohol use and sexual assault. Consistent 
with this idea, Schwartz and Pitts (1995) proposed 
a feminist version of routine activities theory 
(Cohen & Felson, 1979), which suggests that fre-
quent drinking confers risk for sexual assault by 
exposing individuals to situations that include a 
high number of potential perpetrators and few 
suitable guardians (e.g., parents, teachers). 
Research supports the idea that sexual assaults 
often occur after drinking in bars or parties 
(Mohler-Kuo, Dowdall, Koss, & Wechsler, 2004; 
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Testa et  al., 2003) and particularly fraternity 
 parties (Chevalier & Einolf, 2009) relative to 
other drinking settings. These hypotheses are 
 further supported by findings related to perpetra-
tion, such as Testa and Cleveland’s (2017) longi-
tudinal studies finding that frequency of party 
attendance predicted sexual assault perpetration.

 Long-Term Associations 
and Reciprocity

It is important to not assume that the relationship 
between alcohol and sexual assault is unidirec-
tional. Since alcohol has arousal- and anxiety- 
reducing properties, it may be used by a victim as 
a means of self-medication following a traumatic 
event (Stewart & Conrod, 2003). Experiencing a 
sexual assault (or other traumatic event) may lead 
to initiation or increase in alcohol consumption, 
which may increase the risk of future sexual 
assault (Lorenz & Ullman, 2016). Although it is 
not clear that victimization increases alcohol use 
generally, consumption does seem to increase for 
some victims (see Lorenz & Ullman, 2016; Testa 
& Livingston, 2009 for reviews). Women with a 
history of victimization are more likely than other 
women to use alcohol to cope with distress 
(Ullman, Filipas, Townsend, & Starzynski, 2005). 
Exposure to personalized trauma cues has been 
found to prompt craving for alcohol in alcohol- 
dependent individuals (Coffey et al., 2002). In a 
sample of men with a history of sexual assault 
victimization, drinking to cope partially mediated 
the link between victimization and problematic 
drinking behavior (Fossos, Kaysen, Neighbors, 
Lindgren, & Hove, 2011). Fossos et  al. (2011) 
found both direct and indirect relationships 
between victimization history and consequences 
of drinking for men but only indirect relationships 
for women. Thus, some elements of the self-med-
ication model have been supported.

Empirically testing the possible bidirectional 
relationship will require prospective studies 
 measuring how sexual assault and drinking 
 influence each other over time. To date several 
such studies have been described but results are 
inconsistent. For example, in a large sample of 

young women Bryan et  al. (2015) found that 
 history of childhood sexual abuse and/or adult 
 sexual assault predicted alcohol use, alcohol use 
predicted later victimization, and victimization in 
turn predicted increased alcohol use. Additionally, 
there is evidence that previous victimization may 
influence behaviors, such as decreasing protec-
tive behaviors, when intoxicated and/or when 
faced with risky interpersonal situations (George 
et  al., 2015; Gilmore, Stappenbeck, Lewis, 
Granato, & Kaysen, 2015). Among studies that 
did not support a bidirectional relationship, some 
concluded that sexual assault was not predictive 
of increased alcohol use (Gidycz et  al., 2007) 
while others concluded that post-assault drinking 
did not predict revictimization (Parks, Hsieh, 
Taggart, & Bradizza, 2014). Additionally some 
studies have found that alcohol use did not pre-
dict revictimization but alcohol problems (Testa 
& Livingston, 2000) or binge drinking (Mouilso, 
Fischer, & Calhoun, 2012) did. Given these 
 conflicting results, it seems a bidirectional rela-
tionship may exist only for some individuals and/
or only under some circumstances; however, 
additional data are necessary.

 How Are Alcohol-Involved Sexual 
Assaults Different?

Sexual assaults that involved alcohol use by the 
victim, perpetrator, or both often differ in impor-
tant ways from assaults that do not involve 
 alcohol use. Contrary to the “stranger danger” 
stereotype, the vast majority of sexual assaults 
are perpetrated by someone known to the victim, 
such as a romantic partner, friend, or acquain-
tance (Abbey & McAuslan, 2004; Tjaden & 
Thoennes, 2000). As noted above, assaults that 
involve alcohol are more likely to be perpetrated 
by acquaintances (e.g., classmate, friend-of-a- 
friend, first date) rather than romantic partners 
(Kilpatrick et  al., 2007; Testa & Livingston, 
2009). In sexual assaults when the victim is 
drinking, offenders are virtually always drinking, 
but around half of assaults involve drinking by 
the perpetrator alone (Ullman & Brecklin, 2000). 
Drinking by either the victim or perpetrator is 
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associated with more severe assaults (e.g., more 
physical injuries, multiple perpetrators) relative 
to assaults that do not involve drinking. 
Perpetrator-only drinking is associated with the 
most severe physical injury and greatest  perceived 
threat of death for the victim (Ullman & 
Najdowski, 2009). Indeed, perpetrators who are 
heavy drinkers are more likely to use more 
aggressive perpetration tactics and to engage in 
behaviors designed to isolate and control their 
potential victims (Abbey et  al., 2004; Parkhill 
et al., 2009). However, higher levels of  perpetrator 
intoxication reduce the likelihood of completed 
rape (Testa, VanZile-Tamsen, & Livingston, 
2004), perhaps because victims more effectively 
resist perpetrators who are physically and men-
tally compromised by alcohol. Regarding 
 victims, binge drinking seems to increase risk for 
sexual assault relative to other patterns of alcohol 
consumption (McCauley, Calhoun, & Gidycz, 
2010; Mouilso, Fischer, & Calhoun, 2012).

Victims of alcohol-involved sexual assaults 
seem to experience more post-assault distress 
and self-blame, especially if they were drinking 
(Littleton, Grills-Taquechel, & Axsom, 2009; 
Ullman & Najdowski, 2009). However, if the 
assault involved alcohol, victims are less likely 
to label their experience as rape or acknowl-
edge that a crime has been committed 
(Bondurant, 2001; Littleton et  al., 2009). 
Instead, they may consider the experience to be 
a miscommunication or a bad date or be unsure 
how to label the experience at all. Perhaps this 
difference is due to the generally accepted myth 
that rape always involves a stranger and use of 
physical force, which is rarely the case in 
 alcohol-involved sexual assaults. Labeling is 
important because it is linked to seeking and 
receiving support (e.g., from friends, family, 
medical  professionals, mental health profes-
sionals, police). Despite the  possible positive 
outcomes of  disclosure (e.g., access to social 
and practical support), there are often negative 
outcomes as well (e.g., disbelief, blame). 
Victims of alcohol-involved sexual assault 
seem to be more likely than other victims to 
experience negative outcomes when they 
 disclose (Ullman & Najdowski, 2009) although 

this pattern may not exist for college women 
(Littleton et al., 2009) or in cases of perpetra-
tor-only drinking (Ullman & Najdowski, 2009).

 Continued Misunderstandings, Key 
Gaps, and Future Directions

 Study Design and Measurement

Many different types of studies have been used to 
understand the link between alcohol use and 
 sexual assault. Cross-sectional studies ask par-
ticipants if they drink and if they have experi-
enced or perpetrated a sexual assault. Event-based 
studies ask participants to report whether drink-
ing occurred at the time of a sexual assault. 
Prospective studies measure drinking and sexual 
assault overtime to determine if earlier behavior 
or experiences predict later behavior or experi-
ences. Laboratory studies generally test the 
impact of drinking on participants’ beliefs, 
behaviors, or behavioral intentions in a labora-
tory setting. Each type of study provides a differ-
ent type of information and has its own strengths 
and weaknesses. The majority of studies in this 
area are cross-sectional, which is helpful in estab-
lishing that a link exists but does not provided 
much useful information about the nature or 
directionality of the link between alcohol and 
sexual assault.

To establish true causality, laboratory studies, 
such as alcohol administration studies, are 
required because only these studies can employ 
random assignment to control for possible alter-
native explanations (Abbey, 2017). However, 
laboratory studies may lose real world applicabil-
ity by overlooking important variables due to 
sampling limitations and the necessity of relying 
on proxies for sexual assault (see Abbey & 
Wegner, 2015, for a review). Additionally, gaps 
remain in the types of completed or published 
laboratory studies. For instance, laboratory stud-
ies to date have tended to focus on casual sexual 
relationships (meaning intimate and stranger 
 relationships are less well understood) and have 
tended to rely on physical pressure rather than the 
more commonly used verbal pressure or alcohol 
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tactics for sexual assault perpetration (Abbey & 
Wegner, 2015). Further understanding of the role 
alcohol plays in sexual assault may be achieved 
through laboratory paradigms that address these 
gaps along with expanding their methods to better 
account for a variety of potential victim reactions, 
validating new and innovative methods, and 
expanding upon the individual difference vari-
ables that are measured (Abbey & Wegner, 2015).

This review has highlighted the importance of 
additional prospective studies measuring how sex-
ual assault and drinking influence each other over 
time. In order to provide the richest data, such 
studies should include a multitude of individual 
and situational variables that may moderate, inten-
sify, or explain the alcohol and sexual assault con-
nection. Diary studies and timeline  followback 
methodologies provide a promising  perspective 
means of establishing temporal relationship 
between sexual assault and alcohol use. Both time-
line follow back and diary studies  provide data that 
can be sequenced in order to identify antecedents 
and their consequences; this type of approach 
enables better understanding of which alcohol 
consumption effects are proximal to and which are 
distally predictive of sexual assault, as well as 
increase understanding of other factors that may 
amplify the connection between alcohol and sex-
ual assault. Diary studies also provide a means of 
collecting in vivo data, which can help elucidate 
factors that predict sexual assault without the bias 
of retrospective report. Diary methods have been 
used to both understand the relationship between 
alcohol use and perpetration (e.g., Shorey et  al., 
2014) and alcohol use and victimization, along 
with its associated deleterious sequelae (e.g., Neal 
& Fromme, 2007; Parks & Fals-Stewart, 2004; 
Parks, Hsieh, et  al., 2008). Lastly, the nuanced 
aspects of human belief, social norms, attitudes, 
and thought are difficult to fully capture in stan-
dardized surveys and retrospective reports. 
Therefore, nuance and key elements may be found 
through qualitative methods, such as analyzing 
interviews (e.g., Becker & Tinkler, 2015; Cowley, 
2014; Koo, Nguyen, Andrasik, & George, 2015).

Regardless of the type of study, part of the 
confusion around the relationship between alco-
hol use and sexual assault lies in measurement 

limitations. Different operationalizations of the 
variables of interest lead to conflicting results. 
This may be in part because different measures 
are confounded with other important factors 
(e.g., impulsivity). For instance, alcohol use may 
be conceptualized in a variety of ways, with 
 so- labeled distal, proximal, and event-level 
effects (see Abbey, Wegner, Woerner, Pegram, & 
Pierce, 2014 for a review). Even within each of 
these categories, there are a variety of metrics 
used for both distal (e.g., alcohol problems, 
dependency symptoms) and proximal (e.g., 
heavy episodic drinking, binge drinking) mea-
sures. Different metrics may influence under-
standing of causal relationships or prevalence 
rates, such as the example of mixed findings 
between sexual assault victimization and later 
drinking. Therefore, researchers should carefully 
consider what labels they use and what conclu-
sions are drawn based on their methods. 
Additionally,  reliance on distal and proximal 
measures is insufficient for drawing causal con-
clusions not only because of potential confounds 
but also because it is unclear if alcohol was used 
(and in what quantities) during the sexual assault, 
as would be captured with event-level measure-
ment. Measurement precision for sexual assault 
outcomes is equally essential and just as varied 
within the existing literature. Many different 
types of and labels for sexual assault exist (e.g., 
sexual coercion, sexual aggression, sexual 
assault, rape, forced penetration, sodomy), and 
the findings related to prevalence rates, risk 
 factors, and related environmental variables 
depend on the definitions used (see Bouffard, 
Bouffard, Goodson, & Goodson, 2017 for a 
review). Therefore, it is clear that, without mea-
surement precision and clarity, findings are 
muddled.

Of course, alcohol is not the only substance 
associated with sexual assault. Hindmarch and 
Brinkmann (1999) conducted urinalysis of 1033 
samples supplied by victims of rape where drugs 
were allegedly involved and 37% of samples 
tested positive for alcohol, 19% tested positive for 
cannabinoids, 5% tested positive for other 
 substances [e.g., gamma-hydroxybutyrate (GHB), 
cocaine, morphine, flunitrazepam (Rohypnol)]. 
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Similar to the research on alcohol, sexual assault 
victims are more likely to report use of illicit 
 substances cross-sectionally (McCauley, 
Ruggiero, Resnick, & Kilpatrick, 2010; Zinzow 
et al., 2012) and at the time of the assault (Resnick 
et  al., 2012) and experiencing a sexual assault 
may be associated with initiation of or increased 
substance use (Sturza & Campbell, 2005). Illicit 
drug use also shares a relationship with sexual 
assault perpetration, though findings are mixed or 
weak compared to alcohol effects (Testa, 2004). 
Amongst adolescents, perpetrators are much more 
likely to report illicit drug use than non-perpetra-
tors (Borowsky, Hogan, & Ireland, 1997). In a 
sample of young adults, illicit drug use, both 
directly before the encounter and distally, has 
been linked to increased severity of sexual 
 aggression, even after controlling for proximal 
alcohol use (Swartout & White, 2010). However, 
 epidemiological studies have found that illicit 
drugs appear to be commonly used alongside 
alcohol and uncommonly used in comparison to 
alcohol alone (Hurley, Parker, & Wells, 2006).

Given that alcohol and marijuana seem to be the 
substances most frequently involved in drug- 
facilitated or incapacitated rape (Hindmarch & 
Brinkmann, 1999; Kilpatrick et al., 2007), recent 
changes in laws related to marijuana that impact its 
availability may impact the occurrence of sexual 
assault, and this could be a topic for future research. 
Additionally, despite media attention given to illicit 
drugs, such as so called date-rape drugs like GHB 
and Rohypnol, alcohol is much more frequently 
related to sexual assault (Abbey & Jacques-Tiura, 
2011). Given the influential role of alcohol, it is 
important that future research investigating the 
relationship between substance use and sexual 
assault also assess alcohol use. Generally, a best 
practice for future research is to engage with mul-
tiple types of methodologies with heavy focus on 
experimental, longitudinal, diary, and qualitative 
studies. Combining tactics helps identify nuance, 
isolate driving variables, and clarify areas of 
 confusion. Additionally, future research must be 
clear and precise  regarding how variables are oper-
ationalized, and event- level measurements will 
provide more causal  understanding than proximal 
or distal variations on the same theme.

 Study Sample Selection

Of course, even with appropriate methods, 
research findings are limited by the study sample. 
Frequently, studies in this area lack diversity in 
participants. For instance, although most sexual 
assaults involve a male perpetrator and a female 
victim, individuals of all genders can be victims 
and perpetrators (see Turchik, Hebenstreit, & 
Judson, 2016 for review). Nearly 5% of American 
men report rape victimization (Centers for 
Disease Control and Prevention, 2011), and sex-
ual assault victimization is even more common 
(Bureau of Justice Statistics, 2016; Navarro & 
Clevenger, 2017). Approximately half of male 
victims report the sexual assault was perpetrated 
by a female intimate partner (Centers for Disease 
Control and Prevention, 2011), and a substantial 
minority of women report perpetrating sexual 
assault (Russell, Doan, & King, 2017; Struckman- 
Johnson, Struckman-Johnson, & Anderson, 
2003). Although data are limited, alcohol use 
seems to increase risk of victimization for men 
(Navarro & Clevenger, 2017), and women report 
exploitation of intoxication as a common perpe-
tration tactic (Russell et  al., 2017). However, 
theories and research focus almost exclusively on 
male perpetrators and female victims (Turchik 
et al., 2016). Similarly, the majority of perpetra-
tion studies have focused on college men. The 
limited data that do exist suggest variable rates of 
reported sexual assault perpetration in other 
groups (e.g., 22–27% in community samples, 
15% in US Navy recruits, and 3–8% in youth 
under 18; Abbey et al., 2004).

Some evidence exists that factors such as race, 
ethnicity, or background play important roles in 
alcohol-involved sexual assault rates, reporting, and 
consequences. Koo et al. (2015) found that Asian-
identifying college students reported a low likeli-
hood to report alcohol-involved rape. Another study 
found that Asian-identifying  college women with a 
history of incapacitated rape had fewer drinking 
problems than White- identifying college women 
with a similar history (Nguyen, Kaysen, Dillworth, 
Brajcich, & Larimer, 2010). Monks et al. (2010a, 
2010b) found that, in a sample of predominantly 
Hispanic students, alcohol use and expectancies 
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predicted sexual victimization reports, but, notably, 
sensation seeking also independently predicted sex-
ual victimization. Importantly, these studies suggest 
that better understanding racial, ethnic, and cultural 
factors, particularly when there may be culturally 
specific alcohol expectancies. The possible impact 
of sexual orientation has also been understudied. In 
a national sample of lesbian and bisexual-identify-
ing women, experiencing sexual assault victimiza-
tion predicted higher levels of alcohol use and more 
alcohol-related problems (Rhew, Stappenbeck, 
Bedard-Gilligan, Hughes, & Kaysen, 2017). 
Clearly, demographic factors and identity play a 
role in how alcohol and sexual assault interrelate; 
thus, fully capturing the complex interplay between 
alcohol and sexual assault requires research with 
diverse samples.

 Prevention Implications

Researchers who study risk factors for sexual 
assault, including factors related to alcohol, are 
often accused of blaming the victim (Abbey, 
2011a, 2011b). Victim blaming is a pernicious 
reality in our society that contributes to many 
negative outcomes, including increased distress 
and self-blame for victims and decreased report-
ing of sexual assault. Rather than conferring 
blame on victims, identification of risk factors 
provides information that can empower victims 
and, perhaps, contribute to empirically supported 
risk reduction and prevention efforts.

Despite being thoroughly debunked, the myth 
that most sexual assaults are perpetrated by a 
deranged stranger who ambushes his victim in a 
dark alley and overwhelms her with physical force 
persists. More than 30 years of research has con-
sistently concluded that most sexual assaults are 
committed by someone known to the victim and 
physical force is often absent. As a result of this 
common misunderstanding, the role of  alcohol 
consumption is often undervalued as a  perpetration 
tactic and risk factor. One consequence is that 
many sexual assault risk reduction programs do 
not include information about the role of alcohol 
use or teach alcohol-related self-protection behav-
iors (Testa & Livingston, 2009). Instead, many 

programs include components like self- defense 
training that are better suited to resisting physical 
attacks.

Because binge drinking may confer addi-
tional risk for sexual assault beyond frequency 
and volume of alcohol consumed, this pattern 
seems to be a particularly important interven-
tion target. In the substance use literature, many 
strategies have been shown to reduce binge 
drinking in college students (Larimer & Cronce, 
2002, 2007) and these strategies can be incor-
porated into sexual assault risk reduction pro-
grams. For example, Gilmore, Lewis, and 
George (2015) conducted a randomized control 
trial of a web-based sexual assault risk reduc-
tion program with binge drinking college 
women. Among participants at highest risk of 
revictimization, receiving personalized feed-
back and recommendations related to sexual 
assault risk and drinking behavior reduced 
revictimization (both alcohol involved and non- 
alcohol involved) and the frequency of binge 
drinking reported at follow up. Bystander strat-
egies that address the role of alcohol beliefs, 
expectancies, and scripts in sexual assault are 
another promising approach to sexual assault 
prevention. Existing strategies that are sup-
ported by evidence include a range of method-
ologies, such as online training (e.g., 
RealConsent; Salazar, Vivolo-Kantor, Hardin, 
& Berkowitz, 2014), performance- based pro-
grams (e.g., Sex Signals; Rothman & Silverman, 
2007), and workshops (The Men’s Program; 
Foubert & Marriott, 1996).

The growing concern about alcohol use, par-
ticularly on college campuses, has spurred the 
development and implementation of many drink-
ing reduction programs. There is some evidence 
that interventions focusing on reducing alcohol 
use also reduce sexual assault (Clinton-Sherrod, 
Morgan-Lopez, Brown, McMillen, & Cowells, 
2011). However, 26% of the high school students 
report having been drunk at least once (Johnston, 
O’Malley, Miech, Bachman, & Schulenberg, 
2017), and there seems to be a high degree of 
 stability between an individual’s high school and 
college pattern of alcohol use (Reifman & Watson, 
2003; Wechsler, Davenport, Dowdall, Moeykens, 
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& Castillo, 1994). Thus intervention efforts that 
occur before college seem likely to have the most 
impact on alcohol use and, by extension, sexual 
assault. Given that a history of sexual victimiza-
tion (either child sexual abuse or adult victimiza-
tion) is a consistent and strong risk factor for 
revictimization (see Arata, 2002; Classen, Palesh, 
& Aggarwal, 2005 for reviews), early intervention 
may be the most effective method of breaking this 
cycle. Despite this evidence, a review of adoles-
cent intimate partner and sexual violence preven-
tion programs found none that addressed alcohol 
use (Lundgren & Amin, 2015).

Prevention strategies targeting broader com-
munity and societal-level factors yield promising 
results. To date, alcohol and sexual assault  policies 
are variable. A review of state legislation from 
Richards and Kafonek (2016) found that many 
institutes of higher education lack sexual miscon-
duct policies, including affirmative consent stan-
dards (i.e., explicitly stating that consent must be 
given for each specific sexual engagement rather 
than implied). Additionally, legal statues continue 
to vary dramatically across states in terms of 
whether consent and incapacity are defined and 
whether/how the gender of victims and perpetra-
tors is addressed (DeMatteo, Galloway, Arnold, & 
Patel, 2015). Previous work has suggested that 
policy change recommendations may include lim-
iting the availability of alcohol at certain times or 
in certain places (e.g., college campuses), increas-
ing prices or taxes of alcohol, reducing the density 
of alcohol outlets in certain locations, intervening 
to reduce alcohol use by problem users, reducing 
overservice or refusing service to aggressive indi-
viduals, changing alcohol marketing, and imple-
menting community interventions to manage 
individuals in alcohol-use situations (Lippy & 
DeGue, 2016; World Health Organization, 2009). 
Further  evaluation of policies is required to under-
stand their effectiveness with contextual nuances, 
local practices, and alcohol scripts (Lippy & 
DeGue, 2016).

Together, these prevention strategies provide 
intervention points at multiple levels (e.g., indi-
vidually, relationally, community-wide, soci-
etally). Because of its complexity, preventing 
alcohol-related sexual assault will likely require 

a multifaceted approach that utilizes many 
 strategies at these various levels. This is in align-
ment with findings from the literature; for 
instance, a review of interventions for reducing 
and preventing violence against women found 
that interventions with the most promise to 
achieve widespread prevention also provided 
comprehensive programming at multiple levels 
of the social ecology (e.g., at individual, rela-
tional, community, and societal levels) and con-
tinuously engaged with diverse stakeholders 
(Arango, Morton, Gennari, Kiplesund, & 
Ellsberg, 2014). Therefore, preventions with the 
highest impact will likely be  multifaceted, 
addressing the behaviors, attitudes, and policies 
that all contribute to alcohol-related  sexual 
assault perpetration.

 Clinical Implications

Sexual assault can result in negative outcomes 
for victims, including increased negative affect, 
 self- blame, and posttraumatic stress disorder 
symptoms (Littleton et  al., 2009; Ullman & 
Najdowski, 2009). Several interventions have 
been found to effectively reduce these symp-
toms and improvements are generally main-
tained (Kline, Cooper, Rytwinksi, & Feeny, 
2017). Given the differences between alcohol-
involved and other types of sexual assaults, one 
might expect treatment outcomes to differ 
based on assault type. Treatment outcomes 
have not been found to differ based on related 
dimensions (e.g., child vs. adult victimization, 
sexual vs. physical victimization, Kline et  al., 
2017), but the role of alcohol involvement as a 
predictor of treatment outcome has not been 
widely studied. Regardless, it seems likely that 
treatment tailoring may be important for vic-
tims of alcohol-involved assaults. For example, 
exposure-based treatments in which victims 
recount the trauma in detail may be ill suited to 
victims of incapacitated rape who have limited 
memory of the event. Higher rates of  self- blame 
among victims of alcohol-involved assaults 
may require specific challenging of  societal 
myths that view women as sexually available 
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and, thus, appropriate targets if  drinking or 
drunk. Finally, the disconnect between what is 
considered a “typical” or “legitimate” rape and 
the experience of an alcohol-involved assault 
likely contributes to the tendency of  victims to 
discount or explain away this type of victimiza-
tion and to victims experience of more negative 
reactions when they do disclose. Challenging 
the  underlying myths, attitudes, and expecta-
tions at a  societal level would likely help reduce 
the frequency of these assaults and improve 
outcomes for victims.

For perpetrators who have some engage-
ment with the legal system, proven or at least 
promising treatments exist for reducing recidi-
vism (Kim, Benekos, & Merlo, 2016). While 
surgical castration and hormonal medication 
have significantly larger effects, psychological 
treatments consistently produce small reduc-
tions in recidivism (Kim et al., 2016). Cognitive 
behavioral therapy and relapse prevention 
(CBT-RP; Moster, Wnuk, & Jeglic, 2008) is 
the most commonly used psychological treat-
ment for sexual offenders (Losel & Schmucker, 
2005). CBT-RP includes various techniques to 
correct thoughts, feelings, and behaviors that 
promote sexual assault and develop more pro-
social patterns, including  challenging cogni-
tive distortions and teaching empathy and 
social skills. The goal of RP is to teach offend-
ers to recognize high-risk situations and to use 
coping skills to reduce the likelihood of reoff-
ending. Results of the current review  suggest 
the importance of challenging alcohol-related 
offense-supportive cognitive distortions (e.g., I 
can’t control myself when I drink, Women use 
alcohol to signal sexual interest). The physical 
effects of alcohol (e.g., impaired decision- 
making, alcohol myopia) should be  considered 
as they relate to an offender’s likelihood of 
 effectively implementing a RP plan. Finally, 
regardless of whether the offender is drinking, 
exposure to risky drinking setting should be 
 considered a high-risk behavior and should be 
addressed in treatment.

 Conclusion

Sexual assault is an endemic problem in our 
 society, and alcohol use is consistently connected 
to sexual assault perpetration and victimization. 
However, the link between alcohol use and sex-
ual assault is complex with a host of associated 
factors likely contributing to the relationship 
(e.g., gendered scripts around alcohol use, being 
in places where alcohol is served). The complex-
ity of this relationship is in part confused by the 
varied and inconsistent means of measuring, 
labeling, and describing both alcohol use and 
sexual assault. Additionally, when the linkage 
between alcohol use and sexual assault is only 
studied in limited samples, it is more difficult to 
draw meaningful conclusion. To better under-
stand this multifactorial association, future 
research will benefit from diverse samples, 
experimental paradigms to parse apart pharmaco-
logical effects of alcohol from social scripts sur-
rounding its use, and prospective, longitudinal 
designs to understand the interplay between alco-
hol and sexual assault over time in context of 
other influential variables.

From what we do understand about alcohol’s 
role in sexual assault, population-level preven-
tion will require careful programming that 
addresses multiple levels of the social ecology. 
A combination of bystander interventions, 
norms change, and local and statewide policies 
will likely be required. Intervening early in 
adolescence to address alcohol use and its rela-
tionship to sex and gender-related beliefs will 
likely be important. When sexual assaults do 
occur, addressing the role of alcohol with vic-
tims and perpetrators may be helpful for reduc-
ing negative outcomes for victims and continued 
unhealthy expectations from perpetrators. As 
researchers, preventionists, and clinicians, we 
must cease to undervalue the role that alcohol 
plays in sexual assault and become more accus-
tomed to  discussing gendered social scripts and 
alcohol use patterns that are closely tied to 
alcohol use.
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Risk Perception and Sexual Assault

Terri L. Messman-Moore and Selime R. Salim

You were alone, isolated, and weak. The three of them had been watching girls all night, 
waiting for someone to separate from the group. It happened to be you, but it could’ve 
been anyone. Opportunity is what matters, nothing else…
I’m telling you…Watch the nature channel. Predators go for the easy prey.

—Mindy McGinnis, The Female of the Species (2016, p. 157)

 Introduction

According to the National Intimate Partner and 
Sexual Violence Survey, approximately 1  in 5 
women will experience rape during their life-
times, compared to 1  in 71 men (Black et  al., 
2011). In a large, multi-institutional investigation 
of the prevalence of rape and sexual assault 
among 14,989 female college students, over one- 
third of college women experienced completed or 
attempted sexual assault in their lifetime, and 
10.3% were sexually assaulted during one aca-
demic year (Krebs, Lindquist, Berzofsky, 
Shook-Sa, & Peterson, 2016). Sexual assault car-
ries significant negative consequences for wom-
en’s mental health, and is associated with 
increased risk for development of posttraumatic 
stress disorder (PTSD), depression and suicidal-
ity, anxiety, disordered eating, and substance use 
disorders (for review and meta-analysis, see 
Dworkin, Menon, Bystrynski, & Allen, 2017).

The vast majority of sexual violence perpetra-
tors are men. Men commit 98% of rapes against 

women, and 93.3% of rapes against men 
(Berkowitz, 2002; Black et al., 2011). Thus, sex-
ual aggression prevention efforts should focus on 
men. A recent meta-analytic review concluded 
that male-targeted sexual assault prevention pro-
grams do have positive impacts on attitudes and 
intentions to engage in future sexual aggression, 
although there is no evidence that such programs 
actually reduce the incidence of sexual assault 
perpetrated by men (Wright, Zounlome, & 
Whiston, 2018). Given this, a broad and multi- 
pronged approach must encompass not only sex-
ual aggression prevention programs for men 
(Wright et al., 2018) but also bystander interven-
tion programming (Moynihan et  al., 2015) and 
risk-reduction programs designed for women 
(Banyard, 2013).

Teaching girls and women to recognize and 
respond to risk is an important component of any 
comprehensive effort for sexual assault preven-
tion. One of the primary means a woman has at 
her disposal to reduce her risk for sexual assault 
is to learn to identify, and respond effectively to, 
risky situations that may increase her vulnerabil-
ity to assault. Indeed, the earlier a woman is able 
to detect risk the more options available for her 
to escape a risky situation or, if necessary, to 
mount an effective defense (Norris, Zawacki, 
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Davis, & George, 2018). Research on sexual 
assault risk factors among women, and the trans-
lation of such findings into risk-reduction pro-
grams, is a cornerstone of a trauma-informed 
empowerment programming (DePrince & 
Gagnon, 2018). Such programs empower women 
by providing information about sexual assault 
risk that can inform choices regarding control 
and safety in interpersonal situations. It is par-
ticularly important that interventions include 
information about contextual and individual fac-
tors that increase risk for sexual assault, includ-
ing risk perception.

Risk perception involves perceived vulnera-
bility for sexual assault among women (i.e., for 
self and others), as well as contextual and situa-
tional factors that involve identifying risk in spe-
cific settings and with particular actors. Thus, it is 
critical to focus on risk perception in relation to 
sexual assault among women, with one caveat. 
Such information does not imply, under any cir-
cumstances, that women are responsible for sex-
ual assault perpetrated against them. We must 
hold perpetrators accountable for their actions. 
Blaming victims for failure to take action to avoid 
sexual assault is damaging and must be avoided 
at all costs (see Bhuptani & Messman-Moore, 
this volume). However, in the absence of effec-
tive male-focused prevention programs, research 
as well as programming aiming to empower 
women to reduce their risk for sexual assault is 
warranted.

Because primary prevention efforts with men 
so far have not proven effective in reducing rates 
of sexual violence (Gidycz, Orchowski, & 
Edwards, 2011; Yeater & O’Donohue, 1999), it is 
imperative that we empower women with the 
knowledge and skills they can use to identify and 
respond to sexual victimization risk. Risk- 
reduction programming efforts with women are 
effective (Hollander, 2014; Senn et  al., 2015). 
Furthermore, a core component of these pro-
grams is to place the responsibility and blame for 
sexual violence with the perpetrator and not the 
victims (Hollander, 2016). Contrary to concerns 
raised by opponents of prevention efforts focused 
on women, women who experience rape after 
participation in prevention programs actually evi-

dence reductions in their self-blame and increases 
in perpetrator blame (Gidycz et al., 2015; Gidycz, 
Rich, Orchowski, King, & Miller, 2006). 
Therefore, carefully designed programs that 
empower women and reinforce that the responsi-
bility and blame for sexual violence lies with per-
petrators can be effective in preventing sexual 
assault, as well as minimize victims’ perceptions 
of self-blame.

 Chapter Overview

This chapter presents research on sexual assault 
and risk perception among women. We first 
describe different paradigms for research on risk 
perception. We then focus on studies examining 
perceived risk for sexual assault and optimistic 
bias as it pertains to women’s understanding 
of general risk for sexual assault and personal 
vulnerability. Next, we examine situational risk 
perception, including research on risk recogni-
tion as well as behavioral response to risk. We 
discuss research on the link between women’s 
alcohol consumption and impaired risk percep-
tion, with a particular focus on lab-based analog 
experiments regarding the role of alcohol intoxi-
cation on women’s risk recognition and response. 
Studies of global alcohol consumption and risk 
perception are also included. Throughout our 
review of research on risk perception, we discuss 
the role of previous victimization history and the 
impact of revictimization on risk perception and 
related factors. We end the chapter discussing 
how traumatic distress may influence women’s 
risk recognition and responses, including the 
unique role of specific forms of psychopathol-
ogy such as PTSD. We conclude with a cri-
tique of the research and suggestions for future 
investigations.

 Definitions and Conceptualization 
of Risk Perception

Research on risk perception and sexual assault 
is a broad literature comprised of studies inves-
tigating distinct but related concepts. In a 
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review of the literature, Gidycz, McNamara, 
and Edwards (2006) identified two different 
areas of risk perception research. The first 
domain pertains to research examining a more 
general estimate of perceived vulnerability, 
whereas the second domain pertains to research 
on perception of situational risk. Investigations 
of general estimates of perceived vulnerability 
assess women’s awareness and knowledge of 
risk factors for sexual assault in general for all 
women (population- based) and for the self 
(individual-based). Such investigations exam-
ine general risk factors applicable to all women 
and women’s perceived personal risk estimate 
rating in which individuals estimate the likeli-
hood they will experience sexual victimization 
in the future (Gidycz et al., 2007). Estimating 
the likelihood of sexual victimization in gen-
eral, or indicators of vulnerability for oneself or 
others, is one manner in which risk perception 
is assessed directly, explicitly asking partici-
pants to identify risk. A second distinct litera-
ture examines situational risk perception, with 
studies focused on women’s recognition of risk 
cues as well as purported behavioral responses 
to such risk using implicit (as opposed to 
explicit) methodologies. Implicit methods 
reduce levels of demand characteristics regard-
ing expected responses or the purpose of the 
research. Given differences in conceptualiza-
tion of risk perception and methodology result 
in a heterogeneous literature, we discuss these 
two literatures separately.

 Perceived Risk for Sexual Assault

Overall, women have high levels of awareness of 
sexual assault risk and possess knowledge of 
self-protective behaviors. In addition, women are 
generally accurate in distinguishing risk for dif-
ferent types of sexual assault (Orchowski, 
Creech, Reddy, Capezza, & Ratcliff, 2012; 
Untied, Orchowski, & Lazar, 2013). Women 
identify greater risk for coercion related to alco-
hol (or drug) impairment or intoxication com-
pared to other forms of coercion (e.g., physical 
force, misuse of authority). In one study, 71% of 

college women thought it was likely they would 
encounter a man who would deliberately provide 
alcohol or drugs to increase their level of intoxi-
cation in an attempt to engage in sexual inter-
course (Orchowski et al., 2012). However, despite 
consistent research indicating women understand 
that sexual assault occurs and risk factors for it, 
women also display complex responses to risky 
situations. These potentially counterintuitive 
responses may result from optimistic bias, or fac-
tors that impair women’s ability to generate 
effective responses.

 Optimistic Bias

In spite of widespread recognition of sexual 
assault risk, women tend to perceive themselves 
at relatively lower risk for sexual assault com-
pared to other women (Chapin & Pierce, 2012; 
Cue, George, & Norris, 1996; Hickman & 
Muehlenhard, 1997; Norris, Nurius, & Graham, 
1999; but not Brown, Messman-Moore, Miller, 
& Stasser, 2005). The optimistic bias—a dis-
crepancy between perceived risk for others vs. 
the self—has been demonstrated in relation to 
numerous negative experiences beyond sexual 
assault, including intimate partner violence, 
crime victimization, and cancer (Vitek, Lopez, 
Ross, Yeater, & Rinehart, 2018). Such beliefs 
may stem from perceived abilities to handle 
sexually aggressive encounters. In one study, 
women reported lower perceived personal vul-
nerability to future sexual assault because of 
beliefs that they are uniquely equipped (com-
pared to other women) to respond to such risk 
(Parks, Miller, Collins, & Zetes-Zanatta, 1998). 
This discrepancy between acknowledged gen-
eral vulnerability and perceived personal vul-
nerability for sexual assault is illustrative of the 
phenomenon of optimistic bias. In a particularly 
rigorous study of sexual assault optimistic bias, 
Yeater, Viken, Hoyt, and Dolan (2009) exam-
ined women’s perceived vulnerability to sexual 
assault by experimentally manipulating the par-
ticipants’ perspective in the vignette. Two 
groups of female college students were ran-
domly assigned to take on the perspective of the 
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self (or others) by imagining herself (or an 
anonymous woman) in a particular scenario. 
Results showed evidence of optimistic bias—
participants who responded to vignettes written 
in second person (imagine yourself scenario) 
estimated lower risk for themselves compared to 
participants who responded to the same vignette 
written in the third person (imagine an anony-
mous woman scenario). Although this differ-
ence was statistically significant, women did 
acknowledge risk for unwanted sexual experi-
ences in the first person vignettes as well as the 
anonymous woman scenario. Interestingly, dif-
ferences in risk ratings for the self vs. an anony-
mous woman emerged for the high-impact 
vignette scenarios, where the risk for adverse 
consequences was greatest. These findings sug-
gest that the optimistic bias may come into play 
in situations that contain more risk for adverse 
outcomes in which women may perceive their 
own skills to thwart negative experiences from 
occurring as greater compared to other women. 
These results provide evidence for the optimis-
tic bias phenomenon, and suggest that the per-
spective from which women experience a 
potentially risky scenario affects their assess-
ments of sexual assault risk in experimental or 
laboratory settings.

Women’s optimistic bias for sexual assault 
risk may be especially problematic if such beliefs 
inhibit self-protective responses in risky situa-
tions. Untied and Dulaney (2015) utilized a video 
intervention for college women and manipulated 
perceived similarity to a portrayed sexual assault 
survivor (the narrator of the video) to test whether 
perceived similarity affected shifts in optimistic 
bias. The video intervention significantly reduced 
optimistic bias, but only for individuals in the 
high similarity condition (when the sexual assault 
survivor was of similar age). Furthermore, find-
ings also highlighted that race dissimilarity 
(between the respondent and portrayed rape vic-
tim) may increase optimistic bias, as there was a 
reduction in White participants’ optimistic bias 
from pre- to posttest but an increase for Black 
participants. Thus, tailored intervention content 
may only reduce optimistic bias if respondents 
perceive similarity.

 History of Sexual Victimization

Perceptions of vulnerability or risk for future 
sexual assault appears related to women’s previ-
ous experiences with interpersonal victimization. 
In general, women who reported never experi-
encing sexual assault report lower levels of per-
ceived risk for sexual victimization compared to 
those who have (Orchowski et al., 2012; Untied 
et al., 2013). This may be because, having already 
experienced sexual assault, women perceive 
themselves to be highly similar to a typical vic-
tim (Brown et  al., 2005). Indeed, a history of 
sexual assault is associated with women’s per-
ceptions of increased vulnerability to future sex-
ual assault (Brown et  al., 2005; Norris et  al., 
1999; Norris, Nurius, & Dimeff, 1996; Orchowski 
et al., 2012; Untied et al., 2013). Previously vic-
timized women also report lower levels of self- 
efficacy regarding their ability to respond 
effectively or assertively to future sexual assault 
or coercion (Untied et al., 2013). Moreover, pre-
vious experience with specific forms of sexual 
assault are associated with a significantly 
increased sense of vulnerability for those same 
types of sexual assault, including different 
unwanted acts (e.g., unwanted sexual contact vs. 
intercourse), and acts that would occur in particu-
lar contexts (e.g., coercion in the context of high 
levels of intoxication vs. forcible coercion) 
(Orchowski et al., 2012). However, not all studies 
have shown that previously victimized women 
differ from nonvictimized women in terms of 
perceived risk (Brown et al., 2005; Yeater et al., 
2009).

 Summary

Research shows that women, while knowledge-
able about sexual assault risk, tend to believe 
their own risk is lower than that of other women. 
This display of optimistic bias may be amenable 
to intervention if the victim is more relatable 
(Helweg-Larsen & Shepperd, 2001; Untied & 
Dulaney, 2015), although more research is 
needed in this area. Moreover, women who expe-
rienced sexual assault report a heightened sense 
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of vulnerability for future assault, particularly for 
the same type of assault that occurred earlier, and 
decreased self-efficacy for effective responses 
compared to nonvictimized women. However, 
findings are mixed, and not all research shows 
this effect among previously victimized women.

Studies that examine perceived personal risk 
and general vulnerability to sexual assault are 
important contributions to the risk perception lit-
erature. Methodologies that involve explicit 
instruction to identify risk factors may elicit 
demand characteristics among participants, influ-
encing the likelihood that research participants 
will detect risk cues. For example, when research-
ers give instructions to identify risk cues or label 
the degree of risk in a situation, then the partici-
pant is aware that the researcher is assessing risk 
perception, or at least is aware that the stimuli 
presented likely contain risk cues. In order to 
avoid possible demand characteristics, other 
methods involve an indirect or implicit approach 
to infer women’s risk perception without directly 
requesting participants to report on it.

 Situational Risk Perception

The assessment of situational risk perception 
includes two components: risk recognition and 
risk response (i.e., behavioral response to risk 
recognition cues) (Messman-Moore & Brown, 
2006). Risk recognition can involve the respon-
dent’s ability to identify personal risk in a risky 
situation, often indirectly measured by proxy 
variables such as “feeling uncomfortable” in a 
potentially risky hypothetical scenario 
(Breitenbecher, 1999; Messman-Moore & 
Brown, 2006). Risk recognition can also be 
assessed from an observer perspective. In this 
case, participants view or listen to stimuli 
depicting two individuals interacting in a social 
or intimate situation, and are asked to provide 
judgments about risk and sexual aggression. 
Some researchers focus only on risk recogni-
tion. However, risk perception also involves a 
behavioral response, or the actions the respon-
dent takes once potential risk is recognized. The 
ability to recognize risk is important, but the 

behavioral response of leaving is crucial to 
reducing victimization risk.

 Methodological Considerations

Research on risk perception reflects diverse 
methodology that typically involve hypothetical 
vignettes, including those in a written format 
(Messman-Moore & Brown, 2006; Walsh, 
DiLillo, & Messman-Moore, 2012; Yeater & 
Viken, 2010), an audio format (Marx & Gross, 
1995; Soler-Baillo, Marx, & Sloan, 2005), or a 
video format (Breitenbecher, 1999; Parks, 
Levonyan-Radloff, Dearing, Hequembourg, & 
Testa, 2016). In addition to differences in presen-
tation format, assessment of risk perception also 
varies based upon the research participant’s per-
spective (as the participant in the scenario or an 
observer). Varied approaches involve immersion 
via instructions to “pretend that you are partici-
pating in each activity as it is described” to assess 
personal risk (Messman-Moore & Brown, 2006, 
p. 171). Another perspective involves asking par-
ticipants to listen to interactions between actors 
and indicate if sexual aggression had occurred 
(the observer perspective), typically utilizing the 
Marx vignette (Marx & Gross, 1995). This audio- 
recording portrays a heterosexual couple inter-
acting, which escalates to sexual assault when the 
male actor apparently forces sexual behavior 
despite the female actor’s verbal refusal. Within 
this paradigm, Marx, Calhoun, Wilson, and 
Meyerson (2001) instructed women to press a 
button to indicate, “if and when they thought the 
man has gone too far” (p.  27). This approach 
assesses situational risk perception via response 
latency, as longer duration indicates more 
impaired risk perception to the audio-based 
scenario.

 Empirical Studies of Situational Risk 
Perception

The majority of studies indicate impaired risk 
perception is associated with sexual victimiza-
tion, a pattern robust to the numerous method-
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ological differences across studies. Indeed, poor 
risk perception is both a correlate and predictor 
of sexual victimization in multiple studies 
(Breitenbecher, 2008; Messman-Moore & 
Brown, 2006; Soler-Baillo et  al., 2005; Testa, 
Livingston, & Collins, 2000; Walsh et al., 2012), 
although findings are sometimes mixed (see 
Breitenbecher, 1999). Using a restrictive defini-
tion of risk perception as entailing only risk rec-
ognition may explain why some studies show no 
association between sexual victimization and risk 
perception. Methods that disentangle risk recog-
nition and risk response are useful for this reason. 
For example, in two different studies of college 
women using the Risk Perception Survey (a writ-
ten vignette in which the participant immerses 
herself), there were no differences between vic-
timized and nonvictimized women with regard to 
risk recognition. However, sexually victimized 
women were more likely to exhibit impaired 
behavioral risk response, that is, delayed 
responses to a risky scenario with a stranger and 
another with an acquaintance, staying signifi-
cantly later in the scenario than women who did 
not experience sexual victimization (Messman- 
Moore & Brown, 2006; Walsh et  al., 2012). 
Another study revealed a similar pattern utilizing 
different vignette methodology with community 
women (VanZile-Tamsen, Testa, & Livingston, 
2005). In that investigation, a history of CSA or 
adult sexual assault was not related to risk recog-
nition in any of three scenarios (which only var-
ied by perpetrator type—a male friend, a date, or 
a boyfriend). However, sexually victimized 
women had lower levels of sexual assertiveness, 
and were less likely to use active forms of resis-
tance in the hypothetical vignette (i.e., impaired 
behavioral risk response). A third study of col-
lege women that used videotaped vignettes (one 
with an acquaintance, one with a romantic part-
ner) did not find evidence of a link between sex-
ual victimization (CSA or adult sexual assault) 
and risk recognition (Breitenbecher, 1999). 
However, behavioral risk response was not 
assessed.

Utilizing the audiotaped Marx vignette within 
the observer paradigm, Soler-Baillo et al. (2005) 
found that sexually victimized women exhibited 

significantly longer response latencies relative to 
nonvictimized women. Thus, conclusions regard-
ing risk perception in cross-sectional studies are 
complex. Most studies show no relation between 
sexual victimization and risk recognition, 
although with some methodologies sexual assault 
is associated with longer response latencies 
(indicative of poor risk recognition). More con-
sistently, studies indicate that regardless of risk 
recognition, impaired behavioral risk response is 
consistently associated with sexual victimization. 
Unfortunately, temporal inferences regarding 
vulnerability or risk for assault are limited given 
cross-sectional designs, making it difficult to 
determine if impaired risk perception is a risk 
factor or outcome of sexual assault.

Two prospective studies, which can demon-
strate temporal relations, suggest impaired risk 
perception increases vulnerability to sexual 
assault. One prospective study found that 
impaired risk perception—delayed risk recogni-
tion and behavioral response (i.e., indicating that 
they would stay longer in the vignette scenario)—
predicted sexual victimization and rape over an 
8-month follow-up (Messman-Moore & Brown, 
2006). In addition, Marx et al. (2001) found that 
delayed response latency (to the Marx vignette) 
predicted risk for rape during a 2-month follow-
 up period among college women with a previous 
history of sexual assault. Prospective studies that 
examine both risk recognition and behavioral risk 
response frequently indicate that behavioral 
response does predict (or was associated with) 
sexual victimization, even when risk recognition 
did not. Thus, sexual victimization is a likely out-
come as well as a consistent predictor of impaired 
risk perception in the form of less effective 
behavioral responses to risk, but is inconsistently 
associated with situational risk recognition.

 Alcohol Consumption and Risk 
Perception

Alcohol use is often inextricably entwined with 
sexual assault. Women’s risk for sexual assault 
is associated with the physiological effects of 
alcohol and the context in which alcohol is con-
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sumed, which may include risky social situa-
tions with motivated perpetrators (Lorenz & 
Ullman, 2016). Alcohol-related physiological 
changes including disruption of higher-order 
cognitive processes, decreased reaction time, 
and impaired decision- making (Monks, 
Tomaka, Palacios, & Thompson, 2010) may 
significantly increase women’s vulnerability 
for sexual assault through negative impacts on 
women’s risk perception, including interpreta-
tion of cues, communication, resistance, and 
perceptions and responses to threat (Lorenz & 
Ullman, 2016). In a literature review of risk 
perception and alcohol intoxication that did not 
examine sexual assault, Melkonian and Ham 
(2018) concluded that intoxication does inter-
fere with risk perception in terms of attention to 
risk cues, appraisal or interpretation of such 
cues, and generation of behavioral responses. 
Importantly, alcohol intoxication not only inter-
feres with risk recognition but also may dampen 
fear associated with perceived risk, which could 
motivate self-protective action. Such effects 
may explain how alcohol intoxication influ-
ences women’s risk perception and responses in 
risky situations.

There is a growing literature examining the 
interaction between alcohol use, risk percep-
tion, and sexual assault. Women’s alcohol use 
may increase their vulnerability to sexual 
assault via its impact on reduced risk recogni-
tion and impaired responses to potential danger 
(Davis, Stoner, Norris, George, & Masters, 
2009; Parks et  al., 2016; Testa, Livingston, 
VanZile-Tamsen, & Frone, 2003). Moreover, 
negative effects of alcohol use on risk percep-
tion are more pronounced among women who 
are heavy drinkers or who have a history of 
sexual assault (e.g., George et  al., 2014). 
Several studies focus on establishing links 
between alcohol use and risk perception, 
whereas others examine the association among 
all variables. Experimental studies involving 
administration of alcohol in laboratories have 
helped to establish an understanding of how 
alcohol intoxication may affect women’s ability 
to perceive risk. In correlational studies, 
researchers examine associations between risk 

perception and general alcohol use patterns (or 
propensity to engage in heavy drinking). Both 
types of studies contribute valuable and differ-
ent information to the literature on risk percep-
tion and sexual assault.

 Alcohol Administration Experiments

Analog designs permit direct observation of the 
physiological effects of alcohol consumption on 
women’s risk recognition and behavioral 
responses to sexual assault risk. These studies are 
valuable because the controlled setting and stan-
dardized administration of alcohol permits pre-
cise measurement of alcohol-related impairment, 
and experimental designs permit causal interpre-
tation of risk perception effects when noted. 
Furthermore, administering doses of alcohol and 
a placebo beverage in the laboratory allows 
researchers to control for actual and perceived 
levels of intoxication. In one such analog study 
(Testa et al., 2000), alcohol consumption was not 
related to risk recognition. However, alcohol use 
did predict riskier behavioral responses. Women 
who consumed alcohol perceived more benefits 
and fewer negative consequences of entering a 
hypothetical risky situation and reported a higher 
likelihood of participating in potentially risky 
behaviors such as inviting the man in and engag-
ing in sexual activity with him (e.g., kissing) 
compared to women who had not consumed alco-
hol. Moreover, women who consumed alcohol 
also report lower levels of resistance during a 
hypothetical sexual assault.

Kelly Cue Davis et al. (2009) conducted two 
experimental, laboratory-based studies to exam-
ine the potential impact of women’s alcohol con-
sumption on sexual assault risk perception. Davis 
et al. then examined women’s responses to hypo-
thetical vignettes, which varied level of intimacy 
with the male depicted in the scenario. Risk per-
ception was assessed in terms of risk appraisals 
for ambiguous risk cues (e.g., male–female size 
differential, presence of a male in an isolated set-
ting) and clear risk cues (e.g., sexually aggressive 
remarks or verbal demands for intercourse, phys-
ical restraint). Women intoxicated at low or high 
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levels (BAC  =  0.04 or BAC  =  0.08) were less 
aware of the ambiguous risk cues than women 
who had not had any alcohol; however, both 
sober and intoxicated women were equally aware 
of clear risk cues. Intoxicated women’s levels of 
discomfort (i.e., risk recognition) did not increase 
as risk in the situation became more apparent, in 
contrast to sober women who reported signifi-
cantly increased levels of discomfort as clear risk 
cues (i.e., sexual aggression) in the situation 
increased. Detection of clear or ambiguous risk 
cues was unrelated to relationship intimacy 
depicted in the vignette; however, participants in 
the established relationship condition reported 
less discomfort in the presence of clear and 
ambiguous risk cues. Women who consumed 
alcohol reported significantly lower risk recogni-
tion and impaired behavioral risk response (i.e., 
anticipated increased compliance with unwanted 
sexual activity) (Davis et al., 2009; Norris et al., 
2006). Findings suggest that alcohol intoxication 
impairs women’s ability to detect specific types 
of risk cues, and also may numb or dampen wom-
en’s discomfort and fear in response to such cues.

In another series of laboratory-based experi-
ments, Kathleen Parks et  al. (2016) examined 
women’s responses to videos depicting risk cues 
for sexual assault, and in one study examined risk 
perception among 60 intoxicated women 
(BAC  =  0.08). Compared to sober participants, 
intoxicated women were less likely to recognize 
sexual assault risk cues in the higher risk videos. 
However, there were no differences between 
intoxicated and sober women in their intentions 
to leave the situation. Loiselle and Fuqua (2007) 
utilized the Marx vignette, and found that women 
who consumed alcohol had significantly longer 
response latencies (indicating when the man 
should stop) than women in the placebo group 
(who were deceived to believe they had received 
alcohol when they had not).

Overall, findings from analog studies indicate 
that alcohol intoxication impairs risk perception 
in hypothetical scenarios. Moreover, alcohol use 
decreases the likelihood that women will leave, 
respond assertively, or engage in resistance. 
Generalization of these findings is limited given 
the laboratory setting and the drawback that these 

studies include older research participants com-
pared to other sexual violence research, given 
legal mandates regarding administration of alco-
hol in a laboratory setting. In contrast, risk for 
college sexual victimization decreases signifi-
cantly after the first year (Humphrey & White, 
2000; Krebs, Lindquist, Warner, Fisher, & 
Martin, 2009), thus other types of studies are 
critical to understanding links among alcohol 
consumption, risk perception, and sexual 
victimization.

 Self-Reported Alcohol Consumption

Researchers have examined risk perception in 
relation to women’s report on their typical con-
sumption patterns for alcohol or other substances 
(e.g., marijuana, other drugs), as well as self- 
reported substance-related difficulties, problems, 
or negative outcomes. Studies regarding general 
patterns of women’s alcohol use (as opposed to 
in vivo, laboratory administration) in relation to 
risk perception show consistent, yet complex, 
relations among variables. Alcohol use is associ-
ated with women’s perceived vulnerability or risk 
estimate ratings. Mitchell, MacLeod, and Cassisi 
(2017) found that women’s high levels of prob-
lematic alcohol use were associated with 
decreased perceptions of personal risk in specific 
scenarios (e.g., the man’s sexual entitlement; the 
man paying for the date) but increased percep-
tions of global risk factors (e.g., social, eco-
nomic, and environmental conditions that 
increase risk for sexual assault). In contrast, 
Gidycz et al. (2007) found women who typically 
engaged in heavy drinking perceived themselves 
at greater risk for future sexual assault.

Within the situational risk perception frame-
work, Eshelman, Messman-Moore, and Sheffer 
(2015) reported that both substance use and 
substance- related problems were associated with 
impaired risk perception in college women. In 
that study, impaired risk perception (risk recogni-
tion and behavioral responses) was associated 
with greater substance use, including higher lev-
els of heavy episodic drinking and marijuana use, 
higher alcohol tolerance, and more alcohol black-
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outs. Greater heavy episodic drinking (but not 
marijuana use) mediated the link between 
substance- related sexual assault and impaired 
risk recognition. In contrast, increased alcohol 
tolerance, higher number of alcohol-related 
blackouts, and greater heavy episodic drinking 
and marijuana use mediated the link between 
substance-related sexual assault and delayed 
behavioral responses in the risk vignette. In other 
words, several substance use variables, including 
heavy consumption levels and negative effects 
such as blackouts and tolerance may explain why 
alcohol-related sexual assault is associated with 
impaired risk recognition and with riskier behav-
ioral responses.

In a study examining both perceived vulnera-
bility and situational risk perception among col-
lege women who are regular drinkers, sexual 
victimization appears to be associated with 
decreased behavioral response to a risky sce-
nario, partly because victimization is associated 
with two alcohol-related variables: drinking to 
cope with anxiety and average weekly alcohol 
consumption (Neilson et al., 2018). Interestingly, 
different patterns emerged depending upon con-
ceptualizations of risk perception. In terms of 
risk estimate ratings, perceived risk for incapaci-
tated sexual assault was not directly associated 
with weekly drinking nor with drinking to cope 
(in contrast to the findings of Mitchell et  al., 
2017). However, weekly drinking directly pre-
dicted behavioral response to the risk vignette 
(drinking to cope indirectly predicted behavioral 
response via weekly drinking), consistent with 
research by Eshelman et al. (2015). These find-
ings suggest that female drinkers with a history 
of sexual assault are likely to use alcohol to cope 
with anxiety, and that global levels of alcohol 
consumption are proximal predictors of decreased 
behavioral responses in risk scenarios.

Numerous studies examine alcohol use and 
intoxication in relation to risk perception and 
sexual victimization. Associations between 
women’s alcohol use and sexual victimization 
(Fisher, Cullen, & Turner, 2000; Mohler-Kuo, 
Dowdall, Koss, & Wechsler, 2004), and the 
impairing effects of alcohol consumption on rec-
ognizing sexual aggression risk cues (Abbey, 

Zawacki, Buck, Clinton, & McAuslan, 2004) 
have been widely documented. However, more 
research is needed on how other substances and 
multiple drug use may influence risk perception 
and sexual victimization. With the increased 
legalization of marijuana in the United States, its 
availability and use are likely to increase and it 
may be particularly important to assess how mar-
ijuana use affects risk perception for sexual 
victimization.

 Summary

Research indicates sexual assault, women’s alco-
hol consumption, and situational risk perception 
are frequently associated. Laboratory studies 
indicate that alcohol intoxication consistently 
impairs behavioral responses to risk, and in some 
cases, interferes with detection of risk cues. 
Impairment in risk perception is generally greater 
among women with histories of sexual victimiza-
tion and among heavier drinkers. Women’s self- 
reported patterns of alcohol consumption are also 
associated with impaired risk recognition and 
risk response, although findings regarding wom-
en’s typical alcohol use and their perceived per-
sonal risk for sexual victimization is mixed. 
Findings suggest that women who experience 
sexual assault may drink to cope with anxiety or 
other distress, and that this type of drinking may 
be a specific risk factor for sexual assault via 
impaired risk perception. Additional studies are 
needed to determine whether women’s alcohol 
use and intoxication affects risk perception in all 
scenarios, and whether specific forms of sexual 
assault, such as alcohol-related or incapacitated 
assaults, are more likely to be linked to both risk 
perception deficits and hazardous substance use.

 The Importance of Context in Risk 
Perception

Sexual victimization occurs in a sociocultural 
context amid situational factors that inevitably 
influence women’s risk perception, including 
risk recognition, risk appraisals, and decisions 
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regarding their subsequent behaviors. The 
Cognitive Ecological Model framework pro-
posed by Nurius and Norris (1996) emphasizes 
the importance of contextual factors in women’s 
risk recognition and response, focusing on two 
types of cognitive appraisals: primary and sec-
ondary. In this model, risk recognition is a com-
ponent of primary appraisals, which refer to an 
initial assessment of a situation as either neutral, 
posing benefit, or posing threat, and lead to 
women’s detection of risk for victimization. 
Once a woman identifies that she may be in a 
dangerous situation, she engages in secondary 
appraisals to further determine the nature of the 
threat, as well as assess her ability to respond to 
the threat and the response options available to 
her. These secondary appraisals also involve 
assessment of the potential consequences of 
each response, thus influencing her decision-
making process and ultimate behavioral 
response. This theory suggests that women are 
processing two related but distinct issues, the 
detection of risk, and then a relative risk-benefit 
analysis of responding to risk with particular 
strategies. Research disentangling risk recogni-
tion from risk response falls within this 
framework.

The social context, including relationship to 
a potential perpetrator, may affect risk recogni-
tion. Although women acknowledge acquain-
tance rape is more common than stranger rape, 
they generally fear stranger rape more (Hickman 
& Muehlenhard, 1997). Davis et  al. (2009) 
found that women had greater awareness of risk 
in vignettes with an acquaintance or casual date 
than with a man in an established dating rela-
tionship, and that women’s drinking amplified 
this difference. A history of sexual assault or 
childhood sexual abuse influences women’s 
cognitive appraisals in ways that may lead to 
less effective responses to risk of sexual victim-
ization. For example, women with victimiza-
tion histories appear to have higher thresholds 
for classifying a situation as risky, and thus 
need more clear risk cues in the environment 
for their primary cognitive appraisals of risk 
(Yeater, Treat, Viken, & McFall, 2010). More 
severely victimized women may prioritize the 

potential costs to popularity when considering 
responses to risk (Yeater et  al., 2010; Yeater, 
Treat, Viken, & Lenberg, 2018). Thus, social 
aspects of situations (i.e. fear of losing social 
acceptance of peers/men) may impede women’s 
assessment of risk or affect behavioral responses 
to risk cues.

Contextual factors also influence women’s 
decisions regarding how to respond after risk is 
detected. Women’s social and intimacy goals 
affect their risk appraisals in the relational con-
text, and some appraisals may hinder women’s 
ability to form effective responses to sexual vic-
timization risk. According to VanZile-Tamsen 
et  al. (2005), women’s reported likelihood of 
direct verbal and physical resistance responses 
to a vignette decreased as the level of prior inti-
macy with a potential perpetrator increased. 
Secondary cognitive appraisals that may inhibit 
self- protective behavioral responses in risky 
situations include fear of rejection (by the man 
or by one’s peers), a desire for social acceptance 
or popularity, self-consciousness, and fear of 
physical injury (Norris et  al., 1996; Nurius, 
Norris, Young, Graham, & Gaylord, 2000; 
Stoner et al., 2007).

 Sexual Assault Characteristics 
and Risk Perception

History of sexual victimization appears to influ-
ence risk perception, particularly secondary cog-
nitive appraisals and behavioral responses. For 
example, women who experienced childhood 
sexual abuse believe they have less control in 
sexual situations, which is associated with alco-
hol consumption to alleviate sexual anxiety 
(Walsh et al., 2013). Women with sexual victim-
ization histories also differ in the perceived social 
benefits (e.g., affection) or negative social conse-
quences if they reject men’s sexual advances that 
may lead them to be less assertive in their 
responses to risk (Porter, Koch, Saules, & Sexton, 
2015). Furthermore, appraisals related to embar-
rassment, fear of rejection, and the impairing 
effects of alcohol may be more likely to interfere 
with assertive responding in victims compared to 
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nonvictims (Nurius, Norris, Dimeff, & Graham, 
1996; Stoner et al., 2007).

Severity of sexual assault and type of sexual 
coercion appears to influence the association 
between sexual assault and risk perception. Risk 
recognition is more likely to be associated with 
more severe forms of sexual assault. Earlier 
studies with broad definitions of victimization 
including noncontact experiences (such as exhi-
bitionism) or low-level severity acts (e.g., kiss-
ing) (Breitenbecher, 1999; Cue et al., 1996), are 
less likely to show an association between sexual 
victimization and risk perception, whereas stud-
ies comparing types of victimization show sig-
nificant associations for rape but not verbally 
coerced intercourse (Marx et al., 2001). Related, 
some researchers claim that risk perception is 
more relevant to particular forms of sexual 
assault, namely alcohol- or substance-related 
sexual assault. Eshelman et  al. (2015) reported 
that only substance-related sexual assault, and 
not forcible assault, was associated with risk per-
ception (decreased risk recognition and 
decreased behavioral responses) assessed with a 
written vignette. Thus, the link between risk per-
ception and sexual assault appears to vary in 
relation to characteristics of sexual assault, fac-
tors that may explain mixed findings in the cur-
rent literature.

 Revictimization and Risk Perception

Researchers generally conceptualize the rela-
tionship between sexual assault and risk percep-
tion in two ways: (1) risk perception deficits as a 
risk factor for subsequent assault, or (2) risk per-
ception as an outcome of previous victimization. 
Both explanations are plausible, especially given 
most studies are cross-sectional, which prohibits 
inferences regarding proximal relations among 
variables. An additional consideration is that 
repeated sexual assault or sexual revictimization 
may show unique, significant relations with 
impaired risk perception as well as explain ear-
lier disparate findings across multiple studies. 
When studies examine revictimization, research-
ers find more nuanced and complex relation-

ships. Wilson, Calhoun, and Bernat (1999) found 
that women who experienced revictimization 
(i.e., repeated sexual assault) show more 
impaired risk recognition compared to women 
who experience a single sexual assault or to non-
victims. However, Yeater and O’Donohue (2002) 
found that single- incident victims took signifi-
cantly longer than nonvictims and revictimized 
women (multiple-incident victims) to be trained 
to recognize risk. In the only prospective research 
in this area, impaired risk perception predicted 
sexual revictimization, and was more impaired 
among these women. Messman-Moore and 
Brown (2006) reported that revictimized women 
demonstrated worse risk recognition, but sexu-
ally victimized women reported better risk rec-
ognition than nonvictims. Women with childhood 
victimization only identified threat cues signifi-
cantly earlier in the vignette than did revictim-
ized women or women without a history of 
sexual victimization. They theorize that women 
sexually abused during childhood (but who were 
not revictimized) may actually be more sensitive 
or alert to potential danger cues, and that this 
sensitization may serve to buffer risk for future 
revictimization.

Most research on risk perception focuses on 
college samples, but a recent cross-sectional 
study examined the impact of revictimization on 
risk recognition among female psychiatric inpa-
tients in Germany (Bockers, Roepke, Michael, 
Renneberg, & Knaevelsrud, 2014). Risk recogni-
tion was significantly more impaired among 
women experiencing revictimization (two or 
more incidents of interpersonal violence [sexual 
or physical maltreatment] across two distinct 
developmental periods [i.e., childhood, adoles-
cence, or adulthood]) compared to women expe-
riencing victimization (sexual or physical 
maltreatment) during childhood or adolescence 
only. Moreover, risk recognition was a significant 
predictor of revictimization in a multivariate 
model. These findings extend research on risk 
perception and victimization to include different 
types of interpersonal violence, and importantly 
study risk perception among women beyond a 
college sample, in this case female psychiatric 
inpatients.
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 Traumatic Distress and Risk 
Perception

Several consequences of sexual assault and child-
hood sexual abuse may be relevant to risk percep-
tion (DePrince & Gagnon, 2018). Neurocognitive 
correlates of victimization such as executive 
functioning deficits (e.g., difficulties sustaining 
or directing attention, conflict-monitoring; Stein, 
Kennedy, & Twamley, 2002) will likely nega-
tively affect recognition of risk, as well as inter-
fere with the ability to engage effective and 
assertive behavioral risk responses (DePrince & 
Gagnon, 2018). Diminished executive control 
and attention may explain links between risk per-
ception and emotional consequences of sexual 
victimization, including depression, dissociation, 
anxiety, and PTSD. Emotion dysregulation, par-
ticularly lack of emotion regulation strategies and 
impulsive behavior when distressed, is one mech-
anism underlying the association between life-
time sexual victimization and impaired risk 
perception, and appears to increase vulnerability 
for revictimization (Walsh et al., 2012). Moreover, 
global emotion dysregulation is associated with 
impaired risk perception as well, but was not 
associated with revictimization or frequency of 
sexual assault (Carlson & Duckworth, 2016).

Psychological distress associated with sexual 
victimization such as symptoms of PTSD impact 
women’s ability to detect risk (e.g., Wilson et al., 
1999; Yeater, Hoyt, Leiting, & Lopez, 2016). 
According to Gidycz, Rich, et al. (2006), specific 
aspects of PTSD such as dissociative and numb-
ing symptoms of PTSD decrease overall levels of 
awareness, which may translate into impaired 
risk recognition, whereas intrusive thoughts 
about prior trauma may impair attention to out-
side cues that signal potential risk toward indi-
viduals. Wilson et al. (1999) found that women 
with elevated hyperarousal symptoms reported 
better risk recognition, thus some facets of PTSD 
may increase sensitivity to threat cues. However, 
clinical levels of distress associated with PTSD 
hyperarousal may result in less confidence in risk 
recognition abilities, leading to a decreased like-
lihood of self-protective responses when risk is 
detected (Messman-Moore & Resick, 2002).

Distress may also affect how women respond 
to risk. In one study of 334 college women, 
symptoms of PTSD were negatively associated 
with women’s generation of self-protective 
responses to a hypothetical scenario, as well as 
their perceived efficacy to engage in self- 
protection (Yeater et  al., 2016). Importantly, 
however, this finding held only for non-Hispanic 
white women, and was not significant for 
Hispanic women. Moreover, Messman-Moore 
and Brown (2006) failed to find cross-sectional 
or prospective associations between psychologi-
cal distress and risk perception, perhaps because 
they assessed general traumatic stress rather than 
PTSD symptoms specifically.

At least one study suggests that different 
forms of psychological distress may show unique 
associations with risk recognition, finding differ-
ences between PTSD and depression, for exam-
ple. Volkert, Randjbar, Moritz, and Jelinek (2013) 
examined risk recognition among German vic-
tims of trauma (defined as exposure to any type 
of potentially traumatic experience meeting both 
DSM-IV Criterion A1 and A2) across a variety of 
scenarios using the Marx audiotape vignette 
(Marx & Gross, 1995). Results indicated that 
higher levels of PTSD symptoms were associated 
with more impaired risk recognition, whereas 
higher levels of depressive symptoms were asso-
ciated with less impaired risk recognition (an 
apparent buffering effect). Because trauma expe-
rience and risk scenarios reflected heterogeneous 
trauma types in the Volkert study, we may not be 
able to apply these results unequivocally to our 
understanding of risk perception and sexual 
assault. However, such findings should prompt 
additional research in this area.

 Conclusions

Impaired risk perception is frequently associated 
with sexual assault. Although more research is 
needed, there is preliminary evidence risk per-
ception is a risk factor for future sexual victim-
ization. Associations between sexual assault and 
risk perception are consistent across studies for 
impaired risk response, whereas results regarding 
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risk recognition are often mixed. Unfortunately, 
few studies utilizing prospective designs are 
available, thus we know less about causal and 
proximal relations, or how risk perception and 
sexual assault may influence one another. Factors 
such as the severity of sexual assault and the 
presence of sexual revictimization appear to 
influence risk perception, with more severe and 
extensive sexual violence associated with more 
impairment in detecting and responding to risk 
cues. Psychological distress related to victimiza-
tion—particularly PTSD symptoms—is associ-
ated with impaired risk perception, and may 
explain why women with more extensive sexual 
assault histories typically demonstrate more 
impaired risk perception.

Future studies should utilize prospective 
designs to examine mediators and moderators of 
the link between sexual assault and risk percep-
tion. Additional studies focused on the role of 
alcohol use and intoxication in relation to both 
risk perception and sexual assault will help to 
clarify relevant mechanisms. We must design 
new studies to clarify whether specific types of 
sexual assault show stronger associations to risk 
perception via alcohol intoxication or substance 
use problems. The research to date using vignette 
methods has focused exclusively on heterosexual 
interactions within a female-victim male- 
perpetrator paradigm with predominantly White 
samples, limiting generalization of findings to 
more ethnically and racially diverse samples and 
for trans-women, lesbians, and bisexual women. 
Research indicates that racial/ethnic, gender, and 
sexual minority populations experience increased 
rates of sexual victimization (Coulter et al., 2017; 
Rennison & Rand, 2003; Rothman, Exner, & 
Baughman, 2011; Stotzer, 2009; Walters, Chen, 
& Breiding, 2013). Further, gender and sexual 
minority populations experience higher rates of 
depression, PTSD, and substance use (Balsam, 
Beauchaine, Mickey, & Rothblum, 2005; 
Cochran, Mays, Alegria, Ortega, & Takeuchi, 
2007; Roberts, Austin, Corliss, Vandermorris, & 
Koenen, 2010) that may impact risk perception. 
Finally, some differences in risk perception and 
sexual victimization are associated with ethnic 
and racial identity (Rinehart, Yeater, Musci, 

Letourneau, & Lenberg, 2014; Untied & Dulaney, 
2015; Yeater et al., 2016). Therefore, it is impor-
tant to continue examining and clarifying how 
the experiences of minority populations may be 
related to risk perception. It is also of interest to 
expand research regarding the link between 
psychological distress and risk perception 
among victims, in order to identify relative 
buffering vs. impairment effects of distress on 
risk perception (e.g., for distinct clusters of 
PTSD symptoms), and whether different types 
of distress affect risk perception in unique ways 
(e.g., PTSD vs. depression). Random clinical 
trials investigating efficacy of treatment for 
PTSD among sexual assault survivors should 
also assess risk perception to determine whether 
effective PTSD treatment will ameliorate defi-
cits in risk perception, decreasing risk for sub-
sequent revictimization.

Lest we forget, we must leave this topic with a 
reminder: victims are not responsible for their 
sexual assault. Even if a woman has impaired risk 
perception, or fails to take what from an omnipo-
tent view is the most effective self-protective 
response, we must not blame her for sexual 
assault. Women who experience blaming 
responses upon rape disclosure experience 
heightened levels of shame, which lead to PTSD 
and depression (Bhuptani, Kaufman, Messman-
Moore, Gratz, & DiLillo, 2019; DeCou, Cole, 
Lynch, Wong, & Matthews, 2017). As a society, it 
is imperative that we shift the focus of responsi-
bility for sexual assault back to the perpetrator 
and attend to the needs of victims by providing 
education, support, and encouragement for 
recovery.
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Empathy and Sexual Offending: 
Theory, Research and Practice

William L. Marshall and Liam E. Marshall

Empathy has been a focus of theory, research, 
and practice since the beginning of the modern 
period of work with sex offenders (Laws & 
Marshall, 2003; Marshall & Laws, 2003). In par-
ticular deficits in empathy have been invoked to 
explain how sex offenders can persist in their 
abusive acts in the face of their victims’ evident 
suffering. We will refer to this idea as the “empa-
thy deficit hypothesis,” although it has rarely 
been viewed as such; it has mostly been accepted 
as fact. Treatment providers have assumed that 
sensitizing sex offenders to victim suffering will 
begin a process that will lead to the development 
of empathy which will, as a result, inhibit future 
offending. The logic of this has typically been 
seen to be compelling by treatment providers. 
The more general psychological literature views 
empathic responses as an initial step in an unfold-
ing process that leads to a compassionate 
response such as offering reassurance to people 
who are clearly distressed. In the case of sex 
offenders, this process is expected to result in 
either the termination of ongoing abuse or, more 

hopefully, a desistance in the propensity to sexu-
ally offend.

Within the sex offender field, difficulties in 
empathy have been conceptualized by theorists, 
researchers, and treatment providers, as restricted 
only towards the victims of sexual abuse. These 
deficits have been viewed as either applying to all 
sexual abuse victims or as being limited only to 
the offenders’ own victims. This restricted focus 
seems rather odd since a deficit in generalized 
(i.e., trait) empathy would be evident toward all 
people, not just the general category of victims of 
sexual abuse. Since problems in forging and 
maintaining intimate relationships with adults 
have been shown to predict sexual reoffending, 
building the skills involved in these relationships 
has been seen as a critical target of sex offender 
treatment (Hanson & Morton-Bourgon, 2005). 
Since both Saarni (1990) and Brehm (1992) have 
shown that empathy is a critical feature of the 
skills involved in intimate relationships, empathy 
enhancement might be included in this segment 
of sex offender treatment. Unfortunately, we 
could not locate any article on intimacy skills 
training for sex offenders that included an empa-
thy enhancement component. Perhaps it is 
assumed that the prior efforts to instill empathy at 
the beginning of treatment will automatically 
generalize to this component of treatment.

In order to examine the empathy deficit 
hypothesis, we need to identify the components 
of empathy and its related concepts. Empathy has 

W. L. Marshall 
Rockwood Psychological Services,  
Kingston, ON, Canada 

L. E. Marshall (*) 
Rockwood Psychotherapy & Consulting and 
Waypoint Centre for Mental Health Care, 
Penetanguishene, ON, Canada
e-mail: liammarshall@waypointcentre.ca

© Springer Nature Switzerland AG 2019 
W. T. O’Donohue and P. A. Schewe (eds.), Handbook of Sexual Assault and Sexual Assault Prevention, 
https://doi.org/10.1007/978-3-030-23645-8_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23645-8_13&domain=pdf
mailto:liammarshall@waypointcentre.ca
https://doi.org/10.1007/978-3-030-23645-8_13#DOI


230

been a focus of research in general psychology 
for many years so an examination of that litera-
ture may help to place our consideration of the 
empathy deficit hypothesis in a broader context. 
After identifying how empathy has been concep-
tualized in the broader literature, we will then 
examine how theorists in the sex offender field 
have considered its role, what the research has 
revealed about this presumed lack of empathy, 
and how therapists have gone about enhancing 
empathy in their attempts to reduce reoffending.

 The Features of Empathy 
and Related Concepts

In the broader psychological literature, empathy 
is viewed as initiating a sequence of responses 
that may, or may not, result in action intended to 
avert or reduce the suffering of another person. 
When empathic feelings are experienced, they 
may trigger sympathetic feelings which may, in 
turn, initiate a compassionate response aimed at 
ameliorating the observed person’s suffering. 
There have been numerous attempts to define 
each of these steps but there is sufficient com-
monality to justify a brief summary.

Zhou, Valiente, and Eisenberg (2003) define 
empathy as “a state of emotional arousal that 
stems from the apprehension or comprehension 
of another’s affective state” (p. 269). This view of 
empathy acknowledges that the observer must 
recognize the other person’s distress (i.e., a cog-
nitive component) and experience feelings in 
response to that recognition (i.e.., an emotional 
component). Sympathy, according to Zhou et al. 
is triggered by the experience of empathy and 
involves an “other-oriented, emotional 
response… (that may include)… the desire to 
alleviate the other’s negative emotion” (p.  269. 
section in parentheses added). Compassion, 
according to Cassell (2009), is an action that is 
directed outward and transcends any “preoccupa-
tion with the centrality of the self” (p. 397). In 
this view compassion, initially provoked by an 
empathic response, involves actions aimed at 
reducing another person’s discomfort. Thus, a set 
of interconnected responses intervenes between 

the initial recognition of distress in another per-
son and actions that are intended to ameliorate 
that distress. In the general literature it is typi-
cally assumed that the observer is not the instiga-
tor of the distress. This, of course, is not the case 
when we are considering sex offenders but never-
theless it seems reasonable to assume that the 
processes involved are the same.

Despite the general implication that an 
empathic recognition of grief will lead to sympa-
thetic feelings and perhaps to compassionate 
action, there are situations where distress in 
another person, far from generating empathy, 
produces feelings of satisfaction. When a villain 
in a movie or novel gets his due desserts, the 
reader or viewer is not expected to feel sympathy; 
quite the contrary she is expected to feel satisfac-
tion. Furthermore, when an observer has an angry 
or hostile relationship with a clearly distressed 
person, it is unlikely that empathy, sympathy, and 
a compassionate response will ensue (Batson, 
Fultz, & Schoenrade, 1987). This point is, of 
course, relevant in the case of some sex offenders 
such as rapists and sexual sadists who in the 
course of their offenses, appear to intend to cause 
distress. Thus, sensitizing these particular offend-
ers to distress in their victims would seem to be 
counterproductive. Nevertheless this is the way 
in which most programs have addressed the 
assumed deficits in empathy and theorists and 
researchers have, for the most part, accepted the 
assumptions of treatment providers.

 Empathy in Sex Offenders

 Theory

While treatment programs had been attempting 
to enhance empathy among sex offenders for 
some years, it was not until the mid-1990s that a 
theory was outlined in an attempt to encourage 
more specific research aimed at elucidating the 
nature of this presumed deficit. Marshall, Hudson, 
Jones, and Fernandez (1995) proposed a model 
that viewed the recognition of distress in another 
person as the first stage in an unfolding process 
that finally results in an attempt to alleviate the 
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observed person’s suffering. This model included 
the steps outlined in the previous section: 
empathic responding leading to feelings of sym-
pathy which in turn produce compassionate 
action. Marshall et al. suggested that sex offend-
ers might have deficits at any, or all, of these 
stages. They suggested that research efforts 
should be directed at determining the capacity of 
sex offenders to experience each of the three 
unfolding processes rather than being limited to 
an evaluation of empathy alone. Both research 
and treatment, they suggested, should shift from 
what was seen as a narrow focus on empathy to a 
broader conceptualization of the issues. 
Furthermore, if treatment was to be effective, 
Marshall et  al. declared, this range of skills 
(empathy, sympathy and compassion) would 
have to be implemented by the offender during 
the stage at which he was contemplating an 
offense. Once an offense was initiated, they said, 
the possible inhibitory processes of empathic 
feelings and compassionate responding would be 
unlikely to occur. Practitioners, for the most part, 
ignored these suggestions.

Not surprisingly, Marshall and colleagues’ 
theory did not go unchallenged. Both Barnett and 
Mann (2017) and Polaschek (2003) pointed out 
that the concept of empathy does not include a 
sympathetic and compassionate response. While 
this is an appropriate criticism, these critics did 
not take up the implications that empathic 
responses alone will not necessarily inhibit abu-
sive behavior. In elaborating their alternative 
view, Barnett and Mann (2017) suggested that the 
notion of empathy involves four responses: (1) 
the ability to take the perspective of another per-
son; (2) a respectful view of other people; (3) the 
capacity for an emotional response that is man-
ageable; and (4) the application of these skills to 
a specific situation. Barnett and Mann identified a 
series of blocks that could forestall an empathic 
response to a victim of sexual abuse, including 
particularly the failure of an offender to apply his 
capacity in the offense circumstances. This same 
concern was identified earlier by Polaschek 
(2003) in her chapter on theories of empathy.

Polaschek (2003) in fact questioned whether 
empathy is even possible during an offense. She 

pointed out that empathy may be present in sex 
offenders when they are not contemplating an 
offense or after an offense is completed, but she 
thought it unlikely that empathy could occur dur-
ing the narrowing of the offender’s focus that 
occurs when he is enacting the abuse. Among her 
many cogent points, Polaschek suggested that the 
simplest explanation is that sex offenders simply 
suspend any capacity they might have for empa-
thy in order to offend. She claimed there is a 
problem with the plausibility of empathy acting 
as an inhibitor once an offense is initiated. Sex 
offenders, Polaschek said, either disregard signs 
of distress in their victim or these signs serve to 
enhance their arousal.

Many sex offenders, Polaschek notes, rarely 
acknowledge during assessment, or in the early 
stages of treatment, that their offense caused 
harm. Some may even acknowledge observing 
distress in their victim but feel no sympathy 
because, as we noted earlier, this distress serves 
to further excite them. Given that rapists typically 
express anger toward their victim (Groth, 
Burgess, & Holmstrom, 1977), and seek to 
humiliate them (Darke, 1990), we would expect 
evidence of distress to enhance rather than 
impede the assaults of these offenders. Similar 
issues would apply to sexual sadists who clearly 
seek to inflict pain and suffering during their 
offense (Nitschke & Marshall, 2018). Thus, 
Polaschek does not simply criticize the views 
expressed by Marshall et al., she calls into ques-
tion the relevance of empathy as either an explan-
atory concept or as a legitimate target of 
treatment. Two plausible alternative explanations 
are consistent with Polaschek’s simple idea.

Noting that sex offenders must initiate a series 
of steps prior to offending in order to access a 
victim, Ward, Hudson, and Marshall (1995) 
invoked Baumeister’s (1991) notion of “cognitive 
deconstruction.” Cognitive deconstruction 
describes a process whereby people avoid self- 
awareness when they intend to engage in a for-
bidden behavior. Baumeister suggested there are 
hierarchical levels of meaning which we attach to 
our actions. When people engage in acceptable 
behaviors, Baumeister says, they operate at a 
high level of meaning involving full awareness of 
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what they are doing and the implications of their 
behavior for their view of themselves. However, 
when they intend to engage in behaviors that are 
otherwise unacceptable to them, and that have 
potential negative consequences for them, they 
deliberately operate at a more concrete level of 
awareness. In such circumstance the focus is nar-
rowed to just the steps required to satisfy their 
immediate desires. In this state, the needs and 
well-being of others are disregarded, as are the 
potential judgments of other people, and the pos-
sible consequences to themselves. Ward et  al. 
claimed that when sex offenders decide to offend, 
they deliberately enter a cognitively decon-
structed state which effectively suspends all con-
cerns about the effects on their victim. In this 
state they ignore the possibility of subsequent 
prosecution and conviction and their likely fall 
from grace among family and friends. This cog-
nitively deconstructed state continues into their 
abusive act making them unresponsive to their 
victim’s distress. Unfortunately this appealing 
proposal has not received the research attention it 
deserves nor has it, along with Polaschek’s sug-
gestion, had any impact on treatment.

Accepting that sex offenders do not display 
empathy for their victims during assessment or 
treatment (Bumby, 2000; Bumby, Marshall, & 
Langton, 1999) suggested that this is simply 
another aspect of their well-established “cogni-
tive distortions” (Murphy & Page, 2014). Bumby 
does not suggest that these distortions arise dur-
ing the abusive act. He is more concerned to 
explain why it is that sex offenders resist, at the 
points of assessment and treatment, the idea that 
their victim suffered during the abuse. 
O’Shaughnessy (2009) has similarly proposed 
that sex offenders “are very effective at rational-
izing their conduct to believe that their behavior 
is not harmful to their victims” (p. 150). In fact, 
Bumby (2000) views all cognitive distortions as 
strategies by which sex offenders attempt to pro-
tect their sense of self-worth and to avoid feelings 
of shame. Sex offenders, he says, are acutely 
aware of the harm they have caused and that their 
cognitively distorted way of presenting them-

selves during prosecution and trial, and at assess-
ment and treatment, is simply a way to avoid any 
further erosion of their sense of self-esteem. 
Support for Bumby’s idea comes from studies 
showing a significant relationship between empa-
thy deficits and cognitive distortions among sex 
offenders (Marshall, Champange, Brown, & 
Miller, 1997; Marshall, Hamilton, & Fernandez, 
2001), as well as by evidence that sex offenders 
experience strong feelings of shame concerning 
their offenses (Sparks, Bailey, Marshall, & 
Marshall, 2003).

As we have seen, the accounts of Marshall 
et al. (1995) and Barnett and Mann (2017) do not 
question the empathy deficit hypothesis. Ward 
et  al. (1995), Polaschek (2003), and Bumby 
(2000) on the other hand, consider the apparent 
lack of empathy among sex offenders to be bet-
ter understood in terms of other processes. For 
Ward et  al., this apparent deficit is viewed as 
essentially irrelevant since the offenders, by nar-
rowing their focus, are not in a position to recog-
nize distress in their victims. Polaschek’s 
explanation is the most parsimonious. She dis-
misses the empathy deficit hypothesis by main-
taining that sex offenders simply deliberately 
withhold any capacity for empathy they may 
have in order to offend. Bumby’s idea is that 
apparent empathy deficits are simply one aspect 
of the tendency of sex offenders to present in 
various distorted ways in order to avoid further 
increases in shame. Both Bumby’s and 
Polaschek’s views imply that research attempts 
to identify empathy deficits in sex offenders are 
misplaced and that treatment aimed at enhancing 
empathy among sex offenders is unnecessary. 
Indeed, in Bumby’s view such treatment, in so 
far as it depends on successful attempts to sensi-
tize offenders to the harm they have caused, will 
further increase the offenders’ feelings of shame, 
which is almost certain to be counter-productive. 
In view of these various views on the nature of 
empathy in sex offending, we need to consider 
what the research tells us about the occurrence 
and nature of empathy deficits among sex 
offenders.
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 Research

As we have seen, ideas about how it is that sex 
offenders are able to abuse others despite the evi-
dent suffering of their victims has been that these 
offenders are bereft of empathy. Several early 
authorities (Araji & Finkelhor, 1985; Hildebran 
& Pithers, 1989; Salter, 1988) advanced this 
empathy deficit hypothesis, although they stated 
it as an obvious fact rather than a theory. Because 
of their status in the field, the empathy deficit 
hypothesis came to be widely accepted. However, 
there were some discrepancies in the application 
of this idea to research and practice. These dis-
agreements centered on whether the presumed 
deficit was in the offenders’ capacity to feel 
empathy toward all victims of sexual abuse or 
only toward their own victims. These differences 
in the scope of the hypothesis came to be 
described as deficits in either general (or trait) 
empathy or a victim-specific deficit in empathy.

The idea of more general empathy deficits 
appeared to be supported by the results of a meta- 
analysis conducted by Miller and Eisenberg 
(1988). They found that deficits in trait empathy 
were associated with displays of aggression. 
Vachon, Lyman, and Johnson (2014) later repli-
cated these findings. In both cases, however, this 
relationship was quite small. While Jolliffe and 
Farrington (2007) also found a lack of empathy 
to be related to violent offending, this relation-
ship was not evident in their assessment of sexual 
offending. Consistent with this latter observation, 
Smallbone, Wheaton, and Hourigan (2003) found 
that while empathy deficits were predictive of 
criminal versatility among sex offenders, these 
deficits were unrelated to the offenders’ sexual 
crimes.

Research examining the notion of a general 
empathy deficit among sex offenders, while not 
extensive, failed to clarify the issue. For example, 
three reports assessing sex offenders (Chaplin, 
Rice, & Harris, 1995; Marshall & Maric, 1996; 
Rice, Chaplin, Harris, & Coutts, 1994) identified 
deficiencies in trait empathy while two other 
studies (Langevin, Wright, & Handy, 1988; 
Marshall, Jones, Hudson, & McDonald, 1993) 
found no such apparent deficits. While the results 

of a recent meta-analysis by Morrow (2018) offer 
some perspective on the issue, it is hard to know 
what to make of his findings. Morrow found that 
67.87% of the studies failed to show any differ-
ences in trait empathy between sex offenders and 
matched samples from the general population. 
While 25% of the studies entering Morrow’s 
analysis found sex offenders to have lower levels 
of general empathy, 7.14% of the reports revealed 
higher empathy among sex offenders compared 
to the comparison subjects. It may be that these 
observed discrepancies are due to problems with 
the measures used to identify empathy.

For example, Serran’s (2002) review of the 
psychometric status of the measures of general 
empathy used in these various studies, revealed 
serious flaws in each of the assessment proce-
dures. Two of the most commonly employed 
measures, the Hogan Empathy Scale (Hogan, 
1969) and Mehrabian and Epstein’s (1972) ques-
tionnaire, were both shown to be multifactorial 
and thus appeared to be measuring a variety of 
features that may or may not be related to empa-
thy. In addition both these measures failed to 
meet acceptable standards for validity and reli-
ability. Serran found that the other measure of 
trait empathy employed in a small number of 
studies of sex offenders fared rather better in 
terms of its psychometric status. She reported 
that Davis’ (1983) Interpersonal Reactivity Index 
appeared to meet reasonable psychometric stan-
dards. This measure has subscales that are meant 
to be viewed as assessments of four aspects of 
empathy: perspective taking, fantasy, personal 
distress, and empathic concern. In one often- 
cited study of sex offenders using this scale 
(Pithers, 1994), scores on these four concepts 
were collapsed to produce an overall estimate of 
empathy. This may be a questionable strategy 
since each of these features appears to be measur-
ing different, and perhaps independent, aspects of 
empathy.

Given the confusing results and the problems 
with measurement in the assessment of trait 
empathy, as well as a growing disenchantment 
with the idea that sex offenders lack such gener-
alized empathic skills, some researchers began to 
consider the possibility that the presumed deficits 
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may be victim-specific. Beckett and Fisher 
(1994) were the first to voice to this idea. As a 
result of their idea, Beckett and Fisher developed 
a measure aimed at evaluating “victim-specific” 
empathy deficits in sex offenders. This assess-
ment procedure was later employed by Beech, 
Fisher, and Beckett (1998) and was shown to be 
sensitive to changes in victim empathy arising 
from treatment.

Following this original idea, Fernandez and 
her colleagues (Fernandez, Marshall, Lightbody, 
& O’Sullivan, 1999) developed a unique measure 
that assessed three potential categories of empa-
thy deficits: (1) toward all people, (2) toward all 
victims of sexual abuse, and (3) toward only their 
own victim. Studies employing this measure 
(Fernandez & Marshall, 2003; Marshall et  al., 
1997, 2001; Marshall & Moulden, 2001) showed 
that sex offenders did not lack empathy toward 
people in general but were somewhat deficient in 
empathy toward all victims of sexual abuse. 
However, their most marked deficits were shown 
to be toward their own victims.

Taken together with Beech and colleagues’ 
findings, the results using Fernandez’s measure 
appear to indicate that it is a lack of empathy 
toward their own victims that characterizes sex 
offenders. However, these results could also be 
perhaps more parsimoniously construed in terms 
of Bumby’s (2000) suggestion that apparent 
victim- specific deficits among sex offenders sim-
ply reflect a strategy adopted to avoid shame and 
to reduce any further erosions of self-worth. 
Nevertheless, these findings on victim-specific 
deficits served to encourage treatment providers 
to target the enhancement of victim empathy 
among sex offenders.

 Treatment

In the treatment of all types of offenders, Andrews 
and Bonta (2010) point to a broad range of evi-
dence indicating that for such treatment to be 
effective, it must adhere to what they call The 
Principles of Effective Offender Treatment. These 
principles were originally derived from a pair of 
meta-analyses of a large number of reports of 

treatment outcomes (Andrews et  al., 1990; 
Andrews, Bonta, & Hoge, 1990). Some years 
later, Hanson, Bourgon, Helmus, and Hodgson 
(2009) demonstrated that these principles also 
applied to the treatment of sex offenders.

These ideas involve three subordinate princi-
ples described as Risk, Needs, and Responsivity. 
However, it is only the Needs Principle that con-
cerns us here. This principle states that in order 
for treatment to be effective it must address those 
features of sex offenders that are both potentially 
modifiable and that have been shown to predict 
reoffending. These problematic aspects of offend-
ers are known as “criminogenic factors.” Andrews 
and Bonta (2010) additionally note that targeting 
non-criminogenic features, takes away time that 
might otherwise be spent on the more appropriate 
issues, and might, therefore, reduce the effective-
ness of treatment. It follows from these ideas that 
in order to justify addressing empathy deficits in 
sex offender treatment, these deficits must be 
shown to be criminogenic. Unfortunately, the 
evidence does not support the idea that empathy 
is a criminogenic factor.

Hanson and Morton-Bourgon (2005), for 
example, reported the results of a comprehensive 
meta-analysis of various features of sex offenders 
that had, up to that point, been targets of treat-
ment. Hanson and Morton-Bourgon found that 
empathy deficits did not predict reoffending. 
Mann and Barnett (2012) took issue with this 
conclusion. They correctly pointed out that the 
assessments of empathy in the five reports enter-
ing the meta-analysis were based on therapist rat-
ings conducted after treatment was completed. 
As Mann and Barnett pointed out, such ratings 
are notoriously unreliable so cannot, therefore, 
serve as a basis for inferences about the crimino-
genic status of empathy. Mann and Barnett might 
also have noted that the ratings were completed 
after treatment was complete which, if treatment 
was effective, would necessarily have markedly 
reduced the range of potential scores. As a conse-
quence this would have rendered these ratings 
unsuitable to serve as a basis for any predictions. 
While these considerations are important, the 
results leave the criminogenic status of empathy 
deficits unclear. However, it is important to be 
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clear that there is, to this date, no evidence indi-
cating that empathy deficits are, in fact, 
criminogenic.

Mann and Barnett (2012) provided the most 
comprehensive analysis up to that time, of the 
treatment implications of the empathy deficit 
hypothesis. In their attempt to be fair to the per-
sistent efforts by treatment providers to address 
empathy, Mann and Barnett pointed to the results 
of three reports of sex offender treatment (Garrett, 
Oliver, Wilcox, & Middleton, 2003; Levenson & 
Prescott, 2009; Wakeling, Webster, & Mann, 
2005). In each of these studies sex offenders were 
asked to identify the feature of treatment they 
considered to be the most important. In each case 
the offenders declared the empathy component to 
be the most helpful and enlightening. In particu-
lar, these clients said that addressing empathy for 
their victim helped them take responsibility for 
their crimes.

In considering the relevance of these remarks 
by offenders, we note again that empathy deficits 
have not, as yet, been shown to be criminogenic 
nor has the offenders’ failure to accept responsi-
bility for their crimes. Perhaps of equal impor-
tance, there was no indication that these positive 
evaluations by clients had any impact on their 
subsequent risk to reoffend. In fact Maruna 
(2001) has shown that offenders who readily take 
responsibility for their crimes have higher post- 
release recidivism rates than do offenders who 
deny having committed an offense. Thus the fact 
that sex offenders find the empathy component to 
be helpful is irrelevant to the consideration of 
what needs to be addressed in the treatment of 
these clients.

 Approaches to the Enhancement 
of Victim Empathy

Given the evidence presented in the previous sec-
tion, it may seem redundant to provide details of 
how therapists have gone about enhancing sex 
offenders’ empathy for their victims. However, 
for the sake of completeness, and given that 
almost all current programs continue to address 
this issue (see survey by McGrath, Cumming, 

Burchard, Zeoli, & Ellerby, 2010), we will pro-
vide an account of the strategies that have been 
employed.

Salter (1988) outlined several procedures she 
considered essential and the majority of pro-
grams have followed her suggestions. Sex offend-
ers, she said, should be required to engage in 
discussions with survivors of sexual abuse or 
their advocates, with the aim of making it clear to 
the offenders that victims of sexual abuse typi-
cally display extensive signs of distress. Salter 
also recommended that offenders be required to 
read literature detailing these negative conse-
quences and then write hypothetical letters of 
apology to their victims. Salter believed these 
procedures would not only enhance the empathy 
of sex offenders for their victims, it would also 
lead the offenders to accept responsibility for 
their crimes both of which she declared were 
essential before treatment could be fully engaged. 
Some variations on Salter’s proposals were 
almost immediately thereafter incorporated into 
the majority of treatment programs for sex 
offenders (Knopp, Freeman-Longo, & Stevenson, 
1992) and have been retained as a component in 
current programs (McGrath et al., 2010).

Many programs added to Salter’s proposed 
methods, a requirement that sex offenders write 
hypothetical letters from their victims indicating 
what these victims might say regarding the suf-
fering they experienced during and after the 
crime. In response to these letters, offenders have 
typically been required to write another note that 
not only acknowledges the harm they have done, 
but that also offers an apology to their victims. 
Furthermore, it has been common to require the 
clients to engage in role-plays where they take 
the part of the offender and then reverse role-play 
their victim. These additional components are 
apparently meant to further sensitize the offend-
ers to the harm they have done. While Pithers 
(1994) showed that this combination of proce-
dures resulted in enhancements of victim empa-
thy, he later discovered to his dismay these 
role-plays are fraught with problems and can 
readily lead to civil law suits filed by the offend-
ers against their therapists and program managers 
(Pithers, 1997). Furthermore, Webster, Bowers, 
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Mann, and Marshall (2005) showed that role- 
plays added little to any of the observed changes 
in empathy.

Aside from these issues, we (Marshall & 
Marshall, 2017) have expressed concerns regard-
ing the typical current strategies aimed at enhanc-
ing empathy along with the concurrent 
requirement that these clients acknowledge the 
veracity of the official version of their crimes. 
Aside from the issue of the dubious criminogenic 
status of these two factors, we also questioned the 
wisdom of the location of these strategies. 
Typically it is considered necessary to address 
these two factors at the onset of treatment, 
because it is assumed that treatment cannot pro-
ceed prior to the offenders taking full responsibil-
ity for their crimes. There is, however, no 
empirical basis for this assumption and it seems 
entirely reasonable that these clients could over-
come well-established criminogenic factors in 
the absence of acknowledging their guilt. For 
example, the skills involved in effective intimate 
relationships are not dependent upon an acknowl-
edgement of guilt, nor are the capacities neces-
sary to overcome sexual preoccupation, or to 
develop more effective ways to cope so that 
impulsiveness can be diminished. We also 
pointed to concerns about the de-motivational 
effects of aggressively challenging clients at the 
very beginning of treatment. There is clear evi-
dence from both the sex offender literature 
(Prescott, 2014) and the more general treatment 
literature (Miller & Rollnick, 2002), that the 
early establishment of motivation is critical to 
subsequent engagement and completion of 
treatment.

None of these concerns is meant to imply that 
sex offender treatment is so effective as to not 
require further development. The potential for 
further development, however, must rely on evi-
dence not on the common sense intuitions of 
therapists. While there is evidence as we have 
seen indicating that sex offenders’ empathy for 
their victims can be enhanced (Beech et al., 1998; 
Marshall, O’Sullivan, & Fernandez, 1996), 
Landenberger and Lipsey (2005) demonstrated 
that the inclusion of a victim empathy component 

in the treatment of non-sex offenders was associ-
ated with poorer, not better, outcomes.

If treatment providers are to persist in their 
attempts to enhance empathy and have their cli-
ents accept responsibility for their crimes, then it 
is incumbent upon these clinicians to demon-
strate that these factors are, indeed, criminogenic. 
Otherwise treatment providers will be in danger 
of committing what Gendreau, Smith, and 
Therault (2009) derisively call “correctional 
quackery” by which they meant treatment based 
on common sense rather than on evidence. Mann 
and Barnett (2012) echoed this sentiment when 
they concluded, after their thorough review, that 
although empathy has been, and continues to be, 
considered an important treatment target with sex 
offenders “such enthusiasm is not founded on 
empirical evidence” (p. 297).

 Conclusions

In this chapter, we initially identified what we 
have called the “empathy deficit hypothesis.” 
This hypothesis, although not stated as such in 
the literature, proposes that sex offenders suffer 
from an inadequate capacity for empathy and that 
this incapacity is what allows them to abuse their 
victims despite the evident suffering of these 
unfortunate people. In order to set a framework 
for considering the implications of this hypothe-
sis, we described the ways in which empathy has 
been viewed in the general psychological litera-
ture. In this literature, empathy is seen as a neces-
sary first step in an unfolding process that leads 
to sympathy for the distressed person and to com-
passionate action to ameliorate that person’s suf-
fering. We noted that in the sex offender literature, 
these two subsequent issues of sympathy and 
compassion have received no direct attention, it 
being apparently assumed that once an empathic 
response occurs, ameliorative action will auto-
matically follow.

From the mostly unqualified acceptance of the 
empathy deficit hypothesis, theories of the nature 
and relevance of empathic difficulties among sex 
offenders have been elaborated. Only two theo-
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rists, Bumby and Polaschek, called into question 
the idea that sex offenders actually suffer from a 
lack of the capacity to feel empathy. Ward et al. 
(1995) dismissed any consideration of empathy 
by suggesting that when a sex offender decides to 
abuse someone, he deliberately enters a state 
where he sets aside all other concerns and focuses 
only on those actions needed to offend.

Research efforts have proceeded on the accep-
tance of the empathy deficit hypothesis, again 
without actually articulating it as such. Studies 
examining the idea that sex offenders lack empa-
thy toward all people (i.e., a trait deficit) have 
produced equivocal results, whereas those 
addressing the idea that sex offenders have more 
limited victim-specific deficits, have generated 
more consistent findings.

Treatment efforts meant to address these pre-
sumed problems have mostly followed strategies 
derived from Salter’s (1988) original proposals 
despite the fact that these deficits have yet to be 
shown to be criminogenic (i.e., predict reoffend-
ing). Furthermore, there is no evidence demonstrat-
ing that effectively enhancing empathy has any 
impact on reducing subsequent re-offense rates. On 
the face of currently available evidence, then, we 
do not believe that continued efforts directed at 
theorizing, researching, and treating assumed defi-
cits in empathy among sex offenders is justified.
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Overview of Adult Sexual Offender 
Typologies

Michelle L. Wojcik and Bonnie S. Fisher

The often violent and profane nature of sex 
crimes can instill fear into individuals and blan-
ket communities with distrust (Levenson, 
Brannon, Fortney, & Baker, 2007) which can 
either erode or mobilize collective efficacy. 
Though rates of sexual violence have been declin-
ing since the early 1990s (Planty, Langton, Krebs, 
Berzofsky, & Smiley-McDonald, 2013), public 
perception studies have demonstrated that sexual 
violence and sexual offenders remain a salient 
area of concern for the general public (Button, 
Tewksbury, Mustaine, & Payne, 2013; Levenson 
et  al., 2007; Proctor, Badzinski, & Johnson, 
2002). Despite research questioning the effec-
tiveness of harsh punishments reducing recidi-
vism (e.g., Agan, 2011), sanctions for convicted 
sex offenders have become harsher over the years 
and remain favored by the general public (Button 
et al., 2013). Legislators and the general public 
often view sexual offenders as one homogenous 
population all with a high risk of recidivism 
(Levenson et al., 2007). However, research sug-
gests that sexual offenders constitute a heteroge-
neous population that varies in offending 
behavior, motivations, and risk for recidivism 
(e.g., Hanson, Harris, Helmus, & Thornton, 
2014; Wortley & Smallbone, 2013). A consider-
able amount of clinical speculation and empiri-

cally based typological research has been 
conducted to explain and measure the character-
istics and motivations of those who perpetrate 
acts of sexual violence (e.g., Groth, 1979; Knight 
& Prentky, 1990; Tener, Wolak, & Finkelhor, 
2015; Vandiver & Kercher, 2004).

Sexual offender typologies have developed 
using a variety of methods such as: (1) clinical 
descriptions, (2) demographic clusters (univari-
ate or multivariate), (3) psychometric profiles, 
and (4) theory-derived classifications (Bickley & 
Beech, 2001). Traditionally, researchers have 
classified sexual offenders into typologies based 
upon characteristics and motivation of the 
offender and their age preference for victims. 
Most separate sexual offenders by those who 
offend against children and those whose victims 
are age appropriate or adults. Many other typolo-
gies also specify between male and female 
offenders and adults and juveniles. Likewise, 
many classification systems distinguish between 
subtypes of offenders (e.g., Holmes & Holmes, 
1996). Recently developed typologies have dif-
ferentiated between offenders who commit con-
tact offenses versus those who only offend online 
(e.g., Krone, 2004; Sullivan & Beech, 2004; 
Tener et al., 2015). Emerging research also has 
brought attention to offenders who sexually 
assault both child and adult victims (Rice & 
Knight, 2018). Despite the diverse assortment of 
typologies available, there is no universally 
accepted typological system for sexual  offenders. 

M. L. Wojcik (*) · B. S. Fisher 
School of Criminal Justice, University of Cincinnati, 
Cincinnati, OH, USA
e-mail: wojcikml@mail.uc.edu

© Springer Nature Switzerland AG 2019 
W. T. O’Donohue and P. A. Schewe (eds.), Handbook of Sexual Assault and Sexual Assault Prevention, 
https://doi.org/10.1007/978-3-030-23645-8_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23645-8_14&domain=pdf
mailto:wojcikml@mail.uc.edu
https://doi.org/10.1007/978-3-030-23645-8_14#DOI


242

Additionally, the empirical research on existing 
typologies is limited and has produced inconsis-
tent results concerning reliability, validity, and 
intervention development (see Bickley & Beech, 
2001).

The current body of research suggests that 
some sex offenders do not fit precisely into one 
typology, but share characteristics with multiple 
typologies, or none at all (e.g., Beech, Elliott, 
Birgden, & Findlater, 2008; Bickley & Beech, 
2001; Rice & Knight, 2018; Robertillo & Terry, 
2007). For example, several typologies describe 
types of cyber sexual offenders by their use of 
child pornography, their motivation for offend-
ing, and whether they offend solely online (e.g., 
Krone, 2004; Lanning, 2010; Tener et al., 2015). 
Lanning’s (2001, 2010) description of the diverse 
offender who has deviant sexual interests but no 
specific interest in minors may also qualify as 
Tener et al.’s (2015) sex-focused type who search 
the internet for casual or transactional sexual 
encounters.

Understanding the characteristics and offense 
patterns common to sexual offenders and classi-
fying them correctly through adequate typologi-
cal systems can aid researchers and practitioners 
in developing more effective treatment, supervi-
sion, management, and prevention policy. This 
chapter provides a review of the typologies for 
adult rapists, child abusers, female offenders, and 
cyber sexual offenders, discusses the limitations 
of traditional typologies, and offers suggestions 
for future research.

 Adult Male Rapists

Like all sexual offenders, adult male rapists make 
up a diverse homogenous group. Though rapists 
have unique personal and criminal histories, they 
often share some common characteristics. When 
attempting to understand rapists’ behavior and 
motivation, one should consider issues of power, 
anger, level of physical force used, and sexual 
interests of the offender (Groth, 1979). Research 
has produced many adult rapist typologies in 
which offenders are classified by the primary 
motivation of their offense, which is broadly 

described as sexual or nonsexual in nature 
(Knight & Prentky, 1990; Robertillo & Terry, 
2007).

Groth, Burgess, and Holmstrom (1977; Groth, 
1979) were among the first to develop a typology 
based on the amount of aggression used, the 
motivation of the offender, and the manifestation 
of other antisocial behaviors (e.g., poor social 
skills, other criminality, distorted perception of 
his masculinity). Future research further 
expanded upon or developed similar classifica-
tion schemes (e.g., Berger, 2000; Knight, 1999; 
Knight & Prentky, 1990). Many of the existing 
typologies of male rapists have similar themes or 
overlapping categories (e.g., the sadistic type dis-
cussed by Groth, 1979; Knight & Prentky, 1990; 
Prentky, Cohen, & Seghorn, 1985; Rada, 1978). 
For the purposes of this chapter, traditional adult 
male rapist typologies were summarized into five 
classifications by motivation and behavioral and 
offense characteristics, as presented in Table 14.1: 
(1) compensatory, (2) sadistic, (3) anger, (4) 
power/control, and (5) opportunistic/antisocial.

The compensatory rapist, also referred to as 
the power reassurance or gentleman rapist, 
doubts their desirability and has feelings of inad-
equacy and poor social skills. Such individuals 
may have a “courtship disorder” resulting in the 
inability to form healthy relationships with same 
age partners (Freund, 1990). They commit rape 
in an effort to achieve social competence, 
improve self-esteem, and make their feelings of 
inadequacy dissipate (Rada, 1978). The compen-
satory rapist may perceive that the victim has 
displayed sexual interest in him or that through 
the use of force, the victim will grow to like him 
(Craissati, 2005). Compensatory rapists use the 
level of force necessary to assault the victim, 
only display anger in response to resistance, and 
may run away if the victim screams or fights 
back. They show concern for the well-being of 
their victim and do not want to harm them. As 
such, they show less aggression in both sexual 
and nonsexual situations compared to other clas-
sifications of rapists (Budrionis & Jongsma, 
2003; Cohen, Seghorn, & Calmas, 1969; Groth 
et  al., 1977; Prentky et  al., 1985; Robertillo & 
Terry, 2007).
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Table 14.1 Summary of adult male rapist typologies

Classification Motivation Behavioral and offense characteristics
Compensatory Sexual  • Rape to relieve feelings of inadequacy

 • Uses minimal physical aggression
Sadistic Sexual  • Sexually aroused by the victim’s fear and pain

 • High rates of psychopathy
Anger/retaliation Nonsexual  • Motivated by power, anger, aggression, and hatred

 •  High levels of physical and sexual aggression to “get even” with 
women

Power/control Nonsexual  • Wants power and dominance over victim
 • Use aggression to restore inner fears about their own masculinity

Opportunistic/antisocial Nonsexual  •  Impulsively rapes during the commission of another nonsexual 
crime

 • Poor impulse control
Sources: Groth (1979); Cohen et al. (1969); Knight and Prentky (1990); Robertillo & Terry (2007)

Like the compensatory rapist, the sadistic rap-
ist is motivated by sexual fantasies. However, the 
sadistic rapist’s fantasies are sexually aggressive 
as they are aroused by the pain the fear they cause 
their victims (Groth, 1979; Groth et  al., 1977; 
Knight, 1999; Rada, 1978; Robertillo & Terry, 
2007). They spend time and effort planning their 
attacks, their victims are almost always strangers, 
and they show no remorse for their actions. The 
sadistic rapist may torture their victims, and their 
attacks can lead to sexual murder. Research has 
shown that sadistic rapists have higher rates of 
psychopathy and weapon use compared to nonsa-
distic rapists (Barbaree, Seto, Serin, Amos, & 
Preston, 1994).

A third type of offender is the anger retalia-
tion rapist, also referred to as vindictive rapists. 
These offenders have long histories of antisocial 
aggressive behavior and are motivated by power, 
anger, aggression, revenge, and hatred rather 
than sexual desire (Craissati, 2005). They use 
high levels of physical and sexual aggression 
and try to “get even” for the real or imagined 
injustices they have experienced by using rape as 
a weapon to punish women (Groth et al., 1977; 
Knight, 1999). Attacks by such individuals are 
often impersonal and involve degrading and 
humiliating behavior motivated by the need for 
power and aggression. As such, they often cause 
their victims high levels of physical injury 
(Knight, 1999). They may plan an attack against 

a specific person or “blitz” attack an individual 
who sparks their rage.

Like the anger retaliation rapist, power/con-
trol or power assertive rapists are typically moti-
vated by nonsexual needs. Rather, they are 
motivated by a desire to achieve power and domi-
nance through gaining control over their victim. 
They use aggressive but nonlethal behavior to 
restore their inner fears about their sexuality and 
masculinity (Groth, 1979; Prentky et  al., 1985; 
Robertillo & Terry, 2007). These offenders often 
use alcohol and/or drugs before they attack and 
are geographically mobile (Craissati, 2005). 
Their rapes are impulsive and opportunistic; as 
such, their attacks are often unplanned and usu-
ally do not involve a weapon. They often rape 
their victims on the day they meet them, meet 
them at a public place (e.g., bar) and are likely to 
leave their victims emotionally traumatized 
(Robertillo & Terry, 2007).

The final traditional adult male rapist classifi-
cation, the opportunistic/antisocial offender, is 
motivated by nonsexual needs and impulsively 
rapes during the commission of another crime 
(Knight, 1999). These individuals have poor 
impulse control and often engage in impulsive 
and adventure-seeking lifestyles. Their offenses 
are unplanned predatory acts and are primarily 
motivated by situational and contextual factors 
(e.g., encountering a victim during a burglary). 
Opportunistic/antisocial rapists exhibit little anger 
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except in response to victim resistance. They gen-
erally have a more antisocial disposition than 
other types of rapists and engage in general crime 
more so than sex-related crime. For these indi-
viduals, rape is one of many antisocial and preda-
tory behaviors they engage in (Knight, 1999; 
Prentky et al., 1985; Robertillo & Terry, 2007).

There has been little published research and 
evaluation on the psychometric properties of 
these early typologies of adult male rapists (e.g., 
Knight, 1999). Some early typologies used a psy-
chodynamic approach to classify rapists by their 
motivations to offend (e.g., Groth et  al., 1977), 
while others were constructed using empirical 
data from clinical samples (Knight & Prentky, 
1990). In an early evaluation of the Massachusetts 
Treatment Center Rapist Typology, Version 3 
(MTC:R3), Knight (1999) found evidence of 
concurrent validity, cross-temporal stability, and 
predictive potency for several types of offenders. 
Though, Knight (1999) notes that the typology 
was in need of some “fine-tuning,” and similar 
studies have failed to classify rapists according to 
the nine subtypes described in the MTC:R3 with-
out refinement (Barbaree et  al., 1994). More 
recent research has shown support for the 
MTC:R3 in producing distinct types, but a small 
sample size (n = 10) limits the generalizability of 
these results (Reid, Wilson, & Boer, 2010).

Serious methodical concerns such as low sam-
ple size, social desirability in self-reports, sam-
pling bias due to an over reliance on convicted 
offenders, low reoffense rates, and inconsistent 
measures of recidivism (i.e., committing a general 
offense versus committing a new sexual offense) 
threaten the validity and reliability of traditional 
adult male rapist typologies (Bickley & Beech, 
2001; Gannon & Ward, 2008; Jennings & Fox, 
2016). In practice, these early typologies, have 
little value in clinical assessment and treatment as 
they exclude irrational cognitions (i.e., offense-
supportive beliefs) displayed by many men who 
commit rape (Hudson & Ward, 1997). Gannon 
and Ward (2008, p. 349) suggest that for the scien-
tific knowledge of rapists to be improved research-
ers must develop valid and clinically meaningful 
etiological models to guide forensic practice.

 Adult Child Abusers

Individuals who sexually abuse children vary in 
sex, sexual orientation, race, and economic status. 
Child abusers are often characterized as exhibit-
ing poor social skills, having feelings of vulnera-
bility, worthlessness, inadequacy, humiliation, 
and loneliness (e.g., Beech, 1998; Terry & Tallon, 
2004). They often experience passive or frustrat-
ing adult relationships and view themselves as 
unattractive (Groth, 1979; Robertillo & Terry, 
2007). Child abusers are most often classified into 
typologies based upon the magnitude of their 
preference for sexual relationships exclusively 
with children (e.g., Groth & Gary, 1982; Knight 
& Prentky, 1990). Further, adult male child abus-
ers are commonly classified as either preferential 
or situational. Preferential abusers, also referred 
to as fixated abusers, have a persistent, continual, 
and compulsive attraction to children and often 
have victim age and gender preferences. Whereas 
situational, or regressed, offenders are primarily 
attracted to adults and tend to be triggered by 
external stressors (Groth & Birnbaum, 1978; 
Groth & Gary, 1982; Terry & Tallon, 2004).

Preferential offenders, those that are exclu-
sively attracted to children, typically report that 
their attraction to children began in adolescence. 
They identify with children socially (Simon, 
Sales, Kasniak, & Kahn, 1992) and do not 
develop past the point where they find children 
attractive and desirable (Finkelhor, 1984). Many 
preferential offenders are diagnosed with pedo-
philia, which is the presence of recurrent, 
intense sexually arousing fantasies, sexual 
urges, or behaviors involving sexual activity 
involving pre- pubescent children (American 
Psychiatric Association, 2013). These individu-
als are often unable to reach psychosexual matu-
rity to the extent that during adulthood, they 
have no age- appropriate sexual relationships 
(Finkelhor, 1984). The preferential offender’s 
acts tend to be premeditated and do not result 
from enduring stressful life events (Robertillo & 
Terry, 2007). The majority of preferential 
offenders abuse extrafamilial male children 
(Priest & Smith, 1992).
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Simon et al. (1992) attempted to empirically 
validate the preferential-situational (fixated- 
regressed) typology using a sample of 136 cases 
of convicted child abusers. They operationalized 
a detailed list of criteria for defining preferential 
versus situational offenders using Groth and 
Birnbaum’s (1978) suggested dichotomy. For 
example, preferential offenders were measured 
using criteria such as having no indication of at 
least one sexual relationship with an adult, hav-
ing never been married or in a cohabitating rela-
tionship, and having past convictions or 
allegations of child sexual abuse. If Groth and 
Birnbaum’s (1978) dichotomous typology were 
valid, the criteria defining offenders would pro-
duce a bimodal distribution, with offenders fall-
ing into one category or the other. Rather, the 
authors found the opposite of what Groth and 
Birnbaum’s (1978) typology predicted, a uni-
modal and continuous distribution. Such findings 
caused Simon et al. (1992) to question the clini-
cal utility of the typology and caution its use in 
making legal or therapeutic decisions.

In part, due to research demonstrating that 
the preferential-situational typology is unfit to 
describe all types of child sexual abusers, schol-
ars further distinguish between types of offend-
ers. As shown in Table 14.2, preferential/fixated 
offenders are often further classified into three 
distinct types: (1) manipulative, (2) introverted, 

and (3) sadistic based on their primary attrac-
tion and behavioral characteristics. 
Manipulative child molesters often seek rela-
tionships with vulnerable children and will 
recruit and groom children for an extended 
period to lower resistance (Conte, 1991). These 
offenders typically do not use weapons or 
aggression (Kaseweter, Woodworth, Logan, & 
Freimuth, 2016). Rather, they give children 
much affection, love, gifts, and enticements to 
maintain a sexual “relationship” (Terry & 
Tallon, 2004). Likewise, the introverted child 
molester has poor psychosexual development 
and desires affection from children but lacks 
the social skills necessary to effectively groom 
and manipulate access to victims (Knight & 
Prentky, 1990). Finally, the sadistic child 
molester is sexually aroused by inflicting pain 
on children and uses force to gain access to vic-
tims. These offenders are aggressive, often use 
weapons, and target stranger victims (Groth & 
Gary, 1982; Kaseweter et  al., 2016; Terry & 
Tallon, 2004).

In contrast to preferential offenders, situa-
tional offenders are not solely attracted to chil-
dren but prefer social and sexual interaction 
with adults. Instead, their secondary attraction 
to children emerges in adulthood and is often 
brought on by external stressors such as unem-
ployment, marital problems, substance abuse, 

Table 14.2 Summary of adult male child abuser typologies

Classification Primary attraction Behavioral and offense characteristics
Preferential Children
Manipulative  •  Groom vulnerable children for a long period of time to lower 

resistance
 • Give children affection and gifts to maintain sexual relationship

Introverted  • Poor psychosexual development, desire affection from children
 • Lacks social skills to groom or manipulate access to victim

Sadistic  • Sexually aroused by inflicting pain on children
 • Aggressive and uses force to gain access to victims

Situational Adults
Inadequate  • Low self-esteem and poor social skills

 • Children become a substitute for adult sexual relationships
Indiscriminate  • Abuse children both physically and sexually

 • Antisocial in nature and use children for their own interests
Experimental  • Driven by desire to experiment with sexual behavior

 • Victimizes children out of boredom
Sources: Groth and Gary (1982); Holmes and Holmes (1996); Knight and Prentky (1990)
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loneliness, stress, isolation, or anxiety 
(Robertillo & Terry, 2007). These stressors 
reduce the offender’s confidence in themselves 
and their sexual involvement with children is 
temporary (Simon et  al., 1992). Situational 
offenders typically victimize children whom 
they can easily access, such as their own chil-
dren or those in which they have frequent unsu-
pervised contact. This type is not necessarily 
motivated by sexual desire and primarily con-
sists of incest offenders or offenders who sexu-
ally assault female adolescents (Priest & Smith, 
1992; Robertillo & Terry, 2007; Terry & Tallon, 
2004). Situational child molesters are often 
described according to three types: (1) inade-
quate, (2) indiscriminate, and (3) experimental 
(Holmes & Holmes, 1996).

Inadequate abusers have a primary sexual 
attraction to age-appropriate adults, but low 
self- esteem and poor social skills restrict them 
from forming age-appropriate sexual relation-
ships. For these offenders, children are their 
only sexual outlet and become a substitute for 
an adult relationship. Indiscriminate offenders 
are more antisocial in nature and abuse children 
both physically and sexually. They do not prefer 
children over adults and tend to use children (or 
anyone accessible) for their own interests. 
Finally, the experimental child molester is 
driven by their desire to experiment with almost 
any type of sexual behavior and tends to sexu-
ally victimization children out of boredom 
(Groth & Gary, 1982; Holmes & Holmes, 1996; 
Terry & Tallon, 2004).

Knight and Prentky (1990) and Knight, 
Carter, and Prentky (1989) built upon this 
preferential- situational typology and developed 

multidimensional typologies of offenders on 
two axes. This system, known as the 
Massachusetts Treatment Center: Child 
Molester Typology, version 3 (MTC:CM3), 
assigns each offender a separate Axis I and Axis 
II typology. As described in Table 14.3, Axis I 
assesses the extent that an offender fixates on 
children and the offender’s level of social com-
petence. Axis II considers the level of contact an 
offender has with children and is analyzed based 
on the meaning (i.e., interpersonal or sexual) of 
that contact. This axis also evaluates the amount 
and type of physical injury involved in the con-
tact (Robertillo & Terry, 2007; Terry & Tallon, 
2004).

Looman, Gauthier, and Boer (2001) attempted 
to replicate the MTC:CM3 typology using 109 
child abusers in Canada. Their results showed that 
all abuse types, other than the sadistic types, were 
able to be reliably classified into all subgroups. 
The authors note (p. 764) that this exception may 
be the result of a small number of offenders 
(n  =  33) who fell into the sadistic subgroups, 
rather than flaws in the typology. Their findings 
further indicated that it was possible to apply the 
MTC:CM3 typology to sexual offenders outside 
of Knight and Prentky’s (1990) Massachusetts 
sample. Looman et  al. (2001) suggest that the 
MTC:CM3 may be used by clinicians to identify 
offenders with a high risk of sexual recidivism to 
then enroll them into intensive treatment pro-
grams. While this typology has been empirically 
evaluated, some researchers have questioned its 
clinical utility concerning recidivism or treat-
ment; additional research on predictive validity 
and treatment relevance is needed (e.g., Camilleri 
& Quinsey, 2008; Gannon & Ward, 2008).

Table 14.3 MTC:CM3 Classification of child abusers

Axis Description of axis measurement
Axis I  • Assess the extent to which the offender is fixated with children (on a continuum)

 • Measure the level of social competence of the offender
Axis II  • Assesses the amount of contact the offender has with children (e.g., abuses own children)

 • Meaning of the contact (sexual and interpersonal)
 • Amount and the type of physical injury involved in the contact (i.e., threats and use of force)

Source: Knight and Prentky (1990); Terry and Tallon (2004)
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 Female Sex Offenders

In 2015, women made up just 1.2% of all sexual 
offenders under the jurisdiction of state correc-
tional authorities (Carson & Anderson, 2016). 
Despite low prevalence, as with male offenders, 
there is significant heterogeneity among the pop-
ulation of female sexual offenders. Female 
offenders vary in their motivation, patterns of 
offending, characteristics, and experiences 
(Nathan & Ward, 2002; Sandler & Freeman, 
2009). Despite the vast amount of research on 
male sex offenders, most of the existing typolo-
gies are not applicable to female sexual offend-
ers, hence why several female-specific typologies 
have been developed (e.g., Mathews, Matthews, 
& Speltz, 1989; Vandiver & Kercher, 2004). 
Compared to male sexual offenders, females are 
more likely to initiate their behavior at an early 
age (Bourke, Doherty, McBride, Morgan, & 
McGee, 2014), admit their behavior (Matthews, 
1993), commit their offense with a male co- 
offender and sexually assault male victims 
(Nathan & Ward, 2002; Vandiver, 2006). Female 
sexual offenders are also more likely to be moti-
vated by coercion, threats, and fear of abuse, and 
to gain the attention and affection of an intimate 
partner (Matthews, Mathews, & Speltz, 1991). 
Some research has also suggested that female 
offenders are less likely to have offended during 

adolescence or use force during the commission 
of the offense (Matthews et al., 1991).

Matthews and colleagues (Mathews et al., 1989, 
1991) developed one of the most well- known 
female sexual offender typologies. Using inter-
views with a clinical sample of 16 women, the 
researchers identified three types of female sex 
offenders, as summarized in Table 14.4: (1) teacher/
lover, (2) male coerced/male accompanied, and (3) 
predisposed/self-initiated. Teacher/lover offenders 
abuse adolescents through their position of power 
(e.g., high school teacher, mentorship role). They 
often exhibit dependency needs, abuse substances, 
experienced a traumatic upbringing, and attempt to 
meet intimacy and/or sexual needs through offend-
ing. These offenders have a difficult time seeing 
themselves as criminals, but rather see themselves 
as an equal in a consenting romantic and sexual 
relationship with an adolescent.

The male coerced/male accompanied offenders 
are often subordinate and passive women who are 
coerced by a male they fear. They may be victims of 
domestic violence and accompany their male part-
ner in abuse that he had been previously committing 
alone. As such, they tend to victimize their own 
children (Matthews et  al., 1991). These offenders 
often have low self-esteem, low intelligence, exhibit 
feelings of powerlessness, fear being alone, and 
experienced sexual abuse during childhood 
(Mathews et  al., 1989; Syed & Williams, 1996). 

Table 14.4 Summary of female sexual offender typologies

Classification Behavioral and offense characteristics
Teacher/lover  • Abuse adolescents through their position of power

 • Attempt to meet intimacy and/or sexual needs by offending
Male coerced/male accompanied  • Subordinate woman coerced or accompanied by a male accomplice

 • Low self-esteem, low intelligence, and feelings of powerlessness
 •  Some witness the abuse without intervening, others take an active role in 

perpetrating abuse
Predisposed/self-initiated  • Were physically and/or sexually abused as children

 •  May exhibit symptoms of PTSD, depression, addictive behavior, and be 
suicidal

 • May be motivated by sadistic fantasies
Source: Matthews et al. (1991)
Homosexual criminal  • Motivated by financial gain

 • Engage in the exploitation or forced prostitution of other females
 • Have high number of arrests for no sexual crimes

Aggressive homosexual  • Victimize adult females, often as a form of intimate partner violence
 • Motivated by anger, retaliation, and jealousy

Source: Vandiver and Kercher (2004)
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More recent research has differentiated between 
women who take an active role in abuse by engag-
ing in direct sexual contact with the victim and 
those who participate passively by watching the 
abuse, procuring victims for others, and exposing 
children to sexual interaction or pornography 
(Grayston & De Luca, 1999). Research also has 
shown that some women who take an active role in 
abuse while accompanied by a male, may not nec-
essarily be coerced but motivated by jealousy and 
anger (Nathan & Ward, 2002).

Similar to the male accompanied offender, pre-
disposed offenders also referred to as self- initiated 
offenders, victimize their own children or prepubes-
cent children in their care, but do not offend with a 
male accomplice. Many of predisposed offenders 
were physically and/or sexually abused as children, 
have severe psychological disorders, exhibit addic-
tive behavior, and find it difficult to establish healthy 
sexual relationships as adults (Mathews et al., 1989, 
1991). They are more likely than other types of 
female offenders to display symptoms of posttrau-
matic stress disorder (PTSD), depression, and be 
chronically suicidal (Johansson-Love & Fremouw, 
2005; Matthews et al., 1991). These offenders may 
be motivated by sadistic fantasies produced by 
anger and are more likely to cause harm to their vic-
tims (Matthews, 1993; Matthews et al., 1991).

Early female sex offender typologies primarily 
focused on the sexual abuse of prepubescent chil-
dren and relied on clinical samples. Recent research 
developed new typologies to describe female 
offenders who sexually assault adult or postpubes-
cent females. Using a large sample of 471 convicted 
female sex offenders, Vandiver and Kercher (2004) 
established six classifications: (1) heterosexual nur-
turer, (2) noncriminal homosexual, (3) female sex-
ual predator, (4) young child exploiter, (5) 
homosexual criminal, and (6) aggressive homosex-
ual. Several of their classifications echoed Matthews 
and colleagues work (Mathews et al., 1989, 1991) 
but they added types describing female offenders 
who offend against adult or postpubescent females, 
as presented in Table 14.4. The homosexual crimi-
nal type is older and more motivated by economic 
gain than by sexual desire. These offenders engage 
in the exploitation or forced prostitution of other 
females who are over 30 years old, display antiso-
cial personality traits and have a higher number of 

arrests for nonsexual crimes. Whereas aggressive 
homosexual offenders tend to victimize adult 
females, often as a form of intimate partner vio-
lence; these offenders are older, and are motivated 
by anger, retaliation, and jealousy (Simons, 2014; 
Vandiver & Kercher, 2004).

Sandler and Freeman (2009) attempted to test 
the findings of Vandiver and Kercher (2004) using 
a sample of 390 female sexual offenders who 
shared similar demographic characteristics with 
the original sample. Their study was one of the 
first empirical tests of a typology for female sex-
ual offenders as past typologies typically relied on 
small samples sizes (e.g., Matthews et al., 1991). 
As with the original typology, Sandler and 
Freeman also found six distinct types of female 
sexual offender, but the types themselves differed 
substantially from those found by Vandiver and 
Kercher. While Vandiver and Kercher (2004) 
identified six types with a definite preference for 
one victim gender over the other, only one type in 
Sandler and Freeman’s (2009) analyses showed a 
strong gender preference. However, their results 
reinforced the importance of victim and offender 
age in classifying female offenders.

Female-specific typologies provide a founda-
tion for prevention research and treatment interven-
tions by offering insight into the pathways to 
offending, motivation, and behavior of female 
offenders. These typologies assist researchers in 
understanding the extent that female offenders are 
similar to, or different from, male sexual offenders. 
When comparing female to male sexual offender 
typologies, several similarities emerge (e.g., sexual 
motivation). However, there are also some notable 
differences between male and female offenders, 
such as the prevalence of a co-offender/accomplice 
during the abuse event (Mathews et  al., 1989; 
Nathan & Ward, 2002; Vandiver, 2006).

 Cyber Sexual Offenders

The anonymity, accessibility, and affordability of 
the internet have led many offenders to use the 
web as a vehicle for the commission of sexual 
abuse (Cooper, 1998). As described by Robertiello 
and Terry (2007, p. 9) the internet serves as a tool 
for committing child sexual abuse in at least three 
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ways: (1) taking pornographic images of children 
and distributing them through the internet, (2) 
sending and consuming pornographic images of 
children, and (3) luring or soliciting children 
online. Beech and colleagues (2008) add that the 
internet also serves as a tool for maintaining and 
developing online pedophilic networks. The 
internet allows for easy access to large amounts 
of sexually abusive media and allows those who 
are sexually interested in children to organize, 
maintain, and increase their collection of abusive 
content (Quayle & Taylor, 2007). The internet 
not only provides an opportunity for offenders to 
access abusive content, but it also facilitates a 
subculture of child sex offenders. Through the 
use of technology, child sex offenders have been 
able to form large virtual communities where the 
abuse of children is acceptable and normal 
(Taylor, Holland, & Quayle, 2001). These com-
munities reinforce the belief that sexual attrac-
tion to children is an expression of “love” rather 
than abuse, and that children enjoy sexual acts 
with adults (Quayle & Taylor, 2002).

Sexual offenders often use the internet to 
“seduce” or otherwise facilitate contact with 

potential victims (Wolak, Finkelhor, Mitchell, & 
Ybarra, 2008). To gain compliance, some child 
sex offenders groom potential victims by show-
ing them pictures of other children having sex. 
These images are used to show the child what the 
offender wants the victim to do and to encourage 
hesitant children to participate in the acts (Alsan, 
2011). Several typologies have been created to 
describe cyber offenders. An important common-
ality across internet-related typologies is the dis-
tinction between offenders who access and 
download abusive content of children but do not 
engage in contact offenses and offenders who 
sexually abuse children offline. Many of these 
typologies also describe the behavioral move 
from internet offenses to contact sexual offenses 
against children, often termed “crossover offend-
ing” (Beech et al., 2008).

Lanning (2001, 2010) was among the first to 
develop a typology which defines three catego-
ries, with subtypes within each category, of 
offenders who use the internet for sexually abu-
sive purposes. Table 14.5 presents a summary of 
Lanning’s (2001, 2010) typology. The situational 
offender subtypes include those who are not 

Table 14.5 Typology of information-technology sexual offenders

Classification Behavioral and offense characteristics
Situational offenders
“Normal” adolescent/
adult

 •  An adolescent searching for pornography or impulsive/curious adult with newly found 
access to sexual opportunities

 • May include adolescents engaging in “sexting”
Morally indiscriminate  • History of varied criminal offenses

 • Parents/guardians who make their children available for sex online
Profiteers  • Criminal trying to make easy money through trafficking child pornography

 •  Includes those who blackmail victims after subjecting them to embarrassing  
sexual contact

Preferential offenders
Pedophile (Hebephile)  • Definite sexual preference for children or minors
Diverse  • Has a wide variety of paraphilic or deviant sexual interests

 • Willing to try anything sexual
 • No strong preferences towards children

Latent  •  Criminally act out on their sexual preferences after their inhibitions weaken and 
arousal patterns fueled through online communication

Miscellaneous “offenders”
Media reporters  •  Mistakenly believe they can go online to traffic child pornography or arrange meetings 

with suspected abusers as part of an authorized news expose
Pranksters  • Disseminate false or incriminate information to embarrass targets
Older “boyfriends”  • In their late teens or early twenties

 • Attempt to sexually interact with adolescents
Overzealous citizens  • Members of society who take on their own investigations of online child sexual abuse
Source: Lanning (2001, 2010)
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typically motivated by sexual desire. Their sexual 
activity can be related to bullying or extortion 
activity. For example, the morally indiscriminate 
subtype often has a history of criminal offenses 
and is motivated by power and anger. In contrast, 
the “normal” adolescent/adult type is typically 
searching online for pornography and discovers a 
wide range of sexually explicit materials and sex-
ual opportunities. Most notably, this type also 
includes adolescents who use the internet to share 
sexually explicit images of adolescent children, 
which may include images they created them-
selves  (i.e., through  sexting). While against the 
law, situational offenders’ behavior is as not 
long-term, persistent, and predictable as the pref-
erential type (Lanning, 2010).

Preferential cyber offenders tend to be serial 
offenders who victimize children through the 
operation of child sex rings and/or the collection, 
creation, or distribution of child pornography 
(Lanning, 2010). These offenders tend to have 
above average intelligence and come from a 
middle- class or high socioeconomic background. 
Within the preferential offender types, Lanning 
distinguishes between the pedophile/hebephile 
type and the diverse type of offender. The pedo-
phile type has a primary sexual interest in chil-
dren. Whereas, the diverse type is primarily 
interested in a variety of deviant sexual behaviors 
that sometimes involve children. This type may 
victimize children to minimize confronting chal-
lenges or embarrassment regarding their deviant 
sexual interests (Lanning, 2010).

Unlike most other typologies (e.g., Krone, 
2004), Lanning (2010) described a miscellaneous 
“offenders” type. These offenders break the law 
by accessing sexually abusive content of children 
on the internet but often do so with nonmalicious 
or vigilante motives. This category includes 
media reporters who genuinely believe they can 
traffic child pornography online and arrange 
meetings with suspected child molesters as part 
of an all-access news exposé. Prankers who dis-
tribute false or incriminating information to 
embarrass targets of their “dirty tricks” are also 
included in this category. Lanning (2001, 2010) 
offered an extensive typology which considers 
the many reasons an individual decides to use the 

internet to facilitate sexual offenses. However, as 
Beech  and colleagues (2008) noted, some of 
Lanning’s types are not discrete categories and 
some overlap. For example, older “boyfriend” 
offenders may attempt to satisfy their deviant 
sexual interests by soliciting adolescents online. 
Lanning claims that while some offenders may 
exhibit characteristics from multiple types, there 
will be a dominant theme to an offender’s behav-
ior and background characteristics, allowing the 
offender to be classified under one category. 
However, as Alsan (2011) points out, Lanning 
does not provide criteria to determine which type 
an offender ought to be classified if he exhibits a 
combination of characteristics.

Krone (2004) developed a comprehensive 
behavioral-based typology that placed types on a 
continuum of increasing seriousness of offend-
ing. Krone described seriousness using three 
online behavioral factors: (1) the level of net-
working by the offender, (2) the level of security 
they employ to avoid detection, and (3) the nature 
of abuse, from indirect to contact victimization. 
Krone (2004) defined nine types of internet sex 
offenders described in Table 14.5. This typology 
emphasized several important distinctions 
between different types of online offending 
behaviors. For example, the nonsecure collector 
actively seeks child pornography through peer- 
to- peer networks. Whereas, the secure collector 
actively seeks material but only through secure 
networks (e.g., encryption, protective group entry 
requirements). Unlike the nonsecure and secure 
collector types who actively search for abuse 
content, the browser type unintentionally comes 
across child pornography (e.g., through spam) 
but purposefully saves/downloads the material. 
Krone (2004) discussed the offender’s progres-
sion from the use abusive online content to 
crossing- over and committing direct contact 
offenses. His typology has been recognized as 
useful in guiding the work of police officers 
(Wortley & Smallbone, 2006) as it makes the 
important distinction between offenders who use 
the internet as part of a broader pattern of contact 
offending and those who are exclusively access-
ing abusive content. However, like other cyber 
sexual offender typologies, Krone’s typology 
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(2004) has been criticized for including catego-
ries that are not mutually exclusive (Alsan, 2011).

Upon reviewing previous typologies (e.g., 
Krone, 2004; Lanning, 2001; Sullivan & Beech, 
2004) and noting several overlapping categories, 
Beech and colleagues (2008) summarized cyber 
sexual offenders into four distinct types. The first 
type includes individuals who access abusive 
images sporadically, impulsively and/or out of 
curiosity. The second type consists of individuals 
who access/trade abusive images of children to 
fuel their sexual interest in children. The third 
type represents individuals who use the internet 
as part of a pattern of offline contact offending, 
including those who use the internet to locate 
and/or groom contact victims and those who use 
the internet to disseminate images they have pro-
duced. The final type includes individuals who 
access abusive images for seemingly nonsexual 
reasons (e.g., for financial profit).

Tener and colleagues (2015) argued for a more 
complex description of cyber offenders. The 
scholars resisted the stereotypical view that cyber 
offenders are expert predators who use technol-
ogy to identify victims, contact them using fabri-
cated identities, and seduce them to offline 
meetings for the purpose of sexual exploitation. 
Though some fit into this stereotype, they argued 
that it only represents a small portion of offend-
ers. To better understand the complex dynamics 
between cyber offenders and their victims, the 
authors developed a typology of cyber sexual 
offenders based on their patterns of online com-
munication, offline and online identities, their 
relationship to the victim, and their level of sex 
crime expertise.

Tener and colleagues (2015) interviewed law 
enforcement investigators about specific cases 
involving internet-related child sexual exploita-
tion crimes. Using a grounded theory and con-
stant comparisons approach they analyzed 75 
case narratives collected from the interviews. 
Four types of cyber sexual offender were identi-
fied: (1) the experts, (2) the cynical, (3) the 
affection- focuses, and (4) the sex focused. Expert 
offenders always have more than one victim and 
usually meet victims online, with some of their 
relationships existing solely online. These 

offenders use both true and fabricated identities 
when soliciting victims and may present victims 
with money or gifts to get their cooperation. 
Experts demonstrate a high level of sex crime 
expertise, have large collections of child pornog-
raphy, and target victims who are most vulnera-
ble to exploitation because they are overweight, 
have acne or experience other problems.

The cynical offenders have similar character-
istics to the expert type but have lower expertise 
and are less extreme. These offenders often have 
one or few victims who they usually have met 
face-to-face. Other relationships are based online 
or started online and advanced to in-person meet-
ings. A sexual relationship may develop immedi-
ately or progress gradually, and many of their 
relationships are reciprocal at first. These offend-
ers may possess child pornography but not on as 
large a scale as the experts (Tener et al., 2015). 
The third type, the affection-focused, are charac-
terized by having genuine feelings of love, care, 
and affections for victims. It is rare for this type 
to possess child pornography. Most often, their 
relationships begin online and develop into a 
close romantic relationship, with both the victim 
and offender interested in meeting face-to-face. 
Sometimes these offenders were unaware that 
they were involved with a minor (e.g., a minor 
lied about their age) and upon learning about 
their actual age, felt that they were too emotion-
ally involved to end communication with the vic-
tim (Tener et  al., 2015). In other cases, the 
affection-focused offender was an older teen who 
was unaware that their reciprocal relationship 
with a younger teen was illegal. Unlike other 
types, these offenders do not coerce or manipu-
late their victims.

The sex-focused type described offenders 
who were looking on the internet for immediate 
sexual encounters. These offenders have a low 
level of sex crime expertise and generally pres-
ent their real identities. The relationships of 
sex-focused offenders can be viewed as 
exchanges or deals, and they are not interested 
in forming romantic or emotional relationships. 
They do not necessarily seek out underage ado-
lescents but are willing to engage in sexual 
interactions with a minor if approached by one. 
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For example, sex-focused offenders may ini-
tially communicate (sometimes unknowingly) 
with minors on a sexually oriented networking 
site then meet face-to-face for a planned sexual 
encounter.

Several typologies highlight the countless 
ways the internet can be used to manipulate and 
gain access to victims and connect and exchange 
abusive content with networks of sexual offend-
ers (e.g., Krone, 2004; Lanning, 2010). While 
some offenders seek illegal content and interac-
tions online, others are unaware that they are 
sexually involved and/or have a romantic rela-
tionship with an underage person (Tener et al., 
2015). More recent typologies (e.g., Tener et al., 
2015) demonstrate that some offenders are not 
motivated by deviant sexual thoughts and 
beliefs. Rather, to both the offender and the vic-
tim, some of these relationships may have 
appeared genuine and reciprocal. Given the het-
erogeneous nature of the population, no cyber 
sexual offender typology has universal validity; 
they are not comprehensive and overlap in many 
ways (Alsan, 2011). However, typologies can 
aid in enhancing the understanding of dynamics 
between cyber sexual offenders and their vic-
tims so that researchers and policymakers can 
attempt to develop effective prevention pro-
grams and treatment for both the offender and 
their victim.

 Sexual Predators or Criminal 
Opportunists?

Sexual offender typologies have been met with 
skepticism within the criminological literature 
because of the implicit assumption that sex 
offenders are different from conventional, non-
sexual offenders (e.g., Smallbone & Wortley, 
2004a, 2004b). This perspective assumes that 
sexual offenders commit sexual offenses persis-
tently and almost exclusively throughout their 
criminal careers (Harris, Mazerolle, & Knight, 
2009). Alternatively, criminologists have argued 
that offenders who commit sexual offenses are 
just as likely to engage in many different crimes 
(e.g., substance use, physical assault) during their 

criminal career as those who commit nonsexual 
crimes (e.g., Gottfredson & Hirschi, 1990; 
Wortley & Smallbone, 2013). According to this 
criminological perspective, most sexual offenses 
represent one of many manifestations of an 
offender’s antisocial nature (Harris et al., 2009).

Research supporting this general offending 
perspective has shown that most sexual offenders 
engage in both sexual and nonsexual offenses 
(Lussier, 2005; Smallbone & Wortley, 2004a, 
2004b; Wortley & Smallbone, 2013). Harris and 
colleagues (2009; Harris, Knight, Dennison, and 
Smallbone, 2011) studied the criminal histories 
of sexual offenders and consistently found versa-
tility in offenses across types of sexual offenders. 
Both rapists and child abusers engaged in multi-
ple types of crime over their criminal careers. 
Similarly, in a series of studies, Smallbone and 
Wortley (2000, 2001, 2004a, 2004b) examined 
the criminal careers of convicted child abusers 
and consistently found that of the offenders with 
a previous conviction, the vast majority were 
convicted of a nonsexual offense.

While many sexual abusers also engage in 
general offending, research has identified a small 
but notable group of persistent sexual offenders. 
Wortley and Smallbone (2013) described a small 
category of persistent specialists who generally 
do not have nonsexual convictions but are more 
likely to have multiple sexual convictions. These 
serial sexual offenders started offending at a later 
age than other sexual offenders and often report 
having a nonheterosexual orientation. Persistent 
sexual offenders often abuse nonfamilial male 
victims, report a higher number of victims, and 
are likely to have frequent and extended contact 
with victims. Harris and colleagues (2009, 2011) 
also identified a small subgroup of child molest-
ers and mixed age offenders as crime specialists. 
They suggest that group may warrant a sexually 
specific classification and specialized treatment 
as they appear to be substantially different from 
the rest of offenders.

Collectively, these studies’ findings suggest 
that while there is a small group of sexually spe-
cialized offenders, most sexual offenders are not 
persistent specialists. Rather, sexual abuse is a 
limited or occasional activity in the offender’s 
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general involvement in crime (Wortley & 
Smallbone, 2013). Instead of an underlying moti-
vation to sexually offend these general offenders 
may struggle to exhibit self-control and fail 
to restrain their behavior in the face of particular 
opportunities and temptations.

 Limitations to Traditional 
Typologies

Typologies can act as a useful investigative, 
assessment, and treatment tool and offer con-
siderable insight on the motivations and behav-
ioral and offense characteristics of male and 
female sexual offenders. However, the hetero-
geneity of the sexual offender population has 
made it difficult to develop a comprehensive 
model of sexual offending. The methodological 
limitations of typology development such as 
issues of sampling methods (e.g., clinical sam-
ples, drawing a sample by victim sex, convicted 
offenders), low base rates of sexual reoffense, 
and social desirability in self-reports (e.g., 
omitting offenses involving same-sex victims) 
have limited the validity and reliability of many 
existing typologies and inspired criticism 
(Bickley & Beech, 2001). Many existing typol-
ogies are not mutually exclusive, and offenders 
share characteristics of multiple classifications. 
Similarly, sex offenders do not always special-
ize in one type of offending (e.g., adult rape or 
child abuse) but engage in multiple types of 
sexual and nonsexual offenses (i.e., crossover 
offending; Heil, Simons, & Burton, 2010; 
Smallbone & Wortley, 2004a, 2004b; Wortley 
& Smallbone, 2013).

The occurrence of crossover offending chal-
lenges the validity of traditional sex offender 
typologies, many of which are based on one vic-
tim type (e.g., children; Simons, 2014). Research 
has shown that sexual offenders often admit  to 
victimizing considerably more persons than 
recorded in official arrest and court records. Male 
sexual offenders engage in high rates of cross-
over offending with their victims varying in age 
(i.e., children and adults), relationship to the 
offender (i.e., family member) and gender (e.g., 

Heil, Ahlmeyer, & Simons, 2003). Female 
offenders also report patterns of both age and 
relationship crossover offending (Heil et  al., 
2010).

Examining the occurrence of crossover 
offending has become even more crucial with the 
development of cyber sexual offender typologies. 
Some internet offenders solely offend online 
(i.e., viewing or collecting child pornography) 
and do not attempt contact sexual abuse (Beech 
et  al., 2008). Making this distinction between 
offenders is important for classification systems 
because strictly cyber offenders may not pose a 
direct threat to children. A meta-analysis examin-
ing the prevalence of contact child sexual abuse 
among cyber offenders found that 12 percent of 
cyber offenders engaged in known contact abuse 
as indicated by official records (i.e., arrests, 
charges, and/or convictions). However, this rate 
increased to approximately 50 percent when 
using self-report data, suggesting that there may 
be a distinct group on online-only offenders 
(Seto, Hanson, & Babchishin, 2011).

Emerging sexual offender typology research 
has begun to recognize the importance of 
understanding the motivation and behavior of 
crossover offenders in an effort to enhance pre-
vention and treatment efforts. Using a sample 
of 567 sexual offenders committed for treat-
ment, Rice and Knight (2018) compared the 
characteristics of adults with mixed aged sexual 
offense victims (MASOVs) with that of adults 
who exclusively offend against children 
(CSOVs) or adults (ASOVs). Overall, their 
results show that MASOVs were not signifi-
cantly different from CSOVs or ASOVS in their 
trauma history (e.g., childhood neglect and 
physical abuse, family stability, and sexual 
assault victimization). However, they did expe-
rience more cumulative abuse than both groups. 
MASOVs also displayed lower self- esteem and 
higher levels of psychopathy compared to 
CSOVs. Rice and Knight’s (2018) findings 
demonstrate the need to develop treatment 
plans specific to mixed aged sexual  offenders 
because they display different characteristics 
than offenders who exclusively offender against 
adults or children.
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 Future Directions

Findings from studies on crossover and mixed age 
offending suggest the traditional typologies based 
on age preference for victims may not be a useful 
tool for allocating resources, evaluating risk, or 
constructing individualized treatment interventions 
(Simons, 2014). Research has shown that special-
ized sexual offenders do exist, but they make up the 
minority of sexual offenders (Harris et  al., 2009; 
Wortley & Smallbone, 2013). Many of the current 
policies aimed at preventing and managing sexual 
offenders were implemented under the assumption 
that sexual offending is a distinct and specialized 
type of offending. This led to the implementation 
of universal and selective crime control policies 
that target convicted sexual offenders such as com-
munity registration and notification, and resident 
restrictions (Harris et al., 2009). To most effectively 
treat and prevent sexual offending, it is important to 
classify and treat offenders based on characteristics 
that have been shown to increase the risk of recidi-
vism. Rather than applying strict sexual- offense- 
specific policy and treatment to all sexual offenders, 
it may be most beneficial to target general-offense 
related factors such as antisocial beliefs and atti-
tudes, poor self-control, and weak problem-solv-
ing, and anger-management skills (Wortley & 
Smallbone, 2013). Sexual-offense- specific treat-
ment should be uniquely designed for specialized 
sex offenders.

To address the issues of heterogeneity and 
crossover offending, Robertiello and Terry (p. 10, 
2007) suggest that perhaps the best way to view 
typologies of sexual offenders is as a continuum 
rather than mutually exclusive, exhaustive cate-
gories. Typologies should be seen as a tool for 
enhancing the understanding of the motivations 
and tactics of sexual offenders. They have the 
potential to aid researchers and practitioners in 
developing treatment and supervision strategies 
tailored to the offender. As sexual offender typol-
ogy advances, researchers and practitioners 
should be cautious when regarding sexual offend-
ers as having different risks and needs from non-
sexual offenders. Future research should also 
address crossover and mixed age offending when 
developing classification systems and treatment 
and prevention interventions.
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The Role of Hypermasculinity 
as a Risk Factor in Sexual Assault 
Perpetration

Catalina Vechiu

Sexual assault victimization continues to pose a 
significant public health concern in the United 
States. National prevalence rates estimate that 
19.3% of women and 1.7% of men have been 
sexually assaulted at some point in their lifetime 
(Breiding et  al., 2014). The high prevalence of 
sexual assault victimization on college campuses 
and the extensive psychological consequences 
associated with sexual assault have garnered 
increased attention from researchers, policymak-
ers, and the media. Part of the increased media 
attention in recent years is due to international 
movements against sexual assault such as 
#MeToo and the mishandling of well-known 
cases involving college football teams or fraterni-
ties that serve to increase public awareness of the 
widespread prevalence and far-reaching conse-
quences of sexual violence. The identification of 
risk factors for sexual violence is fundamental for 
the development of prevention and intervention 
efforts. Yet, investigations of preventative meth-
ods for sexual assault perpetration have largely 
focused on victim characteristics and contextual 
factors. These investigations have yet to lead to a 
consensus on the optimal approach for sexual 

assault prevention. Prevention programs borne 
out of this literature have not undergone rigorous 
empirical evaluation and are largely ineffective 
(see Newlands & O’Donohue, 2016 for a review). 
It may be more prudent to examine perpetrator 
characteristics that increase the likelihood of sex-
ual violence perpetration. Although such data 
exist, most focus on perpetrator personality traits, 
alcohol consumption, and beliefs and attitudes 
about sexuality. A significantly smaller number 
of studies have examined the role of hypermascu-
linity in sexual assault perpetration. 
Hypermasculinity refers to the exaggeration of 
male stereotypical behavior such that hypermas-
culine men engage in callous sexual behavior 
towards women, endorse beliefs that violence is 
manly, and experience danger as exciting 
(Mosher & Sirkin, 1984). Hypermasculinity has 
been found to be associated with endorsement of 
rape myths and sexual assault perpetration 
(Locke & Mahalik, 2005; Zinzow & Thompson, 
2015). This chapter provides an overview of the 
theoretical framework of hypermasculinity, iden-
tifies the sociocultural correlates of hypermascu-
linity that are associated with the perpetration of 
sexual assault, and reviews limitations in the lit-
erature as well as promising prevention programs 
and intervention strategies.
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 Theoretical Conceptualization 
of Hypermasculinity

 Hierarchy of Masculinities

The prevention of gendered violence requires an 
understanding of the impact of differential social-
ization on the development of masculinities and 
gendered power relations. The study of mascu-
linities was brought to the forefront of scholarly 
discourse by Connell’s (1987) seminal paper on 
hegemonic masculinity. The concept of hege-
mony is derived from Gramsci’s (1971) analysis 
of class relations and refers to a position of domi-
nance in social life that is culturally dynamic. 
Connell (1987) proposed that there are multiple 
masculinities that are fluid, dynamic, and vary 
across cultures and individuals and serve to legit-
imize gender inequality. One form of masculinity 
is perpetuated over another at any given time by 
those who benefit from it and those who are 
oppressed by it (Jewkes et al., 2015). To further 
understand men’s dominant position in society 
and the subordination of women, Connell (2005) 
posited that it is necessary to examine the 
dynamic gender relations between the embodi-
ments of multiple masculinities. According to 
Connell (2005), the hierarchy of masculinities 
includes:

• Hegemonic masculinity: can be defined as the 
“configuration of gender practice which 
embodies the currently accepted answer to the 
problem of the legitimacy of patriarchy, which 
guarantees (or is taken to guarantee) the domi-
nant position of men and the subordination of 
women” (Connell, 2005, p.  77). Hegemonic 
masculinity is a culturally idealized manifes-
tation of manhood that refers to economically 
privileged men who exhibit socially dominant 
and accepted characteristics of traditional 
masculinity. This may not be the most preva-
lent form of masculinity, but it is often the 
most culturally valued. Hegemonic masculin-
ity is a display of successful claim to authority 
that upholds the patriarchy. Bearers of hege-
monic masculinity are those who hold institu-

tional power or great wealth, are often White, 
heterosexual, and wealthy.

• Subordinate masculinity: can be defined in 
opposition to hegemonic masculinity, such 
that it is the exhibition of values and charac-
teristics that are expelled from hegemonic 
masculinity. Bearers of subordinate masculin-
ity are those who are physically weak, engage 
in overt expression of emotions, are not het-
erosexual, or are effeminate. Connell (2005) 
states that gay men are the exemplary form of 
subordinate masculinity due to the cultural 
stigmatization of homosexuality. Gay men are 
subjugated to political and cultural exclusion, 
legal and street violence, economic discrimi-
nation, and personal boycott (Connell, 2005). 
Subordinate masculinity is assimilated to 
femininity.

• Complicit masculinity: can be defined “in 
ways that realize the patriarchal dividend, 
without the tensions or risks of being the 
frontline troops of patriarchy” (Connell, 2005, 
p.  79). Bearers of complicit masculinity are 
those who do not embody the characteristics 
of hegemonic masculinity but often benefit 
from and admire it. Connell (2005) specifi-
cally refers to the advantage men in general 
gain from the overall subordination of women.

• Marginalized masculinity: can be defined as a 
form of masculinity that idealizes characteris-
tics normative of hegemonic masculinity but 
is applied to men who are marginalized in 
society, such as men from minority groups or 
disabled men. Bearers of marginalized mascu-
linity are those who value characteristics such 
as physical strength and aggression and wealth 
but are not identified as hegemonic due to 
their ethnicity or social status. Connell (2005) 
posits that African-American athletes are 
exemplars of marginalized masculinity, such 
that their individual wealth and fame does not 
yield social authority to all black men.

Some scholars have expanded Connell’s 
(1987) hierarchy of masculinities to include 
toxic masculinity, which refers to “the constella-
tion of socially regressive male traits that serve 
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to foster domination, the devaluation of women, 
 homophobia, and wanton violence” (Kupers, 
2005, p. 714). Toxic masculinity delineates the 
characteristics of hegemonic masculinity that are 
the most socially destructive, such as extreme 
competition and greed, the need to dominate and 
control others, particularly women, gay or 
effeminate men, readiness to resort to violence, 
and need for respect (Kupers, 2005). According 
to Kupers (2005), although desiring respect is 
not inherently toxic, the repeated frustration of a 
man’s need to be respected can lead to toxicity. 
Toxic masculinity has been subject to consider-
able theoretical analyses, primarily focusing on 
(1) the factors that lead to the development of 
toxic masculinity within prison contexts and (2) 
deconstruction of various television shows that 
highlight the development and impact of toxic 
masculinity. Empirical studies examining its 
utility and association with sexual assault perpe-
tration are limited and few tools have been devel-
oped and empirically validated to directly 
measure toxic masculinity (Parent, Gobble, & 
Rochlen, 2018).

Distinguishing between various manifesta-
tions of masculinity is important for understand-
ing the relationship between sexual violence, 
gender norms, and the individual. The study of 
masculinities posits that sexual violence is a tool 
for the attainment of social status, protecting the 
patriarchal order, and reaffirming the superiority 
of one group of men over another (Fahlberg & 
Pepper, 2016). Sexual assault victimization dis-
proportionately involves girls and women as vic-
tims and men as perpetrators. It is well established 
that unequal power dynamics and social norms 
related to gender and sexuality impact the inci-
dence of sexual assault. For instance, several 
cross-cultural studies have found that men per-
form masculinity though sexual violence, partic-
ularly among adolescent and young men. In a 
study of sexual scripts (i.e. culturally codified 
sequence of events leading to sexual activity) of 
Kenyan adolescents, Njue, Askew, and Chege 
(2005) found that forced sex was a common con-
sequence of a girl’s persistent refusal to engage in 

sexual activity for fear of exclusion, stigmatiza-
tion, or rejection by peers. Male participants 
reported that they would be perceived as “impo-
tent” or “not man enough” if they did not ulti-
mately engage in sexual intercourse, forced or 
otherwise. Likewise, a study examining 
Cambodian youth and perpetration of gang rape 
found that participants reported that perpetration 
of gang rape was an affirmation of their mascu-
linity (Wilkinson, Bearup, & Soprach, 2005). In a 
study of US high school males, Pascoe (2007) 
found that participants often felt they needed to 
pressure, convince, or force young women to 
have sex in order to prevent themselves from 
being harassed or emasculated by their male 
peers and to uphold their status as men. Sexual 
violence against women also asserts men’s racial 
dominance or as a tool for combating structural 
subordination. For instance, Bourgois (1995) 
argues that sexual violence among Latinos in a 
New  York City neighborhood is a result of the 
loss of normative masculine resources due to de- 
industrialization, decline of low-wage employ-
ment, and expansion of women’s rights.

The question regarding whether hegemonic 
masculinity is associated with sexual violence is 
subject to considerable debate. Some scholars 
argue that due to the high rates of intimate partner 
violence and the low rates of women’s disclo-
sures or reporting of sexual violence, the public 
stature of men who engage in low-level violence 
against women is not diminished (Garcia- 
Moreno, Jansen, Ellsberg, & Watts, 2005). This 
may inadvertently serve to enhance men’s public 
stature due to the perception of being in control. 
Other scholars, however, argue that sexual vio-
lence diminishes men’s social status, particularly 
during the era of social media and international 
movements aimed at increasing awareness of 
gendered violence. This line of reasoning posits 
that hegemonic masculinity is a gender stereo-
type and therefore sexual violence may not nec-
essarily be hegemonic in a particular culture 
(Messerschmidt, 2012). As such, the concept of 
hypermasculinity may be more useful as a poten-
tial risk factor for sexual assault victimization.

15 The Role of Hypermasculinity as a Risk Factor in Sexual Assault Perpetration
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 Hypermasculinity

The concept of hypermasculinity has been 
defined as the adherence to an exaggerated ideol-
ogy of the prototypical male. Similar to hege-
monic masculinity, hypermasculine men hold 
exaggerated beliefs regarding the behaviors of 
the ideal male. According to Mosher and Sirkin 
(1984), hypermasculinity is comprised of four 
beliefs:

 1. Insensitive attitudes towards sex and women: 
such beliefs include an emphasis on the male 
sexual experience at the expense of the wom-
an’s sexual experience and sexual intercourse 
is equated with women’s sexual dominance. 
Within this paradigm, sexual intercourse is an 
aggressive and depersonalized act for men 
that serves to exert male power and female 
submission (Vokey, Tefft, & Tysiaczny, 2013).

 2. Violent aggression is an acceptable expres-
sion of male dominance: this belief reflects the 
attitude that violence is manly and aggression, 
verbal and/or physical, is an acceptable 
method for exerting dominance over other 
men and women.

 3. Danger is exciting: Dangerous situations are 
perceived as opportunities to demonstrate 
power and dominance over men and women 
or the environment.

 4. Emotional self-control: Expressing emotions 
is perceived as a feminine act and a sign of 
weakness. The suppression of emotions such 
as sadness, fear, or empathy is considered to 
be a legitimate display of male toughness.

The four domains of hypermasculinity com-
bine to legitimize the use of violence against 
women and are believed to reflect gender role 
socialization across the lifespan, particularly dur-
ing childhood. The cultural ideology of hyper-
masculinity is perpetuated by mass media and 
reinforces earlier parental socialization by nor-
malizing and promoting hypermasculine behav-
iors (Vokey et al., 2013). Gender role socialization 
via multiple pathways engenders conformity to 
stereotypical masculine behaviors, particularly 
during adolescence and young adulthood. Traits 

such as aggression and toughness are highly val-
ued and reinforced via social sanctions. 
Nonconformity to hypermasculine ideals is 
severely punished via social exclusion, rejection, 
and/or bullying. Males who demonstrate willing-
ness to engage in aggressive behaviors avoid 
becoming the recipients of harassment (Vokey 
et al., 2013). Previous research with young adult 
males has found that hypermasculinity is associ-
ate with increased risk-taking behaviors such as 
large number of sexual partners and substance 
use (Burk, Burkhart, & Sikorski, 2004), aggres-
sion towards men who violate gender norms 
(Parrott & Zeichner, 2008), and aggression 
toward women (Seaton, 2007). High levels of 
hypermasculinity are associated with past sexual 
aggression (Gold, Fultz, Burke, Prisco, & Willett, 
1992) and are significant predictors of future sex-
ual aggression (Vaas & Gold, 1995). There is 
strong support in the literature for the positive 
association between hypermasculinity and sexual 
assault perpetration.

 Sociocultural Correlates 
of Hypermasculinity

The most abundant support for the correlation 
between hypermasculinity and sexual aggression 
stems from a plethora of studies examining spe-
cific domains of hypermasculinity, such as atti-
tudes and beliefs about sex and women. 
Specifically, the endorsement of:

• Impersonal attitudes towards sex: Men who 
hold more casual attitudes towards sex, such 
as, “love is not a necessary part of sex” are 
more likely to perpetrate sexual assault 
(White, McMullin, Swartout, Sechrist, & 
Gollehon, 2008). Additionally, in a sample of 
community men, casual attitudes towards sex 
were directly related to the number of sexual 
assaults committed (Abbey, Parkhill, 
BeShears, Clinton-Sherrod, & Zawacki, 
2006). The link between impersonal attitudes 
and sexual assault victimization may be 
explained by increased opportunities for per-
petration. For instance, men who endorse 
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impersonal attitudes towards sex prefer to 
engage in casual sexual encounters, thereby 
preferring multiple partners. Access to a 
higher number of sexual partners increases the 
opportunities to use coercive control or 
aggression in order to obtain sex or desired 
sexual practices.

• Traditional gender roles: The belief that men 
and women should adhere to the traditional 
roles and behaviors dictated by societal norms 
has been associated with higher rates of sexual 
assault perpetration. For instance, the belief in 
traditional gender roles was found to be the 
only significant predictor of sexual aggression 
in one study, even after controlling for per-
ceived token resistance (Loh & Gidycz, 2006). 
An international study examining the relation-
ship between rape proclivity and hostile sex-
ism (antagonistic attitudes towards women) in 
Zimbabwe found a significant relationship 
between the two constructs for acquaintance 
rape but not for stranger rape (Viki, Chiroro, 
& Abrams, 2006). The authors speculate that 
cultural norms regarding men and women’s 
traditional roles in relationships may explain 
this finding. Men who hold more traditional 
beliefs about gender roles or antagonistic atti-
tudes towards women may be more prone to 
express their hostility in intimate relationships 
where their behavior may be perceived as 
acceptable (Viki et al., 2006).

• Token resistance: Token resistance is the het-
eronormative belief that women initially and 
typically say “no” to sex when they really 
mean “yes” (Beres, 2010). Token resistance is 
perceived as a precursor to sexual interactions 
that needs to be overcome by persistence and 
coercion (Shafer, Ortiz, Thompson, & 
Hyemmer, 2018). Stronger beliefs about 
women’s use of token resistance is associated 
with greater misperceptions about sexual con-
sent (Shafer et al., 2018). For instance, in situ-
ations where women agreed to some sexual 
activity, men believed that the women also 
wanted to engage in sexual intercourse due to 
initial agreement to kiss (Osman, 2003). Men 

with stronger beliefs in token resistance are 
more likely to endorse rape myths because 
they rationalize the victim’s actions as “want-
ing it” despite the lack of consent to all activi-
ties (Shafer et al., 2018).

• Rape myths: Rape myths refers to “attitudes 
and beliefs that are generally false but are 
widely and persistently held, and that serve to 
deny and justify male sexual aggression 
against women” (Lonsway & Fitzgerald, 
1994, p. 133). Rape myths include the belief 
that women who dress provocatively deserve 
or are asking to be raped or that all women 
have an unconscious desire to be raped 
(Lonsway & Fitzgerald, 1994). A meta-analy-
sis examining the relationship between rape 
myth acceptance and attitudes and behaviors 
found a significant association between rape 
myth acceptance and sexual aggression, and 
nonaggressive sexual behaviors, such as the 
use of degrading images of women and sexu-
ally promiscuous behavior (Suarez & Gadalla, 
2010).

Overall, findings from extant research reveal 
that men who hold stronger beliefs about hyper-
masculinity, traditional attitudes about gender 
roles, and token resistance, and who are accep-
tant of rape myths and condone violence against 
women are more likely to perpetrate sexual vio-
lence and to be more tolerant of sexual assault in 
comparison with men who do not share these 
beliefs (Loh, Gidycz, Lobo, & Luthra, 2005). 
These beliefs and attitudes are further associated 
with rape culture, which refers to a setting in 
which sexual assault and rape are prevalent due 
to societal attitudes about gender and sexuality 
(Canan, Jozkowski, & Crawford, 2018). The 
measurement of gender-related attitudes and 
beliefs across studies may include some overlap 
(i.e. hostility towards women and rape myth 
acceptance); however, further research is needed 
to delineate the unique contribution of each fac-
tor to the variance in explaining the association 
between features of hypermasculinity sexual 
assault victimization.

15 The Role of Hypermasculinity as a Risk Factor in Sexual Assault Perpetration
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 Hypermasculinity and Sexual 
Assault on College Campuses

The link between domains of hypermasculinity 
and sexual assault perpetration has received 
increased attention on college campuses. This is 
particularly due to the staggering rates of sexual 
assault found in this context. For instance, 23% 
(or 1  in 5) of US college women have experi-
enced rape or an attempted rape (Krebs, 
Lindquist, Warner, Fisher, & Martin, 2007). In 
one study, 63.3% of university men who self- 
reported acts qualifying as rape or attempted rape 
also admitted to committing multiple rapes 
(Lisak, Gardinier, Nicksa, & Cote, 2010). More 
than 90% of sexual assault victims on college 
campuses do not report the rape (Fisher, Cullen, 
& Turner, 2000). More than 50% of college sex-
ual assaults occur in either August, September, 
October, or November (Kimble, Neacsiu, Flack, 
& Horner, 2008). It is hypothesized that the 
increased risk of unwanted sexual experiences or 
sexual assault during this time period may be 
related to the various Greek system activities 
held between the months of September–October 
(Kimble et  al., 2008). Pledging (students are 
affiliated with the organization but not full mem-
bers) for sororities or fraternities and social activ-
ities associated with pledging, such as fraternity 
parties, which often entail alcohol intoxication, 
are often held during the first few months of the 
first semester (Parrott & Zeichner, 2003).

The structure of organizations such as frater-
nities engender ideals of hypermasculinity via 
unquestioning loyalty, traditions, anti-female rit-
uals, and hazing. Through the process of pledg-
ing or “rushing” a fraternity, young college males 
engage in practices that typically encourage alco-
hol misuse, substance use, competitiveness, and 
the sexual exploitation of women (Fabian, 
Toomey, Lenk, & Erikson, 2008). For instance, 
fraternity men have been found to have stronger 
beliefs in male dominance (Kalof & Cargill, 
1991), greater belief in rape myths (Boeringer, 
1999), and to hold more traditional attitudes 
towards women (Schaeffer & Nelson, 1993). 
Additionally, men in fraternities are more likely 
to be associated with the sexual objectification of 

women through pornography (Sanday, 1990), are 
more likely to display sexually degrading pic-
tures of women (Bleecker & Murnen, 2005), and 
are more likely to use degrading language about 
women’s genitals (Murnen, 2000) than nonfrater-
nity men. Endorsement of hypermasculine values 
and rape-supportive beliefs translates into higher 
rates of sexual perpetration among fraternity 
members. Although across the nation fraternity 
members make up 25% of the undergraduate 
male population, they account for 46% of the per-
petrators of sexual violence (Fritner & Robinson, 
1993; Zernechel & Perry, 2017). In comparison 
with nonfraternity members, males who are part 
of fraternities are three times more likely to per-
petrate a sexual assault (Foubert, Newberry, & 
Tatum, 2007).

Although the association between fraternity 
membership and endorsement of rape-support-
ive attitudes and hypermasculine values has 
been firmly established, the causal link contin-
ues to be debated. Some theorists posit that men 
who endorse hypermasculine values are 
attracted to all-male groups (i.e. fraternities, 
athletic groups) who hold similar beliefs 
(Kilmartin, 2000). Others suggest that sexual 
aggression and adherence to hypermasculinity 
is promoted by reinforcement and social punish-
ment (Godenzi, Schwartz, & DeKeseredy, 
2001). That is, the activities fraternities engage 
in facilitate the incidence of sexual assault 
(Murnen & Kohlman, 2007). For instance, a 
meta-analysis examining the relationship 
between sexual aggression and fraternity mem-
bership found that fraternity membership was 
significantly associated with hypermasculinity, 
rape-myth acceptance, and self-report of sexual 
aggression (Murnen & Kohlman, 2007). The 
effect size of the association was impacted by 
two factors:

 1. Size of the school: Effect sizes were larger at 
smaller colleges. Murnen and Kohlman (2007) 
hypothesize that all-male groups at smaller 
schools have increased ability to define 
acceptable masculine behaviors and apply 
social sanctions for nonconformity due to 
fewer alternatives to socialization.
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 2. Age of the participants: Effect sizes were 
larger for studies with older participants. 
Murnen and Kohlman (2007) hypothesize that 
rape-supportive attitudes and beliefs and 
hypermasculinity are less well-developed 
when men first arrive at college and are 
acquired or reinforced as a function of frater-
nity membership.

To further elucidate potential factors that lead 
to the development or reinforcement of hyper-
masculine values, Murnen and Kohlman (2007) 
hypothesize that fraternity membership produces 
a strong group bonding, particularly for many of 
the fraternity members that live together. This 
bond intensifies the secrecy and loyalty among 
group members regarding their values and behav-
iors, such that any sexually aggressive behaviors 
are perceived to be private fraternity concerns 
and not subject to exposure to university forces. 
Thus, the correlation between fraternity member-
ship and sexual assault perpetration may be a 
product of the various problematic practices and 
traditions that stem from hypermasculine values. 
Hypermasculinity then, may be a key factor in 
the development of attitudes and behaviors asso-
ciated with sexual assault perpetration. 
Hypermasculinity can also be a primary target for 
interventions that aim to impact societal norms 
regarding masculinity and university campuses 
may be the ideal setting.

 Evidence-Based Interventions 
and Best Practices

The current paradigms for sexual assault preven-
tion focus almost exclusively on victims and 
teaching young women in particular to take 
“common sense measures” (i.e. safety planning, 
alcohol safety, etc.) to avoid becoming victims of 
sexual assault as well as bystander interventions. 
However, helping young women develop an 
awareness of potential dangers may not be suffi-
cient to fully address a culture that promotes 
hypermasculine values. The concept of hyper-
masculinity can be incorporated into prevention 
efforts and intervention strategies for reducing 

sexual assault victimization and fostering gender 
equity. Hypermasculinity provides an overarch-
ing framework for understanding how gender 
inequality is produced and reproduced by shift-
ing the attention to the way hypermasculinity is 
developed and maintained at the individual, 
group, and societal level (Jewkes et  al., 2015). 
Evidence-based and comprehensive interven-
tions for the prevention of sexual assault victim-
ization should target female empowerment and 
changes in hypermasculine ideals. Due to the 
staggering rates of sexual assault on campus and 
the increased media attention to the gross mis-
handling of sexual assault allegations by univer-
sity administrators across the US, intervention 
efforts should focus on changing hypermasculine 
ideals on college campuses. However, prevention 
efforts should start early, by engaging adolescent 
men in reflection and discussion regarding sexual 
assault victimization. Based on previous research, 
we recommend the implementation of separate 
gender programs that target consent and specific 
elements of hypermasculinity for men and alco-
hol use and self-defense tactics for women 
(please refer to Newlands & O’Donohue, 2016 
for a review of interventions for women).

 Assessment

Proper intervention strategies must first begin by 
accurate identification of men who hold hyper-
masculine values. Due to the dynamic nature of 
hypermasculinity and the presence of multiple 
masculinities, identifying men who are prone to 
perpetrate sexual assault is key. There is some 
disagreement regarding the most appropriate 
measures of hypermasculinity and the need to 
differentiate between men who may endorse 
hypermasculine values but don’t commit a crime, 
those who are sexually aggressive, and those who 
are physically aggressive (Burk et  al., 2004). 
There are several measures available for use that 
assess the multidimensionality of 
hypermasculinity:

• Auburn Differential Masculinity Index-60 
(ADMI-60; Burk et al., 2004): The ADMI is a 
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60-item self-report inventory of hypermascu-
linity that includes a total score and five sub-
scales: hypermasculinity, sexual identity, 
dominance and aggression, conservative mas-
culinity, and devaluation of emotion. 
Hypermasculinity and the devaluation of fem-
inine traits are based on the concept of hyper-
masculinity as delineated by Mosher and 
Sirkin (1984). The ADMI has demonstrated 
good reliability (α = 0.83) (Burk et al., 2004). 
A more recent factor analysis of the ADMI 
yielded four dimensions: sexual identity, anti- 
femininity, devaluation of emotion, and domi-
nance and aggression (Corprew, Matthews, & 
Mitchell, 2014). Scores on these subscales 
produced four distinct and theoretically mean-
ingful profiles: extreme hypermasculine 
(highest levels anti-feminine attitudes and 
devaluation of emotion within the sample), 
traditional hypermasculine (highest levels of 
dominance and aggression), traditional mas-
culine, and nonhypermasculine (Corprew 
et al., 2014). The authors did not find evidence 
for a conservative masculinity dimension and 
instead indicate that the dominance and 
aggression subscale subsumed the prior 
dimension. They further argue that the hyper-
masculine dimension is conceptually errone-
ous as all of the combined domains of the 
scale measure the concept of hypermasculin-
ity (Corprew et al., 2014). Findings from this 
study indicate that the men who produce either 
the extreme or traditional hypermasculine 
profile may have the highest risk for rape 
proclivity.

• Hypermasculinity Inventory-Revised (HMI-R; 
Peters, Nason, & Turner, 2007): The HMI-R is 
a revised version of the widely utilized Mosher 
and Sirkin’s (1984) HMI. Research examining 
the psychometric properties of the original 
HMI yielded serious limitations, such as the 
use of dated words, cultural inadequacies, and 
forced choice format, where respondents were 
forced to choose between the “macho” 
response or the “wimpy” response (Peters 
et al., 2007). The revised version of the HMI is 
a 27-item questionnaire that assesses the three 
original dimensions of hypermasculinity: cal-

lous attitudes, danger, and fighting. The 
HMI-R demonstrated high reliability 
((α = 0.90) (Peters et al., 2007).

• Hypermasculine Values Questionnaire (HVQ; 
Archer, 2010); The HVQ is a 26-item self- 
report questionnaire that assesses various 
domains of hypermasculinity, such as tough-
ness, the need to avoid femininity, and control 
over women’s sexuality. The HVQ has dem-
onstrated high internal consistency (α = 0.92) 
and test-retest reliability (r  =  0.91) (Archer, 
2010).

There are several other assessment question-
naires that may be equally psychometrically 
sound. However, an overreliance on self-report 
questionnaires increases the mono-method bias, 
where a questionnaire may be measuring part of 
the construct of hypermasculinity at the expense 
of other important facets. Recently, researchers 
have suggested the use of implicit association 
tests (McDermott, Kilmartin, McKelvey, & 
Kridel, 2015). Burgeoning research comparing 
the association between men and women’s 
implicit tendencies to dehumanize or objectify 
women to their self-reported attitudes towards 
rape found that men were more likely to have 
lower response times pairing images of women 
with animal parts, tools, and objects (Rudman & 
Mescher, 2012). Men’s implicit bias to dehuman-
ize women was positively correlated with self- 
reported willingness to rape. Therefore, the most 
comprehensive assessment is one that allows for 
the identification of different profiles of mascu-
linity and evaluates implicit and explicit biases 
against women. Understanding the various facets 
of hypermasculinity can lead to a greater under-
standing of the nuances of the development of 
masculine identity across the lifespan and pro-
vides opportunities for intervention and 
prevention.

 Prevention and Intervention

Program evaluation studies indicate that the most 
effective sexual assault prevention efforts are 
conducted in separate gender groups due to the 
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different strategies and goals for men and wom-
en’s programs as well as the risk of providing 
inconsistent messages in a mixed-gender pro-
gram (Berkowitz, 2002; Yeater & O’Donohue, 
1999). Several programs aimed at reducing the 
incidence of sexual assault with all-male groups 
have been developed over the past three decades 
(i.e. Men Can Stop Rape, Coaching Boys into 
Men, RealConsent, the Men’s Project). According 
to Berkowitz (2002), they share the following 
assumptions:

• The most effective workshops are comprised 
of all males, small in size, and conducted by 
peer educators.

• The most effective sexual prevention approach 
with men is to enlist them as potential wom-
en’s allies instead of potential rapists.

• Men should take primary responsibility for 
sexual assault prevention.

• Group discussions should encourage honest 
disclosures regarding ideas, feelings, and 
beliefs and should be interactive.

• Educators should create opportunities for dis-
cussion of (mis)perceptions of men’s 
experiences.

Although Berkowitz (2002) provides a more 
extensive list of critical elements of prevention 
programs with men (i.e. challenging rape myths 
and rape-supportive beliefs and attitudes, 
addressing role of substances, etc.), recent meta- 
analyses have revealed significant limitations for 
one or more of these recommendations. For 
instance, the most effective prevention programs 
are those that are longer, narrowly focused, deliv-
ered by experts, and target specific subpopula-
tions of men (i.e. fraternity members) (Anderson 
& Whiston, 2005; Vladutiu, Martin, & Macy, 
2010). Additionally, prevention programs often 
yield the largest improvements in attitudes and 
intentions that tend to decrease with time and 
have little impact on actual perpetration behavior 
(Newlands & O’Donohue, 2016). What appears 
to be missing from extant programs is the consid-
eration of hypermasculinity as a multidimen-
sional concept (as opposed to focusing on specific 
facets of hypermasculinity) and empirical valida-

tion. A systematic review of rape prevention pro-
grams that evaluated the studies based on 14 
empirically derived criteria (i.e. effect sizes, 
length of follow-up, cost, replication) found only 
six studies that quantitatively evaluated to inci-
dence of sexual perpetration among US college 
males and only three of the studies reported sig-
nificant reduction in rates of perpetration 
(Newlands & O’Donohue, 2016; see Table 15.1 
for a summary of results).

Of all programs examined in the review, the 
Men’s Project appears to be the only one that 
addresses the impact of masculinity on sexual 
assault perpetration. Specifically, the Men’s 
Project is a manualized intervention comprised 
of a 1.5-h prevention program and a 1-h booster 
session based on Berkowitz (1994) workshop 
protocol (Gidycz, Orchowski, & Berkowitz, 
2011). The Men’s Project addresses elements 
such as consent, dispelling rape myths, fostering 
an awareness and understanding of the impact of 
social norms and misperceptions, increasing par-
ticipants’ understanding of masculinity, misper-
ceptions, attitudes, and behaviors regarding 
sexual assault, and traditional concepts of mascu-
linity that are associated with rape proclivity 
(Gidycz et  al., 2011). The Men’s Project was 
found to produce significant reductions in sexual 
assault perpetration in male residents in freshman 
dorms that were assigned to the intervention 
compared to the control group at the 4-month 
follow-up assessment (1.5 vs. 6.7%, respectively) 
(Gidycz et al., 2011). These gains were not sig-
nificant at the 7-month follow-up. The Men’s 
Project demonstrates significant advantages over 
other prevention programs, such as multiple fol-
low- up assessments, evaluation of social desir-
ability, and the utilization of behavioral outcomes 
(Newlands & O’Donohue, 2016).

Other interventions incorporate the concept 
of hypermasculinity into curricula more deliber-
ately. For instance, the Macho Factory is an 
intervention developed in Sweden for individu-
als aged 13–25 that is comprised of educational 
material and activities that focus on the preven-
tion of sexual assault by challenging and chang-
ing social norms of masculinity (Jewkes et al., 
2015). The program consists of six themes, 17 
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Table 15.1 Prevention programs with all-male participants

Study
Program title/
provider N

Follow-up 
period

Behavioral 
outcomes

Effect sizes/rates 
of Perpetration Limitations

Heppner, 
Neville, Smith, 
Kivlighan, and 
Gershuny (1999)

Not reported 
provider: Expert 
males

119 5 months Insignificant Not reported Not addressed: 
Dosage, 
blindness, cost, 
and 
mechanism of 
change

Foubert (2000) How to help a 
surveyor of 
sexual assault: 
What men can 
do. Provider: Peer 
educators

117 7 months Insignificant Not reported Not addressed: 
Dosage, 
blindness, cost, 
mechanism of 
change, 
theoretical 
basis, social 
validity, and 
subject × Tx 
interaction

Foubert et al. 
(2007)

The Men’s 
program 
provider: Peer 
educators

565 7 months Insignificant. 
Men in Tx who 
went on to join 
fraternities 
reported 
significantly 
fewer acts of 
coercion at 
follow-up

Not reported. 
Rate of sexual 
coercion: Tx: 
6%; C: 10%

Not addressed: 
Dosage, 
blindness, cost, 
mechanism of 
change, and 
social validity

Stephens and 
George (2009)

Helping victims 
of sexual assault 
provider: Male 
educators and 
videos

146 5 weeks High-risk men in 
Tx were more 
likely to report 
sexually 
coercive 
behavior than 
high-risk 
controls

Tx: 82% C: 
47% d = −0.74 
95% CI 
(−0.97–0.50)

Not addressed: 
Dosage, 
blindness, cost, 
and social 
validity
No replication

Gidycz et al. 
(2011)

The Men’s 
project provider: 
Males- 
undergraduate 
and doctoral 
students

460 7 months Insignificant at 
follow-up. 
Significant 
effects were 
found for the Tx 
group at 
4 months 
follow-up

C: 6.7% Not addressed: 
Dosage, 
blindness, cost, 
mechanism of 
change, and 
social validity

Salazar, 
Vivolo-Kantor, 
Hardin, and 
Berkowitz 
(2014)

RealConsent 
provider: 
Web-based

215 6 months Significantly less 
sexual violence 
perpetration was 
reported by the 
Tx group

Tx: 73% lower 
odds for 
perpetrating 
than C 
d = 0.29. AOR 
0.27, 95% CI 
(0.11–0.70)12

Not addressed: 
Dosage, cost, 
and social 
validity
No replication

Note: tx treatment; C control/comparison
Reproduced with permission from Newlands and O’Donohue (2016)
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short films, and related exercises and is manual-
ized (Lundqvist et al., 2010). The content of the 
program was explicitly based on theories of 
hypermasculinity and hegemonic masculinity 
and emphasizes that gender is learned and con-
tinuously enacted. For instance, Connell’s 
(2005) theory of multiple masculinities was uti-
lized to develop several association exercises in 
which various masculine identities are con-
structed (Jewkes et al., 2015). Despite its theo-
retical underpinnings, no studies have been 
located that have empirically tested the effec-
tiveness and efficacy of the Macho Factory. In 
other words, it remains unknown whether the 
Macho Factory successfully changes attitudes 
and beliefs related to hypermasculinity and 
whether it impacts actual sexual assault 
perpetration.

Other international initiatives targeting the 
prevention of gendered violence target the con-
cept of toxic masculinity. One such effort is the 
international research curriculum by Promundo, 
an international gender justice organization. The 
initiatives developed by Promundo specifically 
target the attitudes and behaviors of adolescent 
and young men (aged 15–24), have been imple-
mented in 29 countries, and have been acknowl-
edged by several international organizations as 
best practices in promoting gender equality 
(Abebe et al., 2018). Specifically, the initiatives 
include the development of the Man Box, a ques-
tionnaire that measures the degree to which men 
adhere to the tenets of toxic masculinity, and 
Program H, a sexual assault prevention program 
in Brazil and its U.S. adaptation, Manhood 2.0. 
Program H is a manualized intervention that 
combines group education sessions with youth 
activism to change stereotypical roles associated 
with gender and has been found to lead to lower 
rates of sexual harassment and violence against 
women, increased condom use, and improved 
couples communication (Abebe et  al., 2018). 
Manhood 2.0 involves an 18-hour curriculum 
implemented in six, three-hour weekly sessions 
and involves three main topic areas: (1) themes of 
gender, masculinity, and power, (2) theme of vio-
lence, and (3) sexual and reproductive health 
(Abebe et al., 2018). This curriculum is currently 

undergoing evaluation in two randomized 
 controlled trials in Pittsburgh, Pennsylvania and 
Washington, D.C.  The initiatives developed by 
Promundo and their U.S. partners have been 
found to lead to reductions in young men’s 
reported use of violence and changes in attitudes 
that support gendered-violence (Abebe et  al., 
2018).

Despite promising evidence in several Latin 
American countries, the efficacy of the U.S. 
adaption of Program H, Manhood 2.0, is cur-
rently unknown. Further, no gold-standard treat-
ments for sexual assault prevention exist due to 
the complex nature of sexual assault perpetration. 
The issue of implementing effective programs 
with men is further compounded by the misper-
ception that rape prevention programs are irrele-
vant to some men because they do not perceive 
themselves as potential rapists (Scheel, Johnson, 
Schneider, & Smith, 2001) and they may even 
foster animosity towards educators as a result 
(Berkowitz, 2002).

As such, there is a need for the development of 
interventions that explicitly emphasize the impact 
of hypermasculinity and foster healthy perspec-
tives on masculinity. Such interventions require a 
sound theoretical framework that guides the 
selection of treatment targets and necessary mod-
ifications, clear mechanisms of change (i.e. medi-
ators and moderators), a manualized treatment 
protocol, and assessment of fidelity, acceptabil-
ity, feasibility, and cost. Prevention and interven-
tion efforts focused on hypermasculinity can be 
guided by Mosher and Sirkin’s (1984) theory of 
hypermasculinity, Connell’s (2005) theory of 
multiple masculinities, the stages of change 
model (individual’s readiness to change and 
strategies for transitioning from one stage to the 
next), and Berkowitz’ (2002) proposed critical 
elements of prevention programs, and can include 
the following components:

• Dispel rape myths and develop an accurate 
understanding of consent via challenging the 
belief in token resistance.

• Address social norms regarding the role of 
sexual activity in men’s lives and the role of 
female sexual partners.
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• Address male gender role socialization.
• Develop healthy attitudes regarding the 

expression of emotion and vulnerability.
• Understand the range of coercive behaviors 

employed by men (i.e. verbal pressure to 
actual force).

• Explore situational characteristics that facili-
tate sexual assault (i.e. alcohol, drugs).

• Increase empathy for victims.
• Discuss the rates of sexual perpetration against 

males and associated consequences in order to 
challenge myths that “men can’t be raped.”

• Discuss the role of the media in gender role 
socialization.

• Explore the development of different mascu-
linities and their impacts on sexual assault 
perpetration.

• Discuss the role of all-male groups, such as 
fraternities and sports team, in developing and 
propagating hypermasculinity.

It is essential that interventions aimed at 
addressing hypermasculinity with men focus on 
men as allies and not place individual blame. 
Interventions that challenge deeply engrained 
practices and beliefs that maintain men’s posi-
tions of power in society are likely to work 
slowly and require multi-level and multidisci-
plinary approaches. An ideal context for the 
implementation of such approaches is the col-
lege campus, particularly within fraternity orga-
nizations. Although Newlands and O’Donohue 
(2016) demonstrated that there is a paucity of 
evidence- based interventions that can success-
fully address the problem of sexual assault on 
college campuses, this dearth of evidence creates 
an impetus for the development and refinement 
of empirically supported strategies that target 
men’s beliefs and values associated with 
hypermasculinity.

 Key Gaps in the Literature

Progress in the development of interventions that 
target hypermasculinity as a risk factor in the per-
petration of sexual assault is constrained by sig-
nificant conceptual and methodological 

limitations. First, the prevention literature is gen-
erally limited by conceptual confusion regarding 
varying definitions of masculine ideals. Second, 
there are significant measurement issues. Third, 
there is a lack of sample diversity. These impor-
tant limitations reveal important considerations 
for future research.

 Conceptual Confusion

The primary cause of concern for the wider gen-
der norms literature as it pertains to sexual assault 
prevention is the lack of uniformity in definitions. 
There are several terms that are often used inter-
changeably, combined, or significantly overlap in 
definition. For instance, there is a lack of concep-
tual clarity between the terms hostile masculinity, 
hegemonic masculinity, toxic masculinity, and 
hypermasculinity. Hostile masculinity refers to 
hostile, distrustful, and misogynous attitudes (i.e. 
rape myth acceptance, belief that all women 
secretly want to be raped) and emotions towards 
women and a desire to control and dominate 
women that results in sexual arousal and gratifi-
cation (Malamuth, Sockloskie, Koss, & Tanaka, 
1991). This has garnered significant empirical 
support and is a core component of the conflu-
ence model of sexual assault aggression 
(Malamuth et al., 1991). In regard to hegemonic 
masculinity, several scholars have noted differ-
ences in Connell’s (2005) own conceptualization. 
For instance, there is significant oscillation 
between the term’s descriptive (dominant ver-
sions of manhood), empirical (reference to an 
actual group of men), and mechanism (political/
cultural leadership that ensure mass consent) 
meanings (Beasley, 2008). Connell (2005) later 
stated that she intended the term to be utilized as 
a political mechanism that legitimizes men’s 
dominance in society and the subordination of 
women and that the description of hegemonic 
masculinity may only loosely correspond to the 
lives of actual men. Additional concerns include 
the possibility that the most dominant ideals of 
masculinity may not always be the most socially 
venerated, common, or legitimate descriptions of 
men’s power (Beasley, 2008; Flood, 2002). The 
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presence of several terms that may to one degree 
or another refer to the same attitudes and beliefs 
regarding women and sexuality is especially con-
cerning. Which term is theoretically derived? 
Which term is most likely to fully capture the 
relationship between masculine ideals and sexual 
assault victimization? What is the conceptual/
theoretical difference between hypermasculinity, 
hostile masculinity, and hegemonic masculinity? 
The lack of conceptual clarity poses significant 
concerns for both practical and measurement 
issues.

 Measurement Concerns

In part related to the lack of conceptual clarity, 
there are significant issues with existing methods 
of assessment. For instance, in a narrative review 
of college sexual assault research, McDermott 
et  al. (2015) found that most studies examined 
hostile masculinity and did so by creating a com-
posite variable of hostile masculinity comprised 
of several independent questionnaires that 
assessed hostility toward women, attitudes con-
doning violence against women, adversarial sex-
ual beliefs, and rape myth acceptance. The 
authors noted that this reveals significant con-
cerns regarding the construct validity of hostile 
masculinity instruments. In regard to the most 
widely utilized measures of hypermasculinity, 
several researchers (see Corprew et  al., 2014; 
Peters et al., 2007) have noted that the HMI uti-
lized outdated language, forced choice, and 
wording that is likely to offend participants. 
Concerns with the language used in measures 
indicate that behaviors and experiences related to 
perpetration and victimization are not described 
in a relatable and understandable manner for a 
particular population (i.e. college students) and 
can elicit social desirability or demand character-
istics (Newlands & O’Donohue, 2016). 
Furthermore, there is an overreliance on self- 
report questionnaires and a lack of consideration 
of the role of social desirability bias, particularly 
when examining hypermasculinity as it is related 
to sexual assault perpetration. Multi-methods of 
assessment should be incorporated into the mea-

surement of hypermasculinity in order to more 
accurately capture the impact of gender role 
socialization and hypermasculinity on sexual 
assault aggression (i.e. implicit bias tests).

 Lack of Sample Diversity

Initial definitions of the different masculinities 
were based on White and Eurocentric assump-
tions and research studies continue to utilize con-
venience samples that are comprised of White, 
middle class, college students. Less attention is 
dedicated to expressions of masculinity in ethnic 
or sexual minority men. For instance, limited 
research has examined the association between 
the hypermasculine values prevalent in White US 
samples and the Hispanic cultural values of 
machismo, which has been defined as the “alpha 
male stereotype in Latin culture and encompasses 
such qualities as virility, bravado, and responsi-
bility as the decision maker of the family” 
(Cummings, Gonzalez- Guarda, & Sandoval, 
2013, p. 167). Research indicates that machismo 
has been associated with an increased risk for 
intimate partner violence (Gonzalez-Guarda, 
Ortega, Vasquez, & De Santis, 2010). For 
instance, a literature review of 24 studies that 
explored male risk factors for perpetration of inti-
mate partner violence found that 16 studies 
included Hispanics and machismo was a reported 
risk factor at both the relationship and societal 
level (Mancera, Dorgo, & Provencio-Vasquez, 
2017). A review of empirically based prevention 
programs for teen dating violence found that of 
10 prevention programs that targeted attitudes 
towards traditional gender roles only three stud-
ies targeted Hispanic youth and only one study 
included Hispanic gender roles as an element of 
the intervention (Malhotra, Gonzalez-Guarda, & 
Mitchell, 2015). More research is needed to 
explore the effects of machismo and other  cultural 
endemics on sexual assault perpetration. 
Prevention and intervention efforts specific to 
Hispanic youth and men are also needed.

Due to the dearth of research with ethnic 
minorities, it can be argued that there might be a 
dimension of hypermasculinity that is not prop-
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erly evaluated. For instance, few studies examine 
the interaction between cultural variables such as 
acculturation, immigration status, perceived rac-
ism or discrimination, and the development of 
hypermasculinity and sexual assault victimiza-
tion. This is particularly important as some stud-
ies have found that Asian cultural values may 
buffer the effects of hostile masculinity on sexual 
assault aggression despite scoring higher on mea-
sures on hostile masculinity (McDermott et  al., 
2015). The examination of cultural variables is 
also important because the majority of men do 
not perpetuate sexual assault. In college samples, 
68% of men who perpetrate sexual assault are 
repeat offenders (Zinzow & Thompson, 2015), 
indicating that there is a need to examine positive 
characteristics or values that differentiate offend-
ers from nonoffenders.

 Implications for Future Research

Hypermasculinity is a multidimensional and 
complex concept that may play an important role 
in the development of prevention and interven-
tion programs aimed at reducing the incidence of 
sexual assault. The etiology of sexual assault, 
however, is highly complicated and likely influ-
enced by an array of factors. The current state of 
the literature examining the association between 
hypermasculinity and sexual assault is rife with 
conceptual, methodological, and diversity issues 
and there are few evidence-based sexual assault 
prevention programs and even fewer all-male 
programs that focus on hypermasculinity. Future 
research should include the following 
considerations:

• Intervention efforts should be aimed at the 
individual, group, and societal levels: 
Particularly for universities, fraternities and 
sports teams are organizations that are ripe for 
intervention. These groups boast the highest 
levels of hypermasculinity and rape-support-
ive attitudes as well as highest rates of sexual 
assault perpetration.

• Interventions should go beyond educational 
programs and should incorporate empirically 

based principles of change (i.e. stages of 
change models).

• Prevention efforts should target adolescent 
males, particularly within existing infrastruc-
tures, such as youth organizations.

• The role of hypermasculinity in sexual assault 
perpetration should be incorporated into all- 
male and all-female groups, particularly 
because of the negative consequences for men 
and women.

• Extant prevention programs that focus on 
hypermasculinity require more rigorous 
empirical testing.

• In tandem with hypermasculinity, cultural 
identity, subgroup affiliation, and other racial 
experiences should be examined as they may 
impact the development of masculine ideals.

Although not exhaustive, it is imperative that 
researchers and clinicians consider psychosocial 
and societal factors that may impact the develop-
ment and maintenance of hypermasculinity. 
Concerted efforts to reduce the sexual objectifi-
cation of women in society, creating gender 
equality in academic, employment, and social 
relationships are necessary if the patriarchal cul-
ture that sustains these ideals of masculinity is to 
be changed.

 Conclusion

Hypermasculinity may be an important risk fac-
tor for sexual assault victimization. Men who 
endorse higher hypermasculine beliefs are more 
likely to endorse rape-supportive attitudes, 
believe in token resistance, and endorse more 
hostile and callous attitudes toward women and 
sexuality. There is a need to further study hyper-
masculinity and to devise interventions aimed at 
changing misogynistic cognitions and beliefs 
that aid men in developing healthy masculine 
ideals. There is a concern that dedicating 
resources to men’s prevention programs will 
divert much- needed resources from women, par-
ticularly as women are more likely to be the vic-
tims of sexual violence. However, 
hypermasculinity is a problem not only for 
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women but also for men. The patriarchal system 
that maintains men’s dominant position in power 
and subordinates women comes at a cost for 
marginalized men and to the health and quality 
of life for men in general. Furthermore, men’s 
practices, beliefs, and attitudes are part of the 
problem that continue to maintain gender 
inequality and the perpetration of gendered vio-
lence and as such, should also be part of the solu-
tion. The examination of hypermasculinity 
provides a pathway for addressing the most 
harmful beliefs and practices impacting sexual 
assault victimization.
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The Sequelae of Sexual Assault

Kimberly A. Arditte Hall, Ellen T. Healy, 
and Tara E. Galovski

The experience of sexual assault is common, 
particularly for women. Whereas the modal out-
come following sexual assault is acute distress 
followed by recovery, approximately 30 to 50% 
of sexual assault survivors will develop mental 
and/or physical health difficulties over time 
(Resnick, Kilpatrick, Dansky, Saunders, & Best, 
1993; Rothbaum, Foa, Riggs, Murdock, & 
Walsh, 1992). When symptoms persist beyond 
the immediate aftermath of a sexual trauma, 
they can become chronic and debilitating. In 
this chapter, we provide a broad overview of the 
sequelae of sexual assault. First, we focus on 
psychological sequelae. Special attention is paid 
to the relationship between sexual assault and 
posttraumatic stress disorder (PTSD), though 
we also review associations between sexual 
assault and other forms of psychopathlogy, such 
as depressive, substance use, eating, and border-
line personality disorders, as well as transdiag-
nostic psychological phenomena (e.g., changes 
to cognition and emotion that can occur even in 
the absence of disorder). Next, we discuss phys-
iological sequelae, including tonic immobility 

as a frequently occurring immediate response to 
sexual assault and changes in autonomic ner-
vous system activity over time. Third, we review 
research examining the effects of sexual assault 
on a variety of physical and sexual health prob-
lems. This section also includes a brief review 
of the literature on health care utilization among 
sexual assault survivors. Finally, we discuss the 
associations between sexual assault and aspects 
of psychosocial functioning, including interper-
sonal and occupational functioning. We con-
clude with a brief summary of findings, as well 
as directions for future research.

 Prevalence of Exposure to Sexual 
Assault

Exposure to traumatic events is not uncommon. 
Epidemiological studies estimate that approxi-
mately 50–90% of people in the United States 
alone are exposed to at least one traumatic event 
over the course of their lifetimes (Breslau et al., 
1998; Kessler, 2000). Exposure in nonindustrial-
ized and, particularly, war-torn countries is likely 
greater (De Jong et  al., 2001; Kessler, 2000). 
Prevalence rates in United States studies reveal 
clear gender differences in overall exposure to 
trauma with men reporting significantly higher 
rates of trauma exposure than women (61% of 
men compared to 51% of women; Kessler, 1995). 
Gender differences are similar in other industrial-

The views expressed in this chapter are those of the 
authors and do not necessarily reflect the Department of 
Veterans Affairs or the United States Government.

K. A. Arditte Hall  (*) · E. T. Healy · T. E. Galovski 
VA National Center for PTSD, VA Boston Healthcare 
System, and Boston University School of Medicine,  
Boston, MA, USA
e-mail: kimberly.ardittehall@va.gov

© Springer Nature Switzerland AG 2019 
W. T. O’Donohue and P. A. Schewe (eds.), Handbook of Sexual Assault and Sexual Assault Prevention, 
https://doi.org/10.1007/978-3-030-23645-8_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23645-8_16&domain=pdf
mailto:kimberly.ardittehall@va.gov
https://doi.org/10.1007/978-3-030-23645-8_16#DOI


278

ized countries (e.g. Australia; Creamer, Burgess, 
& McFarlane, 2001). However, these gender dif-
ferences vary according to type of traumatic 
event. Sexual traumas, including rape, sexual 
molestation, and assault, are one of the few types 
of trauma that are more commonly experienced 
by women (Resnick et al., 1993).

The most common sequela of exposure to any 
traumatic event is recovery. That being said, in 
the immediate aftermath of the trauma, elevated 
rates of distress (e.g. posttraumatic stress, depres-
sion) are fairly normative. For some portion of 
the population, distress will progress into diag-
nosable psychiatric conditions such as PTSD and 
depression. While men are more often exposed to 
traumatic events, women are twice as likely to 
develop PTSD secondary to a traumatic event 
and, once PTSD develops, women may be more 
likely to experience a chronic course of the disor-
der (Kessler, Sonnega, Bromet, Hughes, & 
Nelson, 1995). Important clinical correlates of 
PTSD, such as anger, guilt, negative self-worth, 
dissociation, somatization, health-related con-
cerns, and poor impulse control, are also more 
commonly observed in women as compared to 
men (Olff, Langeland, Draijer, & Gersons, 2007; 
Tolin & Foa, 2006).

The type of trauma with the highest condi-
tional risk of precipitating PTSD for both men 
and women is rape (Resnick et  al., 1993), with 
sexual assaults accounting for approximately half 
of all PTSD cases in women and about one third 
of cases in men. Seemingly, it might be argued 
that women’s greater exposure to sexual trauma, 
coupled with the higher conditional risk for 
PTSD after exposure to sexual trauma vs. other 
types of trauma, might account for the gender dif-
ferences in PTSD prevalence. Breslau, Davis, 
Andreski, Peterson, and Schultz (1997) exam-
ined whether the excess rates of PTSD in women 
could be accounted for by exposure to elevated 
rates of childhood sexual abuse. They found that 
even after controlling for trauma exposure, 
women were more likely than men to develop 
PTSD. In summary, women are more likely to be 
sexually assaulted than men (with sexual assault 
constituting the type of trauma that holds the 
highest conditional risk for PTSD) and develop 

PTSD at twice the rate of men, but the higher 
incidence of sexual trauma does not entirely 
explain the gender differences observed in PTSD 
prevalence rates.

 Trajectories of Recovery and Non- 
recovery Following Exposure 
to Trauma

Given the relative paucity of studies examining 
the long-term mental health trajectories of expo-
sure to interpersonal assault broadly defined, we 
first look to the larger trauma literature to provide 
guidance in understanding the trajectories of 
mental health outcomes following exposure to 
traumatic events and predictors of poor outcomes. 
Long-term mental health outcomes secondary to 
exposure to traumatic events have been most con-
sistently evaluated following single traumas, such 
as a disaster, mass casualty, or terrorist attacks 
(e.g., Gruebner et al., 2016), within specific popu-
lations such as combat veterans (Berntsen et al., 
2012), first responders (Marchand, Nadeau, 
Beaulieu-Prévost, Boyer, & Martin, 2015), and 
war refugees (Hobfoll et al., 2009). The historical, 
contextual, situational, and individual variables 
encasing these traumatic events vary across stud-
ies with implications for the trajectories of mental 
health outcomes over time.

The bulk of the research focusing on patho-
logical responses to exposure to traumatic events 
attends primarily to the development and mainte-
nance of posttraumatic stress and, to a lesser 
extent, depression (Hobfoll et al., 2009). Studies 
of trajectories of mental health outcomes in indi-
viduals exposed to mass casualty, terrorism 
(Bonanno, 2005; Bonanno, Rennicke, & Dekel, 
2005; Hobfoll et al., 2009), and natural disaster 
(reviewed in Norris, Byrne, Diaz, & Kaniasty, 
2007) consistently show that the majority of indi-
viduals exposed to trauma do not report patho-
logical distress, or are resistant and do not 
develop clinical levels of symptoms. Further, sur-
vivors of trauma may be classified as resilient, a 
trajectory marked by initially elevated symptom-
atology which decreases naturally over time and 
eventually returns to baseline (Bonanno, 2005; 
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Norris, Stevens, Pfefferbaum, Wyche, & 
Pfefferbaum, 2008). The resilience trajectory is 
the modal outcome irrespective of type of trauma 
(Bonanno, 2004), with the possible exception of 
sexual trauma (Steenkamp, Dickstein, Salters- 
Pedneault, Hofmann, & Litz, 2012; discussed in 
more detail below). However, a substantial 
minority of trauma survivors fares less well after 
exposure to trauma and are neither resistant nor 
resilient to poor mental health outcomes. A third 
trajectory, termed the chronic distress trajectory 
(Hobfoll et al., 2009), includes individuals who 
report significant distress immediately after 
exposure to the trauma and remain symptomatic 
over time. Finally, a fourth trajectory, also 
described by Hobfoll et  al. (2009), and termed 
delayed distress, describes individuals who report 
low levels of distress in the short-term following 
the event, but with increasing distress over time. 
From a public health perspective, understanding 
trajectories of resilience, resistance, and distress 
in the aftermath of a traumatic event is important 
in informing both prevention and intervention 
strategies. Given the particularly elevated rates of 
PTSD among individuals exposed to sexual 
trauma, understanding trajectories of recovery 
specifically following sexual trauma is essential.

Several studies have assessed the natural 
course of PTSD following sexual trauma over 
time. The trajectories of PTSD in rape survivors 
(Rothbaum et al., 1992) indicate that, similar to 
the trajectories observed in other trauma popula-
tions, the prevalence of PTSD decreases over 
time for the majority of survivors. In a study 
assessing female rape survivors on a weekly basis 
for 12 weeks after the rape, investigators found 
that almost all the participants (94%) reported 
symptoms and symptom severity consistent with 
a diagnosis of PTSD (minus the necessary 
1 month time criterion) in the week immediately 
following the rape. Thus, symptom expression 
that closely mimics a full diagnosis of PTSD is 
quite common in the immediate aftermath of 
rape. Approximately 1 month following the rape, 
the rates of PTSD diminished to 65% of the study 
respondents and, at 3 months posttrauma, PTSD 
remained present in 47% of the study sample. For 
those whose symptoms persist, the course of dis-

tress may be chronic and enduring, with signifi-
cant negative physical health complications and 
poor functioning in major life domains over time.

Riggs, Kilpatrick, and Resnick (1992) com-
pared subsets of individuals who had been 
exposed to different types of violent crimes (rape 
vs. aggravated assault) and considered the rela-
tionship to the assailant (stranger or husband) to 
a group of nonvictimized women. Perhaps not 
surprisingly, the results showed significantly ele-
vated levels of distress in the women who had 
been victimized as compared to the women who 
had not. However, there were very little differ-
ences in distress in women who had been 
assaulted by a husband vs. someone else. Also of 
note, the long-term distress observed in women 
who suffered a nonsexual violent assault did not 
differ from that reported by women who had 
been raped. The authors interpret this departure 
from previous studies’ findings that sexual trau-
mas resulted in higher rates of PTSD, as com-
pared to nonsexual, violent assaults, by noting 
that fear of death during the assault was signifi-
cantly greater in the nonsexual assault portion of 
the study sample. The violence during these 
assaults may have been more severe than that in 
the larger epidemiological studies accounting for 
rates of PTSD that were more similar to the prev-
alence rates observed in the sexual trauma cohort.

More recently, Steenkamp et  al. (2012) 
assessed the response to sexual trauma to evalu-
ate trajectories of PTSD in an effort to compare 
theoretical models of response to sexual trauma 
with models of response to other types of trauma. 
They hypothesized that, unlike models of recov-
ery following serious illness, severe injury, war- 
related trauma, and mass disaster, resistance and 
resilience trajectories would not be the modal 
courses of recovery following exposure to sexual 
trauma. As expected, few participants demon-
strated resistance or resilience trajectories, and 
nearly all participants endorsed high levels of 
distress 1 month post-assault. When data were 
examined using latent class analysis, approxi-
mately 7% of participants demonstrated a trajec-
tory of high and chronic PTSD symptoms, 16% 
of participants demonstrated a trajectory of mod-
erate and chronic PTSD symptoms, 48% of par-
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ticipants demonstrated a trajectory of moderate 
recovery in PTSD symptoms over time, and 29% 
of participants demonstrated a trajectory of 
marked recovery in PTSD symptoms over time. 
The authors conclude that most survivors will 
experience significant PTSD symptoms in the 
immediate aftermath of the event with a gradual 
decline in PTSD symptoms over the following 
months. They conclude that clinical intervention 
may be warranted for those individuals whose 
symptoms persist over time as the likelihood that 
symptoms will remit in the absence of treatment 
decreases with time.

In summary, we see that the most common 
outcome following a traumatic event, including 
sexual assault, is recovery. However, in mapping 
observed trajectories of mental health outcomes 
following sexual traumas onto epidemiological 
studies assessing response trajectories observed 
in nonsexual trauma populations, the conditional 
risk for developing PTSD is quite high following 
sexual traumas specifically.

 Predictors of Non-recovery 
Following Sexual Assault

The importance of identifying those trauma survi-
vors who will develop persistent trauma symptoms, 
including but not limited to PTSD, is important 
because early identification may result in early 
intervention. Likewise, identifying predictors of 
poor outcomes is paramount to informing success-
ful interventions. In other words, what precisely is 
preventing recovery in those individuals who go on 
to develop PTSD and other mental health con-
cerns? What variables differentiate those who 
recover from those who do not? Understanding the 
factors that contribute to interruptions in recovery 
is critical to resolving those interruptions and 
resuming the process of recovery.

Early identification of those who will go on to 
exhibit persistent, poor outcomes is a lofty goal. 
The preponderance of evidence suggests that 
consideration of an interaction of a number of 
variables including acute symptoms, biology, and 
cognitive variables is critical for predicting who 
will go on to develop PTSD (Bryant, 2003). 

Contextual and demographic variables also likely 
contribute to poor outcomes, including the devel-
opment of PTSD. Socioeconomic disadvantage, 
racial minority membership, unemployment, 
younger age, and lower income have consistently 
been identified as predictors of poor outcomes 
following exposures to trauma (Brewin, Andrews, 
& Valentine, 2000). Extensive trauma histories 
also were associated with posttraumatic stress 
symptom severity (Lowe, Galea, Uddin, & 
Koenen, 2014), particularly with respect to the 
experience of prior assaultive or interpersonal 
violence traumas (Goldmann et  al., 2011). 
Perhaps not surprisingly, Lowe et  al. (2014) 
found that chronically severe posttraumatic stress 
symptoms were associated with socioeconomic 
disadvantage and lack of social supports and 
resources. While the treatment of PTSD will be 
detailed elsewhere in this book, it is important to 
note that the accumulation of information regard-
ing the sequelae of sexual assault, including prev-
alence rates of trauma-related disorders, the 
natural trajectories of these disorders, and predic-
tors of poor outcomes, directly informs treatment 
of the negative outcomes resulting from this type 
of violence.

 Psychiatric Diagnoses 
Following Sexual Assault

For a substantial minority of survivors of sexual 
trauma, the assault is related to the subsequent 
development of psychological dysfunction. A 
recent meta-analysis found that those who had 
experienced sexual assault reported significantly 
worse psychopathology than those who had not 
been assaulted (average Hedges’ g = 0.61; 
Dworkin, Menon, Bystrynski, & Allen, 2017). 
Sexual assault conferred increased risk of develop-
ing a range of psychiatric diagnoses, and the risk 
was highest for PTSD, which is not surprising 
given that the experience of trauma is a criterion 
for the diagnosis. It is less clear whether the higher 
prevalence of other psychiatric conditions such as 
depression, substance use disorders and eating dis-
orders are directly related to the experience of 
sexual trauma or are secondary to PTSD.
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Posttraumatic Stress Disorder. According to 
the Diagnostic and Statistical Manual of Mental 
Disorders, 5th Edition (DSM-5; American 
Psychiatric Association [APA], 2013), PTSD is 
characterized by four clusters of symptoms: (1) 
intrusion symptoms, including recurrent distress-
ing memories and nightmares, (2) marked avoid-
ance of memories and reminders of the traumatic 
experience, (3) changes in mood and beliefs, 
including self-blame and exaggerated negative 
beliefs, and (4) increased arousal and reactivity, 
including hypervigilance, increased startle, and 
sleep disturbance. As reviewed in detail above, 
symptoms of PTSD are quite common in the 
immediate aftermath of a rape with more severe 
initial PTSD symptoms predicting a more chronic 
course of the disorder (Riggs, Rothbaum, & Foa, 
1995). A large epidemiological study found that 
about one third of women who experienced rape 
or other sexual assault developed PTSD in their 
lifetime (Resnick et al., 1993). This is lower than 
the 47% rate of PTSD noted in a previous study 
(Rothbaum et  al., 1992), though the previous 
sample primarily comprised women who reported 
the incident to police, which may indicate higher 
levels of life threat and injury from those who do 
not report their rape (Resnick et  al., 1993). 
Women have been found to have consistently 
higher rates of PTSD than men, and though some 
hypothesize that this is due to higher rates of sex-
ual assault in women, it does not appear that this 
fully explains observed gender differences in 
PTSD rates (Olff et al., 2007).

Depressive Disorders and Suicidality. Sexual 
assault is associated with increased rates of 
depression, and specifically with one notable 
symptom of depression – suicidality (Chen et al., 
2010; Dworkin et  al., 2017). Major depressive 
disorder is a common psychiatric diagnosis with 
higher prevalence rates occurring in young adults 
and females (APA, 2013). Predominant features 
include depressed mood, diminished interest in 
activities, changes in sleep, eating, and motor 
activity, fatigue, feelings of worthlessness, con-
centration problems, and suicidal thoughts. 
Trauma, and specifically sexual assault, is one of 
many etiological factors that may contribute to 
depression, though depression can occur in the 

absence of trauma. Depression and PTSD are 
commonly comorbid, and have some overlap in 
symptoms, but it is less clear whether these are 
distinct posttrauma phenomena. There is some 
support for depression as a unique construct in 
the aftermath of trauma for some people 
(O’Donnell, Creamer, & Pattison, 2004), as well 
as data to suggest that depression and PTSD 
symptoms are reflections of a common post-
trauma sequela (Breslau, Davis, Peterson, & 
Schultz, 2000).

Survivors of sexual assault are at increased 
risk for suicidal ideation and for engaging in sui-
cide attempts in their lifetime (Ullman, 2004). 
This relationship between trauma history and sui-
cidality appears to be stronger for sexual assault 
than other types of trauma. Additionally, sexual 
assault is more predictive of the persistence of 
suicidality (Stein et al., 2010). This relationship 
between sexual assault and suicidal behavior 
applies to sexual traumas experienced in child-
hood through adulthood. Among adult sexual 
assault survivors, younger and minority women 
may be at higher risk of suicidal ideation; women 
who also had histories of childhood sexual 
trauma or who experienced adult assaults by mul-
tiple assailants may also be at increased risk of 
suicidal ideation (Ullman & Najdowski, 2009). 
While both PTSD and depression are associated 
with increased suicidal ideation, depression alone 
has been found to predict suicide attempts, indi-
cating that perhaps depression confers specific 
risk for suicidal behavior (Ullman, 2004). 
Substance use disorders are also highly comorbid 
with depression and PTSD in survivors of sexual 
assault, which together increase risk of suicidal 
behavior.

Substance Use Disorders. The experience of 
rape has been associated with increased subse-
quent alcohol and drug use (Kilpatrick, Acierno, 
Resnick, Saunders, & Best, 1997), with those 
experiencing multiple sexual traumas reporting 
higher levels of problematic substance use (Walsh 
et  al., 2014). There appears to be a relatively 
lower risk of developing a substance use disorder 
than other psychiatric disorders, such as PTSD or 
depression, after sexual assault, though much of 
the literature has examined the use of substances 
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after sexual assault, rather than the presence of a 
substance use disorder per se (Dworkin et  al., 
2017). Additional research clarifying the nature 
of the relationship between sexual assault and 
substance use disorders is needed. When alcohol 
use is involved in the sexual assault, there is a 
higher rate of alcohol use in the years following 
(Kaysen, Neighbors, Martell, Fossos, & Larimer, 
2006). It is hypothesized that increased alcohol 
use after sexual assault can function as a form of 
self-medication, helping the individual avoid the 
psychological distress resulting from the trauma 
(Miranda Jr., Meyerson, Long, Marx, & Simpson, 
2002). Furthermore, the development of PTSD 
appears to mediate the relationship between rape 
and subsequent alcohol use (Epstein, Saunders, 
Kilpatrick, & Resnick, 1998).

Eating Disorders. Eating disorders may also 
manifest in the aftermath of a sexual trauma. 
There are various clinical presentations of eating 
disorders which include (a) anorexia nervosa, 
characterized by eating restriction and signifi-
cantly low weight, (b) bulimia nervosa, which 
involves binge eating episodes and recurrent 
compensatory/purging behaviors, and (c) binge 
eating disorder, in which there are recurrent epi-
sodes of binge eating in the absence of purging 
behavior. Studies of both clinical and epidemio-
logical samples demonstrate the relationship 
between the history of sexual assault and disor-
dered eating across all ages (Romans, Gendall, 
Martin, & Mullen, 2001; Wonderlich et al., 2000; 
Wonderlich, Wilsnack, Wilsnack, & Harris, 
1996). Childhood sexual abuse is a nonspecific 
risk factor for eating disorders, meaning that 
while it is a risk factor for disordered eating, it is 
also a risk factor for other psychiatric disorders 
as well (Brewerton, 2007). However, the associa-
tion between childhood sexual abuse and eating 
disorder symptomatology may vary by popula-
tion. For example, among male and female mili-
tary veterans, a history of childhood sexual abuse 
was not significantly associated with eating dis-
order symptoms, whereas a history of military- 
related trauma, including potential experiences 
of military sexual trauma, was (Arditte Hall, 
Bartlett, Iverson, & Mitchell, 2017; Arditte Hall, 
Bartlett, Iverson, & Mitchell, 2018).

Multiple studies have found that sexual trauma 
histories are more commonly associated with eat-
ing disorders that involve bulimic/purging behav-
ior rather than restricting subtypes of anorexia 
(Carter, Bewell, Blackwell, & Woodside, 2006). 
Following sexual trauma, disordered eating 
behaviors may serve as a form of avoidance cop-
ing that temporarily reduces trauma-related 
thoughts and emotions; additionally, disordered 
eating and associated weight changes may help 
sexual assault survivors to avoid unwanted atten-
tion from potential perpetrators of sexual vio-
lence (Breland, Donalson, Dinh, & Maguen, 
2018). The relationship between disordered eat-
ing and sexual trauma is significantly mediated 
by the presence of PTSD (Holzer, Uppala, 
Wonderlich, Crosby, & Simonich, 2008).

Borderline Personality Disorder. Borderline 
personality disorder (BPD) is characterized by an 
enduring pattern of instability in interpersonal 
relationships, self-concept, and emotion regula-
tion. Individuals with BPD endorse sexual trauma 
more often than those without BPD, with the 
rates of sexual assault among those with BPD 
varying widely by sample (20% to 80%; Zanarini, 
1997). However, the etiology of BPD is thought 
to be multidimensional, so sexual assault during 
childhood may be a risk factor, but not the only 
contributing factor. For some people who develop 
BPD, history of sexual trauma may be a defining 
environmental contributing factor whereas for 
others, sexual trauma does not play a role. BPD 
may be more strongly related to sexual abuse that 
occurs at a young age than sexual trauma that 
happens when older (McLean & Gallop, 2003).

 Transdiagnostic Psychological 
Consequences of Sexual Assault

Sexual assault survivors may experience specific 
psychological changes that transcend, or occur in 
the absence of, specific mental health diagnoses. 
Below, we focus on changes across three domains: 
sleep, cognition and emotion, and posttraumatic 
growth.

Sleep Difficulties. Though sleep difficulties 
are common among sexual assault survivors with 
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PTSD and depression, impairments in sleep may 
also occur outside the context of these diagnoses 
and may help to explain the association between 
sexual assault and mental health symptoms. A 
large body of literature links childhood sexual 
abuse to sleep difficulties in adulthood. As com-
pared to adults without a history of childhood 
sexual abuse, adults with a history of childhood 
sexual abuse have poorer sleep quality and are 
more likely to experience nightmares, difficulty 
falling asleep, fear of sleeping, sleep paralysis, 
and violent behavior during sleep (for a review, 
see Kajeepeta, Gelaye, Jackson, & Williams, 
2015). Among women with a history of child-
hood sexual abuse, sleep difficulties are posi-
tively associated with posttraumatic stress and 
depression symptom severity and may mediate 
the association between sexual abuse and these 
mental health symptoms (Noll, Trickett, Susman, 
& Putnam, 2006).

Relatively less work has been done to docu-
ment an association between adult sexual assault 
and impaired sleep. As discussed by Krakow, 
Ulibarri, Moore, and McIver (2015), a series of 
papers published between 2000 and 2002 exam-
ined the presence of sleep-disordered breathing 
(e.g., obstructive sleep apnea; upper airway resis-
tance syndrome) in female adult sexual assault 
survivors with posttraumatic stress symptoms. 
Findings revealed that sleep-disordered breathing 
was common in this population and associated 
with worse psychological distress. Conversely, 
treating sleep-disordered breathing was found to 
decrease PTSD symptom severity. More recently, 
Jenkins, Colvonen, Norman, Afari, and Allard 
(2015) examined insomnia in 917 male and 
female veterans with and without a history of 
military sexual trauma. Women with military 
sexual trauma endorsed higher rates of insomnia 
and more severe insomnia symptoms than women 
without military sexual trauma.

Cognitive and Emotional Changes. Sexual 
assault survivors may experience broad changes to 
their belief systems, self-concept, and emotions. 
Again, these changes may occur outside the con-
text of specific diagnoses and/or may help to 
explain the associations between sexual assault, 
psychological symptoms, and other relevant out-

comes such as engagement in mental health treat-
ment. Several cognitive processes have been 
identified as increasing risk for PTSD and other 
mental health difficulties following an experience 
of sexual assault. These can include processes that 
occur during the assault (e.g., mental defeat, con-
fusion, or detachment), the manner in which 
assault sequelae are appraised (e.g., negative 
appraisal of symptoms, beliefs that the individual 
has incurred permanent change), dysfunctional 
cognitive or behavioral coping strategies (e.g., 
avoidance, safety behaviors), and other beliefs that 
are affected by the assault (e.g., negative beliefs 
about oneself and the world; e.g., Dunmore, Clark, 
& Ehlers, 1999). Self-blame is an especially com-
mon negative belief among sexual assault survi-
vors. Self-blame beliefs can be particularly 
pernicious because they reinforce internalized 
stigma, interfere with disclosure and treatment 
seeking behaviors, and are associated with 
increased likelihood for revictimization (Kennedy 
& Prock, 2016). Sexual assault has  also been 
linked with rumination, or the tendency to perse-
verate on negative aspects of oneself, one’s 
symptoms, or one’s life experiences (Sarin & 
Nolen-Hoeksema, 2010; Stermac, Cabral, Clarke, 
& Toner, 2014). Sexual assault survivors who 
ruminate have been found to experience increased 
distress (Stermac et al., 2014) and may be more 
likely to engage in maladaptive strategies to cope 
with distress (e.g., emotional eating, use of drugs 
or alcohol; Sarin & Nolen-Hoeksema, 2010).

Survivors of sexual assault in childhood or 
adulthood may also struggle with increased 
shame (for a review, see Kennedy & Prock, 
2016). Without intervention, experiences of 
shame appear to be stable over time (Feiring & 
Taska, 2005), and are associated with a range of 
negative mental health consequences (e.g., global 
distress, PTSD, anxiety, and depression; DeCou, 
Cole, Lynch, Wong, & Matthews, 2017; Willie 
et al., 2016). As with self-blame, shame is related 
to internalized stigma, decreases the likelihood of 
disclosure, and increases likelihood of revictim-
ization (Kennedy & Prock, 2016). The extent to 
which sexual assault is associated with other 
emotional difficulties is less clear. There has been 
some evidence suggesting broad emotional 
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impairments among individuals with a history of 
sexual trauma. Documented impairments include 
difficulty identifying and labeling one’s emotions 
(termed alexithymia), nonacceptance of emo-
tions, and ineffective use of specific emotion 
regulation strategies (see Ehring & Quack, 2010). 
However, such emotional difficulties seem to be 
most evident in individuals: 1) who experienced 
sexual trauma in early life vs. as adults and 2) 
who have multiple or chronic experiences of sex-
ual trauma vs. a single incident of sexual assault 
(Ehring & Quack, 2010; Ullman, Peter-Hagene, 
& Relyea, 2014; Walsh, DiLillo, & Scalora, 
2011). Thus, it should not be assumed that all 
individuals with a history of sexual assault will 
experience broad difficulties with emotional 
functioning.

Posttraumatic Growth. Posttraumatic growth 
is the extent to which a person experiences posi-
tive changes (e.g., greater appreciation for life, 
spiritual growth, personal strength, etc.) follow-
ing a traumatic experience (Tedeschi & Calhoun, 
1996). A recent review of the literature revealed 
a reliable association between sexual violence 
and posttraumatic growth (Ulloa, Guzman, 
Salazar, & Cala, 2016). Almost universally, peo-
ple report at least small degrees of growth fol-
lowing sexual assault; moderate to large degrees 
of growth may be expected to occur in a large 
minority (~45%) of sexual assault survivors 
(Grubaugh & Resick, 2007). Several individual 
difference factors predict greater posttraumatic 
growth following sexual assault. These include 
demographic factors (e.g., older age, ethnic 
minority, less education), assault characteristics 
(e.g., perception of life threat during assault), 
post-assault factors (e.g., adaptive coping, posi-
tive social reactions from others, perceived con-
trol over recovery), and mental health treatment 
use (Hassija & Turchik, 2016; Ullman, 2014). 
Importantly, among individuals who have expe-
rienced sexual assault as children or adults, 
posttraumatic growth is inversely related to gen-
eral distress, as well as anxiety, depression, and 
posttraumatic stress symptoms, suggesting that 
it functions as a protective factor (Frazier, 
Conlon, & Glaser, 2001; Stermac et  al., 2014; 
Willie et al., 2016).

 Physiological Consequences 
of Sexual Assault

As discussed in a recent review by Cuevas, Balbo, 
Duval, and Beverly (2018), there are a variety of 
neurobiological and physiological changes that 
occur during the course of a sexual assault. These 
changes represent the body’s defense against 
physical threat and serve to prepare the person to 
fight off or flee from their perpetrator (i.e., “fight 
or flight” response). In addition, sexual assault 
survivors may experience a “freeze” response, 
also known as tonic immobility. Tonic immobility 
may occur after attempts to fight or escape from 
a predator are found to be ineffective. It is charac-
terized in part by motor immobility, muscular 
rigidity, suppressed vocalization, and changes in 
heart rate and body temperature. Though sexual 
assault survivors may often be questioned about 
or blamed for not doing more to escape from 
their perpetrator, it is important to remember that 
tonic immobility is an involuntary physiological 
process that occurs in the context of extreme fear 
and perceived inability to escape. Tonic immobil-
ity is common among children or adults experi-
encing sexual assault, and is associated with 
subsequent PTSD symptom severity (Bovin, 
Jager-Hyman, Gold, Marx, & Sloan, 2008; 
Humphreys, Sauder, Martin, & Marx, 2010).

A large literature has documented autonomic 
nervous system (ANS) dysregulation, character-
ized by overactivation of the sympathetic nervous 
system and underactivation of the parasympa-
thetic nervous system, among individuals with 
PTSD (for a review see, Arditte Hall, Osterberg, 
Orr, & Pineles, 2018), including sexual assault 
survivors (e.g., Orr et  al., 1998; Rothbaum, 
Kozak, Foa, & Whitaker, 2001). In contrast, rela-
tively little work has been done to examine the 
direct association between sexual assault and 
ANS dysregulation and existing research has pro-
duced mixed results. Some studies suggest that 
individuals with, vs. without, a history of sexual 
assault experience increased sympathetic activity 
and decreased parasympathetic activity in 
response to stress (Heim et  al., 2000; Lorenz, 
Harte, & Meston, 2015); other studies have found 
evidence of blunted sympathetic activity in indi-
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viduals with, vs. without, a history of sexual 
assault (Marx & Soler-Baillo, 2008; Soler-Baillo, 
Marx, & Sloan, 2005). Future research aimed at 
clarifying the nature of the association between 
sexual assault and ANS dysregulation and the 
factors that predict variability in ANS dysregula-
tion among sexual assault survivors is needed.

 Physical Health Consequences 
of Sexual Assault

Sexual assault in childhood and adulthood may 
increase risk for a variety of physical health prob-
lems. Individuals with a lifetime history of sexual 
assault report poorer general health and are at 
increased risk for autoimmune disorders (e.g., 
asthma, fibromyalgia), gastrointestinal disorders 
(e.g., irritable bowel syndrome), gynecological 
problems, pain, and poor cardiopulmonary health 
(for reviews, see Irish, Kobayashi, & Delahanty, 
2010, Golding, 1999, and Wilson, 2010). 
Evidence has also been found for a “dose- 
response” effect; as the number of sexual assaults 
a person has experienced increases so too does 
the likelihood for experiencing specific physical 
health problems (Stein & Barrett-Connor, 2000; 
Turchik & Hassija, 2014). Although it is difficult 
to determine a causal connection between experi-
ences of sexual assault and subsequent physical 
health problems, it has been posited that specific 
health risk factors may help to explain the asso-
ciation. In a national sample of treatment-seeking 
female veterans, Frayne, Skinner, Sullivan, and 
Freund (2003) found that obesity, smoking, prob-
lematic alcohol use, sedentary lifestyle, and a 
history of hysterectomy before age 40 were each 
more common in women with vs. without a his-
tory of military sexual trauma. Such risk factors 
may mediate the association between sexual 
assault and subsequent cardiac disease.

Sexual Functioning. Given the nature of sex-
ual assault, it is not surprising that a several stud-
ies have been devoted to understanding its effects 
on sexual functioning. Sexually transmitted 
infection (STI) can be contracted during a sexual 
assault and individuals with a history of sexual 
assault may be at increased risk for STIs, more 

generally (Goyal et  al., 2017; Schwarcz & 
Whittington, 1990). Rates of sexual dysfunction 
are also elevated among individuals with a his-
tory of sexual assault. Specifically, during sexual 
encounters, sexual assault survivors may experi-
ence decreased sexual satisfaction, pleasure, and 
desire, as well as increased fear and arousal 
(Turchik & Hassija, 2014; van Berlo & Ensink, 
2000). Despite these findings, patterns of sexual 
activity vary considerably among individuals 
with a history of sexual assault. One study found 
that, among female rape survivors, approximately 
48% indicated their sexual health behaviors 
became less risky post-rape, whereas 52% 
reported that their sexual health behaviors 
became moderately or substantially more risky 
post-rape (Campbell, Sefl, & Ahrens, 2004). 
Risky sexual behaviors can include frequent sex-
ual activity with multiple sexual partners, infre-
quent condom use, and use of drugs and/or 
alcohol during sex. Though it is unclear why 
individuals with a history of sexual assault may 
be more likely to engage in such behaviors, 
insight may be gleaned from a recent study that 
found the association between sexual assault and 
condomless sex was mediated by perceptions of 
partners’ pressure for condomless sex (Wells 
et al., 2016).

Health Care Utilization. Understanding pat-
terns of health care utilization among sexual 
assault survivors can be complicated. Research 
generally indicates that rates of service utiliza-
tion immediately following or within one year of 
a sexual assault are low (Kintzle et  al., 2015; 
Sabrina & Ho, 2014). Among those who do seek 
treatment, use of medical services tends to occur 
before use of mental health services (within 
1  month vs. more than 6  months following 
assault; Mengeling, Booth, Torner, & Sadler, 
2015). Barriers to seeking care may include con-
cerns that the individual’s account of his/her sex-
ual assault will not be believed or that the 
individual will feel blamed for what happened 
(Walsh, Banyard, Moynihan, Ward, & Cohn, 
2010). In contrast, lifetime rates of service utili-
zation, particularly mental health services, may 
be higher among individuals with vs. without a 
history of sexual assault. Stein et al. (2004) found 
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that a history of sexual assault was associated 
with a greater number of primary care visits in 
the previous 6  months. Likewise, Kintzle et  al. 
(2015) found that 86% of their sample of female 
veterans with a history of military sexual trauma 
had sought mental health counseling in the past 
12 months.

 Effects of Sexual Assault 
on Psychosocial Functioning

The experience of trauma in general, and sexual 
assault specifically, can affect many domains of 
psychosocial functioning including interpersonal 
and occupational arenas. In a recent review, 
15–47% of adults who had histories of childhood 
sexual abuse were considered resilient in terms of 
their level of functioning, with social support 
from family and community resources serving as 
a strong protective factor (Domhardt, Munzer, 
Fegert, & Goldbeck, 2015). However, this finding 
indicates a large portion of survivors experience 
difficulties in various realms of functioning. 
Sexual abuse in childhood is a risk factor for a 
range of interpersonal functioning difficulties, 
including poorer quality of intimacy and sexual 
relationships, higher divorce rates, and parenting 
difficulties (DiLillo, 2001). Women who have 
experienced sexual assaults during both child-
hood and adulthood have been found to report 
more interpersonal dysfunction than women who 
were sexually assaulted as adults (Cloitre, 
Scarvalone, & Difede, 1997). PTSD appears to 
mediate the relationship between childhood 
trauma and functional impairment as an adult 
(Cloitre, Miranda, Stovall-McClough, & Han, 
2005). Further evidence of this relationship with 
PTSD and functioning is the substantial improve-
ments to diverse domains of psychosocial func-
tioning that women experience when treated with 
evidence-based treatments for PTSD – both cog-
nitive processing therapy and prolonged exposure 
(Galovski, Phipps, & Resick, 2005).

With respect to occupational functioning, 
there is evidence that sexual assaults suffered by 
adults can impact work-related outcomes. A case 
controlled analysis found that Army female ser-

vice members who had administratively recorded 
histories of sexual assault were at increased risk 
of demotion and attrition from the service in the 
subsequent 12  months after their trauma 
(Rossellini et al., 2017). This is consistent with a 
prospective study with civilian women in which 
interpersonal violence including sexual assault 
was associated with higher rates of unemploy-
ment after the assault (Byrne, Resnick, Kilpatrick, 
Best, & Saunders, 1999).

 Potentially Problematic Accounts 
of Sexual Assault Sequelae

Above, we have surveyed the most commonly 
occurring sexual assault sequelae. We would be 
remiss, however, not to mention several other 
potential sequelae for which there is equivocal 
empirical support and/or enduring controversy 
amongst researchers. We encourage readers 
interested in these topics to reference other chap-
ters in this book, which address several of them 
in greater detail.

Rape trauma syndrome (RTS; Burgess & 
Holmstrom, 1974) is characterized by a two- 
phase reaction; in the acute phase rape survivors 
may experience variable emotional and somatic 
reactions, whereas in the long-term reorganiza-
tion process they may demonstrate increased 
motor activity, experience nightmares, and 
develop fear and avoidance of trauma-related 
situations (termed traumaphobia). In a recent 
review, O’Donohue, Carlson, Benuto, and 
Bennett (2014) outlined several criticisms of the 
RTS model, including: its vague and imprecise 
definition, the lack of empirical research on its 
validity as a diagnosis, and its inconsistency with 
other conceptualizations of sexual assault-related 
psychopathology (e.g., acute stress reactions and 
PTSD). Based on these criticisms, the authors 
concluded that there is little evidence to date to 
warrant consideration of RTS in legal or clinical 
practice settings.

Dissociation during and after sexual assault is 
not uncommon. For example, among individuals 
with PTSD, 15% of men and 30% of women 
endorse high levels of dissociative symptoms 
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(Wolf et  al., 2012). However, the emergence of 
dissociative disorders, and particularly dissocia-
tive identity disorder (DID) following experiences 
of sexual trauma remains controversial. For exam-
ple, there is disagreement over the validity of DID 
as a diagnosis, as well as the possibility that DID 
reflects a more severe subtype of BPD or other 
personality disorders (see reviews by Brand et al., 
2016 and Gillig, 2009). DID is most likely to occur 
following experiences of severe and chronic child-
hood sexual abuse and the prevalence of the disor-
der (~1–1.5%; APA, 2013; Brand et al., 2016) is 
lower than other forms of trauma-related psycho-
pathology. Likewise, the extent to which sexual 
assault survivors repress trauma memories and/or 
experience dissociative amnesia remains contro-
versial. One study found that memories for sexual 
trauma are not impaired or fragmented and, 
instead, are often more vivid and detailed, as com-
pared to non-trauma-related memories (Peace, 
Porter, & ten Brinke, 2008). It has been posited 
that recovery of repressed memories is influenced 
by factors such as therapist suggestiveness and 
coverage of childhood sexual abuse in the media 
(Loftus, 1993). Though recovered memories are 
often remembered with confidence, it can difficult 
to determine if they are authentic. As discussed by 
Rydberg (2017), dissociative amnesia may involve 
complete loss of recall for sexual abuse, but is 
much more likely to involve fragmented or partial 
trauma memories.

Finally, there have been some efforts to link 
experiences of sexual trauma, particularly child-
hood sexual abuse, to changes to the structure or 
function of the brain. For example, a study by 
Andersen et al. (2008) provided preliminary evi-
dence to suggest that sexual abuse occurring at 
different developmental stages was associated 
with structural brain changes (e.g., reduced hip-
pocampal volume) in adulthood. However, other 
research has found that such changes are most 
likely to occur in individuals with a history of 
childhood sexual abuse and PTSD (Bremner 
et al., 2003). Indeed, when individuals with a his-
tory of childhood sexual abuse but without PTSD 
were compared against individuals without a his-
tory of childhood sexual abuse, no significant dif-
ferences were found (Bremner et al., 2003). Thus, 

research does not currently provide clear or con-
vincing evidence directly linking experiences of 
sexual trauma to specific brain changes.

 Conclusion

Individuals who experience sexual assault are at 
increased risk for a variety of negative mental 
and physical health sequelae. PTSD is perhaps 
the most common psychiatric disorder that can 
develop after a sexual trauma, but a host of other 
disorders (e.g. depression, substance use, eating, 
and borderline personality disorder) can manifest 
independently, comorbid to PTSD, or as a result 
of PTSD.  Other clinical correlates (e.g., sleep 
impairment, shame, and self-blame) are also fre-
quently reported among individuals with a his-
tory of sexual assault, even in the absence of 
specific psychiatric disorders. Of note, not all of 
the changes experienced by sexual assault survi-
vors are negative. For example, some individuals 
will experience posttraumatic growth after a sex-
ual assault, which may be protective against 
chronic negative psychological sequelae.

Relatively little research has been done to 
examine the physiological sequelae of sexual 
assault and extant results are equivocal. Given 
that dysregulated physiology can increase risk 
for psychological and physical health problems 
over time, additional research on the psycho-
physiological profiles of sexual assault survivors 
with and without PTSD and other psychological 
disorders is needed. Sexual assault survivors 
appear to be at increased risk for a variety of 
physical and sexual health problems spanning 
numerous bodily systems. Though preliminary 
research indicates that some of these problems 
may be mediated by maladaptive health behav-
iors, such as smoking, alcohol use, or sedentary 
lifestyle, it will be important to more fully eluci-
date the pathways from sexual assault to poor 
physical health. This line of research stands to 
improve early detection and intervention efforts. 
Similarly, it is important to gain a better under-
standing of how sexual assault survivors utilize 
health services, including medical and mental 
health services, and to identify and reduce barri-
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ers to healthcare engagement. Finally, research 
links experiences of sexual assault to impair-
ments in functioning, though again, it remains 
unclear whether these associations are driven by 
the presence of specific mental health diagnoses. 
Continued investigation into the sequelae of sex-
ual assault specifically will be useful to our 
understanding of the effects of this unique and 
all too common experience.
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Understanding PTSD and Sexual 
Assault

Emily R. Dworkin, Heidi J. Ojalehto, 
Charlotte D. Brill, Skye Fitzpatrick, 
Michele A. Bedard-Gilligan, and Debra Kaysen

Posttraumatic stress disorder (PTSD) is one of 
the most common mental health consequences of 
sexual assault (SA) (Dworkin, Menon, 
Bystrynski, & Allen, 2017). In this chapter, we 
begin by introducing the diagnosis of PTSD and 
reviewing prominent theories regarding how 
PTSD develops after SA.  Then, we discuss the 
prevalence of PTSD after SA and factors that 
may increase risk. After discussing best clinical 
practices for assessing and treating PTSD after 
SA, we conclude with future directions for 
research, policy, and practice.

 What is PTSD?

According to the Diagnostic and Statistical 
Manual of Mental Disorders, fifth Edition (DSM- 
5), PTSD involves a set of symptoms that develop 
in the wake of exposure to specific qualifying 

events, including SA (American Psychiatric 
Association, 2013). DSM diagnostic criteria for 
PTSD includes four “clusters” of symptoms 
experienced in reaction to traumatic events. 
Reexperiencing symptoms involve persistently 
reliving the SA, including nightmares, flash-
backs, and intrusive memories. Avoidance symp-
toms include avoidance of trauma-related stimuli, 
such as situations that remind the survivor of the 
SA, and SA-related emotions, thoughts, and 
memories. Negative changes in mood or cogni-
tion can involve persistent negative beliefs about 
oneself and the world, excessively blaming one-
self or others for the SA or its aftermath, persis-
tent negative emotions, and a lack of positive 
emotions. Alterations in arousal and reactivity 
symptoms include problems with irritability, 
hypervigilance, sleep, and concentration. Such 
symptoms are observed in most survivors in the 
first weeks after SA and are considered a natural 
reaction to trauma (Rothbaum, Foa, Riggs, 
Murdock, & Walsh, 1992). Their failure to 
resolve within 1  month is what characterizes a 
pathological trauma response.

The construct of PTSD was first applied to SA 
when researchers and clinicians recognized that a 
set of symptoms observed in SA survivors, then 
called “rape trauma syndrome” (Burgess & 
Holstrom, 1974), had similarities to conditions 
observed in survivors of other forms of trauma, 
such as combat, then called “shell shock” or 
“combat fatigue.” These syndromes were 
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 classified as a single condition, called PTSD, in 
1980  in DSM-III (American Psychiatric 
Association, 1980). Aspects of the diagnosis have 
changed since that time over the various itera-
tions of the DSM, including what specific symp-
toms are included and how trauma is defined. 
Generally, the newest iteration of the DSM has 
narrowed the scope of what is included as a trau-
matic event and has expanded both the number of 
symptoms and scope of symptoms to include a 
wider variety of emotion changes and a stronger 
emphasis on cognitive changes.

Several critiques have been levied against the 
diagnostic construct of PTSD. Feminist scholars 
argue that PTSD divorces survivors’ psychologi-
cal suffering from the patriarchal social context 
that facilitated the SA (Burstow, 2005; Gilfus, 
1999; Wasco, 2003). For example, self-blame 
cognitions are framed as arising from the trauma 
itself, which is argued to ignore sociocultural 
norms that encourage survivors to blame them-
selves for victimization (Wasco, 2003). In addi-
tion, some argue that the accepted construction of 
PTSD may not account for distinct symptom pre-
sentations among marginalized groups (Wasco, 
2003). For example, Latinx and Asian Americans 
appear to be more likely to express distress in 
somatic terms, and Latinx individuals with PTSD 
are more likely to report auditory hallucinations 
than members of other ethnic groups (Pole, Gone, 
& Kulkarni, 2008). Understanding the cross- 
cultural relevance of PTSD is thus an important 
task for future research. Finally, there is debate 
regarding whether exposure to repeated, pro-
longed, and severe stressors can produce a vari-
ant of PTSD, termed “complex PTSD,” that 
involves symptoms such as somatic, affective, 
self-perceptual, attentional, and interpersonal 
dysfunction (Resick et al., 2012). Complex PTSD 
was considered for inclusion in both the DSM-IV 
and DSM-5, but empirical studies suggested that 
there was insufficient evidence to demonstrate 
that complex PTSD was a distinct phenomenon 
from PTSD.  As a result, complex PTSD is not 
currently recognized as a diagnostic construct by 
the DSM.

In addition to critiques of the diagnosis of 
PTSD, there are critiques regarding the types of 

events that are considered by the DSM to be 
potentially traumatic, and therefore have the 
potential to elicit PTSD (Brewin, Lanius, Novac, 
Schnyder, & Galea, 2009). Qualifying traumas 
are termed “criterion A” events in the DSM.  In 
DSM-5, criterion A stipulates that the trauma 
must involve “exposure to actual or threatened 
death, serious injury, or sexual violence,” and the 
following examples are provided of sexual vio-
lence: “forced sexual penetration, alcohol/drug- 
facilitated sexual penetration, abusive sexual 
contact, noncontact sexual abuse, sexual traffick-
ing.” Criterion A further specifies that the event 
must have been experienced either (1) directly, 
(2) through observation, (3) by learning of its 
occurrence to a close family member or friend, or 
(4) through repeated exposure to trauma details 
(e.g., therapists hearing extensively about client’s 
traumas; APA, 2013, pp. 271). The inclusion of 
the last two forms of trauma exposure is recent, 
and some scholars suggest that it has resulted in 
an overly inclusive PTSD diagnosis that includes 
individuals with highly distinct symptom profiles 
(McNally, 2003). Alternatively, many (especially 
feminist scholars) have asserted that criterion A’s 
definition of trauma is too narrow. They argue 
that events that do not involve threatened death, 
serious injury, or overt sexual violence—such as 
systemic marginalization, street harassment, and 
sexual harassment (Avina & O’Donohue, 2002; 
Burstow, 2005; Wasco, 2003)—have traumatic 
potential, although a meta-analytic review sug-
gests that the impact of such stressors is relatively 
smaller than criterion A traumas (Larsen & 
Pacella, 2016). Moreover, feminist scholars argue 
that the diagnostic criteria focus too narrowly on 
a single, discrete event and ignore threats to sur-
vivors’ wellbeing that persist after the assault has 
ended (e.g., victim blaming; Burstow, 2005).

 How Does PTSD Develop 
After Sexual Assault?

Although there are multiple theories that 
explain the etiology of PTSD following SA and 
other traumas, among the most prominent are 
emotional processing theory (Foa & Kozak, 
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1986) and social-cognitive theory (Resick & 
Schnicke, 1992).

Emotional Processing Theory

Foa and Kozak’s (1986) emotional processing 
theory is the theoretical foundation of Prolonged 
Exposure (Foa & Rothbaum, 1998), an evidence-
based PTSD treatment (e.g., Powers, Halpern, 
Ferenschak, Gillihan, & Foa, 2010) reviewed 
later in this chapter. This theory builds upon 
Lang’s (1977, 1979) concept of “fear structures,” 
which conceptualize fear as a memory network 
of information about (1) a feared situation (e.g., 
the SA); (2) verbal, bodily, and behavioral 
responses to the situation (e.g., heart rate 
increases, running away); and (3) the interpreted 
meaning of the situation and one’s responses 
(e.g., “I am in danger”). Adaptive fear structures 
accurately reflect reality and act as a “program” 
to identify and respond to dangerous situations 
(e.g., escaping an assault).

The fear structures underlying PTSD  are 
thought to be pathological because they are (1) 
activated by nonthreatening situations and stim-
uli; (2) elicit verbal, bodily, and behavioral fear 
responses that are disproportionate to the reality 
of the situation; and (3) include distorted or inac-
curate meanings and interpretations of the situa-
tion and one’s response to it. For example, after 
SA, a pathological fear structure may be activated 
by smells or sounds that remind a survivor of a 
perpetrator, even though the perpetrator is not 
there, which result in fear-network responses 
(e.g., heart rate increases, urges to escape a situa-
tion) although the survivor is not in danger. The 
fear structure may also involve distorted interpre-
tations about the situation (e.g., “it is never safe 
to be in a bar”), or responses (e.g., “I cannot cope 
with being reminded of my assault”) (Ehlers & 
Clark, 2000). Pathological fear structures are 
resistant to change because they lead individuals 
to avoid trauma-related thoughts and reminders. 
This avoidance prevents survivors from incorpo-
rating new information into the fear structure that 
could correct the inaccuracies (e.g., learning that 
one will not be sexually assaulted every time they 

are in a bar). This theory suggests that SA-related 
PTSD treatment should involve activating fear 
structures and integrating corrective and realistic 
information into it by approaching feared stimuli, 
as in Prolonged Exposure treatment for PTSD 
(Foa & Kozak, 1986).

Social-Cognitive Theory

Social-cognitive theory of PTSD emphasizes the 
content of trauma-related beliefs and their associ-
ated emotions (Janoff-Bulman & Frieze, 1983; 
Resick, Monson, & Chard, 2016). This theory 
underpins Cognitive Processing Therapy (Resick 
& Schnicke, 1992), another leading evidence-
based treatment for PTSD reviewed later.

Social-cognitive theory emphasizes schemas, 
which are mental frameworks that allow individ-
uals to organize information into categories to 
interpret their world and predict their future 
(Janoff-Bulman, 1989). Experiences like SA can 
result in information that does not “fit” with 
existing positive schemas and confirms negative 
schemas (Resick et  al., 2016). For example, a 
common schema prior to trauma, called the “just 
world belief,” reflects the idea that good things 
happen to good people, and bad things happen to 
bad people. These positive schemas are incom-
patible with new information from a SA (e.g., “a 
bad thing happened to me, even though I thought 
I was a good person”). Therefore, survivors may 
change their understanding of the trauma in 
unhelpful and inaccurate ways to fit it into their 
previously held schema (e.g., their belief  may 
change to,  “this bad thing happened to me 
because I am a bad person”). For individuals who 
held negative schemas, such as “the world is dan-
gerous,” the traumatic event may confirm these 
schemas, holding the prior unhelpful schemas 
intact (Resick et al., 2016). Individuals also may 
modify schemas with new information as a result 
of the assault. This modification, if it accurately 
incorporates the new learning from the assault 
without being extreme, facilitates recovery (e.g., 
their belief may change to, “sometimes bad 
things happen even to good people”). Other indi-
viduals may modify schemas in ways that become 
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too rigid, inaccurate, and extreme. For example, 
rather than updating the schema of “bad things 
happen to bad people” to “bad things sometimes 
happen even to good people,” some trauma survi-
vors may instead believe “I am never safe from 
bad things even if I do the right thing all the 
time.”

Also embedded in social-cognitive theory is 
the transaction between trauma-related beliefs 
and trauma-related emotions. The theory distin-
guishes between natural emotions that occur as a 
direct consequence of the assault, like fear or 
anger from an immediate life threat, and manu-
factured emotions, which come from inaccurate, 
unhelpful, or extreme beliefs (e.g., shame or guilt 
in response to beliefs such as “I am a bad per-
son”). Natural emotions will decrease over time 
on their own if experienced and expressed, but 
manufactured emotions change only when beliefs 
change. Avoidance of trauma memories, emo-
tions, and reminders prevents opportunities to 
correct the problematic beliefs and experience 
natural emotions, so treatment requires stopping 
avoidance and correcting problematic beliefs 
(Resick et al., 2016).

 How Common and Severe is PTSD 
After Sexual Assault?

SA is associated with high rates of PTSD relative 
to other traumatic events (Brewin, Andrews, & 
Valentine, 2000; Dworkin, Menon, et al., 2017). 
Recent epidemiological research found that 
between a quarter and a third of women who have 
been raped meet full criteria for a current PTSD 
diagnosis (Kilpatrick, Resnick, Ruggiero, 
Conoscenti, & McCauley, 2007). Similarly, a 
recent meta-analysis identified that 26% of survi-
vors of SA met diagnostic criteria for past-year 
PTSD as compared to 10% of people who had 
not (Dworkin, in press). SA is associated with 
more severe PTSD as well. In a comparison of 
symptom severity, a randomly selected person 
who had experienced SA had a 69% chance of 
having more severe PTSD symptoms than a ran-
domly selected person without a SA history 
(Dworkin, Menon, et al., 2017).

Several prospective studies show that most 
survivors of SA have PTSD symptoms after SA, 
although overall symptoms decrease over time. 
When removing the criterion that symptoms 
endure for at least 1 month, 67–94% of SA survi-
vors evidenced sufficient symptoms to warrant a 
PTSD diagnosis within the first month following 
the rape (Frazier, 2000; Frazier, Conlon, & 
Glaser, 2001; Gutner, Rizvi, Monson, & Resick, 
2006; Rothbaum et al., 1992; Steenkamp et al., 
2012). At 3 months post-SA, 42–78% met crite-
ria (Darves-Bornoz, Degiovanni, & Gaillard, 
1998; Frazier, 2000; Gutner et  al., 2006; 
Rothbaum et al., 1992; Steenkamp et al., 2012; 
Ulirsch et al., 2013), and 48–58% met criteria for 
PTSD by 1  year (Darves-Bornoz et  al., 1998; 
Frazier, 2000; Frazier et al., 2001).

 What Factors Increase 
the Likelihood of Developing PTSD 
After Sexual Assault?

Substantial research has examined characteristics 
of assaults, SA survivors, and the contexts in 
which they recover to understand who is most 
likely to develop PTSD.

Assault Characteristics

A variety of assault characteristics have been 
associated with the likelihood of developing 
PTSD and other disorders, including whether 
assaults involve physical injury (Bownes, 
O’Gorman, & Sayers, 1991; Dworkin, Menon, 
et al., 2017; Möller, Bäckström, Söndergaard, & 
Helström, 2014), force or physical violence 
(Brown, Testa, & Messman-Moore, 2009; Peter-
Hagene & Ullman, 2015; Ullman, Townsend, 
Filipas, & Starzynski, 2007; Zinzow et al., 2010), 
a perpetrator who is a stranger (Bownes et  al., 
1991; Ullman, Townsend, Starzynski, & Long, 
2006) or a partner (Temple, Weston, Rodriguez, 
& Marshall, 2007; Ullman et  al., 2006), more 
than one perpetrator (Möller et al., 2014), distress 
or perceived life threat (Elklit & Christiansen, 
2013; Kaysen, Rosen, Bowman, & Resick, 2010; 
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Ullman, Filipas, Townsend, & Starzynski, 2007), 
having a “freeze response” (Bovin, Jager-Hyman, 
Gold, Marx, & Sloan, 2008; Rizvi, Kaysen, 
Gutner, Griffin, & Resick, 2008; Rocha-Rego 
et  al., 2009), and weapon use (Bownes et  al., 
1991; Dworkin, Menon, et al., 2017). SAs involv-
ing different types of tactics, like force, coercion, 
and incapacitation, do not appear to differ sub-
stantially in terms of their risk for PTSD. Varying 
the definition of SA to include coerced and inca-
pacitated SA as well as completed forced SA did 
not significantly alter the observed relationship 
with psychopathology when comparing sexually 
assaulted to unassaulted samples in a meta- 
analysis (Dworkin, Menon, et  al., 2017). 
Including attempted SAs along with completed 
SAs decreased the effect size of the relationship 
with psychopathology in this meta-analysis, but 
it remained statistically significant, suggesting 
that noncompleted SA also can lead to psychopa-
thology. As the authors noted, conclusions that 
can be drawn are somewhat limited as the 
research is based solely on study definitions of 
SA. Still, these findings are compelling in sug-
gesting that SA is highly predictive of PTSD and 
other forms of psychopathology, regardless of the 
tactics used. Of note, individual studies that have 
looked at severity of assault as a predictor of 
PTSD generally show that higher severity SAs 
are related to increased PTSD (Pegram & Abbey, 
2016; Peter-Hagene & Ullman, 2015; Resnick 
et al., 1993; Ullman & Filipas, 2001). However, 
one study demonstrated that alcohol-involved 
assaults evidenced as strong a relationship with 
PTSD as forcible assaults over a longer-term fol-
low- up (Peter-Hagene & Ullman, 2015), which is 
consistent with an epidemiological study that 
found PTSD associated with both forcible and 
incapacitated SA (Zinzow et al., 2010). Thus, the 
relationship between assault severity and PTSD 
is likely complicated by varied definitions of SA 
and associated individual and situational factors.

Characteristics of Survivors

Demographic factors have been explored in rela-
tion to risk of developing PTSD after SA. Across 

all trauma types, women are more likely to 
develop PTSD than men, but there do not appear 
to be gender differences after SA specifically. 
Similarly, although racial differences have been 
found for PTSD prevalence (Roberts, Gilman, 
Breslau, Breslau, & Koenen, 2011), reviews have 
not found racial differences in PTSD following 
SA (Campbell, Dworkin, & Cabral, 2009; 
Dworkin, Menon, et al., 2017). It is possible that 
the higher likelihood of developing PTSD after 
SA versus other forms of trauma reduces 
observed racial differences. With regard to sexual 
orientation, higher rates of PTSD have been 
observed among sexual minority individuals 
(Balsam, Rothblum, & Beauchaine, 2005; 
Rothman, Exner, & Baughman, 2011), but no 
studies to our knowledge have looked at sexual 
orientation as a predictor of PTSD after SA spe-
cifically. Finally, younger age predicts increased 
PTSD severity in assault victims, as does a his-
tory of childhood sexual abuse (CSA; Ullman, 
Filipas, et  al., 2007; Ullman, Najdowski, & 
Filipas, 2009). One large study of 1769 women in 
the US showed increased PTSD prevalence in 
women assaulted before age 18 (35.3%) com-
pared to those assaulted after 18 (30.2%; Masho 
& Ahmed, 2007). Experiencing multiple SAs 
over the lifespan also predicts PTSD severity 
(Ullman, 2016). Consistent with these findings, 
in two large meta-analyses, experiencing trauma 
at a younger age was a significant predictor of 
increased likelihood of developing PTSD 
(Brewin et al., 2000; Ozer, Best, Lipsey, & Weiss, 
2003).

Genetic and biological factors have been pro-
posed as determinants for post-SA adjustment 
including PTSD, although to our knowledge, no 
studies have looked specifically at genetic deter-
minants of PTSD following SA. Results of twin 
and large-scale genome-wide association studies 
do suggest that heritability may play a significant 
role in the development of PTSD following 
trauma, particularly for women (see Yehuda 
et al., 2015 for a review). The hypothalamic pitu-
itary adrenal axis and sympathetic nervous sys-
tem are implicated in the stress response that 
occurs following trauma, and thus stress hor-
mones (e.g., cortisol) may be affected by SA and 
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influence the development of PTSD (Zoladz & 
Diamond, 2013). Studies on cortisol levels fol-
lowing SA show mixed findings in relationship to 
predicting PTSD, with some studies finding ele-
vated cortisol levels to be related to PTSD 
(Resnick, Yehuda, & Acierno, 1997) and other 
studies finding cortisol levels to be unrelated to 
PTSD in those exposed to SA (Resnick, Yehuda, 
Pitman, & Foy, 1995). A recent review proposed 
the posttrauma administration of pharmacologi-
cal interventions that target systems related to 
cortisol (e.g., glucocorticoid receptor agonists, 
oxytocin) to prevent PTSD (van Zuiden, 
Kavelaars, Geuze, Olff, & Heijnen, 2013). Others 
point out that ovarian hormones may influence 
emotional memory processing and, potentially, 
partially account for gender differences in PTSD 
(Zoladz & Diamond, 2013).

Psychophysiological indicators have also been 
explored as possible indicators of who is likely to 
develop PTSD following trauma. No psycho-
physiological studies to our knowledge have 
focused specifically on participants exposed to 
SA, but two studies of survivors of primarily 
physical assaults show that this may be an impor-
tant area of exploration. Individuals with higher 
resting heart rate 2 weeks after assault were more 
likely to develop PTSD at 6 months post assault, 
although the observed effect size was small 
(Kleim, Ehlers, & Glucksman, 2007). Women 
with increased heart rate reactivity to assault 
imagery at 2  weeks post-assault were signifi-
cantly more likely to develop PTSD compared to 
men and to women without high heart rate reac-
tivity (Kleim, Wilhelm, Glucksman, & Ehlers, 
2010). This indicates that physiological reactivity 
to trauma reminders—which is a symptom of 
PTSD if it endures for more than 1 month—may 
be an early indicator of the likelihood that trauma 
symptoms will naturally remit. A large meta- 
analysis on psychophysiology and PTSD showed 
that presence of PTSD following trauma expo-
sure more broadly was associated with diverse 
psychophysiological reactions, including ele-
vated heart rate and skin conductance at rest and 
in response to startle probe tasks and trauma cues 
(Pole, 2007).

The types of coping strategies used by survi-
vors appear to alter the risk of PTSD following 
SA.  Maladaptive coping strategies, typically 
defined as those that involve avoidance instead of 
approach strategies (e.g., substance use, isolation, 
avoidance of thoughts or feelings related to the 
SA, avoidance of reminders of the SA, withdrawal 
from social support) predict higher PTSD symp-
toms in SA survivors (Frazier, Mortensen, & 
Steward, 2005; Gutner et  al., 2006; Read et  al., 
2013; Ullman, Relyea, Peter-Hagene, & Vasquez, 
2013; Ullman, Townsend, et al., 2007). In contrast, 
adaptive coping strategies, such as problem- 
focused coping and seeking social support, have 
been associated with lower PTSD symptoms in 
survivors of SA (Frazier et al., 2005; Gutner et al., 
2006; Valentiner, Foa, Riggs, & Gershuny, 1996). 
The context in which a coping strategy is employed 
may be important in determining its relationship 
with PTSD. For example, among college women 
who experienced SA, the positive effects of social 
support on PTSD symptoms were lower for 
women who were using substances to cope 
(Dworkin, Ojalehto, Bedard-Gilligan, Cadigan, & 
Kaysen, 2018). This suggests that coping strate-
gies should not be considered in isolation.

Contextual Factors

SA occurs within a multilevel social context that 
influences recovery (Campbell et al., 2009). On a 
societal level, it is clear that there is significant 
stigma associated with SA, as evidenced by the 
pervasiveness of rape myths (e.g., the beliefs that 
victims are to blame for the assault and that vic-
tims lie about being sexually assaulted; Deitz, 
Williams, Rife, & Cantrell, 2015; Edwards, 
Turchik, Dardis, Reynolds, & Gidycz, 2011) and 
victim blaming in response to SA disclosure 
(Ullman, 2010). These social-context-related fac-
tors may increase self-blame and ultimately 
affect survivors’ post- assault mental health, 
including PTSD (Kennedy & Prock, 2018). 
Indeed, most SA survivors (80% or more) choose 
to disclose to at least one person (Ahrens, 
Campbell, Ternier-Thames, Wasco, & Sefl, 2007) 
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and often receive negative social reactions (e.g., 
victim blaming, taking control of survivors’ deci-
sion-making, disbelief), which are associated 
with psychopathology (Dworkin, Brill, & 
Ullman, 2019; Littleton, 2010; Ullman & Peter-
Hagene, 2014; Ullman, Starzynski, Long, Mason, 
& Long, 2008; Ullman, Townsend, et al., 2007). 
Preliminary evidence also suggests that SA survi-
vors in more stigmatizing contexts, regardless of 
whether they disclose, have worse mental health 
(Dworkin, Sessarego, Pittenger, Edwards, & 
Banyard, 2017). The detrimental effects of stigma 
on survivors’ current distress and trajectories of 
recovery are robust and warrant further research 
into effective interventions following SA.

 What Are the Best Clinical Practices 
for Addressing Sexual Assault- 
Related PTSD?

In the past 30  years, substantial research has 
focused on developing effective strategies to 
assess, treat, and prevent the development of 
PTSD. We review this work next.

Assessment of Trauma Exposure and 
Psychopathology

It is important to assess trauma exposure broadly, 
rather than SA history alone, in order to create a 
comprehensive picture of the client’s trauma his-
tory. One challenge is selecting between longer, 
more thorough measures of SA that use behavior-
ally specific definitions of traumatic events, such 
as the Sexual Experiences Survey (Koss et  al., 
2007), which are thought to more accurately cap-
ture SA exposure as compared to briefer mea-
sures which use only terms such as “rape” (Cook, 
Gidycz, Koss, & Murphy, 2011). There are sev-
eral commonly used brief measures of broader 
trauma exposure, including the trauma history 
portion of the Posttraumatic Diagnostic Scale 
(Foa, Cashman, Jaycox, & Perry, 1997) and the 
Life Events Checklist (Weathers et al., 2013).

It is also important to systematically assess 
PTSD through the use of validated psychological 

assessments (Briere & Jordan, 2004). This can 
include clinical interviews like the Clinician- 
Administered PTSD Scale (Blake et al., 1995), or 
self-report measures like the Primary Care-PTSD 
Screen (Prins et  al., 2003) or the Posttraumatic 
Checklist for DSM-5 (Weathers et  al., 2013). 
These PTSD measures must be asked in refer-
ence to a specific trauma.  It is important to not 
solely assess PTSD, though, as SA can be associ-
ated with other psychological symptoms such as 
depression and anxiety (Dworkin, Menon, et al., 
2017).

Treating PTSD Related to Sexual 
Assault

The treatment of PTSD has been significantly 
influenced by the adoption and implementation 
of evidence-based practices, defined by the 
American Psychological Association (APA) as, 
“the integration of the best available research 
with clinical expertise in the context of patient 
characteristics, culture, and preferences” (APA 
Presidential Task Force on Evidence-Based 
Practice, 2006, p.  273). Based on substantial 
research, only cognitive behavioral therapies 
(CBTs) with an explicit trauma focus received 
strong recommendations as evidence-based prac-
tices for PTSD by the APA (APA, 2017), mean-
ing that the treatments have been rigorously 
tested by independent investigators with a pre-
ponderance of studies agreeing that the treatment 
is efficacious (Chambless & Hollon, 1998). 
Broadly speaking, CBTs include cognitive com-
ponents like cognitive restructuring (i.e., identi-
fying and changing rigid or inaccurate beliefs) 
and/or behavioral components like exposure (i.e., 
systematically confronting feared and/or avoided 
stimuli until fear is extinguished). All major clin-
ical practice guidelines currently recommend 
trauma-focused CBTs as a first-line treatment for 
PTSD (see Forbes et  al., 2010 for a review of 
guidelines). A report by the Institute of Medicine 
(IOM), which is considered the most rigorous of 
the current published treatment guidelines for 
PTSD (Forbes et al., 2010), concluded that only 
exposure therapies and Cognitive Processing 
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Therapy specifically met the designation of “effi-
cacious,” and that other psychotherapies (e.g., 
eye movement desensitization and reprocessing) 
and pharmacotherapies (e.g., SSRIs, benzodi-
azapines) had insufficient evidence to determine 
efficacy (IOM, 2007). Meta-analyses of random-
ized controlled trials assessing PTSD treatments 
found large effect sizes for improvements in 
PTSD symptoms in CBTs relative to control 
groups, and medium effects for pharmacotherapy 
(Bradley, Greene, Russ, Dutra, & Westen, 2005; 
Watts et  al., 2013). Of individuals receiving 
exposure therapy, 90% improved more than indi-
viduals on a waitlist, and 79% improved more 
than individuals receiving supportive counseling. 
Of those receiving combined exposure and cog-
nitive restructuring, 93% improved more than 
individuals receiving no treatment, and 84% 
improved more than those receiving supportive 
counseling. This indicates that it is especially 
important to ensure that SA survivors with PTSD 
have access to trauma-focused CBTs as treatment 
options. Next, we describe two commonly used 
trauma-focused CBT treatments for PTSD—
Cognitive Processing Therapy and Prolonged 
Exposure—both of which were developed for use 
with female rape victims and have an extensive 
evidence base for their efficacy in treating 
PTSD. Then, we review other treatment options.

Prolonged Exposure

Prolonged Exposure is a well-validated treatment 
for PTSD (Foa, Rothbaum, Riggs, & Murdock, 
1991). It utilizes two forms of exposure—in vivo 
exposure and imaginal exposure—over 8 to 15 
sessions. Through in vivo exposure, clients con-
struct a list of feared or avoided, but objectively 
safe, stimuli that are gradually approached 
throughout the course of treatment. For example, 
a SA survivor who was assaulted at a party may 
avoid all parties thereafter due to the expectation 
that parties are dangerous or reminders of the 
original SA cued by the party; a natural in vivo 
exposure for such a client would be to attend a 
safe party. By approaching these situations, cli-
ents learn that the feared consequence is unlikely 

to happen and that they can tolerate the distress 
associated with the situation. Clients usually stay 
in exposure situations until distress decreases by 
at least half, or for an agreed-upon amount of 
time (e.g., 30 min), to allow time for new learn-
ing (i.e., that the feared situation is not actually 
dangerous) to occur. Through imaginal exposure, 
clients repeatedly recount the trauma memory 
aloud in session to the therapist for 30–45 min. 
Following imaginal exposure, therapists guide 
clients in processing their emotions and cogni-
tions related to the traumatic event in order to 
promote new learning, ability to tolerate distress, 
and extinction of emotional responses. In a meta-
analysis, Prolonged Exposure was highly effec-
tive in reducing PTSD; 86% of those receiving 
Prolonged Exposure experienced greater reduc-
tions in PTSD symptoms than those in a control 
condition (Powers et  al., 2010). Prolonged 
Exposure was equally effective in treating 
SA-related PTSD as compared to PTSD due to 
other traumas, and treatment effects remained in 
follow-up assessments up to 10  years later 
(Resick, Williams, Suvak, Monson, & Gradus, 
2012).

Cognitive Processing Therapy

Cognitive Processing Therapy is a well-validated 
treatment for PTSD following many kinds of 
trauma, including SA (Resick et al., 2016; Resick 
& Schnicke, 1992). It is typically delivered in 12 
sessions, and involves cognitive restructuring 
(i.e.,  identifying and modifying  maladaptive 
thoughts to develop more balanced, flexible, and 
adaptive beliefs)  and emotional processing of 
trauma-related content. Initially, sessions focus 
on cognitive restructuring of beliefs about the 
traumatic event, such as self-blame or hindsight 
bias (e.g., “It was all my fault,” “I should have 
prevented the assault”). Cognitive restructuring 
then targets beliefs about the self and others that 
are the result of a traumatic event in five key 
areas: safety (e.g., “the world is dangerous”), 
trust (e.g., “I can never trust anyone”), power 
(e.g., “I am helpless”), esteem (e.g., “all people 
are evil”), and intimacy (e.g., “I can’t get close to 
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other people”). Randomized clinical trials con-
ducted with different trauma-exposed popula-
tions, including survivors of SA, show that 
Cognitive Processing Therapy is effective in 
treating PTSD and depression (Bass et al., 2013; 
Chard, 2005; Resick, Nishith, Weaver, Astin, & 
Feuer, 2002; Surís, Link-Malcolm, Chard, Ahn, 
& North, 2013). In these trials, effects largely 
endured 5 to 10  years later (Resick, Williams, 
et al., 2012).

Other Psychological Treatments

Several other treatments have some evidence for 
their effectiveness in treating PTSD.  First, eye- 
movement desensitization and reprocessing ther-
apy (EMDR) is a common treatment for PTSD 
that shows similar effects to trauma-focused CBT 
in research studies (Watts et al., 2013), although 
the quality of evidence is somewhat less strong 
than for CBT (IOM, 2007). EMDR involves in- 
session recall of the traumatic memory (as in 
imaginal exposure) while focusing on an external 
stimulus (commonly, therapist-directed lateral 
eye movements). The focus on an external stimu-
lus that defines EMDR is considered by its cre-
ators to be an active ingredient of the treatment, 
but the absence of theoretical or empirical  sup-
port for the additive benefit of this portion of the 
treatment (Seidler & Wagner, 2006) has led to 
criticisms that EMDR is a variant of exposure 
therapy (Rosen & Davison, 2003). Moreover, 
concerns have been raised about treatment 
 fidelity in practice (Rosen, 1999), given the 
emphasis placed on eye movements as the active 
ingredient rather than exposure. As a result, the 
APA gave EMDR a second-strength rating, and 
the Australian clinical practice guidelines recom-
mended EMDR only when in  vivo exposure is 
additionally included (Ironson, Freund, Strauss, 
& Williams, 2002). Second, Narrative Exposure 
Therapy (NET) is an exposure-based treatment 
adapted from Prolonged Exposure therapy and 
testimony therapy that has a growing evidence 
base supporting its efficacy (see Robjant & Fazel, 
2010 for a review). In NET, the client constructs 
a narrative of their life from childhood through 

the present moment, including traumatic events. 
The therapist then goes back and processes the 
details of those traumatic events as exposure. 
NET is proposed to work through habituation and 
through creating an integrated autobiographic 
memory. The APA has given NET a second 
strength rating, whereas other practice guide-
lines, like the Australian practice guidelines, 
group NET in with other trauma-focused CBTs. 
There are currently no trials of NET specifically 
focusing on SA survivors. Other treatments, such 
as Acceptance and Commitment Therapy (ACT) 
and mindfulness-based therapies, show initial 
promise in reducing PTSD in case studies and 
small, pilot trials (Kearney, McDermott, Malte, 
Martinez, & Simpson, 2013; Orsillo & Batten, 
2005) but have not yet been tested in large-scale 
randomized controlled trials.

Preventing PTSD Related to Sexual 
Assault

Increasingly, efforts have been made to intervene 
in the aftermath of trauma exposure to prevent 
the development of PTSD.  One type of early 
intervention, critical incident stress debriefing 
(Mitchell, 1983), involves a single psychological 
debriefing session for a group of trauma survi-
vors and is typically provided 1–10  days after 
trauma exposure. Despite its widespread use, 
several meta-analyses have found that critical 
incident stress debriefing and other forms of psy-
chological debriefing are ineffective in prevent-
ing PTSD and may even increase the risk of 
developing PTSD, perhaps by interfering with a 
survivor’s natural recovery process (Rose, 
Bisson, Churchill, & Wessely, 2002; van 
Emmerik, Kamphuis, Hulsbosch, & Emmelkamp, 
2002). Similarly, the positive-psychology-based 
Comprehensive Soldier Fitness program 
(Cornum, Matthews, & Seligman, 2011), which 
provides soldiers with resiliency training to buf-
fer against the negative effects of trauma expo-
sure, does not have empirical evidence for its 
efficacy (Eidelson & Soldz, 2012). However, 
other interventions have had more promising 
effects, including with SA survivors. In a review, 

17 Understanding PTSD and Sexual Assault



302

a brief form of CBT reduced PTSD severity 
among individuals with acute stress disorder 
(Forneris et al., 2013). Similarly, a small random-
ized controlled trial of a video intervention that 
taught CBT-based strategies to SA survivors 
receiving a forensic medical exam was associated 
with significantly lower PTSD symptoms com-
pared to treatment as usual among women who 
had a prior SA history (Resnick et al., 2007). A 
qualitative review on reducing PTSD after SA via 
early intervention found that perceptions of the 
helpfulness of early contact with responders was 
associated with lower PTSD severity (Dworkin 
& Schumacher, 2018).

 Future Directions

There are several gaps in extant literature regard-
ing the impact of SA on PTSD and how PTSD 
can be most effectively treated in this population. 
First, there is a need for longitudinal research 
with at-risk populations (e.g., military recruits) 
to understand the effects of risk factors measured 
before SA (e.g., personality traits, mental dis-
orders, other traumatic life experiences) on the 
likelihood of developing PTSD and its trajectory. 
Such research could improve the ability to pre-
dict risk for PTSD. Second, more focus is needed 
on under-researched populations. There is a tre-
mendous need for research on the experiences of 
male survivors and for members of historically 
marginalized groups (e.g., sexual minority popu-
lations, people of color). This work is critical to 
understand how the unique processes that affect 
these groups (e.g., stigma) interact with PTSD 
risk and recovery, and to inform tailored treat-
ments for them. Third, to reduce the degree to 
which survivors of SA develop PTSD, early inter-
ventions delivered soon after SA should be tested 
and refined. Finally, given that characteristics of 
survivors’ social contexts (e.g., social reactions 
to disclosure) may affect PTSD symptoms, it is 
important to continue to search for contextual 
variables that could impact symptoms.

There are also several important priorities for 
intervention efforts and policy to support these 
efforts. Given that cognitive behavioral thera-

pies with a focus on the traumatic event have 
strong research evidence regarding their ability 
to treat PTSD and are able to do so in a short-
term (e.g., 12-week) manner, it is important that 
these interventions be made broadly available 
to survivors as a first-line option. However, the 
vast majority of therapists and rape crisis cen-
ters do not offer these treatments, and instead 
commonly offer treatments of unknown efficacy 
(Foa, Gillihan, & Bryant, 2013), which limits 
survivor choice and autonomy. To address this 
gap between research and practice, it is critical 
that service providers be trained in delivering 
these treatments. Additionally, service provider 
misconceptions about these treatments that get 
in the way of offering such treatments should 
be addressed (Cook, Schnurr, & Foa, 2004; 
Shafran et  al., 2009). From a policy perspec-
tive, increasing funding for dissemination and 
implementation of these treatments, including in 
non-US settings, is important. It is also apparent 
that survivors face many barriers in accessing 
effective treatments, including lack of access to 
therapists, financial barriers, and lack of knowl-
edge about effective treatment options (Gunter 
& Whittal, 2010). Making treatments available 
via technology (e.g., apps) and remote delivery 
(e.g., telehealth), and addressing policy issues 
such as reimbursement for telepsychology and 
increasing health literacy, could increase access 
to care. Healthcare reform is also an important 
part of removing financial barriers to treatment 
access. Further, interventions that prevent PTSD 
are needed. PTSD prevention efforts should 
focus on reducing changeable risk factors, such 
as maladaptive coping strategies, and build-
ing protective factors. Immutable risk factors 
(e.g., survivor characteristics) could be used to 
identify individuals in need of early interven-
tion. Efforts should also be made to improve the 
degree to which contexts promote recovery. This 
could include efforts to improve social responses 
to SA, by, for example, training likely disclo-
sure recipients (e.g., college students, police 
officers) in avoiding negative social reactions. 
More broadly, social movements that aim to 
reduce societal stigma are a critical component 
of improving the climate for SA survivors.
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 Conclusion

It is clear that PTSD is common among SA survi-
vors. Although there are many known risk factors 
for PTSD, many have yet to be identified, and 
intervention efforts have largely focused on treat-
ing PTSD after it has already developed rather 
than reducing risk factors directly. Further, 
although effective treatments exist, they are not 
widely available. As a result, there is much work 
left to be done to reduce the degree to which sur-
vivors of SA suffer from PTSD.
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Blame and Shame in Sexual 
Assault

Prachi H. Bhuptani and Terri L. Messman-Moore

The victims of rape must carry their memories with them for the rest of their lives. 
They must not also carry the burden of silence and shame” (pg. 6).

Nancy Venable Raine (1998)

Sexual assault, including rape, is a common form of 
trauma experienced by women. The National 
Intimate Partner and Sexual Violence Survey (2015) 
estimates that 19.3% of women have been raped 
during their lifetime. Additionally, an estimated 
27.3% of women have experienced other forms of 
unwanted sexual assault contact. The high preva-
lence of sexual assault is particularly concerning in 
light of its significant, negative impact on victim’s 
mental health. In a meta- analysis, sexual assault 
was significantly associated with elevated risk 
in numerous domains of psychopathology, includ-
ing PTSD, suicidality, obsessive-compulsive disor-
der, bipolar disorder, depression, anxiety, disordered 
eating, and substance abuse/dependence (Dworkin, 
Menon, Bystrynski, & Allen, 2017). In another 
review, 17–65% of sexual assault victims developed 
PTSD, 13–51% met diagnostic criteria for depres-
sion, 12–40% experienced anxiety symptoms, 
13–49% developed alcohol use disorders, 28–61% 
developed drug use disorders, 23–44% experienced 
suicidal ideation, and 2–19% attempted suicide 
(Campbell, Dworkin, & Cabral, 2009). Indeed, 
research suggests that sexual assault appears to have 

a substantial impact on mental health compared to 
other types of trauma (Kelley, Weathers, McDevitt-
Murphy, Eakin, & Flood, 2009). This extensive 
body of literature indicates sexual assault has a 
debilitating impact on victims. Thus, many research-
ers have attempted to identify mechanisms underly-
ing risk for posttrauma psychopathology. Apart 
from focusing on individual characteristics (e.g., 
demographics, prior assault history) and sexual 
assault characteristics (e.g., assault severity, assail-
ant type), researchers have increasingly adopted an 
ecological lens when explaining the emergence of 
psychopathology among victims (see Campbell 
et al., 2009 for a review). An ecological approach 
emphasizes that sexual assault and recovery is 
embedded in a multilevel social context, in which 
sexual assault is a highly stigmatized experience 
(Kennedy & Prock, 2016). Such stigma emerges 
from societal beliefs and rape myths, including that 
sexual assault victims are responsible for the assault 
itself (Edwards, Turchik, Dardis, Reynolds, & 
Gidycz, 2011). Indeed, individuals must recover 
from sexual assault surrounded by an uniquely 
unfavorable cultural context typified by prejudice 
and victim- blaming attitudes that hold victims 
responsible for their assault (Moor & Farchi, 2011). 
This is evident by the fact that no other groups of 
trauma victims are blamed for their ordeal as fre-
quently as are sexual assault survivors. When 
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victims disclose their sexual assault to friends, 
family, or professionals, they often receive victim-
blaming responses, which in turn are related to 
negative psychological outcomes such as PTSD, 
depression, and anxiety symptoms (Littleton, 2010; 
Ullman & Peter-Hagene, 2016). There is evidence 
victims internalize the pervasive stigma and/or 
blame associated with sexual assault, leading to 
feelings of shame and self-blame, which also con-
tribute to psychological distress (Kennedy & Prock, 
2016). Thus, one must examine the role of shame 
and blame when considering the emergence of psy-
chological distress among sexual assault victims.

 Chapter Overview

The current chapter focuses on the impact of 
sexual assault on blame and shame, as well as 
their impact on negative posttrauma outcomes. 
The concept of blame and shame will be dis-
cussed along with theories governing their study. 
Next, we briefly review studies investigating the 
relation between different types of sexual assault 
(i.e., child sexual abuse [CSA], adult sexual 
assault, and revictimization). We will then 
investigate how blame and shame may influence 
posttrauma outcomes. Finally, we will briefly 
review clinical interventions targeting blame 
and shame among sexual assault victims along 
with future research recommendations.

 What is Blame?

In the sexual assault literature, blame is broadly 
conceptualized as a cognitive attribution of 
stigma where the fault for sexual assault is placed 
on the victim (Feiring, Taska, & Lewis, 1996). 
Blame is typically conceptualized from two per-
spectives: self and other. Self-blame emerges 
when the victim makes appraisals about the 
assault, including why the assault happened, and 
blames herself for it (Ullman, Peter-Hagene, & 
Relyea, 2014). Self-blame may evolve from other 
blame, which involves negative reactions, such as 
victim-blaming responses, from an individual 

who is told about the sexual assault by the victim 
(i.e., the recipient of disclosure) including family, 
friends, or service providers. Victim blame occurs 
when the disclosure recipient holds the victim, 
wholly or in part, responsible for their assault.

Unsurprisingly, self-blame and victim- 
blaming responses to sexual assault disclosure 
mirror beliefs found in the social context in 
which sexual assault occurs. Sexual assault vic-
tims are faced with a particular prejudiced ideol-
ogy comprised by a set of culturally agreed upon 
victim- blaming attitudes that are subsumed 
under rape myths. Originally defined as “preju-
dicial, stereotyped, or false beliefs about rape, 
rape victims, and rapists” (Burt, 1980, p. 217), 
rape myths include beliefs such as “If a victim of 
sexual assault does not fight back, they must 
have wanted it,” or “Wearing revealing clothing 
or being intoxicated means the victim is ‘asking 
for it’.” Rape myths are widely accepted, with 
some studies showing that more than 50% of 
individuals endorse some sort of rape myth 
(Buddie & Miller, 2001). Unfortunately, rape 
myth acceptance can be pervasive among formal 
service providers such as law enforcement, 
clergy, and even mental health professionals 
(Ullman & Filipas, 2001). One commonly held 
rape myth, victim blaming or victim precipita-
tion, reflects the belief that that the victim in 
some way, either by her character or behavior, 
provoked the sexual assault. Unfortunately, 
victims may often internalize such victim-blam-
ing societal attitudes (Lebowitz & Roth, 1994). 
Thus, while searching for an explanation for 
their own sexual assault experience, victims may 
readily turn to widely available societal rape 
myths for explanations, and consequently be 
more inclined to place blame on themselves. 
Similarly, when a sexual assault victim discloses 
their assault, the disclosure recipient’s response 
may reflect these rape myths and involve blam-
ing the victim for their assault. Indeed, empirical 
studies suggest disclosure recipients are more 
likely to blame the victim for their assault if they 
subscribe to rape myths that hold victims respon-
sible for the assault (Frese, Moya, & Megías, 
2004; Krahe, 1988).

P. H. Bhuptani and T. L. Messman-Moore



311

 Theories and Types of Blame

Several theoretical frameworks have been pro-
posed to explain why individuals engage in self- 
blame or victim-blame. One such approach is the 
just-world theory (Lerner & Miller, 1978), which 
suggests that individuals within Western cultures 
maintain a belief in a just world where socially 
prescribed behaviors are rewarded (e.g., working 
hard is rewarded through financial gain). 
Conversely, this belief would entail that if rules 
are violated, individuals deserve their misfor-
tunes (e.g., bad things happen to only bad peo-
ple). Therefore, in order to maintain this “just 
world” belief individuals may blame the victim, 
argue that sexual assault is deserved or justified, 
or distance themselves from the victim in order to 
preserve the just world belief and a sense that 
“This cannot happen to me” (i.e., I am safe). 
Similarly, in response to one’s own sexual assault, 
the victim may blame themselves to the extent 
they ascribe to the just world belief. Similarly, 
control theory (Walster, 1966) is another way of 
explaining blame. According to this theory, indi-
viduals may attribute the cause of trauma to 
themselves as a way to regain a sense of control. 
Consequently, individuals may blame themselves 
to enhance a sense of control over the future 
recurrence of trauma and the severity of its con-
sequences. Further, control theory assumes self- 
blame is an adaptive response following trauma 
which leads to better recovery.

Empirical studies have examined the impact 
of self-blame on recovery and report mixed find-
ings, with some studies finding self-blame lead-
ing to better recovery (e.g., Janoff-Bulman & 
Wortman, 1977) and others finding no impact 
(e.g., Ullman, 1997) or detrimental impact (e.g., 
Frazier & Schauben, 1994). To resolve these con-
tradictory findings, Ronnie Janoff-Bulman 
(1979) developed a revised control theory incor-
porating aspects of just world theory, in which 
she distinguished between two types of self- 
blame: behavioral self-blame and characterologi-
cal self-blame. Behavioral self-blame is defined 
as a cognitive attribution where the victim blames 
their controllable (and modifiable) behavior for 
the assault (e.g., “I shouldn’t have walked down 

that dark alley alone late at night”). Consistent 
with control theory, behavioral self-blame was 
originally conceptualized as being adaptive for 
recovery through increasing the individual’s 
perception of control over further victimization. 
In contrast, characterological self-blame was 
defined as a cognitive attribution where the vic-
tim blames their nonmodifiable character for 
the sexual assault (e.g., “It happened because I 
am bad person.”). Additionally, Janoff-Bulman 
(1979) further suggested that characterological 
self-blame may be the more deleterious of the two 
forms of self-blame, and lead to poor outcomes 
given that character traits are construed to be 
more global and stable, whereas behaviors can be 
changed. In support of Janoff-Bulman’s distinc-
tion between the two types of self-blame, a meta-
analysis examining self-blame in relation to three 
different types of trauma (i.e., sexual assault, 
illness, and severe injury) showed that character-
ological self-blame and behavioral self- blame are 
distinct constructs, although both are related to 
poorer recovery among sexual assault victims 
(Frazier, 2003; Littleton & Breitkopf, 2006). 
Studies assessing both types of self-blame typi-
cally find stronger effects of characterological 
self-blame (compared to behavioral self- blame) 
on distress (e.g., Breitenbecher, 2006; Ullman, 
Filipas, Townsend, & Starzynski, 2007).

 The Relation of Self-Blame 
and Victim-Blaming Responses

Since self-blame and victim-blame emerge 
within the same social context, one can expect 
these constructs to be related. One way these 
variables may be related is that victim-blaming 
responses can exacerbate victim self-blame. 
Indeed, cross-sectional studies with samples of 
college and community women demonstrate that 
negative responses to sexual assault disclosure, 
including victim blaming responses, lead to 
greater self-blame (Littleton & Breitkopf, 2006; 
Ullman, Townsend, Filipas, & Starzynski, 2007). 
Conversely, initial victim self-blame may influ-
ence the responses a victim receives from others 
upon sexual assault disclosure. In an  experimental 

18 Blame and Shame in Sexual Assault



312

study of female rape counselors and undergradu-
ate students, participants who read a fictitious 
victim’s account of sexual assault were signifi-
cantly more likely to blame the victim for the 
assault if the victim engaged in either character-
ological or behavioral self-blame than if she 
blamed chance for the assault (Thornton et  al., 
1988). More evidence for the relation between 
self-blame and victim-blaming responses 
emerges from a longitudinal study conducted 
with a sample of community women (Ullman & 
Najdowski, 2011), which assessed self-blame 
and responses to adult sexual assault disclosure 
twice, 1  year apart. Neither characterological 
self-blame nor behavioral self-blame prospec-
tively predicted negative social reactions, includ-
ing victim-blaming reactions from others, over 
the 1-year follow-up period. However, victim- 
blaming reactions from others led to greater char-
acterological self-blame, but not behavioral 
self-blame, over the course of the study. These 
results suggest that victim-blaming reactions are 
particularly damaging as they contribute to, or 
exacerbate, characterological self-blame (the 
more deleterious form of self-blame) over time. 
Thus self-blame, particularly characterological 
self-blame, may result from of a process of inter-
nalizing victim-blaming messages received 
directly when survivors seek support, as well as 
through a less conscious, passive absorption of 
rape myth beliefs promulgated in society.

 What is Shame?

Shame is an important affective component of 
stigmatization following abuse or assault 
(Wilson, Drozdek, & Turkovic, 2006). Some 
researchers described shame as “the master emo-
tion of everyday life” and a prominent cause of 
psychological distress among sexual assault vic-
tims (p. 239, Scheff, 2003; Wilson et al., 2006). 
Lewis (1987), one of the early pioneers in the 
study of shame, writes “Shame is one’s own 
vicarious experience of the other’s scorn. The 
self- in-the eyes-of-the-other is the focus of 
awareness…The experience of shame often 
occurs in the form of imagery, of looking or being 

looked at. Shame may also be played out as an 
internal colloquy, in which the whole self is con-
demned” (pp.  15, 18). Brown (2006) defines 
shame as “An intensely painful feeling or experi-
ence of believing we are flawed and therefore 
unworthy of acceptance and belonging” (p. 45). 
Shame is, therefore, a highly aversive negative 
emotional response, in which the victim feels 
deeply unworthy, defective, and debased.

Shame is a social emotion (Hareli & Parkinson, 
2008). The experience of shame is contingent 
upon other people’s thoughts, feelings or actions, 
as they are experienced, anticipated, or inferred 
from a generalized consideration of social norms 
or conventions. Therefore, it exists in relation to 
other people and broader societal norms in gen-
eral. Shame can be contrasted with guilt by its 
focus on the self as opposed to behavior (Brown, 
2006). Shame invokes behavioral responses that 
focus on hiding the perceived flawed self, includ-
ing withdrawal. In contrast, guilt emerges when a 
behavior, as opposed to the whole self, is seen as 
flawed or morally unacceptable—and promotes 
prosocial behavior aiming at making amends 
(Tangney & Dearing, 2002). Moreover, shame 
involves seeing the whole self as flawed and mor-
ally unacceptable, which can lead to self-blame 
(La Bash & Papa, 2014).

 Child Sexual Abuse, Self-Blame, 
and Shame

Two influential theoretical models that examine 
shame and self-blame in relation to sexual abuse 
focus on child sexual abuse (CSA): the 
Traumagenic Dynamics Model and the Process 
Model. The Traumagenic Dynamics Model 
(Finkelhor & Browne, 1985) aims to explain how 
and why CSA leads to psychological distress, 
and emphasizes stigmatization as one of four 
traumagenic dynamics (along with betrayal, 
powerlessness, and traumatic sexualization) 
which alter victims’ identity and self-worth. The 
authors define stigmatization as “negative conno-
tations (e.g., badness, shame, and guilt) that are 
communicated to the child around the [CSA] 
experiences and that then become incorporated 
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into the child’s self-image” (p. 532). This suggests 
that within the broader societal context—includ-
ing media representations, stereotypes, dominant 
narratives, and many other sources—a victim 
may learn that their experience of sexual abuse 
is stigmatized and blameworthy. In addition to 
this broader, more general stigma, a victim may 
also receive specific victim-blaming responses 
upon disclosure of CSA or sexual assault (e.g., a 
sexual abuse survivor as “damaged” or “spoiled 
goods”). Further, these stigma- laden messages 
are often internalized by victims and incorpo-
rated into their self-image. Consequently, self-
blame and shame, stemming from the dynamic 
of stigmatization, lead to negative psychological 
outcomes.

The Process Model focuses on how stigma 
operates in CSA victims (Feiring et  al., 1996). 
The central premise of the model is that CSA 
leads to shame, which then leads to poor adjust-
ment. The model further posits that shame, as 
opposed to guilt, is the core emotion of stigmati-
zation. Feiring et al. suggest that negative cogni-
tive attributions, including self-blame, mediate 
the influence of sexual abuse on shame. Thus, 
both models identify shame as a common out-
come of sexual violence, but differ in their expla-
nation of the role of self-blame in internalized 
stigma.

To test the Process Model, Feiring (2005) con-
ducted a 6-year longitudinal study with a diverse, 
low-income sample of documented CSA victims 
who were interviewed three times—at the time of 
discovery of CSA, 1 year after abuse discovery 
and 6 years after abuse discovery—during which 
two different types of shame were assessed: 
shame for everyday events (i.e., general shame) 
and abuse-specific shame. Similarly, two differ-
ent forms of self-blame were assessed: general 
and abuse-specific. Individuals reporting high 
levels of assault-related shame 1 year following 
abuse discovery reported high levels of assault- 
related shame 6 years following discovery, illus-
trating the longstanding nature of shame in the 
context of sexual abuse. Another study also found 
gender differences in the temporal trajectory of 
shame and self-blame (Feiring, Taska, & Lewis, 
2002), with girls reporting higher levels of gen-

eral self-blame, abuse-specific self-blame, and 
abuse-specific shame compared to boys. Further, 
girls reported a steeper decline in abuse-specific 
shame between discovery of abuse and 1  year 
after discovery compared to boys. Taken together, 
these studies suggest shame and self-blame are 
common responses to CSA.  However, sexual 
abuse in childhood, compared to adulthood, may 
exert a particularly negative impact on shame 
and self-blame. Indeed, Finkelhor and Browne 
(1985) suggest the Traumagenic Dynamics “alter 
children’s cognitive and emotional orientation to 
the world, and create trauma by distorting chil-
dren’s self-concept, world view, and affective 
capacities” (p. 530). Therefore, CSA and stigmati-
zation may inevitably affect such development.

A meta-analysis on self-blame after trauma, 
including sexual victimization experiences, high-
lighted that CSA victims had higher levels of 
self-blame compared to adult SA victims 
(Littleton, Magee, & Axsom, 2007). Additionally, 
specific CSA characteristics are thought to be 
uniquely related to self-blame, such as duration 
of CSA, type of CSA, older age of onset, and 
peer-perpetrated abuse (Zinzow, Seth, Jackson, 
Niehaus, & Fitzgerald, 2010). Although largely 
ignored in the literature, the association between 
particular CSA characteristics and shame may 
reveal similar patterns found for self-blame, 
given the conceptual and theoretical temporal 
precedence of self-blame in relation to shame 
(Feiring et al., 1996).

 Adult Sexual Assault, Self-Blame, 
and Shame

Although potentially less formative than CSA, 
adult sexual assault is also associated with ele-
vated self-blame and shame. In a community 
sample of female victims of adult sexual assault 
(Vidal & Petrak, 2007), approximately 75% 
endorsed assault-related shame—a widespread 
impact. Although any type of crime victimization 
can evoke shame, sexual assault generally poses 
a greater risk for this aversive emotion, particu-
larly in comparison with physical assault (Felson 
& Paré, 2005). Moreover, when comparing the 
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sequelae of different trauma types (e.g., adult sex-
ual assault, physical assault, transportation acci-
dent, and illness/injury), Amstadter and Vernon 
(2008) found that sexual assault was associated 
with higher levels of shame than other traumatic 
events. Moreover, shame drastically increased 
posttrauma for those experiencing sexual assault, 
a pattern not found in other trauma groups, and 
which may be explained by the stigma inherent 
in sexual assault experiences. Sexual assault vic-
tims may receive more victim- blaming messages 
upon disclosure of their assault, which may con-
tribute to shame-related appraisals of the trauma. 
As evident from these studies, sexual assault 
victims commonly experience shame and are 
more vulnerable to shame than other crime vic-
tims. However, longitudinal research is required 
to determine how shame unfolds and persists 
among sexual assault victims.

In addition to shame, adult sexual assault vic-
tims are particularly vulnerable to self-blame, 
and may experience more self-blame than indi-
viduals who experience other types of trauma. In 
a cross-sectional study of female community 
members and college students (Moor & Farchi, 
2011), adult rape victims reported higher levels 
of self-blame than other trauma victims (e.g., 
combat stress, severe illness, car accidents, and 
loss). Moreover, in a community sample of adult 
sexual assault victims, higher assault severity 
(i.e., physical injury resulting from assault, type 
of coercion including force or use of a weapon, 
and more severe acts such as penetration) pre-
dicted less self-blame (Ullman, Townsend, et al., 
2007). However, in another community sample 
of female rape victims, self-blame did not vary 
according to the coercion tactic used (McConnell, 
Messman-Moore, Gratz, & DiLillo, 2017). Given 
such mixed results, more research is needed to 
clarify the relation between specific assault char-
acteristics and self-blame. Further, research on 
adult sexual assault has thus far ignored the rela-
tion between specific assault characteristics and 
shame, similar to the CSA literature. However, 
unlike the self-blame literature, research examin-
ing shame following adult sexual assault exists in 
the absence of an adequate theoretical foundation 
or guiding framework. Finkelhor and Browne’s 

(1985) Traumagenic Dynamics model and 
Feiring’s Feiring et al. (1996) process model are 
both situated with a developmental context exam-
ining the impact of CSA. Stigmatization arising 
after CSA appears to impact psychological dis-
tress by shaping victims’ developing self-image, 
world view, and affective regulation capacity. It is 
unclear whether adult sexual assault may exert a 
similar effect, or potentially disrupt previously 
adaptive and healthy beliefs, as posited by the 
process model. Additional studies are needed to 
test theoretical frameworks that may explain 
shame in the context of adult sexual assault.

 Sexual Victimization 
and Victim-Blame

When CSA and ASA victims disclose abuse 
experiences, they often receive negative responses 
such as victim blame and disbelief. Such 
responses, often called secondary rape or second-
ary victimization, can exacerbate psychological 
distress (e.g., Littleton, 2010). In a diverse 
community- based sample of women who had 
been sexually assaulted in adulthood and dis-
closed to at least one person (Ahrens, Cabral, & 
Abeling, 2009), most victims received mixed 
responses (i.e., positive/supportive and negative) 
involving at least one blaming reaction which 
was perceived as hurtful by the victim. Similarly, 
in a college sample, negative responses to CSA 
disclosure, including blaming responses, were 
common especially when CSA was perpetrated 
by a family member (Ullman, 2007).

Apart from focusing on the presence of blam-
ing responses to disclosure, one study has exam-
ined how shame and victim blame are related. In 
a community sample, Ahrens (2006) found that 
victim-blaming responses to sexual assault dis-
closure reinforced victims’ feelings of shame as 
well as self-blame. Such negative, blaming 
responses to disclosure eventually led to victims 
feeling silenced—preventing future disclosures 
to others. Thus, the negative ramifications of 
victim- blaming not only appear to exacerbate 
shame and self-blame within individuals who 
experience sexual assault, but the eventual silenc-
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ing of victims appears to effectively prevent 
future disclosures, likely impeding help-seeking 
and recovery efforts. In addition, failure to dis-
close and seek protection or support may also 
increase vulnerability for future revictimization, 
a topic to which we turn next.

 Revictimization, Blame, and Shame

Research discussed thus far has tended to focus 
solely on sexual abuse (or assault) in childhood 
or adulthood, despite widespread evidence that 
sexual violence experiences across the lifespan 
are linked. Women who experience CSA are at 
greater risk for adult sexual assault, a phenome-
non called revictimization (Messman-Moore & 
Long, 2003; Roodman & Clum, 2001). Given the 
already elevated levels of shame and self-blame 
among individuals reporting either CSA or ASA, 
sexual revictimization deserves special attention 
as the cumulative impact of lifetime sexual vio-
lence may exacerbate shame and self-blame orig-
inating from earlier sexual abuse. Moreover, 
there is evidence that blame and shame may 
increase vulnerability for future revictimization 
as well.

 Impact of Revictimization on Blame 
and Shame

The negative psychological impact of interper-
sonal violence, including sexual assault, is cumu-
lative. Revictimization is associated with greater 
distress, including depression, posttraumatic 
stress, and anxiety than sexual violence in either 
adulthood or childhood (e.g., Messman-Moore, 
Long, & Siegfried, 2000). In a similar vein, revic-
timization is associated with elevations in self- 
blame and shame. Among college women, 
individuals with a history of CSA (i.e., revictim-
ized women) report higher levels of self-blame 
and shame related to a recent sexual assault com-
pared to those without a history of CSA (Gibson 
& Leitenberg, 2001). Revictimization is also 
associated with heightened self-blame connected 

to earlier CSA, including current levels of self- 
blame as well as memories of self-blame at the 
time of CSA. A cross-sectional study of female 
college students indicates that revictimized 
women report higher CSA-related self-blame 
than those who experienced CSA but were not 
later revictimized (Filipas & Ullman, 2006). 
These studies, however, focused solely on two 
incidents of sexual assault. In contrast, Aakvaag 
et al. (2016) examined the cumulative impact of 
multiple traumatic experiences on trauma-related 
shame within a Norwegian community sample. 
This study examined the differential impact of 
various forms of lifetime sexual violence (i.e., 
CSA, childhood rape, and adult sexual assault 
and rape) as well as other interpersonal traumas 
(e.g., childhood physical abuse, severe parental 
intimate partner violence, adult rape, adult inti-
mate partner violence, and severe adult physical 
violence from a nonpartner), finding a graded 
(i.e., dose response) relation between number of 
traumatic events and trauma-related shame, sug-
gesting that revictimization exacerbates self- 
blame and shame. Such findings suggest 
additional revictimization experiences reinforce 
preexisting beliefs of blameworthiness and inter-
nalized stigma among victims of sexual 
violence.

A longitudinal study utilizing a sample of 
diverse, urban women, corroborates earlier cross- 
sectional studies that revictimization predicts 
self-blame and negative responses to sexual 
assault disclosure, including victim blame 
(Ullman & Najdowski, 2011; Ullman & Peter- 
Hagene, 2016). In this sample revictimization 
was associated with initial levels of negative 
(e.g., blaming) responses, and prospectively pre-
dicted behavioral self-blame but not character-
ological self-blame. Ullman and colleagues 
suggest rape myths and sexual assault-related 
stigma appear to be conveyed to victims via neg-
ative, blaming responses, and revictimization 
may lead women to internalize such stigma in 
terms of self-blame. Beliefs that careless behav-
ior causes rape are not uncommon among rape 
victims, likely because such beliefs are propa-
gated in society through rape myths.
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 Blame and Shame as Risk Factors 
for Revictimization

In their review, Messman-Moore and Long 
(2003) concluded that research should adopt an 
ecological framework when examining pathways 
to revictimization, and focus on the impact of 
societal and cultural factors such as victim blame. 
Indeed, several studies demonstrate that self- 
blame and victim-blame play critical roles in risk 
for revictimization. Mokma, Eshelman, and 
Messman-Moore (2016) reported that character-
ological and behavioral self-blame were directly 
associated with sexual revictimization (i.e., forc-
ible and substance-facilitated adult sexual 
assault) among CSA survivors in a cross- sectional 
study of college women. In addition, the relation 
between CSA and sexual assault was mediated 
by the impact of global self-blame (not CSA- 
specific self-blame) on posttraumatic stress and 
alcohol use, which in turn predicted adult sexual 
assault. Similarly, in another cross-sectional 
study of undergraduate women, self-blame medi-
ated the relation between CSA and later sexual 
assault (Arata, 2000). Unfortunately, predictive 
interpretations regarding the role of self-blame in 
both studies are limited by the retrospective 
design. However, a prospective study which fol-
lowed a sample of female college rape victims for 
a period of 4 months examined behavioral self- 
blame, characterological self-blame, and nega-
tive cognitions about the world, finding that only 
behavioral self-blame prospectively predicted 
revictimization (Miller, Markman, & Handley, 
2007). Along this vein, another study followed a 
sample of college women who had experienced 
adolescent sexual assault over a period of 
6  months, measuring behavioral and character-
ological self-blame (Katz, May, Sörensen, & 
DelTosta, 2010). Although neither type of self- 
blame directly predicted revictimization over the 
follow up period, behavioral self-blame predicted 
decreased sexual assertiveness, which in turn pre-
dicted revictimization. Taken together, these find-
ings suggest behavioral self-blame plays a critical 
role in future risk for sexual revictimization.

Apart from self-blame, victim-blame also pre-
dicts revictimization. A cross-sectional study of 

Israeli women with a history of CSA found revic-
timization rates were higher among women who 
had received blaming responses to CSA disclo-
sure compared to those who received supportive 
reactions and those who had not disclosed CSA 
at all (Brenner & Ben-Amitay, 2015). Further, a 
12-month longitudinal study of 625 female CSA 
victims in a community sample indicated that of 
the numerous negative responses to CSA disclo-
sure (e.g., victim-blaming responses, egocentric 
responses, taking control), only victim-blaming 
responses predicted future sexual revictimization 
(Mason, Ullman, Long, Long, & Starzynski, 
2009). These results emphasize how victim- 
blaming responses are uniquely damaging, espe-
cially in the context of revictimization. Apart 
from actually receiving victim-blaming responses 
to disclosure, anticipation of these responses also 
appears to have a similar impact. In the longitudi-
nal study conducted by Miller et al. (2007), most 
victims did not disclose their sexual assault to a 
formal source out of fear of receiving a blaming 
response (Miller, Canales, Amacker, Backstrom, 
& Gidycz, 2011). This fear of receiving a blam-
ing response, or stigma threat, prospectively pre-
dicted revictimization over a 4.2-month period. 
Therefore, both anticipation of victim-blaming 
responses to disclosure as well as actually experi-
encing victim-blame predicts revictimization.

Similar to blame, shame may also contribute 
to risk for revictimization, although only one 
study to date has examined this possibility. A 
cross-sectional study of female college students 
reported that general shame mediated the relation 
between CSA and adult sexual assault (Kessler & 
Bieschke, 1999). However, as of yet there are no 
longitudinal studies available to corroborate this 
relation. Nevertheless, given high overlap 
between shame and blame, we may assume that 
shame would play a similar role in predicting 
revictimization. Longitudinal studies should 
empirically test this hypothesis, and future inves-
tigations should examine whether abuse-related 
shame and general shame play equal roles in pre-
dicting revictimization. Apart from focusing on 
blame and shame as risk factors for revictimiza-
tion, we should also examine the impact of revic-
timization on blame and shame.
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 Consequences of Blame and Shame

Although victims are at a greater risk for experi-
encing psychological distress (e.g., Dworkin 
et  al., 2017), sexual assault does not inevitably 
lead to negative psychological outcomes. Rather, 
shame, self-blame, and victim blame may explain 
negative sexual assault outcomes such as depres-
sion, PTSD, decreased self-esteem, and problem-
atic drinking in cross-sectional studies (Ahrens, 
Campbell, Ternier-Thames, Wasco, & Sefl, 2007; 
Arata, 1999; Ullman & Filipas, 2001; Vidal & 
Petrak, 2007). Longitudinal designs provide 
stronger evidence for the contribution of shame, 
self-blame, and victim-blaming responses to neg-
ative outcomes. Utilizing a community sample, 
Ullman and Najdowski (2009) found that nega-
tive responses to CSA disclosure, including 
victim- blaming responses, predicted problematic 
drinking over the 1-year study, especially among 
participants who had been revictimized. 
Longitudinal mediation analyses suggest that 
both characterological self-blame and victim 
blame mediated the effect of assault characteris-
tics on PTSD over 1  year (Peter-Hagene & 
Ullman, 2015). Another longitudinal study indi-
cated that reductions in self-blame were associ-
ated with a decrease in PTSD over 1 year, whereas 
decreases in assault-related shame were linked to 
declines in PTSD and depression, as well as 
improved self-esteem (Feiring et al., 2002).

Multivariate models demonstrate how shame, 
self-blame and victim-blame responses may con-
tribute to psychological distress. Among a col-
lege sample of CSA survivors, negative responses 
to CSA disclosure uniquely predicted increased 
PTSD, controlling for current self-blame and 
abuse severity (Ullman & Filipas, 2005). 
However, in a community-based sample of 
African-American and Latina CSA victims, there 
was no evidence of a direct link between victim- 
blaming responses and depression. Instead, 
depression symptoms were highest amongst 
those who disclosed and endorsed high levels of 
self-blame (Sciolla et al., 2011). Mediation anal-
yses provide further evidence on how blame and 
shame contribute to psychological distress. Two 
separate studies, using community and college 

samples, indicated that characterological self- 
blame mediated the relation between negative 
responses to sexual assault disclosure and PTSD, 
as well as problematic drinking (Hassija & Gray, 
2012; Sigurvinsdottir & Ullman, 2015). Similarly, 
DeCou, Cole, Lynch, Wong, and Matthews 
(2017) report that assault-related shame mediated 
the relation between negative responses to sexual 
assault disclosure and PTSD, as well as depres-
sion. However, these are cross-sectional studies. 
Additional longitudinal studies are needed to 
confirm these findings and determine how shame, 
self-blame, and victim-blaming responses fol-
lowing sexual assault contribute to negative 
outcomes.

 Clinical Interventions

A deeply aversive experience, shame involves 
global attacks on the self, sometimes resulting in 
development of behaviors that facilitate escape 
from shame. Since both attributions arise in the 
context of a meaning-making process, and are 
thus malleable, targeting these variables and 
reducing internalized stigma will facilitate recov-
ery among sexual assault victims. Interventions 
for sexual assault-related PTSD, including 
Cognitive Processing Therapy (CPT) and Skills 
Training in Affective and Interpersonal 
Regulation with Prolonged Exposure (STAIR-PE) 
examine shame and self-blame in the context of 
addressing maladaptive cognitions and dysfunc-
tional schemas associated with sexual violence. 
Clients learn skills recognizing and challenging 
dysfunctional cognitions with regard to the mean-
ing of the traumatic events for current beliefs 
about self and others, which included beliefs 
stemming from shame and self-blame. In a ran-
dom clinical trial, Patricia Resick and colleagues 
examined whether CPT affected shame and self- 
blame in women with PTSD (Resick et al., 2008). 
Decreases in shame and self-blame occurred over 
the course of treatment, emphasizing the utility 
of CPT in treating shame and self-blame. 
STAIR-PE (Cloitre, Cohen, & Koenen, 2011) 
also targets shame among sexual violence vic-
tims. Developed for treating PTSD and  depression 
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among adult survivors of CSA, STAIR-PE is a 
phase-based treatment where the first phase 
focuses on building emotional and social compe-
tencies, including skills related to emotional 
awareness, emotional regulation, understanding 
and changing relationship patterns, and establish-
ing agency and flexibility in interpersonal rela-
tionships. The second phase of the treatment, 
called Narrative Story Telling, involves emo-
tional processing of the traumatic events in a safe 
and supportive environment. Shame is targeted in 
both phases of treatment, where clients learn how 
to identify and manage shame, internally as well 
as within their interpersonal relationships. 
Additionally, the second phase also involves 
titration of shame narratives related to the trau-
matic events.

Other therapies target shame without overt 
focus or emphasis on traumatic experiences. 
Compassion-focused therapy (CFT) and related 
approaches help reduce shame. Shame is associ-
ated with high levels of self-criticism and an 
inability to self-soothe and offer oneself compas-
sion (Gilbert & Procter, 2006). Compassion- 
focused therapies directly challenge shame and 
self-criticism, and build an individual’s capacity 
to offer kindness to themselves. In a pilot study 
where trauma history was not assessed, Gilbert 
and Proctor (Gilbert & Procter, 2006) taught 
compassionate mind training (CMT) to decrease 
shame and self-criticism. CMT includes identify-
ing the safety strategies in self-criticism, the con-
sequences from self-criticism, and developing 
compassionate images to counteract the shame 
and self-criticism (Gilbert & Procter, 2006). Over 
the course of the study, which lasted for 12 weeks, 
participants demonstrated a reduction in self- 
criticism, shame, as well as negative evaluations 
of themselves, which is likened to self-blame. 
More relevant to sexual assault, there is prelimi-
nary evidence that suggests compassion-based 
therapy aids in reducing assault-related shame, 
with subsequent decreases in PTSD symptom 
severity, self-blame, and improvements in self- 
compassion (Au et  al., 2017). Similarly, 
Mindfulness-Based Stress Reduction (MBSR) 
leads to decreases in PTSD and depression symp-
toms through reductions in shame (as well as 

increases in emotional acceptance) among par-
ticipants with sexual victimization experiences 
(Ginzburg et al., 2009; Goldsmith et al., 2014). 
Goldsmith and colleagues investigated the effect 
of an MBSR group on trauma-related shame and 
self-blame. The authors reported decreased 
shame, as well as improved PTSD and depres-
sion symptoms. Importantly, participants’ self- 
reported duration of mindfulness practice was 
associated with increased acceptance and 
decreases in shame from pre- to post-treatment. 
Ginzburg and colleagues compared two group 
therapy formats, Trauma-Focused Group Therapy 
and Present-Focused Group Therapy. 
Improvement in PTSD symptoms for both groups 
were mediated by reductions in shame. These 
results suggest reduced shame is associated with 
symptom reduction (for both PTSD and depres-
sion). The group therapy format provides space 
for creating interpersonal connections and reduc-
ing isolation, which may lead to reductions in 
perceived stigmatization along with shame. 
Moreover, a group fosters empathy and a correct-
ing emotional experience by shifting the social 
dimension of shame and sense of devaluation 
related to sexual abuse.

Therapists working with sexual violence sur-
vivors should be on the lookout for shame, which 
may manifest in various ways within a therapy 
session (Talbot, 1996), and may be disguised as 
boredom, hostility, somatization, dissociation, 
and substance use (all of which are shame avoid-
ance behaviors). Other verbal, paralinguistic, and 
nonverbal cues assist in alerting the therapist to 
shame states (Herman, 2012). Words such as 
“ridiculous, foolish, silly, idiotic, stupid, dumb, 
humiliated, disrespected, helpless, weak, inept, 
dependent, small, inferior, unworthy, worthless, 
trivial, shy, vulnerable, uncomfortable, or embar-
rassed” can indicate feelings of shame (Herman, 
2012, p. 165). Confusion of thought, hesitation, 
soft speech, mumbling, silences, stammering, 
long pauses, rapid speech, or tensely laughed 
words are some paralinguistic cues of shame. 
Nonverbal cues include hiding behaviors, such as 
covering all or parts of the face, gaze aversion, 
with eyes downcast or averted, hanging head, 
hunching shoulders, squirming, fidgeting, 
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 blushing, biting, or licking the lips, biting the 
tongue, or false smiling (Retzinger, 1995). Shame 
may also influence transference and counter-
transference issues. In her description on thera-
peutic work with incest victims, Courtois (1988) 
indicates that the effect of shame on transference 
may lead to difficulties in addressing it. She sug-
gests that incest victims may expect the therapist 
to feel the same contempt for clients that they feel 
for themselves, leading to difficulty trusting the 
therapist or accepting the therapist’s empathy and 
positive regard. Shame may also affect counter-
transference as therapists may avoid addressing 
this aversive emotion directly because of their 
own discomfort (Lewis, 1987).

Given that sexual assault in particular is one 
form of trauma associated with significantly ele-
vated shame responses, therapists and other pro-
fessionals who frequently encounter individuals 
exposed to sexual violence should be aware of 
behavioral indicators of shame and be prepared 
with strategies to reduce a sense of stigma and 
shame among their clients. If warranted, thera-
pies such as CPT or STAIR-PE are appropriate 
choices to treat self-blame, shame, PTSD and 
depression in survivors. Group therapies such as 
those described here are also beneficial to address 
shame and self-blame among survivors given the 
increased sense of connection and de- 
stigmatization that naturally occurs through the 
group process (Herman, 2012).

 Conclusion

Numerous studies document the ubiquitous and 
pernicious nature of self-blame and shame among 
survivors of sexual assault, rape, and child sexual 
abuse. Negative outcomes associated with sexual 
violence appear to involve internalization of 
assault-related stigma conveyed directly through 
victim blame and indirectly through societal rape 
myth acceptance. Research consistently demon-
strates victim blame results in heightened shame, 
behavioral self-blame, and characterological 
self-blame among victims, and these attributions 
predict psychological distress. Interventions 
designed to treat PTSD, as well as those designed 

to directly target shame and self-blame, also 
appear to facilitate recovery among victims of 
sexual violence. Additional longitudinal studies, 
specifically designed to examine the develop-
ment of shame and self-blame following sexual 
assault, are necessary to continue to clarify the 
proximal and directional influences of shame and 
self-blame in negative outcomes and recovery 
processes.
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Recovered Memory and Sexual 
Assault

Allie Mann and Amy E. Naugle

 Introduction and Background

A true recovered memory has been defined as an 
event that a person experienced that they could 
not recall at some later time, and which later can 
be successfully recalled by the person (Gleaves, 
Smith, Butler, Spiegel, & Kihlstrom, 2010). A 
false recovered memory is a memory a person 
experiences of an event that did not occur. 
Definitive sorting of memories into either of 
these categories requires external corroboration 
of events in a person’s life. The majority of schol-
arly investigation surrounding recovered memo-
ries has centered around the recovered memory 
of child sexual abuse (CSA) in adult survivors 
(Brown, 2000). This was a hotly debated topic 
with a substantial amount of empirical/clinical 
studies and scholarly reaction to reports emerg-
ing in the 1990s. In addition to discussion in 
scholarly communities, ideological groups domi-
nated the popular media discussion during this 
time and greatly influenced public opinion on the 
topic. Today, it is widely accepted that both true 
and false memories exist in the body of recover-
ies of CSA memories by adults (Belli, 2012; 
Freyd, 1996; Pezdek & Banks, 1996).

Outside empirical and scholarly investigation 
of recovered CSA memories, two major ideologi-

cal groups shaped public opinion of the issue in 
the United States. The False Memory Syndrome 
Foundation (FMSF) is an ideological group 
founded by parents who have been accused of 
CSA by their adult children and others whose 
careers were defined by defending men accused 
of sexually abusing children (Brown, 2000). The 
current activities of the still operating FMSF 
includes asserting the innocence of Jerry 
Sandusky, a convicted serial rapist and child 
molester who was a football coach at Pennsylvania 
State University (False Memory Syndrome 
Foundation, 2018). The FMSF holds the position 
that intrusive recall is the only true form of trau-
matic memory; that memory of traumatic events 
can only be characterized by continuous 
unwanted imagery following the trauma. They 
also hold the position that it is impossible for 
memory of sexual trauma to be forgotten and 
then subsequently recovered (Loftus & Ketcham, 
1994). Some members of the organization have 
also asserted that CSA is not traumatic to chil-
dren, stating that “it is not clear that fondling or 
even fellatio are experienced by infants and 
young children as assaultive” (p.403), and thus 
such memories could not be affected by memory 
disruption associated with trauma (Ceci, 
Huffman, Smith, & Loftus, 1994). The FMSF 
asserts that any individuals who claim to recover 
memories of CSA as adults are afflicted with a 
“false memory syndrome.” This “syndrome” is 
best defined as a condition in which an individual 
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is affected in their relationships and self-identity 
by the strong belief of a false memory (Michels, 
2009), although there are no clear criteria for this 
“syndrome.” False memory syndrome is not 
included in any major medical or mental health 
classification systems including the Diagnostic 
and Statistical Manual of Mental Disorders, fifth 
ed. (DSM-V) or the International Classification 
of Diseases, tenth ed. (ICD-10). Trauma research-
ers have concluded that the possibility of the 
existence of false memories does not support the 
existence of a “false memory syndrome,” and that 
there is no empirical evidence of such a syn-
drome (Gleaves et al., 2010).

The other branch of ideological groups that 
emerged in the public conversation of recovered 
memories of CSA is the Incest Survivor 
Movement. This loosely organized movement 
has been identified as an opponent to the FMSF 
(Brown, 2000). While the goal of the FMSF was 
to advocate for those accused of perpetrating 
CSA by discrediting victim claims, the goal of 
the Incest Survivor Movement was to support 
survivors of CSA by believing them and connect-
ing them to formal and informal resources includ-
ing networks of other survivors and appropriate 
medical, psychological, and legal services. It was 
a grassroots movement comprised of survivors of 
CSA, with both continuous and recovered memo-
ries, sharing first-hand accounts of their abuse as 
a way to promote empowerment (Bass & 
Thornton, 1983; McNaron & Morgan, 1982).

Both of these factions were very influential in 
influencing public opinion on the topic of recov-
ered memories as it pertains to the popular issue 
of the time, CSA. While both of these politically 
motivated branches were influenced by the sci-
ence surrounding memory and trauma, most of 
their momentum was propelled by anecdotal 
reports of individuals who claim to have experi-
enced one aspect of the recovered memory phe-
nomenon either first- or second-hand. Alongside 
this hotly debated popular culture discussion, sci-
entists who were experts in the fields of trauma 
and memory embarked on a rich investigation of 
the subject, leading to a more complete and bal-
anced understanding of the topic adopted by the 
field today.

 Empirical Research

An understanding of the trauma experience and 
traumatic memory initially arose in the field of 
trauma research from clinical examples of those 
who had experienced CSA, including those with 
delayed recall of memory after a period of forget-
ting (Herman, 1992). There is significant case 
study evidence of true memories of CSA recov-
ered by adults (e.g. Schooler, Ambadar, & 
Bendiksen, 1997; Schooler, Bendiksen, & 
Ambadar, 1997; Williams, 1994, 1995), suggest-
ing that the experience is not uncommon. 
Empirical evidence has moved beyond case stud-
ies and has found support for the existence of 
both true and false recovered memories. Much of 
the scholarly activity on this issue is relevant to 
the conversation of recovered memories of CSA.

 False Memory Research

There have been many definitions of a false 
memory in the literature including, when recall-
ing a list of words, the naming of a word not 
originally included in the list (Roediger III & 
McDermott, 1995), an event that has been decep-
tively suggested to a research participant by a 
person close to them (Hyman Jr., Husband, & 
Billings, 1995; Loftus & Pickrell, 1995; Pezdek 
& Roe, 1994), and a complex trauma perpetrated 
by a family member that has been falsely sug-
gested to a patient in psychotherapy by a thera-
pist (Loftus & Ketcham, 1994). A general 
definition of a false memory is a memory of an 
event that did not occur. It is accepted in the field 
that false memories do exist, but more uncer-
tainty concerning the question of whether false 
memories of complex trauma can be adopted by 
an individual. It is almost impossible to design 
experiments that study this question directly, due 
to ethical constraints. Still, the field has used both 
clinical case studies and empirical laboratory 
studies to fully investigate the existence and for-
mation of both simple and complex false 
memories.

One source of evidence for false recovered 
memories of CSA comes from clinical reports of 
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individuals who claim to have been falsely 
accused of perpetrating CSA or individuals who 
claim to have had recovered memory of CSA that 
they subsequently believe to be false, known as 
recantors (Gleaves et al., 2010). A small number 
of studies investigating the experiences of recan-
tors have been conducted (de Rivera, 1997, 2000; 
Gavigan, 1992; McElroy & Keck Jr., 1995; 
Nelson & Simpson, 1994; Pasley, 1994). These 
experiences are more credible than reports of 
those who claim to be falsely accused of CSA, 
due to the societal consequences for those who 
have been found to have perpetrated CSA and 
potential motivation of those accused to avoid 
those consequences. However, the concern with 
these case reports of both scenarios described 
above is that in most cases there is no way to 
determine if the recovered memory is in fact 
false. Even individuals with verifiable histories of 
abuse have alternated between believing and 
denying their abuse (Gleaves et  al., 2010; 
Gleaves, 1994), so denying a memory of abuse or 
believing it to be false is not sufficient evidence 
to determine with certainty if a person has ever 
experienced sexual abuse. Only documented 
external corroboration would provide a definitive 
answer, which in most cases is impossible to 
obtain.

An additional source of evidence for false 
memories more generally comes from laboratory 
research. Lines of inquiry have included study of 
and positive evidence for the misinformation 
effect (Loftus & Palmer, 1974), failures in reality 
monitoring (Johnson & Raye, 1981), and false 
recall of word lists (Roediger III & McDermott, 
1995). The misinformation effect is a phenome-
non that occurs when incorrect information about 
an event or experience is integrated into a mem-
ory after the original event occurs, resulting in 
inaccurate recall of the original event. In one 
seminal study of the misinformation effect, 
Loftus, Miller, and Burns (1978) investigated 
how post-event information could impact later 
recall of the original event. Participants were 
shown slides of a car accident in which a stop 
sign was present. Then, participants were exposed 
to information that was either consistent with the 
original slides (assumed a stop sign was present), 

misleading about the original slides (assumed a 
yield sign was present), or irrelevant to the origi-
nal slides. Finally, participants were asked ques-
tions about the original slides. They found that 
participants exposed to misleading information 
were more likely to incorrectly remember the 
original slides. This study demonstrates that post- 
event misinformation can negatively impact 
memory accuracy.

Reality monitoring consists of correct identifi-
cation of information that originated externally 
(information individuals perceive through the 
senses) and information that originated internally 
(through thoughts, dreams, or other internal 
experiences). Failures in reality monitoring occur 
when individuals misattribute the source of infor-
mation or experiences. Johnson and Raye (1981) 
propose a model of reality monitoring that sug-
gests that there are differences between internal 
originating and external originating information, 
and individuals use different cues to determine 
what the origin of specific information or memo-
ries are. They suggest that externally originating 
memories might contain more sensory, semantic, 
or contextual details and internally originating 
memories might contain more details about cog-
nitive operations. This working model has cre-
ated a framework with which to start to evaluate 
the “reality” of memories. Deficits in reality 
monitoring are thought to be one way in which 
false memories are adopted by adults who believe 
to have recovered true childhood memories.

The correct recall of a word in a list has been 
treated as analogous to the correct recall of a 
memory of any length and complexity. For exam-
ple, Roediger III and McDermott (1995) con-
ducted a study attempting to make participants 
recall a word as a member of a list they had stud-
ied, when in fact that word was never on the orig-
inal list. Participants were given a list of 12 words 
to study. The words on the list were related to 
some other word that was not included in the list. 
For example, the list might be comprised of 
words such as bed, dream, and pillow, which are 
all related to the word “sleep,” which is not pre-
sented in the list. Results indicated that almost 
half the participants incorrectly recalled the 
related, nonpresented word as being part of the 
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original list. This line of research indicates that 
individuals can be made to report things that did 
not happen.

Most of this laboratory research with the aim 
of investigating false memory as it relates to CSA 
involved the use of schema-consistent suggestion 
of neutral events in nonclinical subjects (Gleaves 
et  al., 2010), such as lines of research that use 
word or picture sequence recall as an analog for 
memories of personal, complex experiences such 
as sexual abuse. Thus, lines of research that focus 
on narrow or brief memory impairment may not 
be directly applicable to more complex memories 
such as recovered memories of CSA. One line of 
inquiry with more applicability to such memories 
is the question of the impact of suggestibility on 
memory.

There are two major tests of suggestion pur-
sued in the literature, the possibility to change a 
recalled memory and the possibility to encode 
information or events that never occurred as 
memories (Brown, 2000). Loftus (1979) was a 
leader in investigating the impact of suggestion 
on eyewitness memory. They found that in a 
number of studies a portion of participants will 
report a different memory of an experimental 
event due to experimental suggestion in a partic-
ular direction (Loftus & Davies, 1984; Loftus & 
Hoffman, 1989; Loftus & Loftus, 1980; Loftus, 
1979, 1979). Loftus & Davies (1984) suggested 
in a survey of eyewitness literature that adults are 
able to more correctly recall events that have hap-
pened to them than are children, but children 
might not more susceptible to suggestion than 
adults. They concluded that both children and 
adults are vulnerable to suggestion in eyewitness 
scenarios. Loftus & Hoffman (1989) discusses 
potential sources of memory impairment includ-
ing source misattribution, or confusion concern-
ing the origin of a memory item, and asserts that 
this is a prominent phenomenon that occurs in the 
misinformation effect. They concede, however, 
that the mechanism of adopting the misinforma-
tion (e.g. interfering with an original memory or 
standing independently) is unknown. Loftus & 
Loftus (1980) assert that there is no such thing as 
permeant, unchangeable long-term memory and 
concludes that all memory is theoretically sus-

ceptible to post-event alteration. However, other 
investigations suggest that Loftus’ low-stakes 
experimental settings might be responsible for 
the results. Participants in laboratory studies do 
not have the same emotional relationship with 
memories as real-world individuals who experi-
ence an event. Further, the consequences of error 
are more extreme in real-world contexts than in 
laboratory contexts. Other investigations into real 
forensic eyewitness situations find lower suscep-
tibility to suggestion when the stakes are higher, 
as they are in real life (Yuille & Cutshall, 1989; 
Yuille, 1993). It is also suggested that the type of 
crime or event witnessed by an individual might 
impact their memory performance.

Ceci et al. (1994) and Ceci, Ross, and Toglia 
(1987) developed another line of inquiry inves-
tigating how vulnerable children are to suggest-
ibility. In these studies, children were read either 
a passage about an event they are told that they 
have experienced but have not, or a story about 
an unrelated topic, and then questioned on their 
memory of their own lives or the presented 
story. The results indicate that children are vul-
nerable to suggestion. Ceci et  al. (1994) con-
ducted a study attempting to implant a memory 
of an event that can be shown to have not 
occurred, and to have that memory be accepted 
by very young children. Participants in this 
study were 96 preschool children of diverse 
sociodemographic composition. This study 
investigated age differences of the children and 
thus one group was composed of younger pre-
schoolers aged 3–4  years and a second group 
was composed of older preschoolers aged 
5–6 years. The children were presented with a 
list of events they had experienced mixed with 
events they had not experienced, and subse-
quently asked which events had actually hap-
pened to them once a week for 10 weeks. Results 
indicated that while children were made to 
adopt some memories of events that did not hap-
pen to them, the frequency of this did not 
increase over time. Importantly, children were 
overwhelmingly accurate in identifying that the 
real events did in fact happen to them. In this 
study, older children were more accurate in their 
memory than younger children.
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Ceci, Ross, and Toglia (1987) presented 
several experiments examining the eyewitness 
memory of children, ranging throughout the 
experiments from preschool to early middle 
school age. In one experiment, children were 
read a story from a picture book and then 
asked questions that were either neutral or 
leading concerning the pictures accompany-
ing the story. Results of this experiment indi-
cated that there was no difference in memory 
between ages when children were asked neu-
tral questions, but younger children were much 
more susceptible to suggestion in the leading 
question condition. However, in other experi-
ments when conditions were altered, age dif-
ferences between young and very young 
children disappeared. However, further studies 
might complicate these findings. Others have 
found in similar studies that fewer individu-
als are vulnerable to suggestion (McClouskey 
and Zaragoza 1985; Zaragoza, McCloskey & 
Jamis, 1987; Zaragoza, 1991), including sug-
gestion with CSA overtones (Goodman, Quas, 
Batterman-Faunce, Riddlesberger & Kuhn, 
1994; Goodman, Bottoms, Schwartz-Kenney & 
Rudy, 1991; Pezdek & Roe 1994), than were 
reported in Ceci’s investigations.

Zaragoza, McCloskey, and Jamis (1987) 
examined the effect of post-event information on 
subject’s memory of an event, utilizing a similar 
method to Ceci’s memory experiments with chil-
dren. Participants were undergraduate students 
who viewed a series of slides depicting a scene or 
event. Participants then read a lengthy written 
narrative about the slides that was either neutral 
(did not provide information contradicting what 
was viewed in the slides) or misleading (con-
tained information contradicting what was 
viewed in the slides). In two experiments follow-
ing this protocol, Zaragoza, McCloskey, and 
Jamis (1987) found no difference in recall accu-
racy between the neutral and mislead groups. The 
authors present explanations as to why their 
results seems so different than others who inves-
tigate misleading post-event information’s effect 
on memory. They assert that other studies are not 
detecting true changes in an original memory and 
are failing to account for phenomenon such as 

forgetting, response bias, and non-encoding of 
original event information.

McClouskey and Zaragoza (1985) even go so 
far as to claim that their series of six experiments, 
with methods and results similar to the two 
Zaragoza, McCloskey, and Jamis (1987) experi-
ments, prove that post-event misleading informa-
tion has no effect on memory of the original 
event. They argue that while post-event informa-
tion might influence response to questions about 
an event, actual memory of what a person experi-
enced of an event is unchanged. This finding is 
important as it may demonstrate that more 
extreme circumstances are required to develop a 
true false memory. The work of McClouskey and 
Zaragoza (1985) and Zaragoza, McCloskey, and 
Jamis (1987) is likely more applicable to the 
issue at hand of cases of individuals who are 
reporting recovered memories of CSA as adults, 
as it investigates memory error originating in 
adulthood. The work of Ceci et  al. (1994) and 
Ceci, Ross & Toglia (1987) is likely more appli-
cable to individuals who are children reporting 
current or past experiences of CSA.

Pezdek and Roe (1994) investigated the resil-
iency of children’s memory. In one experiment, a 
group of 4-year-old children and a group of 
10-year-old children were shown a series of 
slides either once or twice. Following viewing of 
the slides, the children were read a narrative sum-
marizing the slides that either did or did not con-
tain misleading information about the slides. The 
results of this experiment indicated that “stron-
ger” memories, or memories of events that have 
occurred multiple times, are resistant to sugges-
tion regardless of age. This finding is particularly 
salient to individuals who are reporting CSA 
experiences, where children are often victimized 
multiple times by the same perpetrator.

A second experiment conducted by Pezdek 
and Roe (1994) investigated how vulnerable chil-
dren are to suggestions with sexual overtones. In 
this experiment 10-year-old children were indi-
vidually shown slides by an experimenter who 
throughout the activity either touched the child’s 
shoulder, touched the child’s hand, or did not 
touch the child. The children were later read 
statements that either confirmed what had 
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 actually happened in the session or presented 
misleading information (e.g., That the experi-
menter had touched the child’s shoulder when the 
experimenter had actually touched the child’s 
hand). The results of this experiment indicated 
that children did not easily adopt the suggestion. 
This finding suggests that it is not easy to con-
vince a child that something happened to them 
that did not happen in reality. This is a distinct 
finding from other studies of suggestion that 
include suggesting a slight change in an event the 
individual knows to have occurred.

One study conducted by Loftus (1993) pro-
vides evidence for the possibility to implant false 
memories. In this study, an undergraduate 
research assistant experimentally convinced their 
younger sibling that they had been lost in a shop-
ping mall as a child. The sibling adopted the “lost 
in a shopping mall” story as a memory they 
believed to be true. While there have been ethical 
criticisms of the conduct of this study, its results 
are applicable to the conversation of recovered 
memory of CSA and questions of the ability to 
retroactively “implant” memories of events that 
did not occur. Hyman, Husband, and Billings 
(1995) conducted a larger variation of this study 
in which parents of college students told their 
children stories of actual events that had hap-
pened to them and scattered in false suggestions, 
such as an experience of needing to go to the hos-
pital due to a severe earache as a child. The 
results of this study reported that 20% of partici-
pants adopted the suggestion, and most partici-
pants required multiple exposures to the 
suggestion in order to adopt it.

Loftus’s (1993) study has been questioned in 
terms of its applicability to CSA (Gleaves et al., 
2010) due to the content of the suggested mem-
ory being relatively common and nontraumatic. 
Pezdek (1995) attempted to extend this line of 
research to suggesting a more traumatic event (a 
rectal enema) to research participants. This sug-
gestion was not adopted by any participants in 
this study. Some have argued that Pezdek’s 
(1995) study indicates that although it is less dif-
ficult to achieve adoption of a suggestion of neu-
tral material (mall or earache), it is more difficult 
to achieve adoption via suggestion of false stories 

of extremely painful events that violate a per-
son’s beliefs about loved individuals (Brown, 
2000), as would be the case with implanting a 
false memory of CSA.

For ethical reasons, it is impossible to empiri-
cally test directly if false memories of CSA can 
be adopted by individuals, leaving an obvious 
gap in the literature on this topic. The experimen-
tal research that we do have on false memory 
demonstrates that under some conditions indi-
viduals can report memory of events that are false 
or report observing things that were not observed. 
However, there are several limitations to the body 
of false memory research as it has been applied to 
the conversation around recovered memory and 
CSA. The body of research may only suggest that 
individuals are likely to adopt false memories in 
situations where the stakes are low, and the 
degree to which these reported errors are in fact 
fully adopted false memories has been ques-
tioned (Gleaves et al., 2010). The degree to which 
these lines of inquiry can be generalized to cases 
of recovered memory of CSA has been ques-
tioned as well (Butler & Speigel, 1997; Freyd & 
Gleaves, 1996). The research clearly suggests 
that memory is fallible, and that memory error 
could result in the adoption of a false memory of 
CSA is a distinct possibility.

 Recovered Memory Research

There have been several names in the trauma lit-
erature for the phenomenon of recovered or 
delayed trauma memories including dissociative 
amnesia, repressed memory, and posttraumatic 
amnesia (Brown, 2000). A considerable number 
of case studies have accumulated documenting 
recovered memories of various traumatic experi-
ences (Cheit, 1998; Corwin & Olafson, 1997; 
Freyd, 1996; Scheflin & Brown, 1996; Schooler, 
Beudikson & Ambadar, 1997; Williams, 1994, 
1995). In a notable case study, Duggal and 
Strouge (1998) detail a woman who recovered 
memories of CSA outside of the context of ther-
apy. In this case several sources corroborate the 
occurrence of the CSA, the forgetting, and the 
recovery event. The author interprets this case as 
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evidence for memory loss with an explanation 
beyond simple childhood amnesia.

The most important and reliable case studies 
that have been considered on this topic are those 
that can be corroborated. One such notable and 
illustrative case study was presented by Corwin 
and Olafson (1997). In this case a young girl, 
“Jane,” was videotaped reporting sexual abuse at 
the hands of her mother when she was 6 years old 
when talking to a psychologist who was investi-
gating the custody situation of Jane. The doctor, 
after using the tape for teaching purposes reached 
out to Jane at age 17 to reattain her consent to use 
the tape. At that time, Jane did not remember the 
contents of the tape and asked to see it. Before 
watching it, in a videotaped conversation with the 
doctor, Jane recovered the memory of the abuse 
as a child. This case is significant because of the 
documentation, and the ability to compare Jane’s 
reports both as a child and as a 17-year-old. 
Corwin and Olafson (1997) discuss that while 
Jane did not remember every event of her abuse 
that she reported at age 6, the events that she 
remembered after the recovery at age 17 were 
consistent with her original report. This case, 
while an isolated example, provides evidence that 
a noncontinuous memory can be an accurate 
memory.

Beyond individual case examples, a large- 
scale study of adult survivors of CSA contacted 
by authorities who had documented original CSA 
incidents provides evidence for the prevalence of 
forgetting CSA experiences as an adult. Williams 
(1994) and Williams (1995) interviewed 129 
adult women (age 18–31) who had disclosed 
their CSA experiences to authorities as children 
at the initial time of their abuse. The women were 
asked a series of questions to determine if they 
recalled the abuse at the time of the interview 
and, if so, if there was ever a period of time where 
they had forgotten the abuse. Williams (1994) 
reported that 38% of the women in the sample 
did not remember their abuse at all. In this study 
they found that being younger at the time of the 
initial abuse and women who were abused by a 
family member (or other known person) were 
more likely to report not remembering the abuse. 
Williams (1995) reported that 16% of the women 

who remembered the abuse at the time of the 
interview had entirely forgotten the abuse at 
some point in the past, and therefore had recov-
ered memories. Importantly, Williams (1995) 
reported that women with recovered memories, 
defined as women who reported a period of for-
getting the memory of their abuse, were just as 
accurate in their memory of the abuse as women 
with continuous memories of their abuse. The 
accumulation of these larger studies along with 
the numerous case studies implies that forgetting 
experiences of CSA, and even subsequently 
recovering those CSA memories, might not be 
uncommon in the general population.

Experiences of the forgetting and ensuing 
recovery of trauma memories are also common in 
studies of clinical populations who have experi-
enced child physical and sexual abuse (Gleaves 
et al., 2010; Brown, Scheflin & Whittfield, 1999), 
suggesting that the real-world experience of a 
trauma, which would be difficult to replicate in 
laboratory settings for ethical reasons, is the best 
scenario to investigate the existence and course 
of recovered memories. The field has certainly 
reached a balanced consensus on the subject of 
the existence of recovered memories of sexual 
abuse. The American Psychological Association 
itself put together a working group to evaluate 
this issue and determined that while false memo-
ries can be created through suggestion, it is also 
possible to recover memories of CSA as an adult 
(Sales, 1998). All recovered memories are not 
false memories, and further there is no evidence 
that the continuity of a memory determines its 
accuracy (Freyd & DePrince, 2001; Dalenberg, 
1996; Pope & Brown, 1996; Scheflin & Brown, 
1996; Williams, 1995). While there is strong evi-
dence for the existence of the recovered memory 
phenomenon, the evidence for the process by 
which forgetting and recovery occurs is less 
complete.

There are several lines of empirical inquiry 
that have yielded evidence for the mechanisms 
that might lead to forgetting and recovering 
memories including: spontaneous recovery from 
retroactive interference (Wheeler, 1995), tip of 
the tongue research (Jones, 1989; Smith, 1994), 
blocking in implicit memory (Lustig & Hasher, 
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2001; Smith & Tindell, 1997), and retrieval- 
induced forgetting (Anderson, Bjork & Bjork, 
1994). Spontaneous recovery is the improvement 
in memory over time without practice or addi-
tional exposure. Wheeler (1995) conducted a 
study in which subjects were repeatedly pre-
sented a list of pictures, tested on their initial 
recall of the list, and then tested again after a 
delay in time. The results of this study demon-
strated that subjects could exhibit spontaneous 
recovery over time in memory of a presented list 
of pictures, as for several participants their mem-
ory improved on the second delayed recall test. 
Jones (1989) investigated the tip-of-the-tongue 
phenomenon, or the reported feeling of almost 
being able to remember something. They dis-
cussed that the tip-of-the-tongue state can lead to 
recall of similar memory items to the target mem-
ory item and suggested that the tip-of-the-tongue 
state might be caused by present events interfer-
ing with retrieval of the target memory item.

Lustig and Hasher (2001) investigated the 
impact of early items from a list on later items on 
a list when the early items were intended distrac-
tors, similar to the later items on the list. This is 
an investigation of the potential for proactive 
blocking or interference. The results indicated 
that the presentation of certain early list words 
could decrease later recall of later list words, 
affirming the vulnerability of memory to proac-
tive interference. Smith and Tindell (1997) con-
ducted a variation of Lustig and Hasher’s (2001) 
study, with the alteration that participants were 
warned of the memory blocking potential and 
instructed to specifically only remember the 
words at the end of the list. Results of this study 
were consistent with the results of Lustig and 
Hasher (2001), indicating that even when indi-
viduals are aware of memory blocking risks, the 
effect remains essentially unchanged. Anderson, 
Bjork, and Bjork (1994) discuss the possibility 
that retrieving and recalling information from 
long-term memory can lead to forgetting of that 
information. It is hypothesized that the encoding 
of new information that accompanies retrieval of 
old information might be the culprit. In a series of 
experiments, Anderson, Bjork, and Bjork (1994) 
find that repeatedly retrieving information can 

decrease recall of related information, the more 
closely related the related cue is to the target 
information the more robust this impairment 
becomes, and that this memory impairment can 
be long term (stretching beyond the immediate 
experimental situation).

These lines of research provide evidence for 
the phenomenon of forgetting information, 
including traumatic information through a vari-
ety of hypothesized processes. However, the pre-
cise mechanisms for posttraumatic amnesia, or 
the process of forgetting a traumatic memory 
before recovery, are not understood. Little direct 
laboratory research on the process exists, due to 
the ethical constraints creating a barrier to experi-
mentally simulating trauma. However, there are 
theories that might move in the direction of point-
ing to a cognitive mechanism of forgetting. Two 
theories that attempt to describe such a mecha-
nism are Betrayal Trauma Theory (Freyd, 1996) 
and dissociation more broadly.

Betrayal Trauma Theory (BTT) asserts that 
the effects of a traumatic experience are related to 
the level of interpersonal or social betrayal in the 
trauma. In this aim, CSA is highly traumatic 
because it has a high level of social betrayal. 
Supporters of this theory argue that evolution-
arily it may be adaptive to block the memory of 
betrayal (CSA) while the individual is still a child 
due to the continued dependence on caregivers 
for survival. There is empirical support for the 
prediction of BTT that abuse by family perpetra-
tors will be forgotten more than abuse by nonfa-
mily perpetrators of CSA (Belli, 2012; Freyd, 
DePrince & Zurbriggen, 2001; Freyd, Klest & 
DePrince, 2010; Lindblom & Gray, 2010). 
Similarly, it has been found that rates of forget-
ting do vary between trauma types (Gleaves 
et  al., 2010, Freyd & DePrince, 2001; Elliott, 
1997), suggesting that the impact trauma has on 
memory is related to the level of social betrayal 
of the trauma. BTT supposes that it is effective 
for a person to forget CSA trauma, especially 
when perpetrated by someone socially significant 
such as a caregiver, until the danger has passed 
and the individual has more autonomy. Once the 
individual is out of danger, likely by becoming an 
adult, it is no longer necessary for survival that 
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the memory be inaccessible, and therefore the 
memory may become accessible again.

Dissociation has also been suggested as the 
mechanism accounting for posttraumatic amne-
sia (Yates & Nasby, 1993). Spiegel (1986) sug-
gested that dissociation might block pain from a 
traumatic experience. As is also suggested in 
BTT, this may become maladaptive without con-
tinuing or subsequent trauma (Duggal & Stroufe, 
1998), leading to a recovery. However, the exact 
relationship between dissociation and trauma is 
complex and not completely understood (Chiu, 
Yeh, Ross & Lin, 2012; Giesbrecht, Lynn, 
Lilienfeld & Merckelbach, 2008; Bremmer, 
2010). It has been established in the literature 
that there are individual differences in trait dis-
sociation, such that some individuals have more 
dissociative experiences than others even outside 
of the context of trauma (Freyd & DePrince, 
2001; Freyd, 1996). Dissociation is thought to 
contribute to psychiatric disorders including 
PTSD (Freyd &DePrince, 2001; Bremner et al., 
1992; Carlson & Putnam, 1993; Marmar et  al., 
1994). In fact, trait dissociation has been found to 
be high in trauma survivor populations (Freyd & 
DePrince, 2001; Bremner et al., 1992; Carlson & 
Putnam, 1993; Marmar et  al., 1994; Putnam & 
Trickett, 1997).

Freyd et al. (1998) conducted a study investi-
gating the relationship between dissociation and 
attention. Results of this study suggest a rela-
tionship between dissociative tendencies and 
selective attention. Controlled attentional abili-
ties were disturbed in individuals with high trait 
dissociation, in that high dissociators performed 
worse on the selective attention directed task. It 
is important to note that these disruptions were 
not related to the emotional content of the situa-
tion. In other words, dissociation negatively 
impacted attention even when the situation was 
not distressing, indicating that the high impact of 
trait dissociation on attention is independent of 
context. By interfering with attention and the 
encoding of information, trait dissociation might 
be a mechanism that accounts for the forgetting 
or recovery of traumatic memories, or memories 
in general. This relationship between dissocia-
tion and attention is made more salient by other 

studies that have established a relationship 
between trauma and dissociation, such that indi-
viduals with high trait dissociation are more 
likely to have experienced more traumatic events 
(Freyd, 1996).

DePrince and Freyd (1999) conducted another 
relevant study investigating dissociative tenden-
cies and memory. They found that participants 
with high trait dissociation, compared to partici-
pants with low trait dissociation, remembered 
fewer emotionally charged words and more emo-
tionally neutral words. Trait dissociation in this 
way might explain posttraumatic amnesia. 
Further, laboratory studies have shown that dis-
sociation does not relate to false recognition 
(Chiu et  al., 2012; Platt, Lacey, Iobst & 
Finkelman, 1998; Geraerts, Smeets, Jelicic, van 
Heerden & Merckelbach, 2005). One study found 
that when recovered memories are associated 
with dissociative tendencies they have a corrobo-
ration rate of 86% (Chiu et al., 2012).

While most people who experience CSA do 
not forget the experience, the experience of for-
getting and recovering true CSA memories does 
occur (Duggal & Strouge, 1998) and might not 
be uncommon (Williams, 1994, 1995). Though 
the occurrence of recovered memories is recog-
nized by most trauma researchers and the APA 
(Sales, 1998), the mechanism for this phenome-
non is not well understood. However, there is 
some evidence that dissociation (DePrince & 
Freyd, 1999) or betrayal trauma (Freyd, 1996) 
processes may contribute to forgetting and recov-
ering memories of CSA.

The theory of betrayal trauma starts to move 
toward a mechanism that might explain why 
victims forget experiences of CSA, as well as 
explain why as an individual’s environment 
changes they might be more inclined to recover 
the previously inaccessible memory. Empirical 
evidence of rates of forgetting supports this 
theory and suggests that it is on the right track. 
Investigation into dissociation moves even 
closer toward a mechanism that may account 
for major memory interference surrounding 
trauma and CSA. However, cognitive psychol-
ogy does not have a more precise mechanism 
that accounts for the forgetting and subsequent 
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recall of CSA that is experienced by some sur-
vivors. Further insight into the constructs and 
mechanisms of memory are required for a 
deeper understanding of recovered memory. 
This knowledge gap does not obscure the evi-
dence that the phenomena of true recovered 
memories does exist in a minority of trauma 
survivors.

 Treatment Implications

When considering cases of recovered memories 
in the context of sexual assault or CSA, there 
are two major considerations for practitioners: 
supporting survivors of trauma and not aiding 
in the formation of false memories. The evi-
dence firmly supports that recovering memory 
of CSA is a real phenomenon, and survivors 
should not be denied access to care if they 
report this experience. There is no such thing as 
a false memory syndrome, and as such those 
who have recovered memories should receive 
care only for their reported trauma symptoms 
and not for memory problems. Whether mem-
ory of trauma is continuous or was lost and sub-
sequently recovered, the trauma of sexual 
assault is linked to many physical and psycho-
logical problems that survivors may need assis-
tance with.

It is also firmly established that memory is 
likely vulnerable to suggestion or other influ-
ence, and false recovered memories are also a 
true phenomenon. Practitioners must be mindful 
to not aid in the formation of false memories. 
The literature provides several clues as to some 
best practices for practitioners. There are several 
historical therapeutic strategies that should be 
avoided, and special consideration should be fol-
lowed when working with children, who may be 
especially vulnerable to the formation of false 
memories. Therapist malpractice leading to the 
creation of false memories has resulted in law-
suits (Brown, 2000) and harm to individuals as 
well as families. Strategies such as hypnosis and 
guided recall should not be used to retrieve 
potential forgotten memories, and recovery of 
memories should not be a goal of therapy. 

Beyond case examples, some scholarly activity 
has addressed the question of what practices 
should be avoided by treatment providers in 
order to decrease the risk of aiding in the forma-
tion of false memories.

Loftus and Loftus (1980) discuss dubious 
methods for attempting to retrieve forgotten 
memories, under the assumption that memories 
are fixed items that exist somewhere in the 
mind. These methods include brain stimula-
tions, hypnosis, and Freudian psychoanalysis. 
Brain stimulation techniques that were used 
specifically to identify memories include using 
electrodes to send electrical impulses directly to 
the cerebral cortex. Hypnosis involves encour-
aging individuals to enter a trance-like state 
before asking questions or exploring other inter-
nal experiences. Psychoanalysis involves the 
assumptions that client difficulties can be traced 
back to early childhood experiences or unre-
solved issues of which the client may have no 
memory.

All of these methods are likely to introduce 
suggestion into the memory and may increase 
the likelihood for the development of false 
memories. Treatment providers should avoid 
these methods, as well as avoiding stating 
recovering a forgotten memory as a treatment 
goal. Some clients also may seek aid in deter-
mining if a recovered memory is true or false. 
Research on the topic of reality monitoring 
might provide some assistance to this end. 
Johnson and Raye (1981) suggested that mem-
ories with an external origin might contain 
more sensory or contextual details than memo-
ries with an internal origin. However, the dis-
tinction is not an exact science and it will likely 
be impossible for practitioners to know for sure 
if a memory of abuse is true or false without 
external corroboration.

When working with younger children care 
must be taken to avoid aiding in the creation of 
false memories. As discussed in Ceci et  al. 
(1994), presenting known real and known false 
events together might increase memory error in 
children. Additionally, asking children to talk 
about what might have happened, or some varia-
tion of asking a child to imagine if an event had 
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happened to them, may also increase likelihood 
of false memory creation. This might be explained 
in younger children by a desire to confirm the 
statements of adults or authority figures, as is 
suggested by Ceci, Ross & Toglia (1987). These 
memory disturbances could result in later experi-
ences of forgetting and recovering memories that 
could be difficult for children to work through 
and discern.

 Conclusions

Despite the historical conversations surrounding 
recovered memory and CSA, it is without ques-
tion that forgetting and recovering memories of 
CSA is real and experienced by adult CSA survi-
vors. The experience might even be a relatively 
common occurrence. It is also true that false 
memories can be created through processes such 
as suggestion, and people can make false reports 
of their experiences in experimental settings. 
Based on this information, it is important that 
adults who recover memories of CSA should not 
be discounted. The proposed mechanisms of for-
getting involved in recovered memories are not 
associated with decreased memory accuracy, so 
recovering a memory does not necessarily make 
it a false memory. Other memory research sug-
gests that unlike false memories, true memories 
are more likely to be held with confidence and 
clarity (Gleaves et  al., 2010; Oakes & Hyman, 
2000; Pezdek & Taylor, 2000), and even if 
peripheral details are less accurate central details 
are well-maintained (Christianson, 1992). These 
guidelines might help to differentiate between 
true and false recovered memoires, but without 
external corroboration no memory can be defini-
tively labeled as true or false. It is clear that 
memory is likely vulnerable to suggestion, so 
practitioners should avoid aiding in recovering 
memories as a treatment goal, as the possibil-
ity of creating a false memory is high if using 
certain therapeutic techniques. When working 
with individuals who have recovered memories 
of sexual abuse, it is most important for prac-
titioners to prioritize the safety and care of the 
survivor.
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We found to our great surprise … that each individual symptom immediately and 
permanently disappeared when we had succeeded in bringing clearly to the light the 
memory of the event…when the patient had described the event in the greatest possible 
detail and had put the affect into words….

—Breuer & Freud, 1893–1898/1955, p. 6

Memory for a sexual assault is dynamic and 
reconstructive; it is not fixed or indelible. What is 
encoded in memory depends on a person’s past, 
the event itself, and processing of that event. 
What is remembered depends on encoding of the 
event and the later retrieval of the event as well as 
related content such as previous similar experi-
ences. Memory for a sexual assault is not like a 
series of photographs or a digital recording. Even 
if photographs or recordings were available, 
these would only show one perspective of what 
happened and not necessarily depict the perspec-
tive of the assault survivor, which depends on 
where his or her attention was focused and many 
other factors such as the role of repeated retrieval. 
Memory for a sexual assault and memory func-
tioning are also directly related to persistent 
assault-related psychopathology such as depres-
sion and posttraumatic stress disorder (PTSD) 

and its treatment. Some of the best evidence- 
based treatments for assault-related psychopa-
thology focus on revisiting or re-examining the 
memory of the event. Indeed, as seen by the quote 
from Breuer and Freud above, the understanding 
of the crucial role of memory in recovery follow-
ing trauma is not a new view.

A complex, dynamic conceptualization of 
memory following a sexual assault requires 
understanding the processes involved in the strong 
encoding of emotional events and the physiologi-
cal factors that alter this encoding. It also requires 
understanding the role of retrieval and re-experi-
encing as well as the acceptance of the fact that 
any form of memory is susceptible to uninten-
tional memory distortions and actual errors. There 
are also general memory effects involved beyond 
the memory for the assault itself, including atten-
tion to threat, working memory deficits, and lack 
of specificity for memory of autobiographical 
events. Finally, memory is often the target for 
some of the strongest evidence- based treatments 
for assault-related psychopathology. These pro-
cesses will be reviewed over the course of this 
chapter.
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 Encoding of a Sexual Assault

Enhanced memory for stressful events is a nor-
mal and, in many circumstances, an adaptive 
function of human cognitive functioning. By 
forming strong memory traces that are easily 
remembered and enduring of potentially life-
threatening events, humans are more likely to be 
able to recognize and avoid similarly danger-
ous situations in the future (e.g., Lazarus, 1991). 
It is well-established that emotional arousal 
enhances the storage of memory (Christianson & 
Loftus, 1991), with numerous studies demon-
strating that emotional events, both positive and 
negative, are recalled better than neutral events 
(e.g., Walker, Skowronski, & Thompson, 2003). 
Neurobiological theories suggest that humans 
are evolutionarily wired to remember emotion-
ally arousing experiences such as sexual assault 
(e.g., McGaugh, 2013; Müller & Pilzecker’s, 
1900). HistoricallyMüller and Pilzecker’s (1900) 
perseveration- consolidation theory of memory 
posited that neural processes involved in mem-
ory formation are initiated during an event, but it 
is the perseveration of these processes over time 
that leads to the consolidation of memory in 
long-term storage. Recent research has firmly 
established that lasting memories are formed 
through a gradual, time-dependent memory con-
solidation process, whereby the strength of 
memory may be influenced by endogenous pro-
cesses such as endogenous stress hormones and 
neuromodulators occurring after the event 
(McGaugh, 2013). Importantly, this opportunity 
for the modulation of memory strength serves an 
adaptive function, allowing emotional arousal to 
strengthen memory for our most important 
experiences.

The amygdala, activated in response to an 
emotional stimulus, modulates activity in the 
hippocampus and other brain regions responsi-
ble for consolidating an experience into long-
term memory (McGaugh, 2013; Phelps, 
Delgado, Nearing, & LeDoux, 2004). Fittingly, 
when a memory associated with emotion is 
undergoing consolidation and the amygdala is 
more activated, the degree of amygdala activa-
tion during encoding is positively correlated 

with later memory recall (e.g., McGaugh, 2004). 
In other words, an individual experiencing high 
stress or distress as an event is being encoded 
will likely encode a more persistent, durable 
memory due to greater amygdala activation 
modulating hippocampal encoding processes. 
McGaugh’s (2013) modulation hypothesis 
posits that following an emotionally arousing 
experience, high levels of endogenous stress 
hormones and neuromodulators such as epi-
nephrine and cortisol interact with the amyg-
dala. The interaction between stress hormone 
systems and the amygdala promotes memory 
storage, resulting in particularly strong and 
long- lasting memories for important informa-
tion encountered during a stressful event (e.g., 
McGaugh, 2013).

There is substantial evidence that glucocorti-
coids (e.g., cortisol, corticosterone) and the nor-
adrenergic system (e.g., epinephrine, 
norepinephrine) modulate the consolidation of 
emotional memory following their release from 
the adrenal medulla (e.g., epinephrine, norepi-
nephrine) and cortex (e.g., glucocorticoids) (e.g., 
de Quervain, Schwabe, & Roozendaal, 2017). 
The basolateral amygdala (BLA), specifically, 
appears critical in this modulation of memory 
consolidation. Infusions of β-adrenoreceptor 
agonists into the BLA block memory-enhancing 
effects of epinephrine (e.g., Liang, Juler, & 
McGaugh, 1986), and glucocorticoid receptor 
agonists administered into the BLA enhance 
emotional memory in a dose- and time-dependent 
manner (e.g., Roozendaal, Okuda, Van der Zee, 
& McGaugh, 2006). Critically, the memory- 
enhancing effects of glucocorticoids appear 
contingent on endogenous noradrenergic activity 
in the BLA (Roozendaal et  al., 2006). 
Glucocorticoids bind to glucocorticoid receptors 
in noradrenergic neurons in the brainstem (e.g., 
Roozendaal, Quirarte, & McGaugh, 2002). This 
then triggers norepinephrine release in the BLA 
and initiates a noradrenergic cascade thought to 
modulate the prefrontal cortex, hippocampus, 
and other brain regions involved, ultimately lead-
ing to enhanced memory. The timing of gluco-
corticoid arousal and noradrenergic activity 
appears important, in that increases in cortisol 
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levels must occur in tandem with release of 
 noradrenaline (e.g., Joëls, Fernandez, & 
Roozendaal, 2011).

Numerous studies have demonstrated that 
increased activity in the amygdala in response to 
viewing emotional stimuli predicts better recall 
(e.g., Kensinger, Addis, & Atapattu, 2011). 
Experimental research has also found that induc-
ing the release of stress hormones during a learn-
ing phase (e.g., administering shocks) and 
post-learning administration of stress hormones 
enhances memory for the learned material (e.g., 
Hupbach & Fieman, 2012). Taken together, the 
amygdala, hippocampus, and stress hormones are 
consistently implicated as neurobiological pro-
cesses associated with enhanced memory for 
emotional events, ensuring that highly emotional 
experiences such as sexual assault will be retained 
in memory.

Physiological responses and memory. Beside 
the release of endogenous stress hormones, 
immediate physiological responses to sexual 
assault may include sexual arousal or responses 
to physical or biological insult, including head 
injuries resulting in loss of consciousness or loss 
of oxygen (e.g., strangulation), as well as intoxi-
cation by drugs (e.g., rohypnol) or alcohol. These 
factors influence what a person initially encodes 
and therefore stores in their memory of the 
assault, with the potential for enhancing or 
impairing effects depending on the characteris-
tics of the assault and the nature of the physiolog-
ical responses.

Some may experience unwanted sexual 
arousal (e.g., lubrication, orgasm) in response to 
sexual stimulation that occurs during the assault 
(e.g., Levin & van Berlo, 2004). These responses 
are understood not as an indication of consent or 
enjoyment of the assault, but rather as an auto-
matic physical response to sexual stimulation. In 
one small unpublished study of sexual assault 
survivors, 21% reported some form of physical 
response; and, of these women, a substantial 
number of the rapists attempted to produce sex-
ual arousal (see Levin & van Berlo, 2004). 
Laboratory studies of the effects of sexual arousal 
on memory encoding have been mixed, with 
some finding that exposure to sexual stimuli 

impaired memory functioning (e.g., Laier, 
Schulte, & Brand, 2013), and others finding 
enhanced memory for sexually arousing stimuli 
(e.g., Wright Jr & Adams, 1999). However, these 
studies differ dramatically from an actual sexual 
assault by presenting sexually arousing stimuli to 
consenting participants with no substantial threat 
to life or well-being present. Further, it is not 
clear whether the observed effects were attribut-
able to sexual stimulation as opposed to the 
broader cognitive, emotional, and physical 
aspects of sexual arousal.

Any biological insult or injury during a sexual 
assault that results in loss of consciousness will 
prevent the encoding of events during the period 
of unconsciousness, as an unconscious individual 
cannot attend to details in their environment. For 
example, a survivor who is choked by an assail-
ant to the point of unconsciousness will not 
encode, and thus will be unable to recall, any 
information about events that occurred during the 
period of unconsciousness. In the case of head 
injuries that do not result in loss of conscious-
ness, the presence and magnitude of impairments 
in memory storage depends on the extent to 
which the head injury damaged parts of the brain 
involved in memory encoding such as the tempo-
ral lobe (McGaugh, 2013).

Alcohol intoxication also affects conscious-
ness and arousal. In general, alcohol has been 
shown to impair the formation of long-term 
memories, following a dose-response curve (e.g., 
White, 2003). However, studies of individuals 
who consumed alcohol during the encoding of a 
hypothetical sexual assault scenario have found 
that, although they remembered fewer overall 
details, they did not differ from alcohol-free con-
trols in their ability to accurately recall key 
aspects of the scenario, including the perpetra-
tor’s identity (Flowe, Takarangi, Humphries, & 
Write, 2016). In line with McGaugh’s (2013) 
modulation hypothesis, it may be that intoxica-
tion at the time of an assault may impair encod-
ing of fewer peripheral details of the assault 
(e.g., objects within the room where they assault 
occurred), but central details of the assault, such 
the perpetrator’s general description, may be 
encoded.
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Strong memory storage of sexual assaults may 
put individuals at risk for developing chronic, 
trauma-related difficulties such as PTSD. Indeed, 
trauma severity and higher levels of physiological 
arousal in the immediate aftermath of a trauma have 
been shown to modestly predict who will develop 
PTSD (e.g., Bryant, Harvey, Guthrie, & Moulds, 
2000; Ozer, Best, Lipsey, & Weiss, 2003) and phys-
iological arousal has been shown to play a signifi-
cant role in the link between stress hormones and 
emotional memory, particularly in individuals with 
PTSD (e.g., Nicholson, Bryant, & Felmingham, 
2014). However, characteristics of the trauma and 
the intensity of physiological responding to the 
trauma do not fully explain who will develop PTSD, 
suggesting memory storage strength is not the only 
factor influencing risk of PTSD.

Allocation of attention and memory. Attention 
plays a fundamental role during a sexual assault 
in terms of influencing what is encoded and then 
remembered. In general, attending to something 
enhances the likelihood of it being encoded in 
memory and retrievable later (Chun & Turke- 
Browne, 2007). What is attended to can be nar-
rowed in on small details or can be broader in 
scope, open to taking in a range of information. 
During traumatic events, attention is thought to 
narrow to the most threatening aspects of the 
encounter. Loftus (1979) coined the term 
“weapon focus” to account for the narrowing of 
attention to the most salient features of the envi-
ronment to the exclusion of other details. 
Consistently, as the most central features become 
the focus of attention, these details are best 
remembered; on the other hand, encoding and 
later recalling more peripheral details can be hin-
dered (e.g., Christianson & Loftus, 1991).

One theory of weapon focus emphasizes the 
role of stress and arousal during emotional 
events, which may narrow overall attentional 
processing, restricting attention to central aspects 
of the event at the expense of peripheral events 
(Christianson & Loftus, 1991). Consistent with 
this hypothesis, in a meta-analytic review of the 
weapon focus literature, Steblay (1992) found 
larger effect sizes in studies that reported higher 
levels of autonomic arousal. Alternatively, details 
that stand out or are unusual or unexpected may 
call for increased attention and subsequent better 

memory recall (e.g., Loftus & Mackworth, 1978; 
Pickel, 1998); conversely, details that appear in 
context that would be expected are not as well 
recalled (e.g., Pickel, 1999). Thus, attentional 
focus during a sexual assault will determine what 
is encoded for later memory storage and the 
weapon focus effect may help explain why survi-
vors of sexual assault report that they do not 
remember some of the more tangential details but 
clearly remember the more salient, unexpected, 
or anxiety-eliciting features of the event.

Event processing and memory. The way that a 
sexual assault is encoded and processed may also 
affect later retrieval of the memory, with poten-
tial implications for post-trauma adjustment. 
Encoding and storage of autobiographical events 
occurs through associating the event with seman-
tically and temporally related experiences, plac-
ing the event within a broader autobiographical 
memory base (Roediger, 1990). For example, a 
general category may be sexual experiences, 
which includes specific life events, shared and 
unique event characteristics, and general sexual 
knowledge. This associative, conceptual process-
ing facilitates intentional retrieval by increasing 
the number of meaningful associations by which 
to retrieve the memory through higher-order, 
meaning-based strategies (Roediger, 1990). 
However, during a traumatic event, individuals 
may engage in data-driven processing, that is, 
focused on perceptual and sensory elements, 
resulting in poorly elaborated, perceptual mem-
ory traces. These perceptual memory traces (e.g., 
the smell of the perpetrator’s breath) are thought 
to lack the conceptual detail necessary to inte-
grate the memory within autobiographical mem-
ory, resulting in impaired intentional retrieval of 
some aspects of the event and also increasing the 
chance that trauma-related cues will trigger the 
memory, leading to increased experiencing of 
intrusive symptoms (e.g., Ehlers & Clark, 2000).

 Memory Phenomena After Sexual 
Assault

Intrusive memories. It is not uncommon for sex-
ual assault survivors to have intrusive memories, 
defined as intense, brief, and vivid often image- 
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based recollections of a specific autobiographical 
event (Brewin, Gregory, Lipton, & Burgess, 
2010) that typically emerge involuntarily, “out of 
the blue,” and include strong sensory components 
(Ehlers, Hackmann, & Michael, 2004). For 
instance, intrusions for a sexual assault survivor 
may include images of the perpetrator’s face, 
body odor, smells, sounds, or the feeling of hav-
ing hands placed over their eyes. Intrusive mem-
ories can be triggered by a range of internal and 
external stimuli, such as physical bodily sensa-
tions, objects, or situations, and lack of aware-
ness of triggering cues can sometimes make 
intrusive memories seem to pop up out the blue 
(e.g., Ehlers et al., 2004).

The mere presence of intrusive memories is 
not considered pathological. In fact, intrusive 
memories are common immediately after sexual 
assault and typically decline in frequency and 
intensity over time (Rothbaum et al., 1992). For 
some individuals, these intrusive memories per-
sist (reliving: 45.4%; flashbacks: 46.2%) and con-
tribute to significant distress and functional 
impairment (PTSD: 47%; Rothbaum et al., 1992). 
Trauma survivors with PTSD report a distinct 
“here and now quality” of their trauma memories 
and associated emotional response compared to 
those without PTSD (e.g., Kleim, Graham, 
Bryant, & Ehlers, 2013). Sexual assault tactics 
may also influence intrusions, with forcible rape 
associated with highest risk for developing PTSD 
and depression after assault, and incapacitated 
rape (e.g., lack of consciousness/awareness or 
ability to control behavior) associated with lower 
likelihood of remembering the event well (e.g., 
Zinzow et al., 2010). Intrusive memories can have 
downstream effects, increasing guilt or shame 
about the assault, low self- esteem, or a sense of 
loss of control, which interferes with functioning 
in work and interpersonal relationships, including 
loss of interest or avoidance of sex (e.g., Jaycox, 
Zoellner, & Foa, 2002).

There are various theories that seek to account 
for the development and persistence of intrusive 
memories. Dual representation theory (e.g., 
Brewin et  al., 2010) posits that poor integration 
between contextual representations of memory 
(“C-reps”) and sensory representations of mem-

ory (“S-reps”) make individuals vulnerable to 
involuntary retrieval via intrusive re-experiencing. 
Similarly, Ehler’s cognitive theory (e.g., 2000) 
posits that sensory-perceptual encoding of the 
trauma in the absence of conceptual organization 
leads individuals to have fragmented sensory 
details (e.g., images of the perpetrator’s face) that 
are poorly integrated within a larger autobio-
graphical memory context and highly susceptible 
to popping up as involuntary intrusions. A 
dynamic retrieval model of intrusions (Marks, 
Franklin, & Zoellner, 2018) emphasizes the role 
of retrieval processes in the pathological persis-
tence of trauma-related intrusions. This model 
argues that the process of re-experiencing itself 
alters retrieval processes, such that distress caused 
by the unwanted memories actually increases 
retrieval strength, creating a vicious cycle where 
distressing memories become more and more 
vulnerable to involuntary retrieval over time, and, 
conversely, decreasing distress associated with 
intrusive memories decreases the retrieval strength 
of these unwanted memory traces.

Although intrusive re-experiencing is a com-
mon phenomenon across all kinds of traumatic 
events, some studies suggest that sexual assault 
survivors in particular are at risk for higher-
re-experiencing symptoms (Kelley, Weathers, 
McDevitt-Murphy, Eakin, & Flood, 2009). A sys-
tematic review of predictors of intrusions found 
that higher pre-existing anxiety and depression, 
and tendencies towards negative appraisals 
increased risk for intrusions, and data-driven pro-
cessing (bottom-up processing focused on per-
ceptual and sensory elements) predicted higher 
intrusions (Marks et  al., 2018). Further, post-
event negative appraisals (e.g., I should have 
been able to stop the rape) predicted higher intru-
sions, whereas conceptual processing (top-down 
processing focusing on meaning) predicted lower 
intrusions (Marks et  al., 2018). Clinically, this 
suggests that directly targeting post-event nega-
tive appraisals and encouraging contextual pro-
cessing that focuses on making meaning from the 
event may decrease risk for persistent and dis-
tressing intrusive memories of the trauma.

Many sexual assault survivors, like most 
trauma survivors, will go to great lengths to 
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avoid or push away intrusive memories of the 
trauma, using cognitive strategies such as sup-
pression, defined as intentionally stopping 
thoughts, and rumination, defined as focusing 
on distress in a passive, repetitive manner. These 
post-event strategies are commonly believed to 
increase risk for intrusive memories, though 
evidence is mixed. Some have found that 
instructions to “not to think about” being sexu-
ally assaulted increased the likelihood of gener-
ating assault-related thoughts (e.g., Shipherd & 
Beck, 1999); whereas other have not (e.g., 
Rosenthal & Follette, 2007). Notably, poorer 
executive functioning was found to moderate 
the effect of these strategies (e.g., suppression, 
negative dwelling, self-punishment) on subse-
quent intrusions (Bomyea & Lang, 2016). In 
other words, higher cognitive capacity may mit-
igate the otherwise detrimental effect of these 
thought regulation strategies.

Fragmented memories. Several theories posit 
that fragmented and disorganized recall of trau-
matic events is a crucial causal mechanism for 
PTSD. Typically, narrative fragmentation and 
disorganization refer to abnormalities of 
sequence, coherence, and content when inten-
tionally recalling a detailed trauma memory (e.g., 
van der Kolk, 1987). According to these theories, 
trauma memories are uniquely encoded and pro-
cessed in autobiographical memory, separated 
from the overall memory network, and are thus 
difficult to recall intentionally. Similarly, related 
memory theories (e.g., Ehlers et al., 2004; Ehlers 
& Clark, 2000) argue that PTSD results from 
incomplete processing and a memory representa-
tion dominated by perceptual details and lacking 
meaning and self-referential perspective (i.e., 
“inability to establish a self-referential perspec-
tive while experiencing the trauma that can be 
integrated into the continuum of other autobio-
graphic memories in time.” p.  330; Ehlers & 
Clark, 2000). Dissociation, typically including 
phenomena such as depersonalization, derealiza-
tion, and emotional numbing, during the trau-
matic event may be one process that interferes 
with encoding of the full trauma memory, result-
ing in a trauma memory representation that is 
experienced as vivid flashbacks and intrusive 
images but is unable to be recalled in a cohesive 

and organized way (e.g., Brewin, Dalgleish, & 
Joseph, 1996; Ehlers et al., 2004). These theories 
are consistent in suggesting that integrating and 
organizing the traumatic memory is necessary for 
recovery from PTSD.

Research evaluating fragmentation theories is 
generally mixed. Although dissociation is reported 
by survivors of both adult (e.g., Dancu, Riggs, 
Hearst-Ikeda, Shoyer, & Foa, 1996) and child-
hood sexual abuse (e.g., Draijer & Langeland, 
1999), an extensive review of the literature found 
that dissociation was related to perceived trauma 
narrative fragmentation, but not actual fragmented 
recall (Bedard-Gilligan & Zoellner, 2012). 
Existing studies in diverse trauma-exposed sam-
ples do not robustly support narrative fragmenta-
tion as predictive of PTSD or uniquely related to 
trauma narratives compared to other narrative 
types (Crespo & Fernandez- Lansac, 2016). In 
assault survivors, specifically, two studies have 
shown a prospective relationship between higher 
trauma narrative fragmentation and development 
of PTSD symptoms (Amir, Stafford, Freshman, & 
Foa, 1998; Halligan, Michael, Clark, & Ehlers, 
2003). However, in adult survivors of childhood 
sexual abuse (Greenhoot, Sun, Bunnell, & 
Lindboe, 2013), although deficits in organization 
were related to increased PTSD and depression, 
other narrative elements such as positive aspects 
of the narrative were more strongly related. Across 
studies, coding measures vary widely both in their 
methods (e.g., linguistic coding, rater coding) and 
their definitions of fragmentation. Further, self-
report and objective coding measures of fragmen-
tation often do not converge (e.g., Bedard-Gilligan 
& Zoellner, 2012) and may be measuring distinct 
constructs. Conclusions that can be drawn are also 
limited by not controlling for factors such as ver-
bal ability and distress during narrative recall that 
may cause narratives to appear fragmented or dis-
organized (Gray, Pumphrey, & Lombardo, 2003).

Importantly, studies that have explored mem-
ory fragmentation as a mechanism underlying 
reduction of PTSD symptoms during treatment 
have produced mixed findings and have not 
shown robust changes with fragmentation fol-
lowing PTSD treatment (e.g., Kindt et al., 2007; 
Moulds & Bryant, 2005; van Minnen, Wessel, 
Dijkstra, & Roelofs, 2002). One of the largest 

L. A. Zoellner et al.



343

and most empirically rigorous studies to date that 
included sexual assault survivors did not find 
changes in fragmentation, measured with both 
self-report and objective measures, to be related 
to either treatment response or treatment type 
(psychotherapy vs. pharmacotherapy), arguing 
against the notion that trauma memories need to 
become less fragmented and more organized for 
symptom recovery following trauma (Bedard- 
Gilligan, Zoellner, & Feeny, 2017). Taken 
together, treatment studies do not consistently 
suggest fragmentation as a crucial mechanism of 
recovery from PTSD.

Memory amnesia and forgetting. Due to the 
emphasis on trauma memories as separated from 
an individual’s overall memory system, fragmen-
tation theories are often utilized to explain the 
occurrence of traumatic amnesia, or the complete 
inability to recall a traumatic event for significant 
periods of time, even when the memory was 
encoded and in the absence of physical explana-
tions for forgetting (e.g., blackout, head injury). 
Much of the research in this area has examined 
forgetting in adult survivors of childhood sexual 
abuse (Scheflin & Brown, 1996), although at 
least one study has looked at those who have 
experienced adult sexual assault (Mechanic, 
Resick, & Griffin, 1998), demonstrating that self- 
reported deficits in memory were more com-
monly reported immediately 2 weeks after assault 
but decreased by 3 months.

The phenomenon termed “motivated forget-
ting” posits that it can be adaptive and functional 
for individuals to forget aversive experiences, 
including sexual assault. It has been argued that 
individuals, particularly those with a history of 
trauma exposure or dissocation, are prone to for-
get traumatic experiences, especially those involv-
ing betrayal by a close or trusted person, out of a 
wish to avoid or repress painful memories and 
emotions (e.g., Freyd, 1994). Research exploring 
this phenomenon is decidedly more mixed, with 
two studies by DePrince and Freyd (2001, 2004) 
finding that, following instructions to remember 
words, those higher in trait dissociation recalled 
fewer trauma words and more neutral words dur-
ing a divided attention task, while those lower in 
trait dissociation displayed the opposite pattern of 

remembering more trauma and fewer neutral 
words. Of note, a replication of this study found 
no significant interaction effect for trait dissocia-
tion and word type (neutral, trauma) under condi-
tions of divided attention (Devilly et al., 2007). In 
addition, several other studies using directed for-
getting paradigms have not found consistent dif-
ferences in directed forgetting for those with 
varying levels of trauma exposure and dissocia-
tion (e.g., McNally, Metzger, Lasko, Clancy, & 
Pitman, 1998; Patihis & Place, 2018). When 
manipulating dissociation, the standard directed 
forgetting effect also disappears, arguing that the 
impact of dissociation may be more on encoding 
or impairing repeated reheresal than on forgetting 
per se (Zoellner, Sacks, & Foa, 2003). 
Interestingly, studies done by Moulds and col-
leagues have demonstrated increased directed for-
getting of trauma-related words in survivors with 
acute stress disorder in the acute phase following 
trauma exposure compared to those without acute 
stress disorder (Moulds & Bryant, 2005), although 
this enhanced forgetting effect disappeared after 
1 year (Moulds & Bryant, 2008), suggesting that 
the effects are temporary and do not persist over 
the period of natural recovery where chronic, per-
sistent PTSD emerges (typically 1–3 months post 
trauma). Collectively, there is little empirical evi-
dence to support the notion of motivated forget-
ting as a process that is predicted by trauma 
exposure or dissocation.

Still, although most trauma victims report 
remembering traumatic experiences, a significant 
minority will report amnesia for all or parts of the 
traumatic experience (Loftus, Garry, & Feldman, 
1994; Wolf et  al., 2012, 2017). For example, 
14.3% of a national sample of trauma exposed 
veterans reported an inability to recall important 
details about the traumatic event (Wolf et  al., 
2017). However, it is worth noting that much of 
what is termed “traumatic amnesia” may actually 
be better accounted for by mechanisms such as 
normal forgetting, nondisclosure, incomplete 
encoding of the memory, and infantile amnesia 
(i.e., expected lack of memory before age three; 
e.g., McNally, 2005). Thus, the issue of amnesia 
and sexual abuse or assault remains contentious. 
At the very least, limitations of memory and its 
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reconstructive nature must be considered in 
regard to expected recall of sexual assault and 
abuse.

False memories. In the 1990s, memories of 
sexual abuse recovered in psychotherapy sparked 
a divisive debate in the field of psychology 
regarding the validity of recovered memories, 
referred to as the “memory wars” (Crews, 1995). 
Proponents of the validity of recovered memory 
argued that dissociation at the time of the trau-
matic event leads to traumatic amnesia, resulting 
in loss of memory which may later be recovered 
(e.g., Dalenberg, 2006). Others argued that sug-
gestive therapeutic techniques fostered the devel-
opment of false memories, given memory 
fallibility (e.g., Lindsay & Read, 1994). Today, 
many scholars express skepticism about the 
validity of recovered memories (Patihis, 
Lilienfeld, Ho, & Loftus, 2014).

Memory is not thought to involve perfect rec-
ollection of past events, but rather a flexible, 
reconstructive process that is prone to error 
(Brewer, 1986). These errors range from a failure 
to recall certain aspects of an event (i.e., errors of 
omission) to the recall of inaccurate information 
(i.e., errors of commission) or even entirely false 
autobiographical memories, as in the case of 
implanted memories of childhood sexual abuse 
(Hyman & Loftus, 1998; Loftus, 2003). Across 
studies, a significant minority (30.5% false mem-
ory rate) of individuals can indeed come to 
remember events that never happened (Scoboria 
et al., 2017).

Evidence from false memory research carries 
important implications for the accuracy of mem-
ory for traumatic events; namely, while high 
emotion has been shown to enhance memory, it 
does not inoculate the memory from distortion or 
forgetting (Laney & Loftus, 2010). Certainly, 
memories for traumatic events are also subjective 
to forgetting and contain errors and distortions, 
as demonstrated by significant instability in the 
consistency of retrospective reports for childhood 
sexual abuse (e.g., Fergusson, Horwood, & 
Woodward, 2000; Ghetti et  al., 2006). Trauma- 
exposed individuals, particularly those who go 
on to develop PTSD, may be especially vulnera-
ble to laboratory-induced false memories, as evi-

denced by higher incidences of commission 
errors (Vasterling, Brailey, Constans, & Sutker, 
1998) and higher susceptibility to false memories 
for previously unpresented words (e.g., Zoellner, 
Foa, Brigidi, & Przeworski, 2000). However, van 
Giezen, Arensman, Spinhoven, and Wolters 
(2005) conducted a review of longitudinal studies 
examining autobiographical memory for trau-
matic events specifically and found that traumatic 
events tend to be remembered with more consis-
tency than non-traumatic events. Furthermore, 
higher severity traumas and interpersonal trau-
mas, such as sexual assault, were more consis-
tently remembered. Notably, they also found that 
memory for traumatic events was subject to 
memory inflation, or the tendency to provide 
more details at later time points. This tendency 
may be a result of improved memory with 
repeated recall but may also be a result of PTSD, 
as higher PTSD symptoms have been linked to 
increased memory inflation (e.g., Giosan, Malta, 
Jayasinghe, Spielman, & Difede, 2009).

The relationship between confidence in mem-
ory and accuracy of memory is complex. A recent 
series of studies demonstrated that more confi-
dence is related to more accuracy, except in rec-
ognition tasks in which the stimuli presented 
highly resemble (but are not the same) as the 
experienced stimuli; in these situations, high con-
fidence in memory is not correlated with accu-
racy (DeSoto & Roediger III, 2014; Roediger III 
& DeSoto, 2014). In eye-witness testimony, find-
ings support the notion that low confidence pre-
dicts low accuracy and high confidence predicts 
high accuracy if confidence is assessed at the 
time of the initial identification and not weeks, 
months, or even years later (Wixted, Mickes, 
Clark, Gronlund, & Roediger III, 2015).

Taken together, research on the role of emo-
tion in memory and evidence from the false 
memory literature suggest that while highly emo-
tional events like sexual assault tend to be remem-
bered better than non-emotional events, traumatic 
experiences are also subject to memory distortion 
and forgetting, consistent with a reconstructive 
view of memory.  Notably, an event being 
strongly encoded and susceptible to errors are not 
incompatible, especially when considering that 
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any memory for an event is reconstructed and 
reconstruction is a complex retrieval process 
integrating many pieces of information and reli-
ant on current and past cognitive functioning.

 Memory Corollaries Associated 
with Sexual Assault or Related 
Psychopathology

There are also more general memory functioning 
impairments commonly observed in sexual 
assault survivors, particularly for those with 
related psychopathology, such as PTSD.

Working memory. Working memory capacity 
(WMC) refers to the amount of information an 
individual can hold in working memory at one 
time (Diamond, 2013) and is typically measured 
by tasks requiring a person to hold distinct pieces 
of information in mind while simultaneously 
manipulating the information. Individuals with 
PTSD exhibit deficits in working memory capac-
ity that do not seem to be accounted for by trauma 
exposure alone (e.g., Morey et  al., 2009) and 
deficits in the related capacity of verbal memory 
(e.g., memory for words on a word list read out 
loud; Gilbertson et al., 2006). Further, structural 
and functional impairments in brain regions 
implicated in WMC, such as decreased hippo-
campal volume (e.g., Karl et  al., 2006) and 
decreased activation in the dorsolateral prefrontal 
cortex (e.g., Morey et al., 2009), have been seen 
in individuals with PTSD as compared to 
trauma- exposed controls. Although there is a 
clear association between PTSD and WMC defi-
cits, it is not clear whether these deficits reflect a 
pre-trauma risk factor or are a consequence of 
the disorder. Some well-done studies argue for a 
pre-existing vulnerability factor (e.g., Gilbertson 
et al., 2006), yet improvement of PTSD symp-
toms is also associated with increases in WMC 
(e.g., Mozzambani et al., 2017) and increases in 
hippocampal volume (e.g., Bremner, Elzinga, 
Schmahl, & Vermetten, 2007).

Attentional focus toward threat. After sexual 
assault, there are shifts in attentional processes 
with the development of trauma-related psycho-
pathology. Individuals with anxiety show atten-

tional biases towards threat, defined as differential 
allocation of attention towards threat relative to 
neutral stimuli, including an attentional bias 
towards trauma-related stimuli in PTSD (e.g., 
Lee & Lee, 2012). In addition to enhanced threat 
detection, individuals with PTSD may also expe-
rience increased difficulty disengaging from 
trauma-related stimuli (e.g., Pineles, Shipherd, 
Mostoufi, Abramovitz, & Yovel, 2009). Both 
attentional bias towards trauma-related cues and 
difficulty disengaging from trauma-related stim-
uli may alter retrieval of information.

Despite attentional biases towards trauma- 
related information, individuals with PTSD do 
not consistently show better memory recall of 
trauma-related information compared to those 
who are trauma-exposed but without PTSD or 
those without a history of trauma (e.g., McNally 
et al., 1998). This paradox may be explained by 
the vigilant-avoidance hypothesis where, after 
initial attention towards threat, individuals with 
anxiety subsequently direct attention away from 
threat (Mogg, Bradley, Miles, & Dixon, 2004). 
This attention away may, in turn, interfere with 
detailed processing, elaboration, and encoding of 
information. In individuals with PTSD, some 
studies are consistent with this vigilance- 
avoidance hypothesis (e.g., Adenauer et al., 2010) 
while others only find attention towards threat 
(e.g., Kimble, Fleming, Bandy, Kim, & Zambetti, 
2010). Finally, these processes have implications 
for the maintenance of PTSD after sexual assault 
given that quick avoidance of trauma reminders 
may impede emotional or more elaborative pro-
cessing, important for inhibitory learning and the 
reduction of fear (e.g., Craske, Treanor, Conway, 
Zbozinek, & Vervliet, 2014).

Interpretation bias. Following sexual assault, 
information processing biases towards trauma- 
related information may cause individuals to feel 
as if they are in a state of current threat, influenc-
ing the trajectory of recovery following trauma 
(e.g., Dalgleish, 2004; Ehlers & Clark, 2000). 
Selective attention to threat may lead to disrup-
tions in subsequent processing stages, resulting 
in interpretive biases (White, Suway, Pine, Bar- 
Haim, & Fox, 2011). Interpretation bias, or the 
tendency to interpret novel information from the 
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environment as threatening, often occurs after 
individuals have been sexually assaulted. For 
example, Elwood, Williams, Olatunji, and Lohr 
(2007) rated the threatening film clips as more 
predictable and as more quickly increasing in 
risk than those who had not been assaulted. These 
biases may be even more pronounced among 
individuals who go on to develop psychopathol-
ogy, with higher threat-related interpretation bias 
among individuals with PTSD (e.g., Amir, Elias, 
Klumpp, & Przeworski, 2003).

Autobiographical memory. Autobiographical 
memory refers to individual person’s recollec-
tions of his or her life (Williams, Conway, & 
Cohen, 2007). These memories can be specific to 
a particular moment and context or more general 
autobiographical memories referring to events 
with similar characteristics or events over an 
extended period of time (e.g., going out with 
friends on my 21st birthday versus birthday par-
ties I have had). Notably, when instructed to 
recall specific memories, individuals with PTSD 
tend to narrate general memories of events, 
termed overgeneral memory, even with repeated 
instruction or prompting in relation to a positive 
and negative cue word (e.g., happy, hurt), includ-
ing those with PTSD after sexual assault; this 
deficit is also seen with individuals with major 
depressive disorder and may be an effect of psy-
chopathology or trauma exposure (Barry, Lenaert, 
Hermans, Raes, & Griffith, 2018; Moore & 
Zoellner, 2007).

Overgeneral memory following sexual assault 
and related psychopathology may serve to reduce 
or dampen the emotional focus and allow avoid-
ance of specific memories. The CaRFAX model 
(Williams, 2006) argues that cues capture cogni-
tive resources through the activation of rumina-
tive, repetitive thinking and truncates the search 
for specific autobiographical memories both 
through reduced executive capacity and func-
tional avoidance of emotional material. Reduced 
autobiographical memory specificity has also 
been presented as an affect-regulating strategy 
and as avoidant coping style (e.g., Herman, 
Ostrander, Mueller, & Figueiredo, 2005), serving 
as a protective mechanism that buffers the emo-
tional pain associated with traumatic experiences 

and may reflect a learned memory retrieval block-
ing (Williams, 2006). Overgeneral memory func-
tioning has been linked to impaired problem 
solving (Williams, 2006) and delayed recovery 
from affective disorder episodes (Serrano, 
Latorre, Gatz, & Montanes, 2004).

 Implications for Treatment 
of Sexual Assault-Related 
Psychopathology

Of the empirically-supported treatments for 
PTSD (Cusack et al., 2016), both prolonged expo-
sure (PE; Foa, Rothbaum, Riggs, & Murdock, 
1991) and cognitive processing therapy (CPT; 
Resick & Schnicke, 1992) were both developed 
for addressing psychopathology following sexual 
assault. These and other empirically-supported 
psychotherapies such as narrative exposure ther-
apy (NET; e.g., Neuner, Schauer, Klaschik, 
Karunakara, & Elbert, 2004) and trauma-focused 
cognitive behavioral therapy in children (TF-CBT; 
e.g., Cohen, Deblinger, Mannarino, & Steer, 
2004) include an explicit focus on the memory 
for the traumatic event. These interventions can 
be more broadly understood within a network 
model of memory, where trauma memories fit 
into an overarching schema, defined as a packet 
of information associated with a specific concept 
(e.g., walking the dog, dangerous men, rape). 
These associations affect memory, providing fil-
ters that drive subsequent retrieval (e.g., Norman, 
Newman, & Detre, 2007). Specifically, the more 
meaningfully-related pieces of information are to 
one another and grouped together during repeated 
memory retrieval, the better new information can 
be retrieved. This refers to what is termed elabo-
rative processing.

One candidate for shifting and elaborating the 
meaning of the memory for the traumatic event 
may be negative beliefs about one’s self, others, 
and the world. Indeed, in PTSD treatment, mean-
ing changes differentially underlie symptom 
changes in exposure therapy compared to phar-
macotherapy (e.g., Cooper, Zoellner, Roy-Byrne, 
Mavissakalian, & Feeny, 2017). This is also 
 consistent with an inhibitory learning approach. 
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With new inhibitory learning, new meanings 
among associations are created that alter future 
retrieval, inhibiting associations that inappropri-
ately signal threat and instead promoting new, 
more flexible or ambiguous meaning associations 
that are linked with more adaptive responses 
(Craske et al., 2014). Thus, across psychothera-
pies, a common hypothesized mechanism 
involves creating new meaning via effortful 
retrieval as a way to shape future, adaptive mem-
ory retrieval and reduce trauma-related psycho-
pathology. For example, in prolonged exposure 
therapy, when a sexual assault survivor repeat-
edly revisits the memory of the rape via imaginal 
exposure, she may come to alter her beliefs that 
“I should have prevented the rape; I’m such a 
weak person” as she recalls details of the perpe-
trator’s hand on her throat, feeling short of breath, 
his verbal threats of killing her, and how she 
thought he really could kill her. Her new associa-
tive meanings may be something akin to, “I did 
what I needed to do to survive; if I didn’t acqui-
esce, I would have been killed.” This may help 
explain the process observed by Breuer and Freud; 
adaptive memory retrieval can facilitate recovery.

 Limitations of Understanding 
Memory for Sexual Assault

Obviously, from a legal perspective, there is a 
push to “know the truth.” Historical and current 
failures to believe the memories of sexual assault 
survivors make many reticent to come forward. 
Recognizing that memories are complex and 
dynamic, include gaps and sometimes errors, 
ought not be used against sexual assault survivors, 
but instead provide a general framework for 
understanding the range of sexual assault memo-
ries. This ought to allow for a more flexible under-
standing of the range sexual assault memories can 
take and reduce inaccurate, misguided judgments 
about what “ought to be remembered.”
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The Impact of Sexual Assault 
on Sexual Function: Strategies 
for Treatment and Prevention

Catalina Vechiu

Sexual victimization is a pervasive problem asso-
ciated with immediate and long-term psychopa-
thology and sexual health impairment. The 
impact of sexual assault on mental health has 
been extensively examined. Findings indicate 
that women who experience sexual assault are 
more likely to use illicit drugs, report symptoms 
of anxiety, depression, or posttraumatic stress 
disorder (PTSD), and interpersonal difficulties in 
comparison to the general population (Briere & 
Jordan, 2004; Tolin & Foa, 2006). Ample evi-
dence indicate that sexual victimization is also 
associated with negative sexual health outcomes 
including orgasm difficulties, inhibited arousal or 
desire, fear of sex, negative attitudes about sex, 
and engaging in risky sexual behaviors (Leonard 
& Follette, 2002; Lutfey, Link, Litman, Rosen, & 
McKinlay, 2008; Rellini & Meston, 2007). 
Although there is little disagreement that sexual 
assault is associated with negative mental health 
sequelae, the treatment of sexual dysfunction is 
subject to considerable debate. Evidence-based 
treatments for trauma-related sequelae have been 
extensively examined, and variations of cognitive 
behavioral therapy (CBT) have been demon-
strated to successfully treat commonly experi-
enced trauma-related psychopathology (i.e. 
depression, anxiety, and PTSD; Resick, Nishith, 
Weaver, Astin, & Feuer, 2002). There is a dearth 
of research on protocols assessing and treating 

female sexual functioning following experiences 
of sexual victimization. As such, the aim of this 
chapter is to identify the key findings and gaps in 
the literature regarding the treatment and preven-
tion of sexual dysfunction and discuss strategies 
for intervention. The chapter will begin with a 
brief overview of the prevalence rates of sexual 
assault and sexual dysfunction disorders, fol-
lowed by an examination of evidence-based 
treatments of sexual dysfunction including best 
practices for assessment and intervention.

 Definitions and Prevalence

 Prevalence of Sexual Assault

Epidemiological studies indicate that exposure to 
traumatic events may vary dramatically based on 
gender. The pattern of findings indicates that men 
broadly have a higher risk of exposure to trau-
matic events and that the overall rate of trauma 
exposure does not appear to be higher among 
women (Breslau, Davis, Andreski, & Peterson, 
1991; Creamer, Burgess, & McFarlane, 2001). 
Despite lower exposure to traumatic events, 
women have a higher likelihood of experiencing 
certain trauma types. For instance, in a national 
sample of U.S. adults the overall prevalence rate 
for sexual assault victimization was 29.7%, but 
42.4% of women reported a history of sexual 
assault in comparison to 15.8% of men (Kilpatrick 
et  al., 2013). Data from the National Intimate 
Partner and Sexual Violence Survey found that an 
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estimated 19.3% of women and 1.7% of men 
were raped during their lifetime and an estimated 
1.6% of women reported being raped in the 
12 months preceding the survey (Breiding et al., 
2014). Consistent with the findings from 
Kilpatrick et  al. (2013), an estimated 43.9% of 
women and 23.4% of men reported experiencing 
other forms of sexual violence during their 
 lifetimes, including unwanted sexual contact, 
noncontact unwanted sexual experiences, sexual 
coercion, and being made to penetrate (Breiding 
et al., 2014). These findings are consistent with 
previous studies indicating that women are more 
likely to experience interpersonal assaults, such 
as sexual abuse in childhood or adulthood and 
rape (i.e. Breslau, Davis, Andreski, Peterson, & 
Schultz, 1997; Kessler, Sonnega, Bromet, 
Hughes, & Nelson, 1995). For these reasons, the 
focus of this chapter is on the experiences of sex-
ual assault and sexual dysfunction for women.

 Prevalence of Sexual Dysfunction

Sexual dysfunction is a major health concern in 
the general population and associated with 
impaired quality of life, diminished satisfaction 
with one’s sexual life, and personal and/or rela-
tionship difficulties. In the Diagnostic and 
Statistics Manual of Mental Disorders (DSM-5), 
sexual dysfunctions “are typically characterized 
by a clinically significant disturbance in a per-
son’s ability to respond sexually or to experience 
sexual pleasure” (American Psychiatric 
Association [APA], 2013, p.  423). For women, 
there are currently three sexual dysfunctions:

 1. Female orgasmic disorder: Presence of one 
or both of the following: delay, infrequency, 
or absence of orgasm, and/or reduced inten-
sity of orgasm present 75–100% of the time.

 2. Female sexual interest/arousal disorder: 
New category that represents the combination 
of sexual desire and arousal disorders diag-
nosed by the decrease or absence of three of 
the following: sexual activity, sexual interest, 
erotic thoughts or fantasies, initiation of sex-

ual activity or responsiveness to a partner’s 
attempts, sexual excitement, response to sex-
ual cues, and genital and nongenital sensa-
tions during sexual activity.

 3. Genito-pelvic pain/penetration disorder: 
New category that represents the merging of 
dyspareunia and vaginismus and diagnosed by 
the persistence and recurrence of one or more 
of the following difficulties: vaginal penetra-
tion, marked vulvovaginal or pelvic pain dur-
ing penetration or attempt at penetration, fear 
or anxiety about pain in anticipation of, dur-
ing, or after penetration, and tightening or 
tensing of pelvic floor muscles during 
attempted penetration (APA, 2013).

Sexual dysfunction is highly prevalent, with data 
from the 1992 National Health and Social Life 
Survey in the United States estimating that 43% 
of women experience sexual dysfunction 
(Laumann, Paik, & Rosen, 1999), with 37.7% of 
women reporting low sexual desire, 25.3% report 
low arousal, and 21.1% reporting difficulties 
with orgasm (Shifren, Monz, Russo, Segreti, & 
Johannes, 2008). In studies examining DSM-IV 
female sexual dysfunction disorders, estimates of 
dysfunction are highest for orgasmic disorder 
(4–7% in the general population and 5–42% in 
primary care settings) and sexual interest/arousal 
disorders (6–46% in the general population), fol-
lowed by dyspareunia (now genito-pelvic pain 
penetration disorder; 3–18% in the general popu-
lation and 3–46% in primary care settings) and 
vaginismus (now genito-pelvic pain penetration 
disorder; 0.5–1% in the general population and 
up to 30% in primary care settings) (APA, 2000; 
Frank, Mistretta, & Will, 2008; Simons & Carey, 
2001). Despite findings that the rate of sexual 
dysfunction increases with age and tends to be 
highest around middle age, younger women also 
experience high rates of sexual dysfunction. In a 
study examining rates of sexual dysfunction in a 
sample of women age 18–39, Laumann et  al. 
(1999) found that 18% of women reported expe-
riencing pain during sexual intercourse, 27% of 
women reported an inability to achieve orgasm, 
and 32% reported an absence of sexual interest.
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Epidemiological studies examining the preva-
lence rates of sexual dysfunction in women with 
a history of sexual trauma have found that 60% of 
women with a history of sexual assault or rape 
report a sexual dysfunction (Öberg, Fugl-Meyer, 
& Fugl-Meyer, 2004). Victims of rape during 
childhood report problems with desire and 
arousal (Van Berlo & Ensink, 2000), vaginismus, 
and orgasm problems (Lutfey et  al., 2008). 
Women with a history of childhood sexual abuse 
(CSA) experience sexual difficulties that may 
persist for several years, such as orgasm prob-
lems, painful intercourse, sexual dissatisfaction, 
and a lack of sexual interest and arousal (Loeb 
et  al., 2002; Najman, Dunne, Purdie, Boyle, & 
Coxeter, 2005). The experience of rape in adult-
hood doubles the risk of developing sexual diffi-
culties (Letourneau, Resnick, Kilpatrick, 
Saunders, & Best, 1996; Lutfey et al., 2008), and 
one of the most consistent findings is that the 
ability to achieve orgasm is significantly impaired 
in women with a history of sexual assault. For 
instance, in a nationally representative sample of 
Swedish women two-thirds of those sexually 
abused reported at least one sexual dysfunction, 
and all types of sexual abuse (i.e. vaginal penetra-
tion, genital manipulation, etc.) except abusive 
cunnilingus were associated with lower levels of 
achieving orgasm (Öberg, Fugl-Meyer, & Fugl- 
Meyer, 2002). Additionally, 81% of the women 
who reported being abused several times had one 
or more sexual dysfunctions in comparison to 
54% of women who reported being abused one 
time (Öberg et al., 2002). Women who were sex-
ually abused also reported lower levels of sexual 
satisfaction in comparison with nonabused 
women (Öberg et al., 2002).

 Comorbid Sexual Dysfunction 
and Psychopathology

Women who have experienced sexual assault 
report higher rates of lifetime anxiety and mood 
disorders (Iverson et al., 2013), are twice as likely 
to experience a major depressive episode follow-
ing assault (Hedtke et al., 2008), and three times 

more likely to have PTSD (Hedtke et al., 2008) in 
comparison with those without such experiences. 
Symptoms of depression and PTSD are often 
comorbid and may include a high degree of over-
lap (Gros, Price, Magruder, & Frueh, 2012). 
Despite the well-documented consequences of 
sexual victimization, data on direct associations 
between victimization and sexual functioning are 
mixed. Specifically, the degree to which psycho-
pathology (i.e. depression and PTSD) influences 
the relationship between sexual victimization and 
sexual functioning is subject to debate. For 
instance, Rellini and Meston (2007) found that 
women with a history of CSA were more likely to 
be depressed in comparison to a sample of nona-
bused women. In a similar sample, Meston, 
Rellini, and Heiman (2006) found an inverse 
relationship between passionate/romantic sexual 
self-schemas and negative sexual affect during 
sexual arousal, which was independent from 
symptoms of depression. Lutfey et  al. (2008) 
found that a history of adult sexual abuse was sig-
nificantly and positively associated with sexual 
dysfunction even after controlling for depression. 
However, it is unclear whether depression is an 
outcome to sexual dysfunction or a contributor, 
particularly as symptoms of depression are inde-
pendently associated with sexual functioning 
(Kashdan et  al., 2011). One longitudinal study 
with women who reported a history of sexual 
assault victimization found that the interaction of 
depressive symptoms with lifetime assault sever-
ity predicted pain experienced during sex over 
1  year (Neilson, Norris, Bryan, & Stapenbeck, 
2017). Women who were victimized during the 
follow-up assessment periods reported less sex-
ual enjoyment and satisfaction and more sexual 
pain, indicating that the acute period following 
assault is associated with more severe symptom-
atology (Neilson et al., 2017).

Furthermore, PTSD has been found to act as a 
moderating factor in the development of sexual 
difficulties in women with trauma histories even 
after controlling for depression (Letourneau 
et al., 1996). One study found that women with a 
history of sexual assault who reported having 
PTSD were four times more likely to report sex-
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ual difficulties in comparison with women with a 
history of nonsexual trauma (Haase, Boos, 
Schönfeld, & Hoyer, 2009). Another study with 
female veterans found that women were more 
likely to have a sexual dysfunction if they had 
PTSD in comparison with women without PTSD 
(Breyer et  al., 2016). Studies that examine the 
relationship of sexual victimization with trauma 
and PTSD typically evaluate this relationship 
using PTSD severity (Blais, Geiser, & Cruz, 
2018). Examining this association with symp-
tom clusters may provide a more nuanced 
 understanding of the mechanisms involved. One 
such study found that symptoms of hyperarousal 
and numbing were the most closely associated 
with impaired sexual functioning (Schnurr et al., 
2009). A more recent study with female veterans 
who experienced military sexual trauma found 
that negative alterations in cognitions and mood, 
anhedonia, and dysphoric arousal symptom clus-
ters fully mediated the association between 
assault with sexual satisfaction and function 
(Blais et  al., 2018). These results indicate that 
PTSD may function as an important mediator 
variable. The frequent comorbidity and signifi-
cant symptom overlap between depression and 
PTSD may make it difficult to delineate the 
effects of each disorder on sexual functioning, 
particularly because both appear to uniquely 
impact the relationship between sexual abuse 
and sexual functioning (Letourneau et al., 1996).

 Evidence-Based Treatments 
and Best Practices

Survivors of sexual assault often face multiple 
challenges that are not adequately addressed 
by the “gold standard” treatments for trauma-
related distress. Specifically, trauma responses 
can generalize beyond specific triggers to 
impair sexual functioning, where women may 
experience negative cognitions and beliefs 
regarding sexual relationships, desired sexual 
activities, self-esteem regarding their sexual-
ity, and appropriate and healthy sexual behav-
ior and intimacy. Impairments in these domains 
may not be adequately captured by PTSD diag-

nostic criteria and may therefore warrant a 
multi-pronged approach to treatment. There 
are empirically based treatments for trauma-
related distress, particularly PTSD, but few 
empirically validated treatments for sexual 
dysfunction (see O’Donohue, Dopke, & 
Swingen, 1997 and O’Donohue, Swingen, 
Dopke, & Regev, 1999 for a review) and even 
fewer treatments that specifically target comor-
bid PTSD and sexual dysfunction. For this rea-
son, we propose the use of exposure therapy 
(i.e. Prolonged Exposure, Cognitive Processing 
Therapy) provided concurrently with tradi-
tional treatment components of sex therapy 
(i.e. sensate focused exercises and 
mindfulness).

 Assessment

A comprehensive assessment should be con-
ducted in order to formulate a treatment plan. 
Wincze and Weisberg (2015) suggest conduct-
ing an evaluation over one to three sessions 
depending on the severity of the presenting 
problems and partner involvement. The first ses-
sion can be conducted with a partner, if avail-
able and interested, the second session is often 
conducted with the client alone, and the third 
session serves as an opportunity to present an 
initial case formulation and outline for treat-
ment. During the assessment phase, the follow-
ing domains should be evaluated:

• Psychosexual/psychosocial history: Including 
experiences of sexual trauma or abuse, personal, 
family, and cultural beliefs about sexuality, psy-
chological and interpersonal factors, history of 
psychological distress, partner attitudes and 
beliefs, patient’s self-esteem and coping skills.

• Sexual history: Including sexual activity, prac-
tices, experiences, problems and satisfaction, 
positive and negative sexual relationships.

• Medical history: Including the use of medica-
tions and substances, past or present sexually 
transmitted infections (STIs), reproductive, 
menstrual and obstetric histories as well as an 
evaluation of childhood/adolescence surgeries, 
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disease, medical care, and how they experienced 
secondary sex changes.

• Self-report questionnaires: Brief measures, 
such as the Female Sexual Functioning 
Inventory (FSFI; Rosen et  al., 2000), Sexual 
Functioning Questionnaire (SFQ; Quirk et al., 
2002), and daily diaries and sexual encounter 
logs such as the Sexual Encounter Profile for 
Women, can be administered regularly for the 
assessment of sexual problems.

A comprehensive psychosocial/psychosexual 
history can aid the clinician in developing a case 
formulation for trauma-related distress such as 
PTSD and sexual dysfunction. Discussions 
about sexuality, particularly after sexual assault, 
can often be uncomfortable for both the client 
and the clinician. This can impact the client’s 
willingness to discuss sexual health concerns 
and the type of information the client is willing 
to disclose during assessment and therapy. 
Several models for facilitating a conversation 
regarding sexual concerns, building rapport, and 
engendering client comfort have been devel-
oped. One of the most widely researched 
approaches is the Extended Permission giving, 
Limited Information, Specific Suggestions, and 
Intensive Therapy (EX-PLISSIT; Davis & 
Taylor, 2006; see Table 21.1) model and will be 
discussed in detail next.

 EX-PLISSIT Model

The EX-PLISSIT model is an extension of the 
widely used PLISSIT (Permission, Limited 
Information, Specific Suggestions, Intensive 
Therapy) model that is utilized by clinicians as 
both a facilitator of conversations regarding the 
sexual healthcare needs of clients as well as a 
foundation for the treatment of sexual dysfunc-
tions (Annon, 1976). A core feature of the 
extended model is permission-giving at each 
stage of the model. An additional feature is 
reflection, during which time the clinician sur-
veys his or her own attitudes about the client 
and his or her dysfunction and how this may 
impact the care the clinician provides (Taylor & 

Davis, 2006). A third element is review, during 
which time the clinician seeks the client’s per-
spective on their sexual health concerns during 
the current session and at future visits (Taylor & 
Davis, 2006).

Permission-giving. The first level of the 
EX-PLISSIT model involves giving clients per-
mission to voice concerns regarding their sexual 
health by broaching the subject first. Clients are 
often embarrassed or uncomfortable raising the 
topic of sexual difficulties and by giving clients 
permission to openly discuss their concerns clini-
cians have the opportunity to normalize sexuality. 
During this stage, clinicians should explicitly 
invite the client to express any concerns by ask-
ing direct questions. It is also important to 
remember that hesitation on the part of the client 
may not necessarily reflect an unwillingness to 
discuss sexual health concerns. It might be help-
ful to ask questions such as “Would you like to 
talk about this further?” to gauge the client’s level 
of comfort and willingness to discuss sexual 
health (Taylor & Davis, 2006). Permission to dis-
cuss sexual health issues should not only be given 
once; further permission-giving is necessary to 
inform the client that they may discuss their sex-
ual health worries at any stage or session.

Limited Information. The second level of the 
EX-PLISSIT model necessitates further 
permission- giving because the client may not 
feel at ease to disclose all of their sexual con-
cerns. Thus, the information the clinician pro-
vides should be relevant to the sexual topics the 
client chooses to discuss. This stage highlights 
the clinician’s role as a source of information and 
it is an optimal opportunity for providing limited 
factual information, clarifying misinformation, 
and discussing common sexual myths. The clini-
cian can provide this information via different 
modalities and can direct client to websites, 
books, or brochures that normalize any sexual 
health concerns that the client may have.

Specific Suggestions. At this level, information 
gathered from the comprehensive assessment of 
the client’s sexual health concerns is incorporated 
into individualized specific suggestions that 
address concerns beyond sexual behavior. This 
includes a problem-solving approach that requires 
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Table 21.1 EX-PLISSIT model of initiating discussion of sexual dysfunctions

Level Scope Examples
Permission- 
giving

Give permission for the client to 
comfortably discuss their sexual health/
dysfunction concerns in a nonjudgmental 
and relaxed environment

“Clients who have experienced sexual assault often 
experience sexual difficulties. What has been your 
experience?”
“How satisfied are you with your current sexual 
relationships?”
“Many clients find that they often experience changes 
in their sexual satisfaction/desire/interest. Is it okay if 
we discuss this?”

Limited 
Information

Provide accurate information, correct 
misconceptions, and normalize the 
client’s experiences

“This brochure provides information on some of the 
common side effects of [medication] including some 
information on sexual activity. Once you’ve read it, 
let’s discuss some of your questions at your next 
session”

Specific 
suggestions

Make specific suggestions for the 
patient’s particular concern by adopting 
a problem-solving approach

“How would you and your partner feel about 
incorporating other sexual activities to help you 
reconnect?”
“To address the issue of [concern], let’s consider a few 
activities that you can still safely enjoy until you 
recover. What can you focus on?”

Intensive 
therapy

Identify further resources for the elicited 
concerns and provide specialist referrals

“Some clients find it helpful to talk to someone who 
has experience in this area. Are you interested in getting 
more support for the issues we’ve discussed?”
Some clients with a history of trauma and PTSD can 
benefit from therapy for sexual concerns. I’d like to tell 
you about the options available for treatment
“There are a number of websites/books that some of my 
clients with similar concerns have found helpful. Are 
you interested in that information?”

Review Seek the client’s perspective “Are there any other concerns/things that you might 
think of?”
“How useful was the brochure I gave you in answering 
some of your questions about sexual activity?”
“What might your partner think/feel about this?”
“At your last session, we discussed [concern] and you 
mentioned [client issue]. How has this been since we 
last talked?”

Reflect Challenge own assumptions and develop 
knowledge informally or through 
supervision with peers

“Which conversations make me feel uncomfortable or 
embarrassed?”
“When was the last time a patient expressed concerns 
with their sexual life?”

Adapted from Taylor and Davis (2007)

more knowledge and experience in the domain of 
sexual dysfunction. Permission- giving should 
also occur at this stage, particularly to encourage 
clients to express concerns regarding the sugges-
tions made by the clinician. It is possible that the 
client may not find them relevant or is uncomfort-
able incorporating the recommendations; giving 
clients permission at this stage facilitates an open 
dialogue and helps the client and the clinician 
implement a problem-solving approach to the cli-
ent’s concerns.

Intensive Therapy. The final level includes 
referral to specialized interventions, which can 
include both psychological and medical assess-
ment and treatment. Within the context of psy-
chosocial treatment, this phase of assessment can 
consist of providing the client with a case con-
ceptualization and rationale for treatment. If dur-
ing the evaluation it is determined that the client 
is experiencing PTSD, this level may be utilized 
as an opportunity to discuss PE as a first-line 
intervention followed by traditional sex therapy.
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The EX-PLISSIT model provides standard-
ization to the discussion of sexual dysfunction 
and enables clinicians to incorporate the ele-
ments of permission-giving at each level, reflec-
tion, and review in order to initiate an open 
dialogue with clients to identify and address 
their individual needs. This framework, how-
ever, does not necessitate a sequential progres-
sion through the different levels. Instead, the 
model allows clinicians to recognize that they 
may not necessarily function at all levels in all 
situations confidently or  competently. For 
instance, if the clinician is faced with an issue 
that may not fall within their scope of practice 
after giving the client initial Permission, the cli-
nician can refer the client to another practitioner 
(Taylor & Davis, 2006).

 Treatment Approaches

The most recent clinical practice guidelines from 
the American Psychological Association (APA, 
2017) strongly recommend the use of cognitive 
behavioral therapy (CBT), cognitive processing 
therapy (CPT), and Prolonged Exposure (PE) as 
first-line interventions for PTSD.  A meta- 
analysis on the effectiveness of psychotherapy 
for PTSD found that on average, 50–70% of 
patients who complete these treatments no lon-
ger met diagnostic criteria for PTSD (Bradley, 
Greene, Russ, Dutra, & Western, 2005). 
Cognitive behavioral therapy for trauma includes 
a broad class of therapies unified by a shared 
emphasis on the relationship among thoughts, 
emotions, and behaviors. Cognitive Processing 
Therapy and PE are variants of CBT, although 
there are conceptual differences regarding the 
theory of mechanisms of change (i.e. PE high-
lights the role of a maladaptive learning process 
in the development of PTSD). All variants of 
cognitive theory view the appraisal of a trau-
matic event as integral to the development and 
maintenance of PTSD (Lancaster, Teeters, Gros, 
& Back, 2016). What follows is a brief descrip-
tion of PE (for a detailed review see McLean & 
Foa, 2011) and CPT (for a detailed review see 
Lancaster, et al., 2016).

Prolonged Exposure consists of 8–15 weekly 
or biweekly sessions that are approximately 
60–90  min in duration focused on gradual and 
systematic exposure to trauma-related memories, 
situations, and feelings. The PE protocol is man-
ualized and includes psychoeducation (PTSD 
symptoms and factors that maintain PTSD, treat-
ment rationale), breathing retraining, in  vivo 
exercises (confronting people, places, and things 
that serve as trauma reminders and triggers), ima-
ginal exposures (revisiting the trauma memory 
and emotionally engaging with the content), and 
emotional processing (open-ended discussion 
about the experiences of the exposures). PE has 
amassed the greatest amount of empirical support 
across various populations with PTSD and other 
comorbid conditions (Zayfert & Black Becker, 
2007). In a review of the existing evidence for 
PE, McLean and Foa (2011) report that 25 ran-
domized controlled trials have been conducted 
that indicate that PE is effective in reducing 
PTSD symptomatology. PE has consistently been 
found to be effective for acute and chronic PTSD 
(Bryant, Sackville, Dang, Moulds, & Guthrie, 
1999; Foa, Keane, Friedman, & Cohen, 2009). A 
meta-analysis found large effect sizes of PE at 
post-treatment, and medium to large effects at 
follow-up time points in comparison to control 
groups (Powers et al., 2010).

Cognitive processing therapy is a variant of 
CBT that focuses on a client’s trauma-related 
cognitions and their subsequent impact on emo-
tions and behaviors. CPT consists of cognitive 
therapy (assimilated-distorted beliefs such as 
denial and self-blame) and exposure elements 
(clients write detailed accounts of the most trau-
matic incident that they read to the therapist and 
themselves) (Resick & Schnicke, 1993). The aim 
of CPT is to identify and restructure maladaptive 
cognitions in order to reduce PTSD symptoms. 
CPT is typically delivered over 12 weekly ses-
sions, which are approximately 50 min in dura-
tion, that place more emphasis on the role of 
maladaptive cognitions in maintaining PTSD. In 
a systematic review of the literature, there was 
moderate strength of evidence of a medium to 
large magnitude benefit of CPT for PSTD symp-
tom reduction, loss of PTSD diagnosis and 
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reduction of comorbid depression (APA, 2017). 
In an RCT comparing CPT and PE in a sample of 
rape victims, results indicate that CPT was as 
successful as PE in treating PTSD and depres-
sion but was superior in remediating guilt cogni-
tions (Resick et al., 2002).

For couples, Cognitive Behavioral Conjoint 
Therapy for PTSD (CBCT) may be another effica-
cious option. CBCT is an evidence-based interven-
tion that targets PTSD and intimate relationship 
functioning (Monson & Fredman, 2012). It con-
sists of 15 treatment sessions  scheduled for 75 min 
each. CBCT is organized into three phases (Brown-
Bowers, Fredman, Wanklyn, & Monson, 2012):

• Phase I: Focus is on providing psychoeduca-
tion and teaching couples conflict manage-
ment skills

• Phase II: Focus is on behavioral methods of 
addressing avoidance and couples engage in 
approaching feared situations

• Phase III: Focus is on trauma-specific apprais-
als and maladaptive conditions that maintain 
PTSD and relationship difficulties

CBCT effectively addresses concerns with 
sexual health and intimacy and symptoms of 
PTSD, while enlisting the client’s partner in treat-
ment. This is particularly important as partners 
may assume a nonsexualized role and engage in 
accommodative behaviors that can facilitate 
avoidance of sexual behavior (Brown-Bowers 
et  al., 2012; Yehuda, Lehrner, & Rosenbaum, 
2015). Partners may also experience their own 
psychological distress that can contribute to prob-
lems with emotional and physical intimacy. A 
study examining CBCT for PTSD with commu-
nity participants revealed large pre- to posttreat-
ment improvements in clients’ and their partners’ 
ratings of clients’ PTSD symptoms (Monson 
et  al., 2011). An earlier version of CBCT with 
Vietnam combat veterans and their wives found 
that veterans reported moderate improvements in 
their PTSD symptoms and large improvements in 
their depression symptoms (Monson, Schnurr, 
Stevens, & Guthrie, 2004). Wives reported large 
improvements in their own relationship satisfac-

tion (Brown-Bowers et  al., 2012). Although the 
extant literature for the effectiveness of CBCT is 
not extensive, it holds promise, particularly as it 
fills an existing treatment gap.

Treatment for sexual dysfunctions can be 
undertaken concurrently with stable treatment for 
PTSD. Sex therapy is often the treatment of 
choice and is a derivative of the intensive and 
daily specialized sex therapy initially developed 
by Masters and Johnson (1970), which targeted 
the alleviation of performance anxiety and 
improvement of sexual pleasure (Vechiu & 
O’Donohue, 2018). Sex therapies can include 
sexual skills training (SST), comprised of sensate 
focused exercises focused on improving sexual 
skills; or orgasm consistency training (OCT) and 
systematic desensitization (SD) if the sexual dys-
function is specific to achieving orgasm or 
genito-pelvic pain during intercourse or 
attempted intercourse respectively (Vechiu & 
O’Donohue, 2018). The common factor of most 
specialized sex therapies is the emphasis on sen-
sate focused exercises, such as nongenital touch-
ing, genital touching, mutual touching, and 
sensual intercourse.

Unfortunately, survivors of sexual trauma may 
find traditional sex therapy challenging due to the 
overt focus on improvement of sexual pleasure. 
Sexual arousal or pleasure can trigger intrusive 
thoughts, flashbacks, dissociation, or feelings of 
guilt and shame, particularly if survivors experi-
enced signs of physiological arousal or orgasm 
despite the lack of consent. This physiological 
response is often difficult for survivors to cope 
with, and they may engage in avoidance of sexual 
activity due to feelings of shame or self-blame. 
Furthermore, specialized sex therapy was ini-
tially based on the sexual response model devel-
oped by Masters and Johnson (1962) and assumes 
a linear progression from arousal to orgasm as 
the outcome of sexual activity. Traditional sex 
therapies may not be well tolerated by survivors 
of sexual trauma as they may need to relearn 
healthy sexual intimacy and relearn to tolerate 
and enjoy their own bodily responses to sexual 
stimuli instead of avoiding them. With orgasm as 
the epitome of “normal” sexual response, survi-
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vors of sexual trauma may experience further 
shame and guilt if unable to achieve orgasm.

As such, alternative approaches may include a 
sex-positive framework, which promotes positive 
regard for sexuality and intimacy, encourages 
openness regarding discussions of sexuality, and 
emphasizes boundaries, safety, and pleasure 
(Baggett et  al., 2017). This may be particularly 
important for survivors of sexual assault because 
they have the opportunity to reclaim their healthy 
sexuality following the unsafe and boundary- 
violating experience of sexual trauma (Baggett 
et  al., 2017). Within this framework, clinicians 
model the acceptance of healthy sexuality. This 
can aid clients in developing healthy romantic 
relationships that lead to improved enjoyment 
sexual intimacy. Sex-positive approaches can be 
implemented from a CBT framework. Specific 
components of sex-positive approaches can 
include:

• Psychoeducation about sex and sexuality: An 
important feature of psychoeducation is dis-
pelling common myths about optimal sexual 
functioning, such as “Women always have an 
orgasm” or “Sex must be spontaneous” or 
“Sexual intercourse always leads to an 
orgasm” (Bitzer & Brandenburg, 2009). Other 
important features include the physiology of 
arousal and the association between PTSD 
symptoms, or the fight or flight response and 
inhibition of sexual arousal. Providing educa-
tion about how these factors can alter an indi-
vidual’s quality of sexual experiences may be 
necessary based on the client’s sexual prob-
lems and current life stressors.

• Skill-building exercises: Sensate focused exer-
cises begin with clothed and nongenital touch-
ing but may also begin with self-stimulation if 
a partner is not present. These exercises can 
decrease sex-related anxiety and avoidance by 
emphasizing sensations instead of perfor-
mance via gradual behavioral exposure to 
sexual stimuli (Wincze & Weisberg, 2015). 
The goal of sensate focused exercises is to 
reduce any expectations or pressure to engage 
in penetrative sex or achieve orgasm. Instead, 

the aim is to increase the focus on sensuality 
and the client’s sensory experience.

• Mindfulness and guided meditation exercises: 
Mindfulness exercises can teach clients to tol-
erate their bodies’ physiological responses 
and trauma-related emotions thereby creating 
a new and positive association with pleasure. 
Cultivating a mindfulness practice can teach 
clients to develop nonjudgmental awareness 
of their thoughts, recognize that they’re just 
thoughts, and purposefully redirect their atten-
tion to physical sensations (Stephenson & 
Kerth, 2017). Mindfulness can be utilized as a 
stand-alone treatment separate from tradi-
tional sex therapies or specific mindfulness 
exercises and relaxation training can be incor-
porated into treatment along with sensate 
focused exercises. One important benefit of 
mindfulness-based therapies (MBT) is that it 
can be used by clients who do not have part-
ners. In a study examining the effects of group 
CBT in comparison with group MBT for 
women with histories of CSA and sexual dys-
function, Brotto, Seal, and Rellini (2012) 
found that women in the MBT condition 
reported increased subjective sexual arousal to 
an erotic film relative to women in the CBT 
condition. Although the women in the MBT 
condition did not report an increase in genital 
sexual arousal, the authors hypothesize that 
the mindfulness training might have aided the 
participants in fully attending to the sexual 
stimulus of the erotic film in the present 
moment and disconnect from negative cogni-
tions (Brotto et al., 2012). A meta-analysis of 
MBT for female sexual dysfunction found 
moderate effect sizes for MBTs in comparison 
to waitlist control groups (Stephenson & 
Kerth, 2017).

Combining trauma-focused and traditional 
modalities of sex therapy can create a treatment 
plan that addresses all of the client’s needs, allevi-
ates or reduces symptoms of PTSD, engenders 
comfort and confidence in the client’s sexuality, 
and improves negative cognitions regarding sexual 
beliefs.
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 Key Gaps in the Literature

Despite the high prevalence of sexual dysfunction 
among women of all ages, sexual dysfunction is 
poorly understood and rarely recognized. The 
under-detection of sexual difficulties is even more 
prevalent for women who have experienced rape 
or sexual assault. There are several key gaps in the 
literature that prevent adequate identification of 
female sexual dysfunction, assessment, and treat-
ment with women with trauma histories: (1) theo-
retical confusion, (2) measurement concerns, and 
(3) few evidence-based therapies.

 Theoretical Confusion

One of the most widely acknowledged criticisms 
regarding extant definitions of female sexual 
functioning centers around the initial diagnostic 
and classification system that was developed 
based on the four-phase model of sexual response 
delineated by Masters and Johnson (1962). This 
model assumed that both women and men experi-
ence a linear progression from excitement, pla-
teau, orgasm, to resolution (Kammerer-Doak & 
Rogers, 2008; Masters & Johnson, 1962). While 
Masters and Johnson’s work revolutionized the 
study of sexual science, recent research indicates 
that the original model may not adequately 
explain female sexuality. Basson (2001) pro-
posed that the sexual response of women is better 
conceptualized as circular and not linear. This 
sexual response model indicate that female sex-
ual functioning consists of multiple biopsychoso-
cial (cognitive, affective, physiological, and 
behavioral) processes that interact to shape wom-
en’s responses to sexual stimuli (Basson, 2001). 
In this model, sexual response is significantly 
affected by women’s satisfaction with the rela-
tionship, self-image, and previous negative sex-
ual experiences (Basson, 2001). Basson (2001) 
notes that women may not experience spontane-
ous desire; rather, they are approached and sexu-
ally stimulated by their partners, which leads to 
arousal and desire. The goal of sexual activity is 
not necessarily orgasm, but rather personal satis-
faction, which can manifest as emotional satis-

faction (i.e. feeling of intimacy with one’s 
partner) and/or physical satisfaction (i.e. orgasm) 
(Basson, 2001). Previous negative or positive 
sexual experiences impact women’s responses to 
sexual stimuli and levels of sexual functioning. 
As such, sexual assault or rape may function as a 
risk factor for female sexual dysfunction. This 
model more adequately captures the intricacies 
of the female sexual cycle, to include both social 
and psychological features, such as physical and 
emotional satisfaction, sexual desire, and emo-
tional intimacy (Basson, 2001).

Although Basson’s model is widely accepted 
within the study of the human sexual response, 
the initial overreliance on Masters and Johnson’s 
four-phase sexual response model placed undue 
attention on sexual performance. Some research-
ers argue that this has created an unrealistic and 
nonrepresentative standard, where a majority of 
women report some sexual concerns (Moynihan 
& Cassels, 2005). If 43% of US women aged 
18–59 (Laumann et  al., 1999) report a sexual 
dysfunction, does this actually conflate the per-
ceived problem or is it a variation of the norm? 
Does this lead women to have greater expecta-
tions for their sexual functioning that is not 
within the norm? Problematic female sexual 
functioning is difficult to quantify, and emotional 
health and personal relationship factors are often 
much more relevant to a client’s well-being than 
the ability to achieve orgasm.

 Measurement Concerns

Although female sexual dysfunction is highly 
prevalent, there are few empirically validated and 
brief standardized protocols for the assessment of 
sexual dysfunction particularly for women with 
comorbid PTSD. Currently, two diagnostic inter-
views are currently available for use, the DeRogatis 
Interview for Sexual Functioning (DISF; 
DeRogatis, 1996) and the Women’s Sexual Interest 
Diagnostic Interview (WSID; DeRogatis et  al., 
2010). The DISF is a 26-item measure of sexual 
function across five domains: sexual arousal, sex-
ual behavior/experience, orgasm, sexual cogni-
tion/fantasy, and sexual drive/relationship. The 
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DISF is available as a semi-structured interview 
that takes approximately 15 min to administer and 
a self-report questionnaire. Both versions have 
demonstrated good psychometric properties, 
although it appears that norms for women with 
sexual dysfunction are currently not available. The 
WSID only assesses hypoactive sexual desire dis-
order (HSDD) in postmenopausal women.

One available self-report instrument that is 
comprehensive is the DeRogatis Sexual Function 
Inventory (DSFI; DeRogatis & Mellisaratos, 
1979), which consists of 254 items across 10 
dimensions that are related to sexual functioning, 
such as gender role definition, body image, sex-
ual satisfaction, fantasies, psychological symp-
toms, and attitudes. The DSFI has demonstrated 
strong psychometric properties and is multidi-
mensional in nature. Due to its length and com-
plexity, the DSFI may not be feasible for 
administration in most clinical settings, particu-
larly as initial evaluations include a battery of 
assessments. The relative drawbacks of the DISF 
and the DSFI are that they are proprietary, which 
necessitates purchase. Few other alternatives 
have been identified.

As a result, there is an overreliance on self- 
report measures. Several validated self-report 
questionnaires are available for assessing female 
sexual dysfunction but a protocol for practicing 
clinicians who are not trained in female sexual 
dysfunction is highly needed. With the exception 
of the DSFI, most existing self-report question-
naires fail to assess psychosocial factors that 
may impact sexual functioning, particularly for 
women who have experienced traumatic events. 
Other salient factors that may be relevant to 
treatment include the onset and duration of the 
sexual difficulties and the context in which they 
occur; whether symptoms predate the traumatic 
event, whether they occur with a specific partner 
or in a particular setting, whether symptoms are 
global, or whether some sexual activities serve 
as triggers for trauma-related memories, 
thoughts, or feelings. Most questionnaires focus 
on current sexual experiences and fail to exam-
ine sexual dysfunction if the respondent does not 
engage in sexual activities during the time of 
assessment.

 Few Evidence-Based Therapies

At present, concerns with sexual satisfaction 
and function are not part of standard screening 
for general mental health, PTSD, or trauma. 
This may be partly due to PTSD diagnostic cri-
teria lacking reference to sexual problems. As a 
result, sexual problems are not incorporated 
into standardized PTSD assessments 
(O’Driscoll & Flanagan, 2016). Additionally, 
some women who have experienced sexual vic-
timization may abstain from sexual activity. 
Therefore, a different assessment approach may 
be necessary to identify and treat women who 
do not engage in sexual activity but are experi-
encing impairment in sexual health. Proper 
identification of women who have sexual dys-
functions and comorbid PTSD or depression is 
necessary for treatment.

Further complicating the treatment of comor-
bid sexual dysfunction and common trauma- 
related distress is the lack of clarity regarding the 
sequence of treatment. Should symptoms of 
depression or PTSD be targeted first or is an inte-
grated approach more appropriate? This is par-
ticularly important as PE and CBT do not 
specifically target changes in women’s intimate 
and personal relationships, sexual expression, or 
sexual difficulties that can manifest following 
sexual assault. When sexual dysfunction is iden-
tified, it may not be prioritized by the client or 
clinician as a primary symptom for intervention. 
Some researchers argue that sexual dysfunction 
may resolve following successful psychological 
treatment for PTSD (Schnurr et al., 2009), but a 
recent meta-analysis found that treatment for 
PTSD had little effect on sexual problems 
(O’Driscoll & Flanagan, 2016). Transdiagnostic 
assessments and intervention options could pro-
vide additional approaches for the treatment of 
sexual dysfunction following sexual assault.

 Implications for Future Research

The sexual functioning of women is a dynamic 
and complex interplay of psychological, biologi-
cal, and sociocultural factors. For women who 
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have experienced sexual assault victimization, 
sexual difficulties may develop through differen-
tial pathways. One potential mechanism is the 
function of PTSD as a mediator. However, the 
current state of the literature examining the asso-
ciation between sexual assault and sexual dys-
function is rife with theoretical and measurement 
issues. There are few evidence-based treatments 
that effectively target symptoms of PTSD and 
depression with sexual dysfunction. Future 
research should include the following 
considerations:

• Indicators of sexual health: More research is 
needed to identify models of positive sexual 
health for women. For instance, current 
models define female sexual health as a lack 
of sexual risk factors (Lustig, 2012). 
However, sexual health is not simply the 
absence of negative consequences; it con-
sists of behavioral, emotional, and cognitive 
aspects of sexuality. Domains to be evalu-
ated can include dating/romantic (i.e. ability 
to negotiate and obtain intimacy in relation-
ships, leaving abusive relationships, con-
dom/contraceptive use), social (i.e. social 
support), individual (i.e. being comfortable 
with one’s sexuality, resisting objectifying 
sex, positive experiences of sexual desire, 
behavior, and experiences without guilt), 
and sociocultural (i.e. access to and ability 
to utilize reproductive healthcare, education 
regarding positive sexual health; Lustig, 
2012).

• Mechanisms of action: Researchers have 
proposed several contributing factors to the 
development of sexual dysfunction in 
women who have experienced sexual assault: 
feelings of shame and guilt, sexual self-
schema, low body image and self-esteem, 
cognitions associated with sexuality, and 
activation of the sympathetic nervous system 
(Pulverman, Kilimnik, & Meston, 2017). 
Unfortunately, studies examining these fac-
tors have yielded inconsistent results due to 
the complex nature of sexual assault 
(Pulverman et  al., 2017). More research is 

needed to identify which mechanisms are 
most relevant for treatment.

• Cultural attitudes about sex: Myths regarding 
ideal sexual relationships may have a negative 
impact on sexual functioning and satisfaction. 
For instance, the concept of marianismo in 
Hispanic American females is rooted in 
Catholicism and places Latina females in roles 
of passivity, caretaking, self-sacrifice, honor, 
and sexual morality (Heinemann, Atallah, & 
Rosenbaum, 2016). Additionally, certain prac-
tices, such as “dry sex” observed in some parts 
of Asia, Latin America, and Sub-Saharan 
Africa impact the presentation of sexual dys-
function. Evaluating cultural beliefs, attitudes, 
and expectations may identify sources of anxi-
ety that can be addressed in treatment. 
Clinicians can evaluate these beliefs by fol-
lowing the guidelines proposed by the 
International Consultation on Sexual 
Medicine: (1) awareness of differences, (2) 
knowledge of the client’s culture, (3) distin-
guishing between pathology and culture, and 
(4) use of a culturally appropriate therapy 
(Heinemann et  al., 2016). Furthermore, sex 
positivity (sex is viewed as more than a purely 
procreative act) and sex negativity (sex is 
viewed as fundamentally procreative) are also 
predictive of sexual functioning (Atallah 
et al., 2016).

• Anchors of sexual satisfaction: Many of the 
standardized measures assessing sexual func-
tion and dysfunction in women incorporate 
one item that assesses global satisfaction with 
one’s sexual life. This practice may be prob-
lematic because women’s perceptions of low, 
high, and everything in between is not com-
prehensively assessed. What counts as low 
and high sexual satisfaction? It is important to 
understand how item responses relate to the 
sociocultural context of women.

Although not exhaustive, it is imperative that 
researchers and clinicians consider psychosocial 
factors that may impact sexual functioning and 
utilize this understanding to develop evidence- 
based assessment and intervention protocols.
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 Conclusion

Sexual dysfunction is a complex and highly prev-
alent class of disorders with multiple etiologies, 
maintaining factors, and pathways to care. Sexual 
functioning is further complicated by interper-
sonal and psychological factors, such as sexual 
assault victimization and subsequent develop-
ment of trauma-related distress such as 
PTSD. Due to the complexity of sexual dysfunc-
tion and comorbid PTSD, there are few 
 evidence- based assessment and intervention pro-
tocols for survivors of sexual assault. Although 
psychological interventions for PTSD and sexual 
dysfunctions are separately available, a unified 
treatment plan is needed. This chapter has pro-
vided suggestions for assessment and treatment 
of sexual dysfunction for women who have been 
sexually victimized. The integration of trauma 
and sex- focused therapy may be a useful way of 
identifying and targeting the factors that shape 
the thresholds for survivors’ experiences of sex-
ual dissatisfaction and dysfunction.
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Impulsivity and Sexual Assault

Brittney M. Holcomb, Colin T. Mahoney, 
and Steven R. Lawyer

 Introduction

The processes that underlie sexual assault perpe-
tration and victimization are varied and complex, 
but impulsivity is one factor related to both per-
petrators and survivors. Impulsivity is generally 
described by a range of disadvantageous or 
potentially harmful behaviors, while impulsive 
sexual decision-making refers to patterns of 
choices surrounding sexual behaviors with little 
regard for or forethought of the potential for neg-
ative consequences. Impulsivity broadly presents 
as a factor associated with perpetration of sexual 
assault. Conversely, impulsive sexual decision- 
making appears to be a consequence of sexual 
assault for some survivors.

 Impulsivity

Impulsivity is not a well-defined construct, yet it 
is well researched. Impulsivity frequently is used 
to describe the way we make behavioral choices 
and traits we may have. These descriptions 
include (but are not limited to) a diminished abil-

ity to delay gratification, acting without fore-
thought or sufficient forethought of consequences, 
disinhibition or lack of self-discipline, self- 
reported diminished abilities to self-regulate (i.e., 
impulsiveness as a personality trait), and inordi-
nate sensation seeking (Costa & McCrae, 1992; 
de Wit, 2008; MacKillop et  al., 2016; Odum, 
2011; Weafer, Baggott, & de Wit, 2013; Whiteside 
& Lynam, 2001). Several models and hypotheses 
have been formulated to understand impulsivity, 
finding some unique facets of impulsivity and 
some construct overlap. Much of the extant 
research, when taken together, suggests that 
impulsivity is composed of three main facets: 
impulsive choice, impulsive action, and impul-
sive personality traits (MacKillop et al., 2016).

Impulsive choice reflects a tendency to devalue 
rewards based upon a temporal delay in receiving 
the reward (i.e., delay discounting or delay of 
gratification; Ainslie, 1975; Logue & King, 1991; 
Schneider & Lysgaard, 1953). Delay discounting 
is a measurable behavioral phenomenon, often 
used to assess impulsive choice by a task involv-
ing a series of choices between two rewards (one 
available immediately or a larger reward avail-
able after a delay). Individual patterns of delay 
discounting are typically measured by establish-
ing the subjective value of a large amount of 
money across a series of delays (e.g., the immedi-
ate subjective value of $100 in a day, a week, a 
month; Rachlin, Raineri, & Cross, 1991) but can 
also be determined for other nonmonetary 
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 outcomes as well such as food, substance use, 
and sexual outcomes (e.g., Johnson & Bruner, 
2012; Lawyer, 2008; Lawyer & Schoepflin, 2013; 
Lawyer, Williams, Prihodova, Rollins, & Lester, 
2010; Odum & Rainaud, 2003; Rasmussen, 
Lawyer, & Reilly, 2010). Lower subjective val-
ues of delayed outcomes are indicated by a 
steeper “rate” of delay discounting, suggesting a 
pattern of preference for smaller-sooner out-
comes over larger-delayed outcomes, indicative 
of difficulty with delaying gratification.

Impulsive action accounts for an inability to 
inhibit a motor response when it would be other-
wise beneficial or necessary (e.g., Fillmore & 
Weafer, 2013; Rosvold, Mirsky, Sarason, 
Bransome, & Beck; 1956). There are several lab-
oratory tasks used to measure impulsive action, 
such as the Go/No-go Task (GNG), the Stop 
Signal Task (SST; Fillmore & Weafer, 2013), and 
the Continuous Performance Test (CPT; Rosvold, 
Mirsky, Sarason, Bransome, & Beck; 1956). 
These tasks all require the examinee to respond 
to a specific cue (e.g., visual stimulus such as an 
arrow pointing one way or the other) by either 
inhibiting a prepotent motor response (e.g., 
mouse click, button click) or engaging in the said 
motor response, depending upon the stimulus. 
Impulsive action is indicated when an individual 
makes a motor response when otherwise 
instructed to inhibit that action.

Impulsive personality traits refer to patterns of 
thoughts, feelings, and behaviors related to one’s 
ability to self-regulate behavior (e.g., Patton, 
Stanford, & Barratt 1995; Whiteside, Lynam, 
Miller, & Reynolds 2005). These traits are fre-
quently measured by self- and other-report ques-
tionnaires that sample a range of qualities. The 
NEO-Personality Inventory-Revised assesses 
neuroticism, extraversion, openness, agreeable-
ness, and conscientiousness, and includes several 
traits (including impulsivity) within these main 
categories (Costa & McCrae, 1992). A measure 
that is more focused upon impulsivity is the 
Barratt Impulsiveness Scale (BIS; Patton et  al., 
1995). Within this scale, there are three subtypes 
of impulsiveness, including attentional, motor, 
and nonplanning impulsivity. Attentional impul-
sivity refers to the inability to sustain attention to 

a task, which includes the subjectively rated dif-
ficulty of doing so and interfering thoughts that 
may occur while trying to concentrate. Motor 
impulsivity suggests a tendency to act in a disin-
hibited fashion. Nonplanning impulsivity reflects 
a lack of ability to plan and dedicate adequate 
time to contemplate a decision, as well as avoid-
ance of or displeasure in challenging mental 
tasks. Together, impulsivity is a complex con-
struct, wrought with vague description or con-
flicting definitions amongst researchers, but it is 
certainly related to a variety of problematic 
outcomes.

Impulsivity and Perpetrators 
of Sexual Assault

Sexual Assault Perpetration 
and Impulsive Choice

Sexual assault perpetration is one such issue 
related to impulsivity. Impulsive choice differen-
tiated offenders (sexual and nonsexual) from 
nonoffenders by using a delay discounting mea-
sure such that offenders more greatly devalued 
hypothetical monetary rewards due to delay in 
their receipt, as compared to nonoffenders 
(Arantes, Berg, Lawlor, & Grace, 2013; Hanoch, 
Rolison, & Gummerum, 2013). In other words, 
offenders demonstrated greater impulsive choice 
tendencies regarding financial gain. Conversely, 
delay discounting of hypothetical money did not 
differentiate juvenile offenders and nonoffenders 
(Wilson & Daly, 2006). Of note, the impulsive 
choice literature (in relation to sexual perpetra-
tion) mainly utilizes sex offender populations, 
rather than a more representative sample of per-
petrators. Incarcerated sexual offenders overrep-
resent perpetrators in other sexual assault 
research, as most assaults are never reported and 
therefore most perpetrators are community mem-
bers (Ingemann-Hansen, Brink, Sabroe, 
Sorensen, & Charles, 2008).

In one study of college men, those who self- 
reported having perpetrated sexual assault by use 
of verbal coercion demonstrated significantly 
greater impulsive choice for sexual outcomes but 
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not monetary outcomes, as compared to men who 
denied perpetration (Emond, Gagnon, Nolet, 
Cyr, & Rouleau, 2017). This implies that college 
perpetrators of sexual assault demonstrate 
domain-specific discounting for sexual out-
comes. In other words, these perpetrators did not 
exhibit broad impulsive choice across a variety of 
situations, but rather were specifically impulsive 
when faced with sexual decision-making tasks.

Sexual Assault Perpetration and Impulsive 
Action. Some mixed evidence suggests that incar-
cerated adult sexual offenders evidence more 
impulsivity than pedophilic perpetrators on mea-
sures of impulsive action of prepotent motor 
responses (Carvalho & Nobre, 2012; Joyal, 
Beaulieu-Plante, & de Chanterac, 2014). This 
suggests that pedophiles have more self-control 
over their overt behaviors, whereas perpetrators 
of sexual violence against adults struggle more 
with disinhibition of their behaviors. However, 
Kalal (2000) found that self-reported impulsive 
action related to lack of motor control did not dif-
ferentiate pedophilic offenders from nonsexual 
violent offenders nor those of a community sam-
ple, and Snowden, Smith, and Gray (2017) found 
that impulsive motor actions did not differentiate 
a sexual and nonsexual offender sample from a 
community sample. These mixed findings indi-
cate a clear need for further research regarding 
impulsive action among sexual assault perpetra-
tor groups, as well as a need to study impulsive 
sexual actions.

Sexual Assault Perpetration and Impulsive 
Traits. Those who have perpetrated sexual assault 
against women typically endorse various contrib-
uting factors, including antisocial (i.e., psycho-
pathic) traits, difficulty incorporating societal 
and legal behavioral expectations, authority 
problems, family conflicts, underachievement, 
and impulsivity (DeGue & DiLillo, 2004; 
Giotakos, Markianos, Vaidakis, & Christodoulou, 
2003; Hoertel, Le Strat, Schuster, & Limosin, 
2012; Kosson, Kelly, & White, 1997; Mouilso, 
Calhoun, & Rosenbloom, 2016; Zawacki, Abbey, 
Buck, McAuslan, & Clinton-Sherrod, 2003). 
Impulsivity is frequently combined with other 
behavioral patterns or traits to form the construct 
of psychopathy or antisocial personality (Guay, 

Ruscio, Knight, & Hare, 2007; Hare, 2003; 
Lewing, 2006), which complicates understanding 
the unique influence of impulsivity on perpetra-
tion. For example, those meeting criteria for 
attention-deficit/hyperactivity disorder (ADHD) 
and conduct disorder (CD; a disorder character-
ized by antisocial behaviors) are significantly 
more likely to employ physical and sexual 
aggression in relationships (Theriault & 
Holmberg, 2001). However, when Theriault and 
Holmberg (2001) accounted for impulsive action 
(in this case, verbal disinhibition), ADHD and 
CD were no longer significant predictors of 
aggression.

Zinzow and Thompson (2015a) found that 
college men who perpetrated sexual assault 
reported more impulsivity and engagement in 
risky behaviors, such as high-risk drinking, drug 
use, and having a higher number of sexual part-
ners than nonperpetrating controls. Furthermore, 
men who admitted perpetrating multiple sexual 
assaults scored significantly higher on measures 
of antisocial personality traits (e.g., low empathy, 
impulsivity, superficial charm, pervasive anger) 
and sexually aggressive beliefs, as compared to 
single offenders. Those men admitting to more 
severe tactics of sexual assault, such as physical 
force, also reported significantly more antisocial 
personality traits and sexually aggressive beliefs 
as compared to those who used verbal coercion 
and nonperpetrators (Zinzow & Thompson, 
2015b). Within another college sample, impul-
sive and antisocial traits distinguished perpetra-
tors of sexual assault from nonperpetrators 
(Mouilso & Calhoun, 2013).

However, some researchers report weak rela-
tionships between impulsivity traits and sexual 
assault. Voller and Long (2010) measured per-
sonality differences, using the NEO-PI-R (Costa 
& McCrae, 1992) between college men, who 
were divided into three groups based on perpetra-
tion status, specifically perpetrators of rape, sex-
ual assault perpetrators, and nonperpetrators. 
Perpetrators of rape endorsed significantly differ-
ent personality traits than sexual assault perpetra-
tors, who were actually more similar to 
nonperpetrators. Rape perpetrators scored signif-
icantly lower on agreeableness, extraversion, and 
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conscientiousness, and scored higher on neuroti-
cism than non-perpetrators. Contrary to other 
findings, rape perpetrators did not significantly 
differ from other groups on impulse control or 
self-discipline. Voller and Long (2010) hypothe-
sized that these groups did not differ from each 
other on measures of impulsivity because the 
sample group consisted of college men, who may 
have better impulse control and have therefore 
not been arrested for their sexual aggression (as 
compared to incarcerated offenders).

Wegner, Pierce, and Abbey (2014) sampled a 
community group of single, socioeconomically 
and racially diverse young men who had reported 
perpetrating at least one act of sexual aggression. 
The findings indicated that perpetrators who had 
a consensual sexual encounter with their victim(s) 
before the assault(s) reported greater traits of 
impulsivity related to lack of forethought and 
sensation seeking, as compared to perpetrators 
who assaulted their victim(s) first. The clinical 
significance of this finding may be questionable, 
as the perpetrator group with higher impulsivity 
had mean ratings indicative of indifference (i.e., 
far closer to “neutral” ratings than ratings of 
agreement with traits measured). This sample 
was a subset from a larger study, which included 
nonperpetrators as well (Abbey, Jacques-Tiura, 
& LeBreton, 2011). Abbey et al. (2011) found a 
significant relationship between perpetration of 
sexual aggression and traits of impulsivity, but 
this relationship was indirect and better explained 
by hostile masculinity (i.e., dominating, aggres-
sive attitudes toward women) and heavy alcohol 
consumption.

Variability of Impulsivity and Perpetration. 
Impulsivity is likely not a rigid or single-faceted 
trait with a stable relationship with sexual assault 
perpetration. Various types of impulsivity (e.g., 
inattentiveness, behavioral impulsivity, nonplan-
ning) are positively correlated with problem sex-
ual behaviors in a young adult community 
sample, including preoccupation with sexuality 
or being sexually active, inability to control 
repetitive sexual fantasies, inability to control 
sexual urges, and out-of-control repetitive sexual 
behavior (Leppink, Chamberlain, Redden, & 
Grant, 2016). Thompson, Kingree, Zinzow, and 

Swartout (2015) sampled university men’s beliefs 
about rape, frequency of sexual aggression, 
impulsivity, and sexual compulsivity. The authors 
found that various types of sexual aggression 
styles emerged over the men’s four years in col-
lege, including consistently low sexual aggres-
sion, decreasing sexual aggression, increasing 
sexual aggression, and consistently high sexual 
aggression. These participants’ self-reported 
impulsive actions (e.g., acting before stopping 
and thinking) were positively correlated to the 
men’s reported changes in sexual aggression (i.e., 
the group that reported engaging in decreasing 
levels of sexual aggression also reported less 
impulsivity over time). The authors hypothesize 
that intervention efforts targeted at risk behav-
iors, such as reducing impulsivity, may reduce 
perpetration of sexual aggression.

 Impulsivity and Survivors of Sexual 
Assault

Sexual Assault and Coping. Sexual assault survi-
vors sometimes engage in strategies, such as 
avoidant coping, in attempts to manage over-
whelming distress. Avoidant coping strategies are 
used to relieve distress without confronting the 
origin of the distress itself (Ullman, Peter- 
Hagene, & Relyea, 2014) and increase risk of 
developing posttraumatic psychopathology fol-
lowing exposure to a trauma (e.g., Benotsch 
et al., 2000; Mellman, David, Bustamante, Fins, 
& Esposito, 2001). In particular, for survivors of 
interpersonal violence, avoidant coping signifi-
cantly predicts posttraumatic stress disorder 
(PTSD) symptoms at two different time points, 
the first within a month of the index trauma and 
the second at follow-up one year later (Krause, 
Kaltman, Goodman, & Dutton, 2008). Thus, 
avoidant coping behavior is typically viewed as 
maladaptive, as it increases vulnerability for 
developing long-term psychological distress. 
One common maladaptive coping behavior fol-
lowing sexual trauma is impulsive sexual 
decision- making (i.e., risky sexual behavior).

Risky Sexual Behavior. Risky sexual behavior 
is relatively common from adolescence to adult-
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hood. The CDC (2015) found that, among high 
school students, 41% have experienced sexual 
intercourse and 30% have had sexual intercourse 
in the previous 3 months; 43% reported that they 
did not use condoms during the last time and 
21% drank alcohol or used drugs before having 
sexual intercourse. Risky sexual behavior can 
include increased promiscuity, sexual intercourse 
without a condom, and early sexual activity 
(Beadnell et  al., 2005; Levy, Sherritt, Gabrielli, 
Shrier, & Knight, 2009). These behaviors increase 
risk for negative health outcomes, such as sexu-
ally transmitted infections (STIs), HIV/AIDS, 
and unexpected pregnancy (e.g., Bryan, 
Schmiege, & Magnan, 2012).

Risky Sexual Behavior and Sexual 
Victimization. In the case of sexual victimization, 
traumatic experiences can have varying effects 
on survivors’ decision-making tendencies in 
future sexual situations. The role of childhood 
sexual trauma is particularly important, as child-
hood sexual abuse (CSA) predicts the likelihood 
of engaging in sexual activity on the first date or 
with a stranger (Molitor, Ruiz, Klausner, & 
McFarland, 2000; Walker et  al., 1999). Women 
with a history of CSA and/or adolescent sexual 
victimization also have a higher number of con-
sensual sexual partners, reduced use of condoms 
during intercourse, a higher incidence of sexual 
intercourse with strangers, increased pregnancies 
during adolescence, higher rates of sexually 
transmitted infections including HIV, are more 
likely to be a younger age at the time of first con-
sensual sexual intercourse, and have higher rates 
of sexual assault after the age of 16 years (e.g., 
Elze, Auslander, McMillen, Edmond, & 
Thompson, 2001; Fergusson, Horwood, & 
Lynskey, 1997; Rodriguez-Srednicki, 2001; 
Siegel & Williams, 2003) than women without 
CSA histories.

Adult sexual trauma is related also to risky 
sexual behavior in women. Multiple assaults are 
associated with higher levels of risk behaviors 
than single assaults, and risky behavior is highest 
in sexual and physical assault groups in compari-
son to nonvictim groups with sexual traumatiza-
tion as the only significant predictor of risky 
sexual behavior (Davis, Combs-Lane, & Jackson, 

2002). Furthermore, Green et  al. (2005) found 
that female college students exposed to a single 
sexual assault incident tend to report significantly 
more risky sexual behavior than those who have 
experienced no trauma, a physical trauma, or a 
noninterpersonal trauma (i.e., traumatic loss). 
Violent sexual assault for females in adolescence 
or adulthood also is significantly associated with 
anticipation of a higher negative reaction from 
sexual partners if the victim refuses unprotected 
sex (Masters et al., 2014).

Risky sexual behavior also occurs following 
sexual trauma exposure in men. For example, sev-
eral studies indicate that sexually abused men 
exhibit increased levels of hypersexuality, prosti-
tution, reduced use of condoms during sexual 
intercourse, and high numbers of consensual sex-
ual partners (e.g., DiIorio, Hartwell, & Hansen, 
2002; O’Leary, Purcell, Remien, & Gomez, 2003; 
Paul, Catania, Pollack, & Stall, 2001) relative to 
nonassaulted men. Sexually traumatized men are 
also more likely than men without a history of 
sexual trauma to have higher rates of STIs, multi-
ple sexual partners, and higher rates of partner 
pregnancy (Jinich et  al., 1998; Lodico & 
DiClemente, 1994; Raj, Silverman, & Amaro, 
2000) than men without a history of sexual trauma.

Characteristics of the trauma are important to 
consider as well in men, with greater frequency 
of CSA associated with higher rates of risky sex-
ual behavior (Paul et al., 2001), and higher coer-
cion during CSA related to elevated rates of risky 
sexual behavior and HIV diagnosis (Jinich et al., 
1998). The relationship between CSA and risky 
sexual behavior is mediated by a higher incidence 
of sexual intercourse with strangers, frequent 
drug use during sexual intercourse, and recently 
having an abusive partner (Paul et  al., 2001). 
Also, in comparison to adolescent females with a 
history of CSA, adolescent males are more likely 
to have higher numbers of consensual sexual 
partners and engage in sexual intercourse that 
results in pregnancy (Raj et al., 2000).

Risky Sexual Behavior as Avoidant Coping. 
Polusny and Follette (1995) theorize that risky 
sexual behavior may be a form of avoidant cop-
ing in which behavioral strategies are used to 
avoid and/or reduce negative internal emotional 
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experiences following trauma, including reexpe-
riencing and numbing PTSD symptoms. 
Emotional avoidance is a process that entails dis-
proportionately high negative evaluations of 
unpleasant internal experiences (e.g., intrusive 
thoughts, dissociative flashbacks), an unwilling-
ness to endure these experiences, and efforts to 
reduce, control, numb, or escape from them 
(Polusny & Follette, 1995).

Risky sexual behavior can also be understood 
as avoidant coping perpetuated by the temporary 
alleviation or suppression of aversive posttrau-
matic distress and subsequent relief (Polusny & 
Follette, 1995). These behaviors can also be 
described as tension-reduction behaviors in that 
they soothe, distract, and/or reduce debilitating 
negative emotionality associated with the trau-
matic event (Briere, 1992, 2001). Thus, risky 
sexual behavior may be a behavioral avoidant 
coping strategy that is negatively reinforced by 
the short-term reduction of distress despite long- 
term posttraumatic difficulties and increased risk 
of revictimization (e.g., Livingston, Testa, & 
VanZile-Tamsen, 2007) and/or other negative 
health outcomes, such as unwanted pregnancy or 
sexually transmitted infections (e.g., Bryan et al., 
2012).

Risky Sexual Behavior and Impulsivity. Risky 
sexual behavior following sexual trauma may be 
mediated by a variety of different factors, includ-
ing condom use self-efficacy (Thompson, Potter, 
Sanderson, & Maibach, 1997), sexual assertive-
ness (Morokoff et al., 1997), and/or self-esteem 
(Low, Jones, MacLeod, Power, & Duggan, 2000). 
However, one aspect of risky sexual behavior that 
has received relatively little study is the influence 
of impulsivity on these health-related decisions 
for sexual trauma survivors, which may be vitally 
relevant to understanding risky sexual behavior 
(Hoyle, Fejfar, & Miller, 2000). Measures of 
impulsive choice may be a potential avenue of 
exploration to determine how state and trait 
impulsivity influence risky sexual behavior for 
this clinical population. Considering delay dis-
counting (i.e., a behavioral measure of impulsiv-
ity) is associated with sexual risk taking, such as 
unsafe sexual activity, sexual infidelity, and infre-
quent condom use (e.g., Daugherty & Brase, 

2010; Johnson & Bruner, 2012; Lawyer & 
Mahoney, 2017), measures of impulsive choice 
may be essential in elucidating this relationship.

Impulsivity and Discounting for Sexual 
Activity. Sexual decision-making and risk-taking 
can be measured with behavioral measures of 
impulsive choice. Steep rates of discounting for 
sexual activity would indicate that an individual 
prefers small amounts of sexual activity over lon-
ger—and perhaps more pleasurable—sexual 
activity at a later date. For instance, these dis-
counting procedures are composed of questions 
such as “which do you prefer, 3  min of sexual 
activity right now or 10 min of sexual activity in 
1 week?” Delay discounting can be influenced by 
the nature of the commodity (i.e., domain speci-
ficity), with evidence that individuals exhibit 
higher rates of discounting for sexual activity 
than money (e.g., Jarmolowicz, Bickel, & 
Gatchalian, 2013). Higher rates of sexual, but not 
monetary, discounting are associated with HIV 
sexual risk behavior and sexual promiscuity 
(Jarmolowicz, Lemley, Asmussen, & Reed, 2015; 
Johnson & Bruner, 2012). Lawyer and Schoepflin 
(2013) have also found varying effects of domain 
specificity, with sexual activity discounting pre-
dicting sexual excitability, but not nonsexual out-
comes or sexual inhibition. The relationship 
between delay discounting and risky sexual 
behavior has received relatively minimal empiri-
cal focus to date. However, examining impulsive 
choice patterns that are contingent upon the com-
modity (i.e., sexual activity) is important to accu-
rately reflect sexual trauma survivors’ engagement 
in impulsive behavior within the context of sex-
ual health.

For example, Johnson and Bruner (2012) 
developed and established a discounting proce-
dure with clinical implications for risky sexual 
behavior. Cocaine-dependent participants indi-
cated their likelihood of having immediate unpro-
tected sex (i.e., without a condom right now) or 
delayed protected sex (e.g., with a condom in 
3  h) with specific photographed individuals 
judged to be sexually desirable when no condom 
was available right away. Participants demon-
strated significantly greater discounting (i.e., 
preference for unprotected sex right now) for 
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partners considered to be the most sexually desir-
able or least likely to have an STI versus those 
found least sexually attractive or most likely to 
have an STI (Johnson & Bruner, 2012). Risk of 
STI and/or unwanted pregnancy may be more 
indicative of risky healthy behaviors within the 
context of sexual activity. Thus, this discounting 
procedure could be particularly relevant for elu-
cidating how moment-to-moment cognitive, 
emotional, and physiological experiences and 
processes can affect the use of risky sexual 
behavior as an avoidant coping mechanism for 
sexual trauma survivors in a controlled, labora-
tory setting.

The mechanisms that underlie the relationship 
between impulsivity and sexual risk-taking 
behavior following sexual trauma remain unclear. 
Impulsivity is a multidimensional construct that 
includes a range of disparate individual differ-
ence factors that remain relatively stable. For 
instance, impulsivity is at times behaviorally 
characterized as a deficit in inhibitory control 
(Logan, Cowan, & Davis, 1984), an insensitivity 
to delayed consequences (e.g., Madden & Bickel, 
2010), and a tendency toward risk-taking (Green 
& Myerson, 2013). In addition, insensitivity to 
risky or punishing outcomes (e.g., STIs, unwanted 
pregnancies) can be measured with a variety of 
laboratory measures including the probability 
discounting task (Green & Myerson, 2013). This 
task is similar to the delay discounting task, 
except that individuals choose between a series 
of relatively small but certain outcomes and a 
larger but probabilistic outcome. Higher subjec-
tive values of probabilistic outcomes are indi-
cated by a shallower ‘rate’ of probability 
discounting, suggesting a pattern of preference 
for larger/uncertain outcomes over smaller/cer-
tain outcomes, indicative of a tendency toward 
engaging in risk-taking.

Although several studies have assessed impul-
sive or risky sexual behavior using self-report 
measures (e.g., Turchik & Garske, 2009), behav-
ioral measures of impulsivity-related constructs 
explain unique variance in negative health-related 
behaviors such as alcohol use and associated 
problems above and beyond self-report measures 
of impulsivity (e.g., Fernie, Cole, Goudie, & 

Field, 2010). Therefore, the use of behavioral/
laboratory measures of impulsivity may be essen-
tial to understanding risky sexual behavior fol-
lowing sexual trauma. In particular, delay 
discounting and probability discounting, but not 
response inhibition, are significantly associated 
with risky sexual behavior in young adults 
(Lawyer & Mahoney, 2017). The robustness of 
these relationships between impulsivity and risky 
sexual behavior suggests that traumatic sexual 
experiences may increase generalized impulsiv-
ity, resulting in a higher likelihood to engage in 
risky sexual behavior. Indeed, Moore et al. (2017) 
found that impulsivity was significantly related to 
risky sexual behavior with sexual potentially 
traumatic events significantly mediating this rela-
tionship. Furthermore, some research suggests 
that sexually abusive experiences may precede 
damaged cognitive mechanisms such as reduced 
self-esteem and reality testing strategies that 
increase the likelihood of risky sexual behaviors 
(e.g., inaccurately evaluating risk, having multi-
ple sexual partners, reduced condom use; 
Zurbriggen & Freyd, 2004), further implicating 
decision-making processes. More substantial 
behavioral research in controlled settings to cor-
roborate these self-report findings is unequivo-
cally necessary to understand the function of 
these behaviors.

 Conclusions and Future Directions

Impulsivity and Perpetration. With regard to the 
role of impulsiveness in sexual assault perpetra-
tion, findings are complicated and it may be that 
certain types of impulsivity are uniquely related 
to particular sexual assault perpetration. Research 
suggests that impulsivity is associated with more 
severe perpetration (Yeater, Lenberg, & Bryan, 
2012) and recidivism (Thompson et  al., 2015; 
Waite et  al., 2005). Other findings indicate that 
impulsivity is indirectly related to perpetration 
and better accounted for by other factors, such as 
substance abuse and/or hostile masculinity (e.g., 
Abbey et al., 2002; Abbey et al., 2011; Baltieri & 
de Andrade, 2008), or not related at all in the case 
of some highly deviant perpetrators (Beauregard 
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& Leclerc, 2007; Carvalho & Nobre, 2012; 
Giotakos et al., 2003; Joyal et al., 2014). Given 
these conflicting findings, there is more to inves-
tigate within the relationship between indicators 
of impulsivity and perpetration of sexual assault.

Future research involving sexual assault per-
petration and impulsivity should utilize an 
 operational definition of the type of impulsivity 
of interest. MacKillop et al. (2016) provide some 
guidance with their categorization of impulsive 
choice, action, and personality traits that may be 
useful for researchers. Research should expand to 
also include impulsivity specifically related to 
sexual assault behaviors. Studies would benefit 
from specifying the type of perpetration assessed, 
as well as inclusion of a variety of perpetrator 
groups. Groups might include juvenile and adult 
perpetrators of juveniles, children, and adults, as 
well as incarcerated, community, and college 
samples. Types of sexual assault (e.g., groping, 
attempted rape, rape) could be another useful cat-
egorization to help understand differential rela-
tionships with impulsivity. Specification and 
measurement of impulsivity, perpetration, and 
assault type will hopefully clarify the complex 
relationship between these factors. Once these 
relationships are better understood, research may 
shift focus onto intervention efforts, as there is 
very limited extant empirical literature on impul-
sivity intervention and sexual assault prevention.

Impulsivity and Victimization. The limited 
research on the interconnections between sexual 
trauma, impulsivity, and sexual risk behaviors 
allows relatively few substantive statements, but 
points to a rich opportunity for researchers. 
Future research should compare risky sexual 
behavior within clinical samples of sexually trau-
matized individuals formally diagnosed with 
PTSD from sexual trauma exposure, individuals 
with a history of sexual trauma and subclinical 
PTSD symptoms, individuals with no sexual 
trauma history (but other forms of trauma expo-
sure), and individuals with no trauma history. 
Furthermore, beyond using behavioral measures 
of impulsivity, future studies could be strength-
ened with psychophysiological measures of anx-
ious arousal such as measures of skin conductance, 
systolic and diastolic blood pressures, heart rate 

activity, and facial electromyography often used 
with individuals with PTSD (Pole, 2007) to cor-
roborate self-reported emotional distress and its 
influence on risky sexual behavior.

Considering the potential for negative health 
sequelae of risky sexual behavior (e.g., sex with 
HIV-positive individuals or intravenous drug users, 
unprotected sex, multiple sex partners) including 
STIs and unwanted pregnancy (Zietsch, Verweij, 
Bailey, Wright, & Martin, 2010), as well as the 
increased risk of revictimization for sexually trau-
matized individuals (e.g., Messman- Moore, Walsh, 
& DiLillo, 2010), it is imperative to elucidate 
underlying factors that drive relationships between 
CSA/sexual assault, impulsivity, and risky sexual 
behavior. Prospective studies to establish temporal-
ity/causality with randomly selected community 
and clinical samples that examine a wide range 
of factors, including state and trait impulsivity, 
that may underlie the relationship between sexual 
trauma and risky sexual behavior is highly war-
ranted in the effort to engage in primary, secondary, 
and tertiary prevention of both sexual victimization 
and the path to revictimization.
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Theories of Sexual Violence 
Prevention

Sarah McMahon, Leila Wood, and Julia Cusano

Prevention means addressing a problem before it 
happens. It can most generally be defined as “a 
systematic process that promotes healthy environ-
ments and behaviors and reduces the likelihood 
or frequency of an incident, injury, or condition 
occurring” (Cohen, Davis, & Mikkelsen, 2000, 
p. 1). In the field of sexual violence, prevention 
means creating healthy, safe environments and 
fostering attitudes, behaviors, and norms that 
will not endorse sexual violence, therefore hin-
dering the perpetration of sexually violent acts 
before these happen. The identification of sexual 
violence as a problem and the concept of sexual 
violence prevention gained prominence along-
side increased attention on private and commu-
nity experiences of violence borne from the civil 
rights, LGBT rights and women’s movements 
of the 1960s and 1970s (Danis & Bhandari, 
2010). From these social justice movements, 
interventions aimed at supporting survivors of 
sexual violence grew from both grassroots and 
professional models. Sexual violence interven-
tion work was later bolstered by seminal studies 
establishing the scope of the problem in com-

munities (for example, see Tjaden & Thoennes, 
2006) and on college campuses (for example, 
see Koss, Gidycz, & Wisniewski, 1987; Krebs, 
Lindquist, Berzofsky, Shook-Sa, & Peterson, 
2016). Empirical evidence about the extent and 
impact of sexual violence led to a call from ser-
vice providers, law enforcement, activists, and 
researchers to do something to prevent future 
violence from occurring.

Prevention efforts are typically primary, sec-
ondary, or tertiary. Primary prevention of sexual 
violence means preventing a first incident from 
occurring (Lundgren & Amin, 2015). Primary 
prevention efforts address reducing or remov-
ing risk factors for violence victimization and 
perpetration (Chamberlain, 2008). Secondary 
prevention efforts, such as those that prevent re-
victimization, stop subsequent acts of violence. 
Tertiary prevention involves interventions such as 
counseling and medical support (Carlson et  al., 
2015). As Cohen and Swift (1999) articulated, 
primary prevention typically occurs at six differ-
ent levels (1). Individual knowledge and skills, 
(2). Community involvement, (3). Educating 
providers, (4). Fostering coalitions, (5). Change 
organizational practices, and (6). Change policy 
and legislation. An activity at any level is an 
intervention, but strategies that incorporate dif-
ferent levels together are comprehensive.

Many theoretical frameworks and perspec-
tives are used to shape prevention strategies to 
address sexual violence from a variety of 
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 disciplines, including public health, psychol-
ogy, sociology, criminal justice, social work, 
and health sciences and medicine. Sexual vio-
lence prevention efforts are often based on theo-
ries used to explain why sexual violence 
happens. Previous research has established sev-
eral individual risk factors that increase risk for 
sexual violence perpetration, including history 
of child victimization, insecure attachment, 
alcohol use, personality, adolescent delin-
quency, past aggressive behavior, participation 
in hook-up culture, sexism, and hostile/toxic 
gender beliefs (Abbey, Parkhill, Beshears, 
Monique Clinton-Sherrod, & Zawacki, 2006; 
Casey & Lindhorst, 2009; McDermott, 
Kilmartin, McKelvey, & Kridel, 2015; Sutton & 
Simons, 2015). In addition, peer networks have 
been found to impact perpetration (Abbey et al., 
2006; Schwartz, DeKeseredy, Tait, & Alvi, 
2001; Swartout, 2013). However, individual and 
peer risk factors alone do not explain the full 
cause of sexual assault, so community and soci-
etal factors merit consideration (Casey & 
Lindhorst, 2009). Some researchers present a 
confluence model of perpetration, in which 
pathways formed by either childhood experi-
ences, personality, and toxic masculinity or gen-
der role socialization, delinquency, or risk-taking 
intersect to increase motivation, predisposition, 
and opportunity to perpetrate (Malamuth, 
Heavey, & Linz, 1996). This chapter critically 
reviews a number of theories that support and 
influence sexual violence prevention work, but 
first examines how prevention efforts and cor-
responding theories evolved over the past few 
decades.

 Evolution of Sexual Violence 
Prevention Efforts and Theories

Early sexual violence prevention efforts tended 
to focus on the ways that potential victims could 
protect themselves, or risk reduction approaches. 
Women were encouraged to take self-defense 
classes, travel in groups, carry mace, and avoid 
walking alone at night (Sochting, Fairbrother, & 
Koch, 2004). While some risk reduction 

approaches are still advocated to help promote 
safety and a sense of empowerment, the concept 
of prevention today is primarily focused on the 
actions of potential perpetrators and examining 
the root causes of sexual violence. The modern 
sexual violence prevention approach comes from 
a union between the public health field and the 
violence against women movement (Cook-Craig 
et  al., 2014). Funding from the 1994 Violence 
Against Women Act (VAWA) allocated resources 
to the Centers for Disease Control and 
Prevention’s Division of Violence Prevention for 
prevention programming (DeGue et  al., 2012). 
Efforts from the CDC and other researchers 
helped to shape a broader lens of sexual violence 
informed not just by a criminal justice but a pub-
lic health lens, with a focus on primary preven-
tion and efforts across the social ecology (DeGue 
et al., 2012). The public health approach involves 
four critical steps: (1). Data collection to under-
stand the extent of sexual violence; (2). Data col-
lection to understand risk and protective factors 
for sexual violence perpetration and victimiza-
tion; (3). Development of data- and evidence- 
driven approaches for sexual violence prevention 
across the lifespan; and (4). Dissemination, test-
ing, and adaptation of approaches to sexual vio-
lence prevention (Chamberlain, 2008; DeGue 
et  al., 2012). Another key aspect of the public 
health approach is their reliance on ecological 
frameworks.

 Ecological Framework for Sexual 
Violence Prevention

There is increasing recognition over recent 
years that effective prevention needs to address 
not only individual actions but also the envi-
ronment in which the individual interacts with 
others. This approach is rooted in an ecologi-
cal systems framework originally developed by 
Bronfenbrenner (1979), who posited that behav-
ior is a result of interactions between individu-
als and their social environments in four nested 
environmental systems. These systems include 
personal history/ontogenetic, which are the 
individual’s experiences and development; the 
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microsystem, which represents the immediate 
environment of the individual, such as the fam-
ily, peer group, or place of employment; the exo-
system, which contains external environmental 
settings including social institutions and struc-
tures; and the macrosystem, which represents 
the larger cultural attitudes, views and context. A 
fifth level of the ecological model is the mesosys-
tem, which consists of interactions between the 
microsystems such as between family and work 
(Bronfenbrenner, 1977).

In addition to its application to understanding 
the etiology of violence, the ecological frame-
work has also been proposed to illuminate a com-
prehensive approach to violence prevention. The 
CDC has adapted this model to explain the etiol-
ogy of violence as multilayered, including the 
individual, group, community, and societal lev-
els, thereby offering multiple points of preven-
tion (Dills, Fowler, & Payne, 2016). The 
ecological model has been proposed as a useful 
framework specifically for the prevention of sex-
ual violence in recent years (Banyard, 2011; 
Casey & Lindhorst, 2009; Dills et  al., 2016; 
Townsend & Campbell, 2007). Within the con-
text of sexual violence prevention, there has been 
an emphasis in research and practice on changing 
individual-level attitudes and behaviors, which is 
viewed as inadequate (Banyard, 2011). The eco-
logical model addresses the multilevel, complex 
nature of sexual violence and accounts for mul-
tiple causes of the problem and therefore offers 
multiple levels of prevention (Dills et al., 2016). 
Prevention programming is most effective when 
it is rooted in theory (Banyard, 2014). The eco-
logical framework is a useful tool to map differ-
ent types of sexual violence prevention theories, 
including individual behavior change theories, 
peer and community-level theories, and societal/
community-level prevention theories.

 Individual-Level Theories of Sexual 
Violence Prevention

The majority of theories put forth to support sex-
ual violence prevention address the individual 
level of the social ecology. Theories on this level 

typically emphasize why individuals may perpe-
trate sexual violence and/or why individuals may 
help to prevent sexual violence. Individual-level 
theories focus on the mechanisms related to 
changing individual attitudes and behaviors 
related to sexual violence and come from a vari-
ety of disciplines. These include Social Learning 
Theory, Theories of Reasoned Action and 
Planned Behavior, Elaboration Likelihood 
Model, and the Transtheoretical Model of 
Change.

 Social Learning Theory

A theory of individual behavior change is Social 
Learning Theory (SLT). SLT dates back to the 
late 1800s primarily building off of the work of 
the study of “the social self,” or the examination 
of person and environmental interactions (Lanier, 
Elliott, Martin, & Kapadia, 1998). The central 
principle of SLT is that human behavior is learned 
rather than innate (Bandura, 1969). SLT asserts 
that behavior is contingent upon socio- 
environmental influences, a process referred to as 
reciprocal determinism (Bandura, 1969). 
Reciprocal determinism views behavior not as a 
passive process, as was conceptualized in prior 
theories of operant learning, but rather as a 
dynamic process occurring as a result of relation-
ships between the person, environment, individu-
als, particularly peers, and past behavior.

The core constructs of SLT focus on the 
influence of external factors in relationship to 
behavioral response patterns, seen predomi-
nantly within the concept of vicarious learning, 
or modeling (Wareham, Paquette Boots, & 
Jorge, 2012). SLT has been used as a framework 
for examining environmental and peer influ-
ences within the context of several problematic 
behaviors, including alcohol use, aggression 
and intimate partner violence (Durkin, Wolfe, & 
Clark, 2005). Researchers that have applied SLT 
in an attempt to explain the perpetration of inti-
mate partner violence suggest that individuals 
learn to be violent towards their partners by 
observing both the behaviors of people who are 
important in their lives, which primarily include 

23 Theories of Sexual Violence Prevention



386

parents and peers, and the positive consequences 
of these observed behaviors (Arriaga & Foshee, 
2004; Bandura, 1986). For college populations 
specifically, when examining the peer influence, 
research demonstrates that the perception that 
male peers are sexually aggressive toward a 
female partner has been found to increase the 
likelihood of self- reported forced sex behaviors 
(Wareham et al., 2012). Such findings highlight 
the association between sexually aggressive 
behaviors and peers’ attitudes toward both 
women and sex.

When applying SLT to sexual violence pre-
vention programs, the goal of interventions is to 
reduce rape myths among participants as a means 
to promote individuals’ active bystander behav-
iors. Rape myths are “attitudes and beliefs that 
are generally false but are widely and persistently 
held, and they serve to deny and justify male sex-
ual aggression against women” (Lonsway & 
Fitzgerald, 1994, p. 134). Research on bystander 
behaviors in the college population suggests that 
students often consider their peers’ attitudes 
towards sexual violence when deciding whether 
to intervene in a potential incident of sexual vio-
lence as well as in the degree to which they 
believe sexually aggressive behaviors are accept-
able themselves (Swartout, 2013).

A large number of interventions have 
employed core constructs of SLT, particularly 
the core component of self-efficacy (Hawkins, 
Clarke, & Seeley, 1993). Self-efficacy, a core 
component of SLT, may be defined as one’s 
belief in their own ability to organize and exe-
cute a specific course of action that is required 
to manage prospective situations (Bandura, 
1986). More recently violence prevention pro-
grams have transitioned to utilizing multiple 
components of SLT, including expectations, 
emotional coping, behavioral capability i.e., 
knowledge and skill to perform a specific behav-
ior, and self-control (Hawkins et  al., 1993). 
Sexual violence prevention programs based on 
SLT have incorporated interactive components 
into intervention programs, such as a video clips 
or live peer student theater performances, that 
portray the events leading up to a potential inci-
dent of sexual violence as a method for chang-

ing attitudes about sexual violence and 
promoting bystander behaviors (Lanier et  al., 
1998; McMahon, Postmus, Warrener, & 
Koenick, 2014). While a number of sexual vio-
lence prevention programs use elements of SLT, 
there has yet to be any explicit testing of the 
theory application.

 Theory of Reasoned Action 
and Theory of Planned Behavior

TRA asserts that behavior intention is the best 
predictor of behavior, especially when salient 
beliefs exist that a behavior will produce a 
desired outcome. Behavior intention stems from 
attitudes about the behavior, and perceived social 
and subjective norms about the behavior 
(Fishbein & Ajzen, 1975). In short, behavior 
intention is a function of attitude about the 
behavior, perception of what others think about 
the behavior, and the subsequent decision bal-
ance of the two (Meyer, Roberto, Boster, & 
Roberto, 2004). Theory of reasoned action sug-
gests that behavior intention (belief-intention) 
predicts actual behavior (belief-behavior). 
However, environmental restraints and condi-
tions may limit the belief- intention and belief-
behavior relationships (Nabi, Southwell, & 
Hornik, 2002). TRA, with its focus on cognition, 
is applied to violence prevention primarily to 
determine motivations to avoid violent behaviors 
(Meyer et  al., 2004). As an extension of TRA, 
theory of planned behavior (TPB) asserts that 
behavior is predicted by intention and perceived 
behavioral control, which is the extent to which 
resources and options are available to use said 
behaviors (Ajzen, 1991; Muñoz-Silva, Sánchez-
García, Nunes, & Martins, 2007).

The TRA and TPB have been applied to 
bystander intervention, with research demon-
strating that participation in bystander educa-
tion program results in positive outcomes 
related to TRA and TPB including increased 
behavioral intent to intervene in prosocial ways, 
increased efficacy, and increased perceptions of 
the positive outcomes related to intervening 
(Banyard, Moynihan, & Crossman, 2009; 
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Peterson et  al., 2016). In their review of 12 
bystander intervention program studies, Katz 
and Moore (2013) found moderate effects on 
efficacy to intervene and intentions to help, two 
key components of TRA and TPB. They found 
smaller but still  significant effects on actual 
bystander behavior. While these results are 
promising, more explicit testing of the theory 
applied to bystander intervention is needed, 
especially to test the link between behavioral 
intent and actual behavior. In addition, further 
work is needed to understand the applicability 
of TRA and TPB to different modalities of sex-
ual assault prevention other than bystander 
intervention.

 Elaboration Likelihood Model

The Elaboration Likelihood Model (ELM) was 
developed in the 1970s by social psychologists, 
Cacioppo and Perry, and suggests two routes of 
attitudinal change: (1). The peripheral route 
which consists of passive processing of informa-
tion that is secondary to the main content of a 
message and (2). The central route which con-
sists of thoughtful consideration of ideas and 
content of the message (Petty & Cacioppo, 1986). 
According to ELM, people process information 
differently depending on their level of engage-
ment with the material, which affects both the 
retention of information as well as subsequent 
attitude and behavior change. When people do 
not feel personally invested in information pre-
sented to them or lack the motivation to hear such 
information, they are more likely to focus their 
attention on peripheral cues, such as qualities 
related to the presenter or the room (Heppner 
et  al., 1995; Petty & Cacioppo, 1986). These 
peripheral cues become more important than the 
content of the material presented to them. 
Attitudinal changes resulting from the peripheral 
route are therefore less likely to be maintained 
over time (Heppner et al., 1995). However, when 
participants have a high level of engagement in 
material and are motivated to hear key messages 
of a program, participants are more likely to 
focus their attention on the information or the 

intervention itself and the information is pro-
cessed centrally (Heppner et al., 1995). According 
to ELM, centrally processed information is key 
to sustained attitude change over time. Therefore, 
intervention programs designed to result in atti-
tude and behavior changes are more likely to be 
successful when they elicit central route 
processing.

Several violence prevention programs have 
adopted ELM as a theoretical model, and have 
demonstrated efficacy, specifically for all-male 
peer education prevention programs (Katz, 
Heisterkamp, & Fleming, 2011). All-male pre-
vention programs utilizing ELM as a theoretical 
framework take a unique approach by treating 
men as potential sources of help rather than as 
potential perpetrators in order to reduce partici-
pant defensiveness to the program and increase 
openness and motivation (Foubert & Marriott, 
1997). Programs typically include educational 
components, such as basic sexual violence infor-
mation and statistics, conversations regarding 
societal norms, as well as development of skills 
for how to identify sexual violence and safely 
intervene, all while utilizing a nonconfrontational 
tone. Foubert and McEwen (1998) found that 
when applying ELM to an all-male peer educa-
tion type of programming, the more motivated 
participants were to understand the material, the 
less they endorsed rape myths and the less they 
reported intent to engage in sexually coercive 
behaviors.

Further, Heppner et al. (1995) utilized an eval-
uation tool intended to assess whether central 
processing is related to knowledge and behav-
ioral intent in the months following the adminis-
tration of an all-male prevention program. Results 
suggested that information processed centrally 
was associated with greater change in knowledge 
about sexual violence and behavioral intent 
months following administration of the program 
(Heppner et  al., 1995). These findings demon-
strate that all-male programs utilizing ELM have 
great potential for prevention of sexual violence 
as they seem to lower participants’ levels of 
defensiveness, and increase levels of motivation 
and engagement affecting cognitive processing 
and attitude change.
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 The Transtheoretical Model 
of Change

Developed by Prochaska, DiClemente, and col-
leagues in the late 1970s, the Transtheoretical 
Model of Change (TTM), asserts that behavior 
change is a dynamic process in which individuals 
progress through a series of stages. TTM borrows 
principles and processes of change from a multi-
tude of theories of intervention, which specifi-
cally include the integration of Freudian, 
Skinnerian, and Rogerian traditions in TTM’s 
conceptualization of several processes of change 
which include consciousness raising contingency 
management and helping relationships 
(Prochaska et  al., 1994). TTM concentrates on 
five stages, which refer to individuals’ readiness 
to change a particular behavior. People begin in 
the precontemplation stage, not intending to take 
action in the near future (Prochaska, 2013). 
Individuals in this stage may be uninformed that 
there is a problem or lack the tools necessary to 
change. People then move to contemplation, 
where they are intending to change (Prochaska, 
2013). A cost benefit analysis may occur in the 
contemplation stage in which the pros and cons 
of helping are weighed. People progress to the 
preparation stage, actively planning to take action 
in the immediate future; then move to action, in 
which observable behavior change occurs 
(Banyard, Eckstein, & Moynihan, 2010; 
Prochaska, 2013). Lastly, in the maintenance 
stage, people are working to prevent relapse, but 
do not apply change processes as frequently as 
those in the action stage. While TTM uses a tem-
poral dimension, progression through the stages 
often does not occur linearly, but cyclically 
(Prochaska, 2013).

In order to progress from stage to stage, expe-
riential techniques or strategies are utilized, 
referred to as processes of change. Some pro-
cesses of change utilized in prevention program-
ming include consciousness raising which may 
be defined as providing participants with knowl-
edge and facts regarding the issue, dramatic relief 
defined as methods for appealing to participants’ 
emotions in relation to the issue, self-evaluation, 
and counter-conditioning. These processes are 

essential for intervention programs as they serve 
as variables that can be manipulated in order to 
assist peoples’ progression through the stages of 
change (Banyard et al., 2010; Prochaska, 2013). 
Therefore, intervention programs that tailor 
methods to participants’ specific stage may yield 
more successful behavioral outcomes. In addi-
tion to the stages and processes of change, TTM 
integrates decisional balance, weighing the pros 
and cons of changing, as well as self-efficacy, the 
confidence that one can change and prevent 
relapse (Prochaska, 2013; Prochaska et al., 1994).

TTM has been broadly applied to interven-
tions targeting many adverse health and mental 
health behaviors, including smoking, substance 
abuse, anxiety and depression, bullying, delin-
quency, and preventative medicine (Prochaska 
et  al., 1994). After finding consistent outcomes 
across such applications, TTM offers a frame-
work for changing behaviors through a series of 
stages and processes of change that lend them-
selves to the successful implementation of vio-
lence prevention programs. TTM has been 
expanded to child maltreatment and intimate 
partner violence interventions (Brown, 1997), 
including, more recently, bystander prevention 
programming to prevent sexual violence. 
Bystander prevention programming focuses on 
individual change by increasing community 
members’ receptiveness to prevention messages 
and education. Bystander prevention programs 
apply many of the core strategies of TTM in order 
to enable participants to move through the stages 
of change, ultimately decreasing rape supportive 
attitudes, and replacing them with an increased 
willingness to act as prosocial bystanders 
(Banyard et al., 2010).

As an example of how TTM is utilized in 
bystander prevention programming is the 
Bringing in the Bystander Program. The program 
utilizes multiple processes of change, including 
consciousness raising to first provide education 
to participants regarding the problem of intimate 
partner violence and the potential impact of 
bystanders (Banyard et al., 2010). Once partici-
pants understand that intimate partner violence is 
a pervasive problem within their community, the 
program then facilitates conversations with 
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 participants in order to identify any possible mal-
adaptive strategies utilized in past situations, a 
process of change referred to as self-evaluation. 
Throughout this evaluative process, participants 
also learn safe and effective strategies to inter-
vene to replace maladaptive, unsafe strategies, 
referred to as counter-conditioning (Banyard 
et al., 2010). The bystander prevention program 
then engages in reinforcement management to 
increase the likelihood that participants will uti-
lize the new intervention strategies (Banyard 
et al., 2010). There are multiple, rigorous evalua-
tions of the Bringing in the Bystander program 
that demonstrates its effectiveness with increas-
ing students’ bystander intervention (Banyard 
et  al., 2018; Banyard, Moynihan, & Plante; 
Peterson et al., 2016)

While TTM offers a framework for facilitat-
ing behavioral change through the utilization of 
processes intended to help individuals’ progres-
sion through a series of stages, the model is not 
without criticism. Although not specifically 
related to sexual violence programming, 
researchers have argued that in general the mod-
el’s stages are arbitrarily determined and based 
on the notion that individuals are not influenced 
by reward, punishment, and associative learning 
and how these systems contribute to the mainte-
nance of problematic behaviors (Shaffer, 2013). 
Further work is needed to address these gaps and 
to test the application of the model to sexual vio-
lence prevention efforts.

 Peer- and Community-Level Sexual 
Violence Prevention Theories

While it is important to understand what moti-
vates individuals to engage in behaviors related 
to personal and social change aimed at sexual 
violence prevention, there is growing recognition 
that a focus on the individual level alone is insuf-
ficient. Increasingly, peer- and community-level 
settings for change have been recognized as espe-
cially salient to address relational and environ-
mental factors that contribute to sexual violence 
perpetration and prevalence. A number of sexual 
violence prevention theories addressing these 

peer and community contexts provide a founda-
tion for understanding how change can occur at 
this level, including social norms and male peer 
support theories; diffusion of innovations and 
popular opinion leader theories; and the commu-
nity readiness model.

 Social Norms and Male Peer Support 
Theories

“Social norms” are often referred to as an impor-
tant factor in sexual violence prevention work 
(Banyard, Moynihan, & Plante, 2007; Berkowitz, 
2003). Social norms theories are rooted in the 
idea that people behave according to the way they 
perceive others to behave, including their peers 
and wider society (Dardis, Murphy, Bill, & 
Gidycz, 2016; Perkins, 2003). In particular, the 
perceptions of others’ approval or disapproval of 
certain behaviors can impact how someone acts 
(Berkowitz, 2003; Haines, 2009). Social norms 
theories explain that often, individuals misper-
ceive what their peers are doing or would do in a 
given situation. This typically involves an overes-
timation of risky behaviors (e.g. alcohol use or 
abusive behavior), called false consensus, and an 
underestimation of protective or prosocial behav-
iors (e.g. willingness to intervene in an abusive 
situation), called pluralistic ignorance 
(Berkowitz, 2010). Because of these mispercep-
tions, individuals may feel pressure to adopt the 
over-perceived, unhealthy behavior or to avoid 
the healthy, pro-social behavior (Haines, Perkins, 
Rice, & Barker, 2005).

Males may have particular pressure to rely on 
their perceptions of social norms in relationship 
to sexual violence and aggression. Rooted in 
social norm theory, male peer support theory sug-
gests that men who receive social support for vio-
lence against women may be more likely to 
engage in acts of violence (Schwartz & 
DeKeseredy, 2008). The association between 
men who report acts of sexual violence and inter-
action with sexually aggressive peers has been 
supported by a number of studies (Abbey & 
McAuslan, 2004; Schwartz et al., 2001; Schwartz 
& Nogrady, 1996; Thompson, Swartout, & Koss, 
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2013; Zinzow & Thompson, 2015). Recently, 
Dardis et  al. (2016) found that perpetrators of 
sexual assault were more likely than other men to 
overestimate their peers’ sexually aggressive atti-
tudes and behaviors. Some researchers argue that 
male peer support for sexual aggression is par-
ticularly salient in certain subgroups where 
highly masculine norms prevail (Schwartz & 
DeKeseredy, 1997). Certain all-male subcultures, 
including fraternities, athletics, and the military, 
have been identified as potential “rape prone cul-
tures,” where group beliefs and norms contribute 
to the creation of an atmosphere that tolerates or 
even promotes violence against women (Sanday, 
1996; Schwartz & DeKeseredy, 1997).

Based on this body of work, a number of sex-
ual violence prevention efforts are targeted to 
work specifically with men to challenge gender 
norms that promote dominance and instead, cul-
tivate avenues for healthy masculinity (Carlson, 
Casey, Edelson, Tolman, Walsh & Kimball; 
Casey & Ohler, 2012).Social norms and male 
peer support theories can serve to promote harm-
ful behavior such as sexual aggression but can 
also be utilized in positive ways for health pro-
motion. The idea of male peer support has been 
extended to examining men’s willingness to 
intervene as prosocial bystanders in situations 
involving sexual violence. Research indicates 
that men’s willingness to intervene in positive, 
prosocial ways is heavily influenced by the per-
ceptions of other men’s willingness to intervene 
(Brown & Messman-Moore, 2010; Casey, 2010; 
Fabiano, Perkins, Berkowitz, Linkenbach, & 
Stark, 2003; Gidycz, Orchowski, & Berkowitz, 
2011). As a result, many colleges and universities 
are implementing bystander education programs 
to encourage prosocial intervention and also to 
change norms around sexual violence (Gidycz 
et al., 2011; Katz & Moore, 2013). In addition, 
social norms marketing campaigns have been 
introduced as a way to model prosocial bystander 
behaviors (Potter, 2012), and found to be particu-
larly effective for men who are less likely to 
engage in bystander intervention (Mabry & 
Turner, 2016). Recent work by Moynihan et al. 
(2015) and Banyard et  al. (2018) demonstrates 
that combining social marketing strategies with 

an in-person bystander intervention education 
program) sustains better outcomes over time than 
either one of the strategies alone. Further work is 
needed to understand how the combination of 
prevention strategies may work.

 Diffusion of Innovations and Popular 
Opinion Leader Strategies

Increasingly, sexual violence prevention pro-
grams are relying on peer educators and student 
leaders to help create change on campus. In addi-
tion to building upon social norms theories, there 
are communications theories that support this 
work. For example, Diffusion of Innovation theo-
ries are used to support community-level social 
change efforts to change norms and behaviors 
related to sexual violence. Based on the work of 
Everett Rogers (1983), this theory is used to 
explain how ideas (or “innovations”) are trans-
mitted and accepted by communities. Diffusion 
is the process by which the innovation is intro-
duced and over time, communicated within peo-
ple’s social networks (Rogers, 2003). Many times 
diffusion is unsuccessful and the ideas are not 
adopted. However, over time and through “waves 
of innovations,” diffusion can create change 
within society (Dearing & Cox, 2018, 184).

One of the factors that can drive whether dif-
fusion is successful is the role of the opinion 
leaders in sharing the message (Rogers, 2003). 
These opinion leaders are influential members of 
the community and social networks. Once 
informed about the idea, opinion leaders are able 
to transmit and communicate the information 
they have learned to others in their community. 
Because they are regarded as leaders in their 
communities or networks, they are theorized to 
have the ability to influence the perceptions of 
others and can help facilitate adoption of the 
idea. Using opinion leaders is regarded as an 
important social change strategy because it 
involves community members and thus can be 
tailored to meet the needs of that particular group. 
The concept of opinion leaders has been infused 
into a number of different prevention fields, 
including safe sex practices to prevent HIV 
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(Kelly, 2004; Theall, Fleckman, & Jacobs, 2015). 
More recently, the theory has been applied to 
sexual violence prevention through bystander 
intervention. Diffusion of innovations has been 
used to explain how peer educators are able to 
create social change on issues of sexual violence 
within the general college campus community, 
and has been used as a pillar of bystander inter-
vention programs (Coker et al., 2015; McMahon 
et  al., 2014). For example, the Green Dot 
bystander intervention program trains popular 
opinion leaders based on the notion that trained 
students will diffuse the information learned 
through their own networks (Coker et al., 2015). 
Rigorous evaluation has demonstrated not only 
that Green Dot is effective in impacting individ-
ual students’ bystander beliefs and actions, but 
also that those campuses where Green Dot takes 
place have less victimization and perpetration of 
sexual violence (Coker et al., 2016, Coker et al., 
2015).

 Community Readiness Model

Another theoretical perspective used to help 
frame sexual violence prevention efforts beyond 
the individual level is the Community Readiness 
Model (CRM), which is an extension of the trans-
theoretical model (Prochaska et  al., 1994; 
Prochaska & DiClemente, 1984). The model pur-
ports that the level of a community’s readiness to 
address a particular issue is an essential compo-
nent of creating social change. The CRM includes 
nine stages of community readiness to engage in 
addressing a particular issue, ranging from “no 
awareness” to “high level of community owner-
ship” (Plested, Edwards, & Jumper-Thurman, 
2006). There are also six dimensions of commu-
nity readiness, including existing community 
efforts, community knowledge of efforts, leader-
ship, community climate, community knowledge 
about the issue, and resources related to the issue. 
Intervention efforts based on the CRM are 
designed to help communities increase their 
readiness and strengthen the various dimensions.

The CRM has been applied to other issues 
such as substance abuse, but has more recently 

been applied to address sexual violence and inti-
mate partner violence (see Edwards, Littleton, 
Sylaska, Crossman, & Craig, 2016; Edwards, 
Moynihan, Rodenhizer-Stämpfli, Demers, & 
Banyard, 2015). Edwards et  al. (2016) have 
developed a measure to help campus communi-
ties assess their readiness to engage around issues 
of sexual violence and IPV, which can be used to 
monitor progress towards increasing their efforts 
to address these issues over time. They propose 
modifications to the CRM to include three stages 
of community readiness: denial (e.g. while some 
community members recognize the issue as a 
concern, there is little awareness that is happen-
ing locally); initiation (e.g., the community has 
enough information to begin taking action); and 
sustainability (e.g. efforts are in place and com-
munity members are aware of them and support 
their expansion). They also identify two dimen-
sions of community readiness when applied to 
campuses: leadership (to what extent community 
leaders are concerned with the issues), and 
resources available to address the issues (time, 
money, people, space). Edwards and her team 
(2016) have called for future research to continue 
to test the application of the CRM to issues of 
sexual violence and intimate partner violence. 
They called for larger, national samples of col-
lege campuses to help validate the tool they 
developed to see if their application of CRM to 
the campus context is indeed a good fit.

 Cultural/Societal-Level Theories

As noted, the majority of sexual violence preven-
tion theories focus on the individual level, which 
explains how to prevent a person from perpetrat-
ing sexual violence and typically emphasize 
mechanisms for changing attitudes and behav-
iors. Community/peer theories are emerging and 
often work on environmental norms that support 
violence and try to replace them with more 
healthy messages about relationships and gender 
norms. At the societal level of the ecology, the 
focus is on systematic issues that pervade our 
culture. There are fewer theories available to 
explain social change at this level, but both 
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 feminist and intersectional perspectives provide 
frameworks at this level.

 Feminist and Intersectional 
Perspectives

Feminist theories are broadly applied in the pre-
vention of sexual violence, largely bolstered by 
the overwhelming evidence of disproportionate 
experiences and impact of sexual violence on 
girls, women, and gender nonbinary people 
(Black et  al., 2011; Cantor et  al., 2015; Krebs 
et al., 2016). In general, feminist theories look at 
gender oppression and strategies for change and 
empowerment (DeKeseredy, 2011; Nichols, 
2014). Some feminist theories look at patriarchy 
as the source of victimization, while most include 
other determinants alongside social and familial 
patriarchy, such as capitalism, classism and rac-
ism (DeKeseredy, 2011). Violence researchers 
have conceptualized gender inequity to be a root 
cause of sexual violence at the population level 
(Lundgren & Amin, 2015), supporting feminist 
perspectives on prevention. Strict gender roles 
hurt women and men, and endorse men’s vio-
lence against women (Carlson et  al., 2015). 
Perpetrators describe justifications for their 
behaviors by use of sexual scripts, victim blam-
ing, sexism, biological essentialist, objectifica-
tion, and sociosexuality, perspectives that suggest 
feminist and social justice perspectives of sexual 
violence are rooted in some etiological evidence 
(Hipp et al., 2017). Prevention approaches rooted 
in feminist theories seek to address underlying 
gender-based hostility, misconceptions, roles and 
inequities that allow sexual violence to occur, 
often without consequence. An extension of fem-
inist perspectives on the prevention of sexual vio-
lence is to address and counter “rape culture.” 
Rape culture refers to the norms and beliefs 
where violence is sexual, and male sexual aggres-
sion is routine. In rape culture, women experi-
ence threatened and real violence along a 
continuum from harassment to assault 
(Rentschler, 2014). Traditional sexual violence 
prevention and education implicitly promoted 
rape culture. For example, Bedera and Nordmeyer 

(2015) analyzed rape prevention tips from 40 col-
lege websites. The analysis found that most 
resources directed at women are in the form of 
risk reduction and convey four themes: There are 
no safe places for women; women should not 
trust anyone; women should avoid being alone; 
and women are vulnerable. Messages like these 
confirm the influence of rape culture on program-
ming and messaging. Recent prevention efforts 
have used feminist theories to counter rape cul-
ture narratives, in recognition of past narratives.

Feminist approaches to preventing sexual vio-
lence focus on the deconstruction of gender roles 
that promote rape culture, the empowerment of 
women and girls, equality among all genders, and 
promotion of positive masculinity. Positive mas-
culinity rejects hegemonic sexism and is inclu-
sive in nature, focusing on strengths and 
empowerment, and awareness of the impact of 
traditional gender roles (Claussen, 2017). Many 
prevention strategies aimed at preventing sexual 
violence address issues of gender roles and equal-
ity, either explicitly or implicitly. Approaches 
that address social norms, like bystander inter-
vention and men’s involvement, challenge under-
lying assumptions and behaviors that promote a 
culture in support of sexual violence (Basile 
et  al., 2016). Programs that address women’s 
economic empowerment, job training, and social 
status can prevent sexual violence by reducing 
risk factors (Basile et  al., 2016). Many educa-
tional programs aimed at middle schools and 
high schools, such as Safe Dates, address gender 
roles as part of the curriculum (Basile et  al., 
2016). McCaughey and Cermele (2017) advocate 
for the use of self-defensive training as a poten-
tially feminist approach to prevention of sexual 
violence. A way to address rape culture is social 
media, in particular, “feminist response-ability” 
which is the use of social media to counter mes-
sages of rape culture and support survivors of 
violence (Rentschler, 2014).

Prevention strategies have grown from femi-
nism models to incorporate more of an intersec-
tional social justice perspective. An intersectional 
perspective takes into account multiple identity 
positions and forms of oppression when consid-
ering a social problem (Crenshaw, 1991; Danis & 
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Bhandari, 2010). An example of this approach 
can be found in the explicit social justice frame-
work that guides the Mentors in Violence 
Prevention (MVP) program (Katz et  al., 2011). 
The MVP program, which engages participants, 
in particular men, uses the strategies from anti- 
racism movements to engage bystanders to 
address issues around gender, sexual orientation 
and racism that support a culture of power-based 
violence (Katz et al., 2011).

 Next Steps for Sexual Violence 
Prevention Theoretical Work

As discussed, a number of theoretical perspec-
tives are currently found in the research to sup-
port sexual violence prevention efforts. Some are 
focused on preventing an individual from perpe-
trating sexual violence while other theories 
explore how to change peer and social culture to 
great environments where sexual violence is not 
tolerated. There is no “one” theory that is all 
encompassing and therefore there are calls to use 
multiple theories to support comprehensive sex-
ual violence efforts (Banyard, 2014). For exam-
ple, the Rape Prevention and Education (RPE) 
program, created by the Centers for Disease 
Control and Prevention, draws upon multiple 
theories across the social ecology including 
individual- level theories and societal-level 
change theories. Their model encourages practi-
tioners to use theory-driven strategies and to 
address not only individual-level change but also 
community change (Cox, Lang, Townsend, & 
Campbell, 2010). Another example of a collec-
tion of theories is the feminist version of routine 
activities theory. Routine activities theory posits 
that the amount and location of a crime depends 
on the presence of likely offenders, the absence 
of effective guardians, and the availability of suit-
able targets. In the feminist modification, motiva-
tion to perpetrate is explained by presence of 
male peer groups that promote harmful gender 
norms, along with structural gendered oppression 
and heavy substance use. These motivations cre-
ate likely offenders (Schwartz et  al., 2001). 
Further work is needed to conceptualize how to 

best integrate theories in a way that will provide 
a solid foundation to guide comprehensive sexual 
violence prevention efforts. There are a few key 
areas for improvement of the use of theory in 
sexual violence prevention work. Past sexual vio-
lence prevention work has been criticized for 
lacking theoretical support (Banyard, 2014), 
although this may be changing.

In addition to the need for prevention pro-
grams to be theoretically driven and for research 
and evaluation to explicitly cite theory, there is a 
need to test the actual application of theory to 
practice to assess the fit. While a number of theo-
ries are available and have been used to help for-
mulate prevention programs, the testing of the 
actual theoretical constructs as applied to sexual 
violence is limited. We may find that the theory 
does not fully apply or applies for certain 
populations.

An example of the type of theory-testing work 
needed is the work that Banyard and her col-
leagues (2010) have engaged in on testing the 
application of the Transtheoretical Model of 
Change (TTM). To measure and assess the appli-
cation of TTM as part of an evaluation of the 
Bringing in the Bystander program, Banyard 
et al. (2010) utilized self-report questionnaires to 
determine individuals’ particular stage-of-change 
prior to participation in the program, how partici-
pation in the program impacted self-reported 
stage, and the relationship between stage-of- 
change on behavior and attitude outcomes. 
Findings revealed that individuals’ self-reported 
stage, or readiness to change prior to participat-
ing in the program, impacted their endorsement 
of rape-supportive attitudes and willingness to 
engage as a bystander following the program and 
that participants who went through the program 
demonstrated movement in their readiness for 
change (Banyard et  al., 2010). Edwards et  al. 
(2015) also provide a model for testing theory 
with their work on applying the Community 
Readiness Model to campus communities. They 
adapted the model to fit the context of campus 
sexual assault and dating violence, and then 
tested the construct through an examination of 
the factor structure of the “Campus Community 
Readiness to Engage” measure.
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In addition to strengthening the role of theory 
in driving the creation of programs, and the need 
to evaluate the fit of the actual theory in sexual 
violence prevention contexts, there is also a need 
for continued theory-building. As demonstrated 
in this review, the majority of theories used in 
sexual violence prevention literature focus on 
individual-level behavior change. In line with an 
ecological approach, further work is needed to 
explore peer-, community-, and societal-level 
change theories and their connections with indi-
vidual theories and with each other. Further work 
can also continue to explore how various theories 
may work together to provide an optimal founda-
tion for prevention efforts. Most of the testing of 
sexual violence prevention strategies and theories 
have been conducted on teens and college aged 
students. Teen and emerging adulthood is a key 
developmental time for prevention (Lundgren & 
Amin, 2015), but more information is needed 
about theories that can guide prevention among 
children and adults. There is a need for research 
to explore the lifespan to determine if various 
approaches and theories are more salient based 
on developmental and life stages.

Sexual violence is a complex problem with 
individual and community causes that merit a 
robust response. Theory influences not only how 
we understand the causes of sexual violence, but 
also how individuals, groups, and communities 
can approach prevention. Theories have been 
developed across the social ecology from both 
individualist and societal perspectives—the per-
son and the political—to guide the creation and 
implementation of prevention models primarily 
at the adolescent and emerging adulthood stage. 
More evaluation is needed to test the efficacy of 
prevention models built in individual and hybrid 
theoretical approaches.
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Saifullah Khan, a Yale student who was accused 
of sexual assault and suspended from the univer-
sity in 2015 was found not guilty by a criminal 
court in early 2018. Khan was accused of sexually 
assaulting a fellow Yale student after a Halloween 
Party. The accuser alleged that as she and Khan 
walked back to her dorm room she slipped in and 
out of consciousness and he sexually assaulted 
her (Wang & Weinstock, 2018). Khan claimed 
that the accuser invited him back to her dorm 
room and took off her clothes. At the trial, Khan’s 
layer asked the accuser if she flirted with Khan, 
how much she drank, and why she did not wear a 
more modest Halloween costume (Wang & 
Weinstock, 2018). As in most cases of alleged 
sexual assault, jurors had to rely on “he said she 
said” accounts to determine what happened. To 
further complicate matters, both the accuser and 
accused were intoxicated, as is common in sexual 
assault cases. Although Khan was found not guilty 
in a criminal court where guilt must be proven 
“beyond reasonable doubt,” he could still face a 
judiciary hearing at the university, which relies on 
a preponderance of the evidence standard and a 
“yes means yes” definition of consent. Stories like 
this one highlight the complexities of defining and 

interpreting what constitutes consent socially and 
under different laws and policies.

Universities, the judiciary, and society are 
under pressure to address instances of alleged 
sexual assault. As a result, the issue of sexual 
consent has received attention from educators, 
the media, and policy makers. When an alleged 
sexual assault occurs between acquaintances, 
most parties agree that sexual contact occurred 
but disagree about whether it was consensual. 
Despite inconsistent and ambiguous definitions, 
consent is the central issue for determination of 
whether a sexual assault occurred. Reflecting the 
complexity of the concept, however, there are 
many definitions of sexual consent, across con-
texts ranging from specifications in legal statutes 
to university policies to concepts prevalent in 
popular culture. Even when  definitions of con-
sent are established in the form of statutes or 
policies, these generally include little to no speci-
fication of what words or behaviors constitute 
consent  (see  DeMatteo, Galloway,  Arnold, & 
Patel, 2015 for review). Furthermore, legal defi-
nitions of consent do not always match those of 
an average person. 

These factors can make it difficult to deter-
mine whether consent was obtained or a sexual 
assault occurred. In the remainder of this chapter 
we first broadly outline formal definitions of sex-
ual assault and consent, including federal and 
state legal statutes, campus policies, military 
rules, and academic definitions. We then present 
research on how consent is communicated and 
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interpreted, including instances when men and 
women interpret behaviors differently. In this 
context, we discuss factors inherent to the parties, 
their relationship, and/or their condition at the 
time of the encounter that can affect perceptions 
of consent. Finally, we note that formal defini-
tions of consent do not always align with the 
average person’s conceptualization of consent 
and the problems this may pose.

 Formal Definitions of Consent

Definitions of sexual consent vary widely. In the 
United States, there are distinctive state and fed-
eral laws. In the realm of higher education, each 
university or college composes its own policies 
regarding sexual conduct and consent, with cer-
tain exceptions. In the military, there are over-
arching definitions of sexual consent and assault 
that apply to each branch of the military. 
Definitions (or lack of definitions) of consent in 
each of those domains will be examined broadly. 
Additionally, we explore the impact of ingestion 
of intoxicants or narcotics on ability to consent to 
a sexual act and its link to legal definitions of 
sexual assault and sexual consent.

 Federal Statutes

At the federal level, the statute defining and 
delineating sexual assault contains no actual 
definition for sexual consent. In fact, the word 
consent does not appear in the federal statutes 
describing the two major classes of sexual 
assault (18 U.S.C. § 2241, 2018; 18 U.S.C. § 
2242, 2018). Instead, the federal statutes 
describe the elements of “aggravated sexual 
assault” and “sexual abuse” as involving sexual 
assault inflicted with the use of force, threat, or 
fear, or inflicted in situations in which the vic-
tim is mentally or physically incapacitated 
(18  U.S.C. § 2241, 2018; 18  U.S.C. § 2242, 
2018). Neither consent nor nonconsent is 
explicitly considered a relevant element in 
these statutes or other related sexual assault 
statutes.

Furthermore, only one federal statute addresses 
the involvement of alcohol or other drugs, which 
merely pertains to forced intoxication (18 U.S.C. § 
2241, 2018). That is, sexual assault is considered 
aggravated if, prior to the assault, the assailant 
administers a drug, intoxicant, or other substance to 
the victim—without the victim’s knowledge or con-
sent—in order to impair the victim. Additional refer-
ences to mental or physical incapacitation in other 
federal statutes require the victim to be incapable of 
understanding the nature of the situation or physi-
cally unable to refuse participation in the sexual act 
(18 U.S.C. § 2242, 2018). The impact of willingly 
ingested intoxicants or narcotics is unclear, as is the 
threshold at which an individual becomes incapable 
of understanding and willingly participating in the 
sexual act. Thus, the federal statutes regarding sex-
ual assault do not provide language regarding con-
sent to engage in a sexual act or whether voluntary 
intoxication nullifies consent. This is problematic in 
that many cases of alleged sexual assault involve one 
or both people being intoxicated (see below sections 
for further discussion of alcohol and consent).

 State Statutes

Each state has latitude to create its own laws 
regarding sexual assault and sexual consent, and 
the result is heterogeneity among states. Only 
nine state statutes provide an explicit definition of 
consent to participate in a sexual act (California, 
Colorado, Florida, Illinois, Minnesota, Montana, 
Vermont, Washington, Wisconsin).1 Another 11 
states provide a definition for lack of consent or 
contexts/behaviors without consent (Alabama, 
Alaska, Arizona, Delaware, Kentucky, Louisiana, 
Nebraska, New York, Texas, Utah, West Virginia).2 

1 Cal. Penal Code § 261.6; Colo. Rev. Stat. § 18-3-401; 
Fla. Stat. § 794.011; 720 Ill. Comp. Stat. 5/11-1.70; Minn. 
Stat. § 609.341; Mont. Code Ann. § 45-5-501; Vt. Stat. 
Ann. tit. 13, § 3251; Wash. Rev. Code § 9A.44.010; Wis. 
Stat. § 940.225.
2 Ala. Code § 13A-6-70; Alaska Stat. § 11.41.470; Ariz. 
Rev. Stat. § 13-1401; Del. Code Ann. tit. 11, § 761; Ky. 
Rev. Stat. Ann. § 510.020; La. Stat. Ann. § 14:42; Neb. 
Rev. Stat. § 28-318; N.Y. Penal Law § 130.05; Tex. Penal 
Code Ann. § 22.011; Utah Code Ann. § 76-5-406; W. Va. 
Code § 61-8B-2.
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The remaining 30 states do not provide any con-
sent definition whatsoever.3

Standard language for a legal definition of con-
sent includes a provision of voluntary action and 
knowledge of the possible act. For example, 
Florida’s definition reads: “‘Consent’ means 
intelligent, knowing, and voluntary consent and 
does not include coerced submission. ‘Consent’ 
shall not be deemed or construed to mean the fail-
ure by the alleged victim to offer physical resis-
tance to the offender” (Fla. Stat. § 794.011, 2017).

Of the nine states with definitions of consent, 
five require affirmative consent (Minnesota, 
Montana, Vermont, Washington, and Wisconsin).4 
Standard language for an affirmative consent def-
inition contains explicit reference to words or 
actions expressing permission and willingness to 
participate in the sexual act by both persons 
engaging in the act. For example, Wisconsin’s 
sexual assault statute provides the following 
affirmative consent definition: “‘Consent,’ as 
used in this section, means words or overt actions 
by a person who is competent to give informed 
consent indicating a freely given agreement to 
have sexual intercourse or sexual contact” (Wis. 
Stat. § 940.225, 2018). Such definitions go 
beyond the standard consent definition by stating 
that a mere absence of “no” does not constitute 

3 Ark. Code Ann. § 5-14-103; Ark. Code Ann. § 5-14-125; 
Conn. Gen. Stat. § 53a-70; Conn. Gen. Stat. § 53a-71; Ga. 
Code Ann. § 16-6-1; Haw. Rev. Stat. § 707-730; Idaho 
Code § 18-6101; Ind. Code § 35-42-4-1; Iowa Code § 
709.1; Iowa Code § 709.5; Kan. Stat. Ann. § 21-5503; Me. 
Stat. tit. 17-A, § 253; Md. Code Ann., Crim. Law § 3-303; 
Md. Code Ann., Crim. Law § 3-304; Mass. Gen. Laws 
Ann. ch. 265, § 22; Mich. Comp. Laws § 750.520b; Miss. 
Code Ann. § 97-3-95; Mo. Rev. Stat. § 566.030; Nev. Rev. 
Stat. § 200.366; N.H. Rev. Stat. Ann § 632-A:2; N.J. Stat. 
Ann. § 2C:14-2; N.M.  Stat. Ann. § 30-9-11; N.C.  Gen. 
Stat. § 14-27.21; N.C. Gen. Stat. § 14-27.22; N.D. Cent. 
Code § 12.1-20-03; Ohio Rev. Code Ann. § 2907.02; 
Okla. Stat. tit. 21, § 1111; Or. Rev. Stat. § 163.375; 18 Pa. 
Cons. Stat. § 3121; 11 R.I.  Gen. Laws § 11-37-2; 
S.C. Code Ann. § 16-3-652; S.D. Codified Laws § 22-22-
1; Tenn. Code Ann. § 39-13-503; Va. Code Ann. § 18.2-
61; Wyo. Stat. Ann. § 6-2-302.
4 Minn. Stat. § 609.341; Mont. Code Ann. § 45-5-501; Vt. 
Stat. Ann. tit. 13, § 3251; Wash. Rev. Code § 9A.44.010; 
Wis. Stat. § 940.225.

consent; rather, the individual must in some way 
overtly display his or her permission to engage in 
the act, whether through actions or words. This 
follows the “yes means yes” standard, whereas 
nonaffirmative consent conceptions follow the 
“no means no” standard.

In the states lacking a specific legal definition 
of consent, consent or lack of consent is instead 
implied through the language of which elements 
constitute a sexual assault. For example, Maine’s 
statute states that “gross sexual assault” occurs if 
a person engages in a sexual act with another per-
son by forcing or compelling the victim, with a 
person who has a mental disability,5 or with a 
person unconscious or physically incapable of 
resisting the perpetrator (M.R.S.A. 17-A, § 253, 
2017). Thus, the will or consent of the victim is 
inferred rather than explicitly defined.

State statutes addressing the impact of intox-
icants and narcotics on consent are equally var-
ied. The majority are unclear in describing the 
impact of such substances, especially when 
ingested voluntarily. Only eight states (Arizona, 
Iowa, Kansas, Maryland, Montana, South 
Dakota, Washington, and Wisconsin) provide 
explicit language stating that an individual may 
be incapable of consent due to the impact of 
intoxicants or narcotics, which may cause 
impairment in functioning or judgment.6 Still 
others are unclear as to whether intoxication 
itself negates consent, or whether intoxication 
negates consent only when that intoxication pre-
vents an individual from resisting an attack 
(e.g., California and Idaho; Cal. Penal Code § 
261; Idaho Code § 18-6101).

5 Those with mental disabilities are presumed unable to 
consent because consent is assumed to require the know-
ing, rational and voluntary decision to engage in the activ-
ity. The “knowing” part of this entails the ability to 
understand the nature of the sexual act and its potential 
consequences (such as pregnancy and others; State vs. 
Mosbrucker, 758 N.W.2d 663 (ND; 2008)). If mental dis-
ability is sufficient, it can undermine such understanding.
6 Ariz. Rev. Stat. § 13-1401; Iowa Code § 709.1A; Kan. 
Stat. Ann. § 21-5503; Md. Code Ann., Crim. Law § 3-301; 
Mont. Code Ann. § 45-2-101; S.D.  Codified Laws § 
22-22-1; Wash. Rev. Code § 9A.44.010; Wis. Stat. § 
940.225.
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A further 27 states make mention of intoxicants, 
but only contain a provision negating consent if the 
victim was forcibly intoxicated.7 New Jersey’s stat-
ute states that mental incapacitation (which negates 
consent) means, “that condition in which a person 
is rendered temporarily incapable of understanding 
or controlling his conduct due to the influence of a 
narcotic, anesthetic, intoxicant, or other substance 
administered to that person without his prior 
knowledge or consent” (N.J. Stat. Ann. § 2C:14-2, 
2014; N.J. Stat. Ann. § 2C:14-1, 2012; emphasis 
not in original). As such, these state statutes do not 
address contexts in which victims of assault had 
knowingly and voluntarily consumed intoxicants. 
It should be noted that some state statutes address 
voluntary alcohol consumption with lesser charges, 
such as in Louisiana, where the charge drops from 
second-degree rape to third-degree rape if the 
intoxication was not forced (La. Stat. Ann. § 14:43). 
Another subset of states provides that mental inca-
pacitation negates ability to consent, but does not 
include intoxication by alcohol or narcotics as an 
element of incapacitation (e.g., Missouri & 
Virginia; Mo. Rev. Stat. § 566.030; Va. Code Ann. 
§ 18.2-61). As such, the majority of statutes do not 
provide clear guidance for courts on how to inter-
pret issues of assault involving intoxication.

 University and College Campuses

Federal Statutes. Historically, federal regulations 
regarding sexual conduct codes were quite lenient. 
However, with the passing of the Violence Against 
Women Reauthorization Act (VAWA) of 2013, 

7 Ala. Code § 13A-6-60; Colo. Rev. Stat. § 18-3-402; 
Conn. Gen. Stat. § 53a-65; Del. Code Ann. tit. 11, § 761; 
Fla. Stat. § 794.011; Haw. Rev. Stat. § 707-700; Ind. Code 
§ 35-42-4-1; Ky. Rev. Stat. Ann. § 510.010; La. Stat. Ann. 
§ 14:42.1; Mich. Comp. Laws § 750.520a; Minn. Stat. § 
609.341; Miss. Code Ann. § 97-3-97; N.H. Rev. Stat. Ann 
§ 632-A:2; N.J. Stat. Ann. § 2C:14-1; N.Y. Penal Law § 
130.00; N.C. Gen. Stat. § 14-27.20; N.D. Cent. Code § 
12.1-20-03; Ohio Rev. Code Ann. § 2907.02; Okla. Stat. 
tit. 21, § 1111; 18 Pa. Cons. Stat. § 3121; 11 R.I. Gen. 
Laws § 11-37-1; S.C. Code Ann. § 16-3-652; Tenn. Code 
Ann. § 39-13-501; Tex. Penal Code Ann. § 22.011; Utah 
Code Ann. § 76-5-406; W. Va. Code § 61-8B-1; Wyo. Stat. 
Ann. § 6-2-303.

federal mandates now exist for all institutions of 
higher education regarding sexual assault policies 
(34 C.F.R. § 668.46). Specifically, the statute now 
requires universities and colleges to provide stu-
dents and employees with security awareness pro-
grams, including a definition of sexual consent. 
The definition itself is not mandated, with institu-
tions retaining autonomy in the construction of 
these definitions.

State Statutes. In a fashion similar to the U.S. 
state governments, universities and colleges have 
free reign to compose sexual conduct codes and 
define sexual consent (34 C.F.R. § 668.46). As 
such, institutions may also determine whether 
affirmative consent will be a component of sex-
ual interactions. However, there are now two 
notable exceptions: California and New York are 
the first and only states to enact legislation man-
dating all institutions receiving state funds to 
incorporate affirmative consent definitions into 
their sexual conduct codes, with some individual 
universities doing the same (“Yes Means Yes,” 
n.d.). California led with the Donahoe Higher 
Education Act (Cal. Educ. Code § 67386), impos-
ing a detailed affirmative consent standard in 
determining whether all parties consented to sex-
ual activity. New York followed suit a year later 
with a successful “enough is enough” campaign, 
imposing a mandate which must be adopted by 
all institutions receiving government funding 
(N.Y. Educ. Law § 6441, 2015).

A number of individual institutions have also 
voluntarily enacted sexual conduct codes includ-
ing an affirmative consent definition. Yale 
University’s Title IX policy, for example, states 
that, “[c]onsent cannot be inferred from the 
absence of a ‘no;’ a clear ‘yes,’ verbal or other-
wise, is necessary. Consent to some sexual acts 
does not constitute consent to others, nor does 
past consent to a given act constitute present or 
future consent. Consent must be ongoing 
throughout a sexual encounter and can be revoked 
at any time.” (Yale Sexual Misconduct Policies 
and Related Definitions, 2018). Although such 
universities and colleges remain the minority, and 
there is no clear consensus regarding the defini-
tion of consent, each institution now has some 
sort of definition at minimum due to VAWA.
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 Military

As in broader society, the military offers con-
flicting legal definitions. Although there is one 
overarching definition of sexual assault, each 
state military code also contains its own defini-
tion. Only the federal statute will be discussed 
here. Different from general civilian federal 
standards, the military code has a detailed defini-
tion for consent, including factors that constitute 
consent as well as provisions for elements that 
negate consent. According to the Uniform Code 
of Military Justice, consent “means a freely 
given agreement to the conduct at issue by a 
competent person” (10  U.S.C. § 920). Factors 
which negate consent include expression of lack 
of consent, force, threat, incompetence, and 
unconsciousness. Lack of verbal or physical 
resistance resulting from fear or force, the dress 
of the victim, and any prior or current relation-
ships do not equate to consent. That is, a person 
cannot assume that another person consents 
when that other is frightened into silence, and a 
person cannot infer consent on the basis of 
another’s clothing. The latter is rarely found in 
state statutes (e.g., Montana; Mont. Code Ann. § 
45-5-501), and federal statutes do not address 
clothing at all. This code also states that a person 
cannot assume consent from a spouse, intimate 
partner, or ex, similar to some state statutes (e.g., 
Colorado; Colo. Rev. Stat. § 18-3-401).

Further, the military code provides for both 
involuntary and voluntary intoxication on behalf 
of the victim of sexual assault, though the implica-
tion differs depending on whether the intoxication 
is voluntary or involuntary. In the case of involun-
tary intoxication, in which an assailant administers 
an intoxicant or narcotic to the victim “without the 
knowledge or consent of that person” (10 U.S.C. § 
920(a)(5)), the assailant has committed “rape.” In 
the case of voluntary intoxication, in which an 
assailant engages in a sexual act with an individual 
incapable of consenting due to impairment by an 
intoxicant or narcotic which “reasonably should 
be known by the person” (10 U.S.C. § 920(b)(3)
(a)), the assailant has committed the lesser offense 
of “sexual assault.” While the statute is clear that 
certain levels of intoxication negate consent, it 

does not state dosages or levels of intoxication 
at  which it is  acceptable versus unacceptable to 
engage in a sexual act.

 Scholars

Legal and social science scholars have offered 
more varied and nuanced definitions of consent. 
Most suggest that consent can be conveyed 
through both verbal and nonverbal means, vary-
ing in their level of explicitness. Consent can be 
explicitly agreeing to something in the form of 
verbal affirmative consent or implied based on an 
individual’s behaviors. Consent as an act refers to 
explicitly agreeing to something (e.g., “I will 
have sex with you”). Explicit consent is not usu-
ally used during sexual encounters and instead 
partners usually rely on indirect indications of 
willingness, referred to as implied or inferred 
consent. Implied consent is conveyed by behav-
iors or cues that a partner interprets as willing-
ness to have sex. However, because interpretations 
of behaviors can vary between observers, implied 
consent is inherently more ambiguous than 
explicit consent (see Muehlenhard, Humphreys, 
Jozkowski, & Peterson, 2016 for review). A par-
ticularly nuanced review of issues surrounding 
sexual consent is offered by Wertheimer (2003), 
who reviews varying conceptual definitions of 
consent as well as the many ways in which cir-
cumstances such as power and relationship 
dynamics and incapacities in addition to alcohol 
can negate the ability to consent (see also West, 
2008).

An additional aspect of consent is the question 
of which sexual behaviors and actions individuals 
are actually consenting to, made equivocal by the 
variation among statutes and policies. University 
policies appear to contain the most consensus; 
consent definitions instituted in California univer-
sities, New York universities, and Yale University 
maintain that sexual consent is an ongoing pro-
cess, and “consent to some sexual acts does not 
constitute consent to others,” (Yale Sexual 
Misconduct Policies and Related Definitions, 
2018). State statutes are more divided, with most 
states lacking a definition of consent, as delin-
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eated above. This lack of definition inherently 
precludes any possible specification for how con-
sent is construed throughout a sexual encounter. 
Of the five state statutes including an affirmative 
consent definition, only Minnesota’s statute spec-
ifies that consent indicates an “agreement to per-
form a particular sexual act with the actor,” (Minn. 
Stat. § 609.341). The remaining four state statutes 
include a vague statement that consent is an agree-
ment to have “sexual intercourse or sexual con-
tact” with an actor, neglecting to identify whether 
consent to one sexual act equates to consent to 
another (Wash. Rev. Code § 9A.44.010). The four 
state statutes containing nonaffirmative defini-
tions of consent do not address this issue. The 
military’s definition of consent arguably contains 
the most ambiguous identification of the sexual 
behaviors a person might be sanctioning, for con-
sent is defined as “agreement to the conduct at 
issue by a competent person,” (10 U.S.C. § 920, 
emphasis not in original). Last, federal statutes do 
not provide a consent definition, precluding any 
consideration for the behaviors and actions a per-
son might be consenting to during a sexual 
encounter.

In sum, although statutes, policies, and schol-
ars’ conceptualizations exist that define sexual 
assault, and in some cases consent, these are 
quite basic and difficult to apply in practice. 
Formal definitions of consent are often unclear, 
ambiguous, and inconsistent across jurisdictions 
or contexts, often misunderstood, and not uni-
formly applied in practice (see above discussion 
and Rerick, Livingston & Davis, this volume). 
They may use the word consent or related words, 
but offer little detail of what the concept of con-
sent means and little to no concrete guidance on 
how to judge whether a person has consented, or 
the range of behaviors they have consented to. In 
reality, the concept of consent is complex, may 
be interpreted in terms of a wide variety of feel-
ings and behaviors, and is not universally defined 
across jurisdictions or understood uniformly by 
those who must apply it. Though seemingly 
clearer, even the “yes means yes” standard that is 
increasingly common in universities can be sub-
ject to ambiguity and disagreement in its applica-
tion. This ambiguity of definitions and application 

of the concept of consent makes cases of alleged 
sexual assault adjudicated in courts, universities, 
or the military particularly difficult to assess. To 
understand how such assessments are made in 
practice, it is useful to have some information 
about what a reasonable person infers as being 
indicative of willingness to have sex. The next 
section of the chapter discusses research investi-
gating how laypersons communicate and inter-
pret consent. It also highlights gender differences 
in these processes. In this context we discuss dif-
ficulties created by some inconsistencies between 
the way consent is communicated in practice and 
the way it tends to be interpreted by potential 
sexual partners and lay jurors (see also Rerick, 
Livingston, & Davis, this volume regarding jury 
reactions).

 Communicating Consent

As the preceding discussion has begun to develop, 
consent is an exceedingly complex concept. 
Existing legal, organizational, and research defi-
nitions barely scratch the surface of the complex-
ities of the concept. Even if, for example, one 
says “Yes, I definitely want to have sex with you,” 
is this truly consent if the initiator has sufficient 
power over the respondent? That is, other aspects 
of the situation and relationship between partners 
can have profound effects on the implications of 
one’s statements and behaviors for sexual con-
sent. Here we cannot explore all complexities of 
the concept of consent or its application. We refer 
the reader to the most thorough exploration of the 
concept of which we are aware (Wertheimer, 
2003). Below we restrict our discussion to 
research addressing women’s reports of how they 
convey consent or nonconsent, versus men’s per-
ceptions of the implications of women’s behav-
iors for sexual consent.

 Mechanisms of Consent 
Communications

As a starting point, it is worth discussing three 
general mechanisms through which consent or 
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nonconsent is commonly conveyed before turn-
ing to specific behaviors. These three mecha-
nisms fall into the conceptual category of 
“implied consent,” or consent that “is indirectly 
given and usually indicated by a sign, an action 
or inaction, or a silence that creates a reasonable 
presumption that an acquiescence of the will has 
been given” (Block, 2004, p.  51). Specifically, 
research has indicated that, in practice, though 
explicit verbal communications may be as com-
mon as other mechanisms for communication 
of nonconsent (e.g., Marcantonio, Jozkowski, 
& Lo, 2018), consent is most often communi-
cated passively (e.g., not resisting a partner’s 
advances), indirectly (e.g., dressing sexily), and 
often nonverbally (e.g., undressing oneself or 
one’s partner, touching; Beres, 2007; Davis & 
Villalobos, 2014; Hickman & Muehlenhard, 
1999; Jozkowski, 2013; Jozkowski, Sanders, 
Peterson, Dennis, & Reece, 2014; Jozkowski & 
Wiersma, 2015; Villalobos, Davis, & Leo, 2016). 
These less than explicit means of communication 
provide a challenge of interpretation for those 
involved in sexual situations as well as for those 
who later judge them.

 Passivity as a Primary Mechanism 
of Consent

A number of studies, even of recent vintage, 
have indicated that failure to resist through 
behavior or failure to say no are the most fre-
quently used (or among the top) strategies for 
indicating consent among both homosexual and 
heterosexual couples, and among both males 
and females (Burkett & Hamilton, 2012; Byers, 
1980; Fantasia, 2011; Hall, 1998; Hickman & 
Muehlenhard, 1999; Jozkowski, Sanders, et al., 
2014; Jozkowski & Wiersma, 2015; Lim & 
Roloff, 1999; O’Sullivan & Byers, 1992; Perper 
& Weis, 1987; Beres, Herold, & Maitland, 
2004). Sexual scripts common in our culture 
cast the man as the initiator of sex and the 
woman as the gatekeeper. As such, she is 
expected to actively resist unwanted advances 
(e.g., Jozkowski & Peterson, 2013; Wiederman, 
2005). Belief in such scripts would encourage 

interpretation of failure to verbally or physically 
resist as indicating consent. However, it is clear 
that a person may fail to resist for a variety of 
reasons other than desire to have sex: such as 
fear of the initiator or freezing in fear, power 
imbalance, lack of social skills, inability to 
choose a response quickly enough to avoid sex-
ual engagement, and others. It is for such rea-
sons that many legal standards for consent 
specify that failure to resist cannot be taken as 
consent (see above).

 Sexual Consent Communications 
Tend to be Indirect and Often 
Nonverbal

Although people tend to agree that direct ver-
bal consent communications are the easiest 
to interpret, research has generally indicated 
that nonverbal communications are most fre-
quently used to convey and interpret (non)
consent (see Muehlenhard et  al., 2016 for 
review) unless a partner explicitly asks about 
willingness (Jozkowski, 2011; Jozkowski & 
Peterson, 2013): and even when verbal com-
munications are used, they tend to be indirect, 
taking the form of hints or innuendos rather 
than directly stating desires or intent (Hickman 
& Muehlenhard, 1999; Lee & Pinker, 2010). 
Explicit verbal consent is more likely in first-
time encounters:  and  for the most intimate, 
novel (e.g., bondage and dominance), or devi-
ant acts, or when necessary (such as negotiating 
use of a condom), and at the beginning of sexual 
encounters more so than as the sexual interac-
tion proceeds. Moreover, despite affirmative 
consent policies, many regard verbal consent as 
unnecessary, unnatural, and as interfering with 
the mood and rhythm of the sexual encounter 
(see Muehlenhard et al., 2016 for review). These 
authors note, however, that explicit forms of ini-
tiation, and especially refusal, of sexual encoun-
ters may become more likely if indirect means 
are initially unsuccessful.

Individuals are also more likely to rely on non-
verbal cues to gauge a partner’s willingness to 
engage in sexual activities, with men being more 
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likely than women to rely on nonverbal cues from 
their partner (Jozkowski, Peterson, Sanders, 
Dennis, & Reece, 2014). Qualitative research has 
also found that participants report “just knowing” 
when someone is interested or consenting to sex-
ual activity and deem explicit verbal consent 
unnecessary when interpreting consent (Beres, 
2010; Jozkowski & Hunt, 2014).

Though less clear, and therefore posing 
greater risk of misunderstanding, communicat-
ing (non)consent via nonverbal, indirect, and 
passive messages can minimize other social 
risks: such as embarrassment of the self or one’s 
partner, damage to the relationship, rejection, 
and others. In their theory of the “strategic 
speaker,” for example, Lee and Pinker (2010) 
suggested that we are generally likely to use 
indirect communications to convey messages 
involving social risks such as embarrassment or 
rejection: and particularly in circumstances 
where the communication could suggest a sig-
nificant change in the nature of the relationship 
between the actor and recipient (such as change 
from platonic to sexual), or when the message 
might entail potentially embarrassing (e.g., a 
sexual suggestion that might be rebuffed) or ille-
gal (e.g., suggestion to engage in theft) mes-
sages. Because they can be interpreted in more 
than one way, indirect communications provide 
plausible deniability of the intended meaning, 
and provide potential protection against embar-
rassment or other unwanted social or legal 
consequences.

While much indirect communication is likely 
to be understood as intended, its inherent ambi-
guity in meaning can nevertheless result in sig-
nificant miscommunication  (Abbey, 1991). 
Misinterpretation of these indirect and often 
nonverbal cues has the potential to result in 
unwanted sexual acts, though without the perpe-
trator’s awareness that they were unwanted. A 
number of qualitative studies have found that 
this is recognized, in that participants express 
that anything other than a direct “no” has the 
potential for miscommunication (e.g., Burkett 
& Hamilton, 2012; Starfelt, Young, Palk, & 
White, 2015).

 Misinterpretation of Indirect 
Communications in Sexual 
Situations

As Davis and colleagues have reviewed (Davis & 
Loftus, 2016; Davis & Villalobos, 2014; 
Villalobos et al., 2016), indirect communications 
in potentially sexual situations can increase the 
risk of misunderstanding for several reasons.

Social Norms. First are social norms supporting 
behavioral patterns that may promote misunder-
standing. For example, socialization of women to 
be indirect and submissive with men (e.g., Jordan, 
2005) can encourage use of less assertive indirect 
means of communicating nonconsent, even in the 
presence of very strong feelings against sexual 
engagement that might otherwise result in explicit 
refusal. At minimum, this could lead men to under-
estimate the intensity of actual nonconsent or to 
misinterpret the meaning as consent instead.

Misleading Sexual Scripts. Second are sex-
ual scripts promoting misperception of sexual 
consent. Some directly suggest misinterpreta-
tion of sexual communications, as they include 
beliefs about the meaning of behaviors that are 
mistaken. As noted above, sexual scripts cast-
ing men as the initiator and women as the active 
gatekeeper for sexual activity promote interpreta-
tion of passivity as consent. Perhaps most widely 
known among specific misleading sexual scripts 
is the “token resistance” script suggesting that a 
person will initially refuse sexual advances even 
when actually desiring to engage in sexual activi-
ties (see Muehlenhard, 2011 for review). Many 
males believe women engage in such “token 
resistance,” one-third to one-half of women 
report doing so (Muehlenhard & Hollabaugh, 
1988; Sprecher, Hatfield, Cortese, Potapova, & 
Levitskaya, 1994), and males do so at similar 
rates (Muehlenhard & Rogers, 1998). The token 
resistance script and the widespread actual prac-
tice by both sexes complicates interpretation of 
even explicit refusals, and likely does so even 
more for those that are indirect.

Third, “Rape Myth Acceptance” (RMA: see 
Chapter this volume) entails a number of rape- 
supportive beliefs concerning the meaning of 
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female behaviors, and those high in RMA have 
been shown to more likely read sexual intent into 
female behaviors, as well as to render perpetrator- 
supportive judgments in mock jury studies (see 
Rerick, Livingston & Davis, this volume).

A fourth common category of sexual scripts 
is those involving alcohol and sexual inten-
tions. Studies of “alcohol expectancies” have 
generally shown, for example, that people 
expect that  alcohol promotes sexual arousal and 
desire (see Davis & Loftus, 2004 for review), 
and those who use alcohol are perceived as 
more sexually willing (see Davis & Loftus, 
2004; Farris, Treat, Viken, & McFall, 2008; 
Lindren, Parkhill, George, & Hendershot, 2008; 
Wood & Davis, 2017 for reviews). Those with 
strong “alcohol expectancies” suggesting that 
alcohol promotes sexual desire are particularly 
likely to perceive inebriated females as more 
sexually aroused and willing (Abbey, Buck, 
Zawacki, & Saenz, 2003; George, Cue, Lopez, 
Crowe, & Norris, 1995). However, as with indi-
rect indicators of consent generally, alcohol use 
has multiple determinants and therefore multi-
ple meanings: arguably, most having nothing to 
do with sexual intentions (such as stress or anx-
iety reduction, compliance with social pres-
sures, and others).

The Problem of Multiple Meaning. Many 
behaviors are more likely to occur in potential 
sexual situations and those same behaviors are 
more likely to occur in other situations involving 
positive reactions to another. These are thus asso-
ciated with multiple meanings related to feelings 
and intentions toward others: including, but not 
limited to, potential sexual partners. As Villalobos 
and colleagues (2016) note, many behaviors that 
are more likely to occur when one is sexually 
willing are also more likely to occur when one 
likes the other person in other ways (e.g., expres-
sions of liking or affection, various forms of 
touch, willingness to do other things together), or 
when one is generally interested in the conversa-
tion (e.g., smiling, expressing interest in a per-
son’s statements, excited demeanor, intimate 
disclosures), or when one just wants to appear 
attractive and sexy or to compete favorably with 

attractive same sex others (wearing perfume, or 
scanty, sexy or provocative grooming, or attire), 
among others.

As Davis and Loftus (6; see also Greer & Buss, 
1994)  noted, many behaviors are actually more 
likely performed when one is sexually willing and 
thus are legitimately probative of sexual inten-
tions. Nevertheless, no behavior definitively indi-
cates sexual consent. All, however, are subject to 
multiple meanings. These three facts make inter-
pretation of sexual intentions difficult and error 
prone: particularly given the tendency for consent 
communications to occur via hints, innuendo, ten-
tative attempts, and nonverbal and/or indirect 
means.

The Problem of Motivated Perception. Even 
with no motivational influence to bias one’s judg-
ment, the potential to misinterpret indirect com-
munications as reflecting sexual willingness is 
significant when in potentially sexual situations. 
However, such tendencies can be magnified by 
desires to have sex, to believe oneself sexually 
attractive, and/or to believe the specific person 
one wants to have sex with also wants the same. 
Indeed, regardless of gender, perceivers tend to 
project their own sexual and relationship desires 
onto those with whom they are interacting (e.g., 
Henningsen & Henningsen, 2010). Additionally, 
both men and women with generally high interest 
in short-term and casual sexual relationships are 
more likely to “overperceive” sexual intentions in 
others (Howell, Etchells, & Penton-Voak, 2012).

One of the most important motivators, how-
ever, is sexual arousal itself  (e.g., Stephan, 
Berscheid, & Walter, 1971). Several studies have 
found an association between self-reported sex-
ual arousal and perceptions of the degree to 
which women’s behaviors reflect willingness to 
have sex (Bouffard & Miller, 2014; Livingston, 
Rerick, & Davis, 2018;  Rerick, Livingston, & 
Davis, 2019). Rerick and colleagues (2019) also 
showed that manipulated sexual arousal among 
males increases perceptions that specific female 
behaviors reflect sexual intentions, particularly 
among single participants.

Intertwined with motivation is the issue of 
influences of emotion on perception. Some emo-
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tions entail specific motivations: such as fear- 
escape. But strong emotions also tend to impair 
executive functions, narrow attention to emotion 
relevant information, and to result in interpreta-
tions of incoming information as consistent with 
the emotion (see Davis & Loftus, 2016): such as 
when a male’s positive emotions may lead him to 
exaggerate the extent to which the woman is indi-
cating consent or a female’s negative emotions 
may lead her to exaggerate the extent to which 
the male is coercive.

Enter Alcohol! Alcohol use by one or both 
parties is common in cases of sexual assault 
(Abbey, 2002, 2011). There is evidence to sug-
gest that sexual miscommunication might be 
more likely under these circumstances. This can 
be understood in part through application of 
Steele and Josephs’ (1990) work on “alcohol 
myopia.” The theory asserts that alcohol narrows 
attention to immediate concerns and salient, 
impulse-consistent cues at the expense of atten-
tion to other potentially inhibitory cues relevant 
to the salient impulse. Consistent with this, 
Abbey and colleagues (Abbey, 2011; Abbey, 
McAuslan, & Ross, 1998) suggested the link 
between alcohol and sexual violence is in part a 
function of alcohol’s promotion of errors in 
men’s perception of women’s sexual intentions.

Indeed, alcohol seems to impair recognition 
of nonconsent by men (e.g., Abbey, 2011; Abbey, 
Zawacki, & Buck, 2005; Gross, Bennett, Sloan, 
Marx, & Juergens, 2001; Marx, Gross, & Adams, 
1999; Marx, Gross, & Juergens, 1997). 
Moreover, intoxicated men perceive women as 
more sexually aroused than unintoxicated men, 
generally perceive women’s behaviors as more 
reflective of sexual intentions (e.g., Abbey et al., 
2005; Abbey, Zawacki, & McAuslan, 2000; 
Davis et al., 2012; Farris, Treat, & Viken, 2010), 
and perceive their own and others’ sexual aggres-
sion as more appropriate (e.g., Johnson, Noel, & 
Sutter-Hernandez, 2000; Norris & Kerr, 1993). 
Alcohol facilitates misperception more among 
men high in rape- supportive attitudes (e.g., 
Benbouriche, Teste, Guay, & Lavole, 2018). 
Notably, motivational biases, alcohol, and other 
influences can operate more strongly to influ-
ence interpretation of ambiguous  communica-

tions, as is the case for indirect and many 
nonverbal messages.

Inexperience. Young people typically do not 
enter their sexually active years with extensive 
understanding of sexual communications and 
interactions, as reflected in many comedic por-
trayals of youthful interpretations of behaviors 
and intentions of the opposite sex. Such inexperi-
ence, combined with hormones, sexual motiva-
tion, and often alcohol, provides a toxic recipe 
for misunderstanding.

Notably, the issues with indirect communica-
tion covered in the preceding sections are prob-
lematic even under many affirmative consent 
standards. For example, recent California legisla-
tion (California Senate Bill SB-967, 2014), like 
many affirmative consent definitions, states what 
is not consent more explicitly (lack of protest or 
resistance, silence, existence of dating relation-
ships, fact of past sexual activities) than what is 
(“affirmative, conscious, and voluntary agree-
ment to engage in sexual activity”). This is also 
characteristic of many “no means no” standards. 
This suggests that those operating under affirma-
tive consent and other standards may accept 
usage of any number of indirect verbal and non-
verbal indicators of consent subject to multiple 
meanings and potential misinterpretation.

 Gender Differences 
in Communication 
and Interpretation of Consent

 Gender and Modes of Consent 
Communication

Some research has found gender differences in 
how consent is communicated. Men are more 
likely than women to use nonverbal cues to indi-
cate consent and look for nonverbal cues from 
their partner to assess consent (Jozkowski, 
Peterson, et  al., 2014). Men are more likely to 
communicate their consent by using initiating 
behavior such as taking off their clothes, and 
women are more likely to communicate their 
consent by engaging in passive behaviors such 
as not resisting when a partner attempts inter-
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course (Jozkowski, Sanders, et  al., 2014; 
Jozkowski & Wiersma, 2015). Men are also 
more likely than women to use aggressive means 
to communicate their consent (e.g., to just do the 
activity without asking or being asked: Jozkowski 
& Peterson, 2013), and to view consent as a sin-
gle event rather than an ongoing process 
(Humphreys, 2004).

In addition to the question of the general 
mechanisms of consent communications, 
research has addressed the related issue of the 
specifics of consent communications: both how 
(non)consent is conveyed and how it is inter-
preted. To address this question, we consider two 
lines of research, the first on the question of 
whether men generally tend to accurately per-
ceive the meaning of women’s behaviors, the sec-
ond on the degree to which women report that 
specific behaviors reflect consent versus the 
degree to which men interpret them to do so.

 The Question of the “Overperception 
Bias”

Research spanning decades has addressed the 
issue of whether men tend to perceive that wom-
en’s behaviors reflect sexual intentions more 
strongly than women perceive or intend them to. 
The bulk of this research for many years indi-
cated that, indeed, men “overperceive” sexual 
interest and intentions in women’s behaviors: 
though much of this research has suffered from 
methodological flaws (see Farris et al., 2008 for 
review). Presumably, men who overperceive sex-
ual willingness will appear more confident (and 
hence more attractive), will more likely have sex, 
and therefore will more likely reproduce and 
propagate their genes (see Haselton & Buss, 
2000; Murray, Murphy, von Hippel, Trivers, & 
Haselton, 2017). However, rather than male over-
estimation of sexual intent or consent, the 
observed difference might be an instance of 
either actor–observer differences in perceptions 
(that actors see more reasons for their behaviors 
than observers); female underreporting of their 
sexual interest/intentions, research method arti-
facts, or some combination of these.

In a series of studies by Perilloux & Kurzban 
(2014), for example, the authors found that sex 
differences in reports of implied consent were 
significant when women were asked how likely 
they were to want sex themselves if they engaged 
in each of 15 behaviors. However, when asked 
either of two questions about women in general 
rather than about themselves (either what women 
in general would say about how likely they 
wanted sex given the behaviors, or how likely 
women in general actually wanted sex given the 
behavior) these differences disappeared and 
women read just as much sexual interest in other 
women’s behaviors as men did.

The authors also found that both men and 
women thought women in general were less 
likely to say that the behaviors meant they 
wanted sex than to report that the behaviors 
indicated they actually wanted sex. Though 
potentially indicating that women underreport 
sexual interest, this finding cannot support any-
thing other than the perception on the part of 
both sexes that this is what women do (see also 
Murray et  al., 2017 for discussion of method-
ological issues compromising interpretation of 
Perilloux & Kurzban’s (2014) findings regarding 
underreporting). However, subsequent research 
(Engeler & Raghubir, 2018) indicates that both 
men and women tend to underreport their own 
sexual intentions, partially explaining findings 
that each sex tends to overestimate sexual inten-
tions of the other. However, even when account-
ing for women’s underreporting of their own 
sexual intention, men still tend to overestimate 
women’s sexual intentions: but at lower rates 
(Engeler & Raghubir, 2018). Each of these stud-
ies employed the same 15 behaviors originally 
used by Haselton and Buss (2000). However, 
they were unrepresentative of the full range of 
consent-related behaviors.

Several additional recent studies have failed to 
find overperception of sexual interest by men. 
For example, Treat, Church, & Viken, 2017 had 
men and women judge cues of sexual interest in 
photographed women. There were no overall sex 
differences, though men and women differed 
somewhat in which cues they responded to (Treat 
et al., 2017; see also Fisher & Walters, 2003).
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Davis and colleagues (Davis, Follette, & 
Merlino, 1999; Wood & Davis, 2016, 2017) 
investigated gender differences in perceptions of 
up to 95 behaviors, using questions designed to 
be more analogous to legal concepts of the “pro-
bative” versus “definitive” value of evidence. 
Probative evidence is probabilistically associ-
ated with the conclusion (i.e., the conclusion is 
more likely given the evidence), whereas defini-
tive evidence assures the conclusion is true (i.e., 
the conclusion is certain given the evidence). 
The authors asked males and females two ques-
tions regarding specific female behaviors. 
Females were asked whether they are generally 1 
(much less likely) to 4 (equally likely) to 7 
(much more likely to perform the behavior) 
when willing to have intercourse): and, secondly, 
whether they performed the behavior if, and only 
if, willing to have intercourse, sometimes per-
formed it when not willing, or often performed it 
when not willing. In the two later studies, women 
were asked to answer these questions either 
regarding their own behavior or regarding the 
behavior of women in general on a five-point 
scale. Men were asked to answer regarding the 
behavior of women in general.

Results for specific behaviors are discussed in 
the sections to come. Here, we wish to note that 
results did not generally support the notion of the 
“overperception bias.” For example, Davis et al. 
(1999) found very small, but statistically signifi-
cant mean differences in ratings of probativeness 
across 73 behaviors between men (3.06/7) and 
women (2.99/7); as well as in the percent of men 
(59.6%) versus women (53.3%) who rated the 
behavior as more likely to occur when the woman 
is willing to have sex. Nevertheless, like many 
studies, the results indicated a lot of agreement 
between sexes, in that correlations between male 
and female ratings of probativeness ranged from 
0.964 to 0.965 for mean ratings on the 7-point 
scale, ranked mean ratings of specific behaviors, 
and percent of respondents who rated the behav-
ior as more likely to occur when the women was 
willing to have intercourse (above 4/7).

Results more strongly contradicted the over-
perception hypothesis for the index of definitive-
ness. The correlation between the percent of men 

and women who indicated the behavior is per-
formed if and only if the woman is willing to 
have intercourse, across 73 behaviors was 0.85. 
However, the percent of respondents who indi-
cated the behaviors were definitive averaged 
25.7% for women, versus 18.3% for men. 
Overall, men and women agreed on the behaviors 
most strongly associated with consent, though 
men were more conservative in reading definite 
willingness into women’s behaviors!

Wood and Davis (2016, 2017) replicated and 
expanded these findings to include more behav-
iors, reflecting emerging behaviors such as sex-
ting, for example (Wood & Davis, 2016), and to 
specifically address behaviors related to alcohol 
use (Wood & Davis, 2017). In their first study, 
Wood and Davis (2016) found that, across 95 
behaviors, men’s average ratings of probative-
ness were slightly (but significantly) lower (2.3/5) 
than those of women rating themselves (2.53/5), 
but the percent of men and women who rated the 
behaviors as more likely to occur when the 
woman was willing to have sex did not differ (2.3 
average across the 95 behaviors for each). As in 
the previous study, more women rated their own 
behaviors as definitive than did men: again indi-
cating that men were more conservative in inter-
preting behaviors as definitely indicating sexual 
consent than women were in reporting that their 
own behaviors did so.

In a second study, Wood and Davis (2016) 
replicated this again with 48 of the original 95 
behaviors and additionally asked women to 
answer either regarding their own behavior or the 
behaviors of “women in general.” Across the 48 
behaviors, average probativeness ratings for men 
(2.36/5) were more similar to those of women 
answering about other women (2.33/5) than those 
of women answering about themselves (2.64/5). 
The same was true of definitiveness: in that across 
behaviors the average percent reporting that 
women performed the behaviors only when will-
ing to have sex was lower for both male (23.2%) 
and female (18.5%) observers reporting on 
“women in general” than for women reporting 
for themselves (34.6%).

Only results from the Wood and Davis (2017) 
study of behaviors involving alcohol indicated 
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that males generally viewed use of alcohol across 
a number of situations as more indicative of sex-
ual willingness than women themselves. In this 
case males’ average ratings of probativeness 
were higher than those of women. But in contrast 
to the other studies, a higher percent of males 
reporting on females than females reporting on 
themselves indicated that the behaviors were per-
formed only when the woman was willing to 
have sex. However, like the Wood and Davis 
(2016) second study, women and men who were 
judging behaviors of “women in general” did not 
differ significantly from one another.

Together, available evidence does not support 
the idea that there is substantial disagreement 
between men and women on either what behaviors 
reflect consent or how strongly they do so. Men 
and women describe the same consent and refusal 
cues in response to open ended questions (e.g., 
Beres, 2010), and when rating the implications of 
various behaviors for consent, even statistically 
significant differences tend to be small, and corre-
spondence between which cues are seen as most 
significant is high. In three of the Davis and col-
leagues studies (Davis et al., 1999; Wood & Davis, 
2016) men read less, rather than more, definite 
intent into women’s behaviors than women 
reported for themselves. Moreover, men and 
women report that they believe they are not mis-
communicating and share an understanding of 
consent (Jozkowski & Hunt, 2014). Finally, when 
women judge the import of other women’s behav-
iors, they do not differ from men.

It is important to note, however, that most stud-
ies of gender differences in interpretation of con-
sent cues are decontextualized. Many ask 
participants the meaning of various behaviors in 
the abstract, unsituated in specific social contexts. 
And, with few exceptions, research participants are 
not in the physical and psychological context of 
most negotiations of real life sex (such as alcohol, 
power differentials, sexual arousal, and others). As 
our previous discussion of effects of alcohol and 
sexual arousal and those in later sections regarding 
such factors as power or relationship dynamics 
make clear, contextual factors can magnify the dif-
ference between the actual versus perceived impli-
cations of behavior for sexual consent.

Also with few exceptions  (such as Wood & 
Davis, 2017), research has investigated percep-
tions of single behaviors, rather than combina-
tions of behaviors. It remains unknown whether 
gender differences might be either magnified or 
further reduced when multiple consent cues 
combine.

 The Role of Specific Behaviors 
in Communicating and Interpreting 
Consent

Other research has investigated what specific 
behaviors women use to communicate their will-
ingness to engage in sex. The most extensive of 
these is the previously described studies of Davis 
and colleagues.

As discussed earlier, the authors asked respon-
dents to indicate whether they are less likely, 
equally likely, or more likely to perform specific 
behaviors when willing to have sex (than not 
willing): and to indicate whether they performed 
each behavior only when willing to have sex, ver-
sus sometimes or often when not willing (Davis 
et al., 1999; Wood & Davis, 2016, 2017). Three 
studies involved 48, 73, and 95 behaviors and the 
third included 28 behaviors specifically involving 
drugs or alcohol (Wood & Davis, 2017). The 
Davis et  al., 1999 and Wood and Davis (2016) 
studies did not specify the relationship context of 
the behaviors, while the alcohol study specified 
behaviors either at a party with no date, with a 
person met that day, or with a date with whom 
they have not yet had sex.

The specifics of data for each behavior are 
beyond our ability to convey here. But there are 
several takeaways from this set of studies and the 
broader literature on the topic.

 1. No Behaviors Were Viewed by all Members of 
Either Gender as Either Probative or Definitive. 
As noted earlier, one of the problems with 
interpreting sexual consent communications is 
that most behaviors have multiple meanings, 
and can be performed in circumstances other 
than those involving intentions to have sex. 
Reflecting this, no behavior in any of our stud-

24 Definition, Communication, and Interpretation of Sexual Consent



412

ies was rated as either probative or definitive by 
all members of either gender. That is, of the 
behaviors asked about in this study there was 
not a single behavior that was universally 
agreed upon as being indicative of willingness 
to have intercourse. Even for such seemingly 
indicative behaviors as performing or receiving 
oral sex or taking off clothes, 30–40% of 
females indicated they performed the behaviors 
when not willing to have sex, and 40–65% of 
men indicated that women did so. Moreover, 
for these same behaviors, while the vast major-
ity of each gender viewed them as probative, 
3–4% of males and 3–15% of females did not. 
However, we did not ask about explicit verbal 
statements indicating consent.

 2. All Behaviors Were Reported and Viewed as 
More Probative than Definitive. As with the 
above examples, the percent of males and 
females who self-reported or viewed the behav-
iors as probative was much higher than those 
who self-reported or viewed them as definitive. 
Generally, these differences were greater for 
males than for females. Males appear to be 
generally cautious in drawing definite infer-
ences of sexual intent from women’s behaviors, 
even though they do see them as cues predict-
ing greater likelihood of sexual intentions.

Generally, the results indicate that there are 
in fact multiple meanings and reasons for all 
behaviors, and circumstances in which they 
may be performed without sexual intent (as 
indicated by the fact that some females report 
that they perform the behavior in question 
when not willing to have sex). These are also 
perceived by observers, in that for both males 
and females reporting on the meaning of the 
behavior for women in general, some report 
that the behavior is performed when the 
woman is not willing to have sex.

 3. Some Behaviors Decried as Inappropriate 
Cues for Determination of Sexual Intentions 
Are Actually Probative for Women Generally, 
and Definitive for Many. Many have suggested 
that much of the information about women’s 
behaviors that has been presented in rape tri-
als is irrelevant to whether sex was voluntary. 
Although assessment of these behaviors in 

their research was decontextualized with 
respect to relationship and other situational 
variables, the data from the Davis and col-
leagues studies indicate that many such behav-
iors are actually probative of sexual 
willingness. For example, Davis et al. (1999) 
found that two-thirds or more of women indi-
cated that they were more likely to engage in 
behaviors such as wearing see-through fabric, 
wearing no bra or underpants, wearing a 
blouse or dress that shows cleavage, dressing 
very sexily or sexually provocatively, showing 
as much skin as possible, and others when 
willing to have intercourse than when not 
willing. For some of these behaviors more 
than half of women indicated that they per-
form the behavior only when willing to have 
sex. For others, such as dressing sexily, fewer 
than 20% did so.

Notably, these authors also found that both 
number of previous sexual partners and self- 
rated sexual experience (also decried as inap-
propriate evidence) were predictive of 
self-reported likelihood of having sex with 
partners on first and later dates.

 4. Some Behaviors Were Actually, or Perceived 
as, Most Indicative of Sexual Intentions. 
Behaviors considered most probative and 
most definitive by males and females alike 
mostly concerned preliminary sexual behav-
iors: such as taking off one’s clothes, touch-
ing or allowing touch of intimate body parts 
(particularly bare), performing or receiving 
oral sex, making out without clothes, or 
doing nothing when the male attempts inter-
course. Also high in these indices were sig-
nals of availability, such as wearing no 
underpants or bra, sexting naked pictures of 
oneself, or wearing sexy or provocative 
clothing (though clothing was rated as less 
indicative of sexual intentions in the 2016 
studies than the 1999 study).

These results are consistent with those of 
other studies assessing implications of 
behavior for sexual consent. For example, 
using a measure more akin to “definitive-
ness” a survey of a representative national 
random sample of 1023 college students or 
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recent graduates conducted by the 
Washington Post and the Kaiser Family 
Foundation in 2015 found that 47% and 40% 
of participants agreed that a person taking off 
their own clothes or getting a condom estab-
lishes consent for more sexual activity. 
Fewer, 22% and 18%, agreed that engaging 
in foreplay such as kissing or touching and 
not saying “no” establishes consent for more 
sexual activity. In all cases more men felt 
these behaviors indicated consent than 
women. A number of studies have found sim-
ilar results, indicating that college students 
tend to agree that consent to a number of 
activities, such as kissing or going home with 
a date, implies consent to other sexual acts 
(Jozkowski & Peterson, 2013).

Other behaviors often featured in rape tri-
als entail the woman’s willingness to be in 
circumstances that might put her at risk, such 
as going somewhere to be alone or voluntary 
impairment through drugs or alcohol. 
Alcohol and drug use was self-reported and 
viewed as probative by roughly two-thirds of 
both sexes, and as definitive by a quarter or 
more (Wood & Davis, 2017; see more 
detailed discussion of alcohol below). Such 
behaviors as going to his or her residence to 
be alone, leaving a party to be alone, or going 
into a bedroom were viewed as probative but 
as less definitive for males than self-reported 
for females.

Also featured in rape trials are behaviors 
reflecting the female’s liking or interest in the 
man: such as sitting close, smiling a lot or 
laughing at his jokes, complimenting him fre-
quently, or looking into his eyes. Such behav-
iors were generally self-reported and viewed 
as probative by half or more of participants, 
but were seen as definitive by 20% or less.

Finally, the topics of discussion by the 
female might be considered important. 
Talking about sexual topics was self-reported 
and rated as probative by 43% -75% across 
studies, and as definitive by 23% or less. 
Likewise, disclosing personal information or 
talking about intimate topics were self-
reported and seen as probative by 40–79% of 

males and females (more so by males), but as 
definitive by 22% or fewer (less so by males).

In sum, most behaviors were seen as pro-
bative by at least a significant minority and 
often a large majority of males, and were 
actually probative for slightly lower propor-
tions of females. In contrast, few behaviors 
were seen as definitive by a large majority of 
males or were actually definitive for the 
majority of females. Moreover, they were 
seen as less definitive by males than females 
reported for themselves. Overall, for most 
behaviors discussed here the results suggest it 
is reasonable for observers to use them as 
cues associated with sexual willingness, but 
unreasonable to conclude with certainty that 
they indicate consent.

 5. For Some Behaviors the Odds of 
Miscommunication of Sexual Consent are High.

Despite research indicating general agree-
ment between men and women on cues indi-
cating consent, evidence indicates that some 
behaviors are more likely to be misconstrued 
than others. Davis and colleagues (1999; 
Wood & Davis, 2016, 2017) calculated a “rape 
seed” index based on their measure of the 
actual and perceived definitiveness of specific 
behaviors; The index consisted of the odds of 
pairing a man who believed the specific 
behavior definitively indicates sexual willing-
ness (i.e., who believes women would engage 
in the behavior if, and only if, the women are 
willing to have intercourse) with a woman 
who sometimes or often performs the behav-
ior when not willing. This was calculated by 
multiplying the proportion of women for 
whom the behavior was not definitive and the 
proportion of men who believed it was. By 
definition, couples are most likely to miscom-
municate based on these behaviors when the 
rapeseed index is high. Some of the highest 
rapeseed values were obtained for alcohol or 
drug consumption under various circum-
stances (see section on alcohol below).

Behaviors that yielded rapeseed indices of 
10% or higher in both studies (Davis et  al., 
1999; Wood & Davis, 2016) included those 
from each of the categories discussed above. 
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These included preliminary sexual behaviors 
such as undressing, letting him touch (or 
touching his) genitals, breasts, or thigh through 
clothes or bare, or making out with or without 
clothes; dressing sexily or provocatively; and 
talking about intimate or sexual topics. 
Ironically, performing or receiving oral sex, 
which one might naturally assume to clearly 
indicate consent for intercourse, yielded sub-
stantial rapeseed indices in both studies (0.18; 
0.17 for receiving and 0.19, 0.16 for perform-
ing). Whereas these behaviors are seen as 
highly probative and often definitive by men, 
many women indicate participation in these 
activities when they are not willing to have 
intercourse (40% and 38% for performing oral 
sex; and 33% and 33% for receiving oral sex). 
This is likely one among other sexual behav-
iors that women might do instead of inter-
course that might be interpreted as consent for 
intercourse.

Overall, 31 of 95 behaviors from the Wood 
and Davis (2016) study and 34 of 73 behav-
iors from the Davis and colleagues study 
(1999) yielded rapeseed indices greater than 
10%. Some ranged over 20%. While these 
numbers may seem small, they indicate that 
there are many behaviors for which 10% to 
27% of couples (or as many as roughly 1  in 
four) will include a male who believes the 
behavior equals consent and the female may 
do it whether she consents to sex or not.

Alcohol is Special. Alcohol use has been 
of considerable interest to sexuality research-
ers for a variety of reasons. For sexual assault 
researchers it has been of particular interest 
due to the pervasive involvement of alcohol 
use by one or both parties involved in cases 
of disputed sexual assault (Abbey, 2002; 
Muehlenhard et  al., 2016). In most cases 
the consumption of alcohol or other intoxi-
cants is voluntary and not forced. Though 
researchers have addressed a wide variety of 
issues concerning effects of alcohol on sexual 
encounters (e.g., George & Stoner, 2000), the 
issue of alcohol’s effects regarding consent is 
arguably most relevant to litigation of sexual 
assault claims, in that many laws and policies 

explicitly state that someone who is incapaci-
tated by alcohol or drugs cannot give consent. 
These laws create difficulties in application, 
however (see Davis & Loftus, 2004, 2016). 
For example, there is no clear metric to judge 
whether someone is too incapacitated to give 
consent (e.g., number of drinks, BAC, behav-
iors indicative of intoxication). Further, it is 
unclear what metric should be used to deter-
mine if the alleged perpetrator should have 
known that the complainant was incapaci-
tated. In addition to the logistical challenges 
of determining if someone is too intoxicated 
to consent, most relevant to our current dis-
cussion is the issue of how alcohol relates to 
actual sexual willingness versus how alcohol 
use is interpreted to reflect sexual willingness.

Davis and Loftus (2004) argued that there 
are many inconsistencies between the law and 
psychology of voluntary intoxication and sex-
ual intent. They presented evidence that alco-
hol use (1) enhances subjective arousal/
enjoyment of sex, (2) is often used for the spe-
cific purpose of enhancing sexual pleasure or 
reducing inhibitions, (3) makes it more diffi-
cult to suppress sexual arousal, and (4) pro-
motes interest in erotica. Additionally, men 
and women (5) expect to become aroused 
when using alcohol (and relatedly use alcohol 
to promote sexual interest in potential part-
ners), (6) perceive others who consume alco-
hol as more sexually aroused, willing to 
consent, and easy to seduce, (7) are slower to 
recognize nonconsent if the woman is intoxi-
cated, (8) deliberately use alcohol to avoid 
responsibility for undesirable sexual behav-
iors (another reflection of the expectation that 
alcohol promotes sexual interest), and (9) are 
actually more likely to engage in voluntary 
sexual activities. Moreover, Davis and Loftus 
reviewed substantial research literature indi-
cating that alleged victims who were intoxi-
cated are perceived as less credible (see also 
Livingston, Rerick, & Davis, this volume). 
Finally, Davis and Loftus (2004) reviewed 
evidence of widespread awareness of the link 
between alcohol use and sexual assault, 
awareness that has only increased among col-
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lege students as sexual assault prevention pro-
grams and other educational programs have 
emphasized the link.

Davis & Loftus argued that the widespread 
use of alcohol to promote sexual interest and 
enjoyment suggests that women’s choice to 
use alcohol when with men or a specific man 
is actually probative of sexual intentions: that 
is, that women are more likely to use alcohol 
around men when willing to have sex. More 
generally, they argued that legal attempts to 
suppress alcohol use in sexual contexts 
directly contradicts widespread behavioral 
tendencies; and attempts to reverse judgments 
that intoxicated women are more likely to 
have consented to conform to the law that 
intoxicated women cannot consent will be dif-
ficult, at the least.

The previously referenced study by Wood 
and Davis (2017) indicated both that women 
are more likely to use alcohol in a variety of 
contexts when willing to have sex, and that 
both men and women believe this. At the same 
time, this study revealed stronger and more 
dangerous discrepancies between women’s 
actual intentions and men’s perceptions of 
them.

The authors asked respondents to rate 30 
behaviors, of which 24 involved the use of 
alcohol or drugs. They also included com-
bined behaviors or situations, such as leaving 
a party with a man met that day while intoxi-
cated or spending the night with a date one has 
not yet had sex with while severely (moder-
ately, or not intoxicated), and others.

For women, some of the behaviors involv-
ing alcohol that were the most probative and 
definitive of sexual intent were becoming 
moderately intoxicated in a private location 
with a date she has not yet had sex with (54% 
and 23% probative and definitive respectively) 
and becoming moderately intoxicated at a 
party with a date she has not yet had sex with 
(35% and 10%). A number of other behaviors 
coupled with being intoxicated produced even 
higher probative and definitive values reported 
by women. For example, 67% and 31% of 
women surveyed indicated that being moder-

ately to severely intoxicated and touching a 
date she has not yet had sex with under his 
clothes was probative and definitive of their 
sexual intent. 58% and 32% of women 
reported that being moderately to severely 
intoxicated and leaving a party to spend the 
night with a person they just met that day was 
probative and definitive of their sexual intent. 
Thus, the majority of women indicated they 
were actually more likely to perform many 
behaviors involving alcohol when willing to 
have intercourse, and substantial minority 
engaged in such behaviors only when willing. 
This pattern was accurately perceived by 
others.

Across 24 behaviors involving intoxica-
tion, the majority of both men (56.6%) and 
women reporting perceptions of women in 
general (56.3%) believed the behaviors to be 
more likely among sexually willing women: 
and a substantial minority of women (41.3%) 
reported that this was actually true for them.

Across behaviors involving intoxication, 
the percent of respondents who indicated the 
behaviors were definitive were also higher for 
men (27.3%) and women answering about 
women in general (26.9%) than for women 
answering about themselves (16.3%). Notably, 
both perceived probativeness and perceived 
definitiveness of alcohol-related behaviors 
were significantly higher than the actual pro-
bativeness or definitiveness reported by 
women for themselves. This stands in stark 
contrast to the previous two studies in which 
perceived probativeness differed slightly 
between men and women, but men viewed the 
behaviors as less, rather than more definitive 
than women. The general willingness of men 
(and women judging other women’s behavior 
rather than their own) to view intoxication 
itself as indicative of sexual availability (in 
this study and others) suggests significant 
potential for juries to ignore laws regarding 
intoxication and consent in favor of their own 
intuitive assumptions.

Perhaps most disturbingly, larger rapeseed 
values were obtained for several behaviors 
involving alcohol than for any other types of 
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behaviors across the three studies, and overall 
the average rapeseed values were higher than 
for the previous studies. The largest rapeseed 
values were obtained for behaviors such as 
getting intoxicated in a private location with a 
person she just met that day (0.323) or with a 
date (0.303), when severely intoxicated leav-
ing a party with a person she just met (0.282), 
and getting severely intoxicated at a party 
when she doesn’t have a date with her (0.221). 
These values indicate that as many as roughly 
a third of randomly paired couples will consist 
of a woman who may become intoxicated 
with no sexual intentions with a man who 
believes that intoxication definitively indi-
cates consent, perhaps explaining in part the 
substantial proportion of sexual assaults 
involving alcohol.

 Conclusions

Our review has shown that while men and women 
tend to communicate and interpret sexual inten-
tions similarly, based on comparable cues, it has 
also shown there are some behaviors that are par-
ticularly prone to misinterpretation by male and 
female observers. It is important for future 
research to continue to identify which specific 
behaviors are most subject to misinterpretation, 
and to begin to incorporate relevant training into 
sexual assault prevention and other relevant edu-
cational programs.

The research reviewed in this chapter also 
indicates a disconnect between law and social 
policy and the actual ways in which partici-
pants describe communicating and interpreting 
consent (see also Beres, 2014). This was shown 
clearly with respect to affirmative consent poli-
cies, for example. Policies requiring that consent 
be communicated explicitly and verbally are 
inconsistent with sexual norms and scripts, and 
the pervasive tendency to communicate sexual 
intentions indirectly and nonverbally. Although 
requiring affirmative consent might be popular 
from a policy standpoint, there is strong evi-
dence that it is not the way the majority of young 
people communicate and interpret consent in 

practice. This does not mean that affirmative con-
sent cannot be a healthy and productive way to 
negotiate sexual encounters but simply indicates 
that changing laws or policies is not enough to 
change engrained sexual norms (e.g., Humphreys 
& Herold, 2003).

As did Davis and Loftus in 2004, we also 
highlighted inconsistencies between the law and 
psychology of voluntary intoxication and sexual 
intentions. We began the process of exploring the 
actual implications of women’s alcohol use for 
sexual willingness, as well as further developed 
how use of alcohol in various circumstances is 
perceived. But while much research has indicated 
that intoxicated women are viewed as more sexu-
ally willing and are judged as more culpable in 
sexual assault scenarios, much less is known 
about the actual relationship between women’s 
choices to use alcohol and sexual intentions. This 
is an area that can benefit from much future 
research. We also know little about the circum-
stances in which alcohol use is viewed as most 
linked to sexual intentions, most inappropriate, 
or both; and the implications of these factors for 
judgments of sexual assault claims.

Perhaps our most glaring lack of coverage, as 
well as that of the general empirical literature on 
sexual consent, concerns the context of sexual 
consent interactions. In part, this concerns how 
combinations of various consent behaviors are 
related to actual and perceived consent. Most 
research reported here asked respondents to rate 
the significance of individual behaviors for con-
sent, though Wood and Davis (2017) did include 
some combinations of behaviors. Overall, we 
currently have very little evidence regarding sets 
of behaviors.

This lack also concerns other contextual 
issues, such as the relationship context of behav-
iors (new versus existing, prior sex versus not, 
power imbalances, and so on), as well as situa-
tional contexts (such as public settings versus 
private).

Some research has addressed relationship 
contexts, as does the law. Some formal defini-
tions of consent specify that the existence of a 
dating relationship or past sexual encounters 
does not indicate consent (e.g., California SB 
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967). Currently, a minority of states include lan-
guage in their sexual consent statutes denouncing 
relationship history as establishing consent. For 
example, Minnesota’s sexual assault statute 
asserts that “[c]onsent does not mean the exis-
tence of a prior or current social relationship 
between the actor and the complainant” (Minn. 
Stat. § 609.341(4)(a)). Whereas other states, such 
as California, limit the language to dating or mar-
ital relationships in maligning history as equating 
to consent, Minnesota’s statute moves further by 
precluding any social relationship as justification 
or proxy for consent.

Nevertheless, though not yet well developed, 
there is some social science literature addressing 
how consent is negotiated or viewed in different 
relationship contexts. For example, Humphreys 
(2007) found that the more intense and involved 
a relationship became, the more sexual activity 
was expected by perceivers, and the less explicit 
consent was required by perceivers. This 
 difference emerged for couples presented as dat-
ing for a mere 3 months, despite only having a 
few sexual encounters during that time period. In 
nearly every situation, a newer relationship 
necessitated explicit sexual consent more often 
than a seasoned relationship (Humphreys, 2007). 
Consent is more likely to be communicated the 
first time partners have sex but is less likely to be 
communicated in subsequent sexual encounters 
(Humphreys & Herold, 2007).

Research has also identified differences 
between relationship types in how consent sce-
narios are viewed. For example, individuals are 
more likely to support rape myths when the 
assailant is the victim’s husband (Ferro, Cermele, 
& Saltzman, 2008). Additionally, the exact same 
scenarios were less likely to be labeled rape by 
participants when the length of the relationship in 
the scenarios increased (Humphreys, 2007). In 
essence, relationship history yields consequences 
for issues of consent (Rebeiz & Harb, 2010; see 
Livingston et al., this volume for review of rela-
tionship effects on rape perceptions).

Research on such issues is thus far rare, how-
ever, and given that the law has deemed relation-
ship context to be irrelevant in some respects, it is 
important to test this assumption. Most research 

to date has investigated two issues: whether con-
sent is communicated at all in various stages of 
the relationship, and how consent is judged by 
observers in different relationship types (see 
Livingston, Rerick & Davis, this volume on this 
issue). But we could not locate studies investigat-
ing how consent tends to be conveyed and inter-
preted by participants in different relationship 
contexts: or how observers interpret specific 
consent- related behaviors differently in different 
relationship contexts (with the exception of 
Wood  & Davis, 2017: where this was not the 
main focus). We hope future researchers will 
tackle these issues in more depth. The import of 
relationship specific consent communication pat-
terns may, like alcohol, be yet another area in 
which the law is inconsistent with patterns of 
behavior and judgment.

Another area in need of more research is that 
of the impact of power dynamics on consent 
communication and interpretation. Definitions of 
consent often specify that consent to participate 
in a sexual act must be freely given and willing 
(e.g., Hickman & Muehlenhard, 1999). Yet, in 
certain power-imbalanced relationships, consent 
is impossible due to the coercive implications or 
potential retaliatory ramifications for rejecting 
the sexual advances of a person in a higher status 
position. In many states, disparate power or posi-
tional authority are assumed to make it impossi-
ble to give consent. In Montana, the victim of a 
sexual assault is incapable of providing consent if 
the victim is incarcerated in a correctional facil-
ity, receiving services from a youth care facility, 
or admitted to a mental health facility, and the 
assailant is an employee, contractor, or volunteer 
in any of those domains (45-5-501, MCA). This 
is standard language for most state statutes. 
However, numerous additional relationships con-
tain inherent power imbalances, such as profes-
sor–student, employer–employee, coach–athlete, 
clergyman–parishioner, etc.

With such intrinsic imbalances, it would 
appear logical to address issues of consent both 
legally and psychologically. However, most state 
statutes do not address such relationships, and 
social science research in this sphere is sparse. 
Singling out the professor–student relationship, 
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research has found that faculty members and stu-
dents alike perceive a professor to be acting 
unethically by engaging in sexual activity with a 
student, but consent was not considered a rele-
vant factor (Paludi, 1996). Thus, though power 
and authority differentials distinctly shape per-
ceptions of sexual activity, more attention is 
required by legal and social pundits to parse out 
the implications for sexual consent. Research is 
needed to address the same issues that have been 
the focus of this chapter: How is consent com-
municated and perceived by those inside the rela-
tionship? and How is consent to sexual 
interactions in these various contexts judged by 
observers?

Other important issues were also left unad-
dressed. For example, we barely touched on 
individual differences in communication and 
interpretation of consent: and evidence exists 
regarding such issues. Incorrectly judging signals 
of sexual interest seems to be related to a history 
of sexual coercion, for example  (Farris, Viken, 
Treat, & McFall, 2006). And, other individual 
differences in the tendency to overperceive sex-
ual intentions have been identified (for review, 
see Wegner & Abbey, 2016).

In sum, though we have learned a great deal 
about consent communications and sources of 
misunderstanding, much remains to be done: par-
ticularly regarding the more complicated issues 
of how behaviors combine to indicate consent; 
how consent is communicated and judged in vari-
ous kinds of relationship contexts; as well as with 
more diverse participants (such as the mentally 
impaired and LGBTQ individuals). Such research 
can and should inform both social policy and the 
law.

Research findings on sexual consent com-
munications could profitably be more fully 
incorporated into sexual assault education pro-
grams. Though such programs commonly 
include discussion of consent statutes and cam-
pus regulations, including implications of alco-
hol use, little detail is typically offered 
regarding the specific landmines of consent 
communications. That is, little information 
covered in this chapter is commonly included. 
Given that significant potential for misunder-

standing of sexual intentions exists, and that 
this is particularly true for some behaviors, dis-
cussion of these issues might encourage greater 
conservatism in reading sexual intentions into 
behaviors; and perhaps encourage use of more 
explicit verbal communications that are less 
likely to be misinterpreted. Some encourage-
ment in this regard was provided by Treat et al. 
(2017), who showed that explicit instruction 
regarding the meaning of female cues led par-
ticipants to focus more on appropriate versus 
inappropriate cues of consent. Moreover, even 
though rape- supportive attitudes were associ-
ated with greater deficits in understanding cues 
of consent, instruction improved judgments of 
those high and low in such attitudes.
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History and Theoretical 
Understanding of Bystander 
Intervention

Laurel Mazar

 Introduction

Bystander intervention is a broad phrase used to 
describe the action (or lack of) in an emergency 
when the bystander is not initially involved. 
Bystander intervention is encouraged as a pre-
vention tool for health complications (helping if 
someone has a heart attack), bullying, sexual and 
interpersonal violence, drunk driving (friends 
don’t let friends drive drunk), and terrorism on 
transit (if you see something, say something). 
Interventions can include doing nothing, involv-
ing someone else (police, bartender, friends, 
other bystanders), or getting physically involved 
(administering CPR, stepping in between people 
fighting). Over the last couple of decades, 
bystander intervention training has been used as 
a tool for preventing sexual violence. This 
 chapter briefly addresses prevention efforts that 
have paved the way for bystander intervention, 
 discusses the efficacy and limitations of 
bystander  intervention, and gives recommenda-
tions for moving bystander intervention training 
 programs forward.

 How Did We Get Here?

Rape prevention has a history that spans decades 
and some programs have been more successful 
than others. This section briefly examines pre-
vention efforts that have led the field towards 
bystander intervention. While their research was 
not specific to sexual violence prevention, it is 
important to discuss the origins of the theory of 
bystander intervention. Latane and Darley 
(1970) were the first researchers to examine 
bystanders. Their research was prompted by the 
violent homicide of Kitty Genovese. Kitty was 
stabbed multiple times in the courtyard of her 
apartment building in Brooklyn and it took a 
half hour for her assailant to kill her. Multiple 
neighbors watched the incident unfold and none 
of them acted to help. Kitty Genovese’s murder 
was one of several similar stories preceding 
work by Latane and Darley which piqued their 
curiosity for why people witnessing a person in 
an emergency do not intervene to help. They 
offer a  theoretical model for why people inter-
vene or not. There are five different cognitive 
elements a bystander passes through when 
deciding whether to intervene. These elements 
are: noticing a  victim or situation, interpreting 
the situation as an emergency, assuming respon-
sibility to help, having knowledge on how to 
help in that situation, and then acting to help 
(Latane & Darley, 1970).
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One theme among many  prevention efforts is 
altering people’s social norms. One way to alter 
these norms is by examining attitudes and beliefs 
and then providing education and examples as to 
why some of these attitudes and beliefs are prob-
lematic and contribute to the norms that allow 
sexual violence to continue.

As men are overwhelmingly the perpetrators 
of sexual violence, logic suggests the power lies 
within them to stop engaging in this violence. 
One way in which prevention has targeted men is 
by addressing the peer level of the social- ecology. 
College men tend to care a great deal about what 
their peers think, so changing values and norms 
of peers may lead to behavior change among men 
(Fabiano et  al., 2003; Schwartz, DeKeseredy, 
Tait, & Alvi, 2001). Some prevention programs 
encourage men to address their peers’ language 
(Barone et al., 2007; McMahon, 2010). In a pro-
gram called The Men’s Project, men engaged 
with each other by dissecting gender roles and 
examining sexist language and rape myths in cul-
ture. The Men’s Project is a program which uses 
the ecological model by identifying and address-
ing risk factors at all four levels of the social- 
ecology. At the individual level, The Men’s 
Project dealt with rape myths and facts; the peer 
level taught men how to support a survivor and 
bystander intervention techniques; the commu-
nity level looked at supportive environments; and 
the society level discussed privilege, gender 
socialization, identity intersection, and politics of 
oppression (Barone et  al., 2007). The Men’s 
Project is conducted in 2-hour sessions over 
10 weeks.

Barone et al. (2007) conducted focus groups 
to evaluate the program’s impact. Men reported 
observing change in peer behavior after challeng-
ing their sexist language. The men who were 
involved came to recognize how sexism and gen-
der roles are very much ingrained in society. 
However, through speaking up (when they felt 
comfortable to do so), they noticed their peers 
began to change the language they used when 
describing women (Barone et al., 2007). The men 
who participated in this group were able to dem-
onstrate that others’ behaviors can be changed 
through peer influence. They recognized the 

importance of their role in changing attitudes 
which led to behavioral change.

Fabiano et  al. (2003) suggest that changing 
culture is an enormous task as “patriarchy and 
hypermasculine gender roles are deeply ingrained 
in individuals, families, social customs, laws, 
institutions…virtually every facet of living” 
(p.  106). They suggest utilizing a social norms 
approach as this has found some success in 
reducing college drinking, which they argue is 
another culturally entrenched phenomenon. They 
were interested in discovering how students’ 
actual norms compared with perceived norms 
about consent and bystander intervention. They 
found men’s perceived norms did not match with 
men’s actual norms regarding sexual behavior 
and encouraged prevention experts to engage in 
social norms approaches. By getting men’s per-
ceived norms in closer alignment with actual 
norms, Fabiano et  al. argue more men will 
become involved as social justice allies.

Piccigallo, Lilley, and Miller (2012) con-
ducted in-depth interviews with men who were 
involved in an all-male rape prevention campus 
group. Interested in the pathways by which these 
men came to be involved with these groups, the 
researchers conducted interviews to understand 
the decisions behind joining these groups. One of 
the main findings was most of the men had a per-
sonal connection to the issue of sexual violence 
against women which led to their group member-
ship (Piccigallo et al., 2012). However, as argued 
by these authors, researchers and program cre-
ators must find a way to garner men’s interest in 
the issue without an established personal connec-
tion to it: the more men with personal connec-
tions to the issue means there is more sexual 
violence occurring to the women in these men’s 
lives.

Changing values towards safety and respect 
and engaging men in this change is an essential 
step in decreasing campus sexual assault (Fabiano 
et al., 2003). Gidycz, Orchowski, and Berkowitz 
(2011) conducted an evaluation of a program 
which combined bystander intervention 
approaches with social norms approaches. 
Follow-ups were conducted 4  months and 
7  months after the program ended. They found 
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men were less likely to intervene against sexually 
aggressive peers if they believed there was an 
absence of support from their friends. Similar to 
Fabiano et  al. (2003), these researchers argued 
for a large-scale change of campus community 
norms. They state: “it may be necessary for the 
campus culture to provide continuous reinforce-
ment of prosocial norms” (Gidycz et  al., 2011, 
p.  735). If the campus culture values prosocial 
norms, males who are a part of this culture will 
value these norms, and peers will feel supported 
in situations which require intervention.

Providing education to increase knowledge 
about sexual violence, encouraging people to rec-
ognize the role their attitudes and beliefs play in 
perpetuating sexual violence, and making sexual 
violence everyone’s issue all contributed to the 
development and use of bystander intervention as 
a sexual violence prevention tool.

 Where Are We Now?

 The Bystander Decision-Making 
Process

Bystander intervention encourages people to be 
prosocial and prevent a negative event from hap-
pening. These events can range from harassment, 
crude jokes, threats of violence, and acts of vio-
lence. Despite whether someone intervenes, they 
are making a choice. There are three main catego-
ries of choices in bystander intervention; being a 
prosocial bystander, intervening in a further nega-
tive way, or choosing not to act. Beginning to seek 
out answers as to why people make any of these 
choices and the pathways which led them to those 
choices will be an important part of the develop-
ment of bystander intervention prevention tech-
niques. Researchers are beginning to answer these 
questions but there are many different situations 
and people interacting in terms of intervention 
behavior, which makes answering these questions 
complicated. Noticing a victim or situation and 
interpreting the situation as an emergency are the 
first two cognitive stages someone goes through 
when deciding whether to intervene. Some people 
may not intervene because they fail to recognize 

and/or interpret the situation as an incident need-
ing their help. There are reasons at each of Latane 
& Darley’s five theoretical stages why someone 
may fail to intervene.

Fabiano et  al. (2003) make suggestions for 
prevention educators in best utilizing a social 
norms approach. The authors suggest engaging 
men as allies and to stop “defining male culture 
as rape culture” (p. 110). Making these cultures 
synonymous causes men to be disengaged from 
rape prevention messages. Recognizing not all 
men are perpetrators of sexual violence may help 
nonperpetrators become active helpers in stop-
ping the violence. Banyard et  al. (2004) argue 
that participants in prevention programs may feel 
they are being addressed in a role they do not 
connect to: specifically women as victim and 
men as perpetrator. Being cast in these roles can 
cause individuals to tune out prevention mes-
sages because of a lack of identification with this 
role. Women often do not view themselves as 
potential victims. Men specifically tune out pre-
vention information delivered in this fashion 
because they perceive it as being negative towards 
themselves. Schewe (2008) found that addressing 
people as potential bystanders, instead of dichot-
omizing them into victim/perpetrator roles was 
more effective than other types of prevention 
interventions.

As previously mentioned, bystanders must 
notice a victim and recognize the situation as an 
emergency (Latane & Darley, 1970). This can 
hinder the likelihood of intervening in situations 
of sexual violence because of a cultural tendency 
to blame the victim. Unfortunately blaming a 
rape victim is commonplace. Burn (2009) found 
when potential interveners engaged in victim 
blaming attitudes, they were less likely to inter-
vene. This was found to be a stronger issue for 
men than women. Because of the strength victim 
blaming has in our society, bystander interven-
tion prevention education efforts will need to 
include elements dispelling victim blaming. 
These efforts need to spread messages that 
regardless of the victim’s characteristics and 
actions, sexual assault is always the fault of the 
person committing the assault (Burn, 2009). 
Illuminating sources of victim bias should allow 
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possible interveners to more easily recognize a 
potentially risky situation and thereby increase 
their likelihood of intervening.

Belief in rape myths influences intervention 
behavior. One study found rape myths specific to 
victim blaming correlated positively with a lack 
of perceived need for intervention (McMahon, 
2010). Further, regardless of the specific type of 
myth, higher rates of any rape myth acceptance 
led to lower rates of intentions to intervene, 
therefore sexual assault prevention educators 
must continue to include rape myths in their cur-
ricula. McMahon (2010) found further support 
which showed students are more likely to inter-
vene in situations of blatant sexual violence, such 
as an actual assault, rather than intervening when 
another person makes a sexist joke or uses sexist 
language. While students are more likely to inter-
vene in blatant sexually violent situations, 
increasing student awareness of the spectrum of 
sexual violence and how it all contributes to rape 
may help encourage students to also intervene in 
cases of sexist jokes or language.

Banyard et al. (2004) believe bystander inter-
vention can help facilitate new norms, both at the 
individual and community level, which will bet-
ter set up communities for intervening in sexual 
violence. They believe bystander intervention 
can model prosocial bystander behavior as well 
as teach bystanders valuable skills. By not label-
ing individuals as perpetrators or victims, but as 
bystanders, friends, witnesses, or allies, it places 
the onus of responsibility on all parties who are 
willing and able to help. Lastly, when looking at 
ecological theory, the authors posit if community- 
level norms are shifted in this way, then societal- 
level norms will eventually begin to reflect those 
of the community (Banyard et  al., 2004). By 
empowering all individuals to be active bystand-
ers, the more community members become 
involved in the fight against sexual violence. This 
empowerment will hopefully lead to prevention 
efforts resting on everyone’s shoulders.

Casey and Ohler (2012) gathered a group of 
male participants who were involved with groups 
committed to ending violence against women. 
Through conversations with these men, they 
found only about a quarter of their participants 

reported intervening every time they were “con-
fronted with exploitive, offensive, or inappropri-
ate behavior by other men” (p.  77). They were 
surprised that even men who were actively 
engaged and trained in techniques to address 
behavior on the sexual violence spectrum still 
sometimes had difficulty in confronting others’ 
use of sexist language, jokes, or coercive/forceful 
behavior. Some of the men reported difficulty 
intervening because of a norm in male culture to 
not interfere with another male’s sexual exploits 
(i.e., cock-blocking). These men’s willingness to 
intervene was affected by their perceived rela-
tionship and status to the offender as well as their 
perceived norms of group members in the area at 
the time of the offending situation (Casey & 
Ohler, 2012). While there are individual men try-
ing to help end violence against women through 
addressing their peer groups, challenges still 
exist even to those who are trained in intervention 
techniques. This finding suggests the need for 
more work at addressing the community and 
society levels of the social-ecology. Men may 
become more comfortable with intervening as 
societal norms change.

 When Bystander Intervention Works

Shifting the prevention focus to engaging all 
community members to be prosocial bystanders 
has had some positive evaluation results. There 
is a myriad of bystander training programs, some 
with more evaluation research than others. One 
of these programs is Bringing in the Bystander® 
(BITB). BITB is offered as either a one- or mul-
tisession training which includes prevalence, 
causes, and consequences of sexual violence and 
discussions and role playing surrounding proso-
cial bystander behavior and safe intervention 
techniques. Banyard, Moynihan, and Crossman 
(2009) evaluated the BITB program and found it 
to be successful at changing beliefs about 
bystander behavior and increasing behavioral 
intention to intervene among student leaders, 
who are already more engaged in  helping other 
students than their nonleader peers. A different 
evaluation of this same program found post-tests 
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given anywhere from 2 to 12 months after par-
ticipation continued to yield results which 
showed attitude and behavior changes (Banyard, 
Moynihan, & Plante, 2007). The long-term posi-
tive change in attitudes and behaviors is signifi-
cant because many evaluation studies show these 
changes directly after program participation, but 
rarely are attitudes and behaviors tested with any 
amount of time passing in between the program 
and the post-test.

In another evaluation, Cares et  al. (2015) 
looked at BITB on two separate college cam-
puses; one rural with most students residing on 
campus and the other urban with a mix of resi-
dential and commuter students. Testing this 
program between two different college popula-
tions was important because often campuses 
want a prevention program which is not expen-
sive, does not take a long time, and applies to 
diverse settings and students. Despite some dif-
ferences between genders and campuses, the 
researchers were able to demonstrate through 
pre- and post- tests as well as a 12 month fol-
low-up that “initial changes in attitude lasted at 
least as long as twelve months post program” 
(Cares et al., 2015, p.180).

BITB has been widely evaluated. Moynihan 
et al., (2015) conducted an evaluation of BITB 
and the Know Your Power® social marketing 
campaign. Utilizing separate campuses, 
researchers tested the effectiveness of BITB 
by using Know Your Power® as a control. Both 
campuses were exposed to the Know Your 
Power® campaign and one campus participated 
in BITB training. While both the treatment 
and control groups had a decrease in reported 
bystander behavior after 1  year, those who 
also received the in- person BITB program and 
the social marketing campaign reported higher 
levels of bystander behavior after 1  year. 
Further, students who reported low opportu-
nity for interventions on pre-test measures, 
reported an increase in helping strangers at the 
1 year follow-up, leading the authors to believe 
that the in-person training potentially 
increased students’ awareness and identifica-
tion of intervention opportunities (Moynihan 
et al., 2015).

Green Dot is a bystander training method used 
on college campuses. Green Dot attempts to 
decrease barriers to engaging in bystander behav-
iors and teaches students to select an intervention 
they feel safe to carry out. One evaluation of 
Green Dot comes from the University of Kentucky 
(Coker et al., 2011). Green Dot consists of a moti-
vational speech encouraging students to connect 
with the issue of sexual violence and present 
intervention as something manageable for stu-
dents to do. Green Dot then trains smaller student 
groups to recognize risky situations and imple-
ment bystander behavior. Green Dot encourages 
diffusion of behaviors using peer opinion leaders 
(POL). POLs were recruited from many different 
student subgroups to increase student exposure to 
the trained POLs. Green Dot is different than 
BITB because it teaches students to look for 
“high-risk potential perpetrator behavior” as 
opposed to identifying victims. Students who 
only participated in the motivational speech 
reported more active bystander behaviors than 
students who received neither of the Green Dot 
components. Participating in both the motiva-
tional speech and the specialized training resulted 
in the most reported intervention behaviors as 
well as the lowest rates of rape myth acceptance 
(Coker et al., 2011).

Evaluations of these programs found both 
intent to intervene and actual intervention behav-
ior increased and there was a decrease in attitudes 
which have been linked to low intervention inten-
tion such as rape myth acceptance. Further, most 
of the evaluations of these programs were able to 
conduct follow-ups after lengths of time had 
passed and found that intervention intentions and 
behaviors were still greater than prior to training.

 When Bystander Intervention Does 
Not Work

Several limitations hinder the ability of 
bystander intervention to prevent sexual vio-
lence. One of these limitations involves social 
norms. An  infrequently addressed limitation of 
bystander  intervention is that it involves con-
flicting social norms. Bystander intervention 
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encourages prosocial behavior such as helping 
others’ in need and intervening with peers’ 
inappropriate language. However, this is in 
direct conflict with the social norm of minding 
one’s own business. Further, there is a social 
norm among men to not interfere with other 
men’s sexual activity. In the moment where 
intervention occurs, the issue requiring inter-
vention must be so great as to overcome the 
norm to not interfere too much with others’ per-
sonal matters. This may be the reason behind 
why students are much more likely to intervene 
in situations of sexual assault than with peers’ 
sexually problematic language. Further, if sex-
ual violence is occurring between people in a 
relationship, bystanders may feel less responsi-
bility for intervention because of a norm to 
respect others’ privacy (Banyard, 2011).

A second limitation is that sexual violence is 
often committed in isolation. The very definition 
of isolation is a lack of bystanders. Therefore, 
bystander intervention training must focus on 
teaching people to recognize potentially violent 
situations before the victim is isolated. Lastly, 
situations where interventions could occur are 
very specific and full of nuanced details specific 
to each scenario. Developing measures to attempt 
to gauge all the different contexts under which 
someone chooses (or not) to intervene would be a 
daunting task. Using interviews with students 
would allow researchers to determine common-
alities among all the different types of situations 
college students could find themselves in as 
potential interveners. Such research could help to 
create measures that could give more insight into 
situationally specific barriers and facilitators of 
bystander intervention.

 Where Are We Going?

Over 20  years have passed since Schewe and 
O’Donohue (1993) reviewed rape prevention 
programs and determined prevention program-
ming suffers from a lack of knowledge about the 
cause(s) of rape. Unfortunately, this is still the 
case for many sexual violence prevention pro-
grams. In her CDC report to the White House 

Task Force to Protect Students from Sexual 
Assault, DeGue (2014) states one best practice 
for sexual assault prevention is to be strongly 
based in theory. Until recently, sexual assault pre-
vention has not had a strong base in any theory of 
sexual violence; likely caused by a limited under-
standing of the etiology of rape.

Training and education surrounding consent 
has become more predominant in the prevention 
landscape, but few theories argue that rape is 
caused because of a misunderstanding of con-
sent. Further, much programming has focused on 
rape myths and traditional gender roles; and 
while feminist theory speaks to both, the larger 
context of feminist theory points to many differ-
ent etiologies for rape. McPhail (2015) argues 
that while feminist theory is widely believed to 
only deal with power and control, this ignores 
other feminist theorizing of rape. While power 
and control can certainly be pointed to as a motive 
for rape in society (i.e. rape culture) and for indi-
viduals (man wants to be dominant over woman), 
this explanation alone does not count for the sex-
ual nature of rape, the intersectionality of rape 
and other forms of oppression, and motivations in 
which men are attempting to demonstrate mascu-
linity (McPhail, 2015). Moreover, feminist schol-
ars discuss the importance of examining 
gender-based violence through a lens of intersec-
tionality. Kimberle Crenshaw argues that race 
and gender cannot be viewed as mutually exclu-
sive (Crenshaw, 1997). Angela Davis has argued 
that attempting to eliminate rape by only examin-
ing it as a gender issue and ignoring the role race 
and sexuality play will result in failure (Davis, 
1990). Most prevention programming lacks an 
intersectionality lens and thereby neglects recog-
nizing the complex ways in which gender, race, 
sexual orientation, and disability status interacts 
with and upon potential perpetrators, victims, 
and bystanders.

While Latane and Darley (1970) outlined a 
theory of bystander intervention, their theory 
accounts for the steps someone takes in the inter-
vention decision-making process and is not spe-
cific to violence prevention. Banyard (2011) and 
McMahon (2015) have conceptually addressed 
this need for a more thorough and comprehensive 
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theoretical approach to bystander intervention, 
however these pieces focus on increasing preven-
tion efforts to community and society contexts of 
the social ecology, rather than developing a 
prevention- based theoretical model. One theory 
which may help bridge the gap between the social 
ecological model and bystander intervention that 
has some empirical support is routine activities 
theory. This theory could possibly adequately 
address the need for bystander intervention train-
ing. Indeed, sexual violence has all three ele-
ments of routine activities: motivated offenders, 
suitable targets, and lack of capable guardian-
ship. Bystander intervention training could 
increase the amount of capable guardianship, 
thereby resulting in prevention as all three ele-
ments of routine activities theory would no lon-
ger be met (Cohen & Felson, 1979). Further, 
increasing capable guardianship effectively 
applies to the peer and community contexts of the 
social ecology; which has been called for by mul-
tiple scholars (Banyard, 2011; DeGue, 2014; 
McMahon, 2015). Prosocial bystanders and 
capable guardians should be considered synony-
mous terms.

Lack of capable guardianship can refer to 
several elements when viewed in the context of 
sexual violence. It could be a lack of bystand-
ers to intervene or victim incapacitation. 
Schwartz and Pitts (1995) argue that there are 
an increased number of likely-or motivated- 
offenders on college campuses due to all male 
peer groups who encourage sexual abuse of 
women, such as fraternities and athletic teams. 
When looking at victims, specifically women, 
Schwartz & Pitts (1995) discuss suitable tar-
gets. They argue the college environment is 
one which encourages alcohol consumption, 
thereby making women who voluntarily drink 
large amounts of alcohol “suitable” for sexual 
victimization. Lastly, college campuses specif-
ically can be lacking in capable guardianship, 
the third element of routine activities theory. 
Traditionally, campus administration does not 
take sexually violent crimes seriously and 
offenders receive little to no punishment for 
their actions (Schwartz & Pitts, 1995). Coupled 
with all male campus groups who are support-

ive of sexual violence towards women, the pool 
of guardians who are likely to intervene 
becomes even shallower.

Schwartz, DeKeseredy, Tait, and Alvi (2001) 
take capable guardianship one step further. Using 
the idea of rape culture from feminist theory, they 
argue North America has a culture which sup-
ports male sexual violence and allows for women 
to internalize an expectation for sexual violence 
and to believe they deserve what happened to 
them. This internalized expectation and belief of 
deservingness work together to decrease effec-
tive guardianship from society as a whole 
(Schwartz et al., 2001). A culture which supports 
male sexual violence not only decreases effective 
guardianship, but likely increases motivated 
offending. When sexually violent crimes are not 
prosecuted, not heavily punished, and victims are 
blamed or not believed, this may lead to offend-
ers perceiving a lack of societal concern for this 
type of crime and increase motivation to commit 
sexual violence because the perceived risk is less 
than the perceived reward.

Theoretical models regarding how people 
view victims and offenders of sexual violence 
could further aid in the development of a specific 
prevention approach through bystander interven-
tion theory. The ideal victim is a concept in 
which society believes some people are more 
deserving of victim status or than others. People 
who appear weak and attempt to defend them-
selves from an attacker are more likely to be 
given a victim status. Christie (1986) further dis-
cusses how the concept of ideal victims creates 
ideal offenders. Ideal offenders are explicitly 
dangerous and bring about visions of scary 
strangers lurking in shadows. Criminologists 
know that these rigid and explicit definitions of 
victims and offenders are simply not reality. 
Those who study sexual violence recognize how 
these notions affect all aspects of this crime. 
Rape victims can be blamed and seen as less of a 
victim because of previous sexual encounters, 
what they were wearing, or what activities they 
were engaged in prior to being raped. On the 
contrary, men of higher status who commit rape 
are rarely viewed as offenders; or men are not 
viewed as able to be victims of rape.
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Two theories which hail from psychology 
which could be beneficial to include in a larger 
theory of prevention through bystander interven-
tion are self-categorization theory and theories 
surrounding implicit bias (Turner, Hogg, Oakes, 
Reicher, & Wetherell, 1987; Greenwald & 
Krieger, 2006). Self-categorization theory looks 
at how people classify themselves in relation to 
different groups. Levine, Cassidy, Brazier, and 
Reicher (2002) found bystanders are more likely 
to intervene when victims are in-group members. 
They argued that recognition of common group 
membership can increase helping. Further empir-
ical support for self-categorization theory showed 
categorical relation to others affected whether 
people viewed situations relevant to themselves 
(Levine, et  al., 2002). If self-categorization can 
provide some explanation for the bystander intent 
to intervene with a victim, it may also provide 
some level of explanation for if a bystander does 
not intervene because of who the perpetrator is. 
Examining the relationship between helping 
behavior and identification with victim or perpe-
trator “may deepen our understanding of and 
strengthen our predictions about bystander 
behavior” (Levine et al., 2002, p. 1461).

Self-categorization theory may be able to pro-
vide some explanation for implicit bias. As con-
structs, implicit bias refers to our individual 
psychology and self-categorization refers to our 
collective psychologies. These collective psy-
chologies are what we use to define ourselves 
relationally to groups similar and different from 
ourselves (Reynolds, Turner, Haslam, & Ryan, 
2001). Combining self-categorization theory 
with implicit bias may hold a key into unlocking 
how people identify and how those identifica-
tions help or hinder bystander intervention 
behaviors. The ability to better predict bystander 
behavior will lead to more specific and tailored 
training programs. If people are more likely to 
help those with whom they identify (or, con-
versely, less likely to help those with whom they 
do not identify), program developers must figure 
out a way to address this subconscious identifica-
tion with others. This could potentially be done 
by strongly encouraging situational awareness, 
using examples to increase empathy for all types 

of victims, or even including implicit association 
tests and education about how self-categorization 
may affect decision-making during bystander 
training to increase participant awareness of this 
possibility.

Theories about implicit bias suggest that 
people do not always have control over their 
perceptions, judgments, and impressions 
(Greenwald & Krieger, 2006). Implicit biases 
are based on discriminatory attitudes or stereo-
types. Empirical testing of theories of implicit 
bias comes from the Implicit Association Test 
(IAT) and other computer- generated tests. 
Analysis of results from the IAT show that two-
thirds of people show preference for whichever 
group is the advantaged group for that test (i.e., 
black vs. white or young vs. old; Greenwald & 
Krieger, 2006). Interestingly, those groups 
which are typically disadvantaged mirror these 
preferences, often preferring the dominant 
group and not the group to which they belong 
(Jolls & Sunstein, 2006).

Implicit bias and ideal victim/offender bias 
may play a role in whether someone notices a 
situation as worthy of intervention or classifies a 
situation as an emergency which requires them 
to act in some way. If, due to some subconscious 
bias, whether that be related to race, gender, or 
what a victim or perpetrator is supposed to look/
act like (or a combination of these), a bystander 
does not perceive a person to be a victim, they 
will not take any action to intervene. Implicit 
bias is believed to be automatic, such that peo-
ple have no time to engage in advance cognitive 
processes in situations of quick decision-mak-
ing (Jolls & Sunstein, 2006). This ties in with 
the theoretical argument that the literature and 
prevention efforts neglect how racism, gender, 
and violence are linked.

Using theories from multiple disciplines to 
assess barriers behind intervention behavior is a 
big step in the right direction towards improving 
bystander intervention training. Researchers and 
prevention educators must continue to examine 
the varying reasons why people do and do not 
intervene with a specific focus on the role of the 
intersectionality of race, class, gender identity, 
ability, and sexual orientation. Identifying how 
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our bias and self-categorization into varying 
groups affects our perceptions of other people 
and the role this plays in whether we believe 
someone to be a victim or an offender will be tan-
tamount in prevention programs which encour-
age prosocial bystander behavior in situations of 
sexual violence.

For example, practitioners need to be aware 
of how intersecting roles affect not only inter-
vention behavior but also the earliest stages in 
the intervention decision-making process. Men 
are rarely viewed as potential victims; white 
women are more likely to be viewed as victims 
than women of color; women of color are more 
likely to blamed for their victimization (Katz, 
Merrilees, Hoxmeier, & Motisi, 2017). 
Addressing these issues and encouraging train-
ing participants to recognize their own internal 
bias and how bias may contribute to their own 
intervention decision- making should improve 
the efficacy of bystander intervention sexual 
assault prevention programs.
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Bystander Program Effectiveness: 
A Review of the Evidence 
in Educational Settings 
(2007–2018)

Samuel C. Bell, Ann L. Coker, and Emily R. Clear

 Introduction

Bystander Intervention as a method for preventing 
the epidemic of various forms of violence (partic-
ularly sexual violence) has been conceptualized 
since the late 1960s (Latané & Rodin, 1969). The 
concept of bystander intervention involves teach-
ing bystanders how to intervene in situations that 
involve sexual violence and other potentially dan-
gerous situations with the hope of preventing harm 
and/or defusing the situation. The bystander model 
gives community members a specific role, includ-
ing interrupting situations that could lead to assault 
before the assault occurs, defusing an ongoing 
hostile situation, particularly when vulnerable 
 parties are involved, and having the ability and 
necessary skills to be an effective ally and advo-
cate to survivors of violence.

In the relatively recent past, bystander interven-
tion programs have begun taking shape and being 
implemented in populations at especially high risk 
for rates of partner and sexual violence. These 
populations include high school students, college 

students, student-athletes, members of Greek life 
and other fraternal organizations, and community 
leaders. Research suggests that bystander interven-
tion may be effective at grade levels as low as mid-
dle school (Midgett, Doumas, Sears, Lunquist, & 
Hausheer, 2015). Studies have shown that the rates 
of intimate partner, dating, and sexual  violence are 
particularly high in teenagers and young adults 
(Williams et al., 2014). Additionally, college cam-
puses have shown particularly high rates of sexual 
violence (Banyard, Moynihan, & Crossman, 
2009). Thus, many of the bystander intervention 
efforts are designed with young adults in mind.

Bystander intervention programs tend to have 
similar structures, although the content and 
 presentation in each may vary from program to 
program. Many bystander intervention programs 
involve intense training of an educator, advocate, 
or facilitator whose job will be to ultimately dis-
perse and lead the program for a given population. 
Following this training, the facilitator will often 
enter an environment and engage with a popula-
tion, implementing the program itself. These pro-
grams tend to be in-person, often involving one 
lengthened session or multiple, shorter sessions. 
Prior to beginning the session, the study popula-
tion often completes a baseline survey to gauge 
their awareness of, and responsiveness to the 
 concept of bystander intervention. Following this 
survey, the facilitator presents a portion of the 
program to the population. The method of this 
presentation, as you will later see, is ripe for 
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debate as to the most effective means. However, 
following the presentation of the content, the 
study population typically completes a post-test 
to see if attitudes or awareness rates (among other 
variables) have changed. Subsequently, the popu-
lation is often asked to take a follow-up survey or 
engage in a focus group discussion at some later 
point, often 3 months following the completion of 
the training. The idea behind the follow-up is to 
examine how bystander behaviors may have 
changed in the time following the training.

A minority of programs eschew this format alto-
gether and instead utilize some form of electronic 
intervention, primarily involving social media or 
web-based training. These interventions will be 
included in the following evaluation as well.

The purpose of this chapter is to identify some 
of the currently studied intervention efforts, their 
effectiveness, strengths, and weaknesses of the 
programs, and finally best practices going for-
ward. Of note, the programs addressed in this 
chapter specifically focus on the issue of violence 
prevention. Other forms of bystander interven-
tion programs exist for various public health 
issues (e.g., alcohol/drug use), but those are out-
side the scope of this work.

The programs that are the focus of this chapter 
are divided into the following categories: (1) in- 
person programs and (2) technologic programs. 
An in-person program refers to the category of 
bystander intervention programs that take place in 
a traditional “in-class” setting where an instructor 
follows a curriculum when speaking to a group of 
program participants. The method of delivery 
may vary (for example, student-led presentation 
versus participation in a skit or performance- like 
setting). A technologic program refers to a 
bystander intervention program that is primarily 
disseminated through technologic means such as 
web-based surveys, web- based interventions, and 
web-based models.

 Past Work

This review relies a great deal on a previous 
review completed by Storer and colleagues 
(Storer, Casey, & Herrenkohl, 2016). In that 

work, the authors included 15 evaluations of 9 
programs for review (Storer et al., 2016). Some 
of the programs previously addressed have 
undergone greater analysis in the time since 
Storer’s review was published. The previously 
analyzed studies took place between 2007 and 
2015. Storer et al. (2016) sought to address four 
distinct  variables across the 15 evaluations: (1) 
increased utilization of bystander behaviors, (2) 
increased willingness to intervene, (3) increased 
confidence to intervene, and (4) decreased rape 
myth acceptance. Storer et  al. (2016) showed 
that the vast majority of the studies analyzed 
prompted increased willingness to intervene and 
increased confidence to intervene in potentially 
dangerous scenarios. However, results were 
mixed as to the effectiveness of bystander inter-
vention programs on rape myth acceptance and 
increased utilization of bystander behaviors 
(Storer et al., 2016).

 Bringing in the Bystander (BiTB)

The first program that is evaluated in this chapter 
is also perhaps the most widely studied. Bringing 
in the Bystander (BiTB) is an intervention devel-
oped by the Prevention Innovations Research 
Center at the University of New Hampshire. The 
goal of the program is to help students, faculty, 
staff, and community members identify behav-
iors on a continuum of violence, develop  empathy 
for those who have experienced violence, prac-
tice safe and appropriate intervention skills, and 
commit to intervene before, during, and after an 
incident of sexual abuse, relationship violence, 
and/or stalking (Banyard, Eckstein, & Moynihan, 
2010). Bringing in the Bystander is designed to 
be presented either as a 90-min program, or in a 
more comprehensive two-session program total-
ing 4.5 h (Storer et al., 2016). The content of the 
program covers basic information about preva-
lence, causes, and consequences of sexual and 
relationship violence (Banyard et  al., 2010). 
Additionally, Bringing in the Bystander attempts 
to address the problem of rape myth acceptance 
and to prevent sexually coercive behavior from 
occurring.

S. C. Bell et al.
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The framework of this program seeks to 
 introduce participants to the notion of bystander 
intervention gradually by having participants 
 discuss their own ideas about community, who 
bystanders are, and when they have been helped 
or chose to help those in difficult situations 
(Moynihan, Banyard, Arnold, Eckstein, & 
Stapleton, 2010). Participants then engage in dis-
course regarding things that make it easier and 
more difficult to intervene, followed by a discus-
sion between the facilitator and the participants 
about defining the problem of sexual violence, in 
addition to defining the concepts of sexual 
 violence and rape themselves. This program, 
 perhaps more than others, stresses the need for 
bystander personal safety, providing each partici-
pant with a list of support resources at the outset 
of the training. Finally, the program utilizes active 
learning by practicing simulated bystander sce-
narios focused on skill building. At conclusion, 
the facilitator reads a bystander pledge aloud and 
asks the participants to sign, stating they will 
intervene in potentially dangerous  scenarios. The 
participants are allowed and encouraged to take a 
copy of the pledge home with them.

Bringing in the Bystander has been thoroughly 
evaluated among several populations, with rela-
tively positive results across the board for certain 
variables. In particular, Bringing in the Bystander 
has shown effective at improving bystander effi-
cacy and decreasing rape myth acceptance 
(Banyard, Moynihan, & Plante, 2007; Banyard 
et al., 2009; Cares et al., 2015; See also Table 26.1). 
Initial studies address the use of Bringing in the 
Bystander in resident halls, sororities, and college 
athletes. Additionally, studies have attempted to 
identify a wide range of outcomes, including con-
fidence and willingness to engage in bystander 
intervention, awareness of bystander intervention, 
perceived efficacy of bystander intervention, rape 
myth and rape- positive language acceptance, and 
both negative and positive bystander intervention 
actions (self- reported). To date there has been no 
evaluation of the effectiveness of BiTB to reduce 
violence over time, relative to a control group, nor 
compared to those receiving other training.

 Green Dot

Another intensively studied bystander intervention 
methodology is Green Dot. Green Dot was ini-
tially developed in 2006 to engage students in 
actions to reduce sexual violence (Cook-Craig 
et al., 2014). Green Dot is a traditional, curriculum- 
based, instructor/peer group bystander interven-
tion strategy. Green Dot curriculum stresses the 
three D’s: Direct, Delegate, and Distract, each of 
which signify a potential method or intervening in 
a situation that could lead to sexual assault or other 
violence. Green Dot involves two primary compo-
nents. First, Green Dot instructors give a 
 motivational speech, traditionally designed for an 
introductory college population. Second, more 
intensive training takes place, using video and role 
play exercises designed to allow participants to 
practice using bystander intervention techniques 
among peers. The purpose of the program is to 
generate positive bystander intervention tech-
niques to create a more engaged and educated 
community.

Green Dot has shown effectiveness to reduce 
violence acceptance in both college and high 
school samples (Coker, Bush, Brancato, Clear, & 
Recktenwald, 2018; Coker et  al., 2011). 
Importantly for establishing a link between 
bystander intervention training and violence pre-
vention, Green Dot has been associated with a 
reduction in sexual violence victimization and 
both sexual harassment victimization and perpe-
tration rates in one college campus with Green 
Dot relative to two with no bystander program-
ming (Coker et  al., 2015, 2016). In a large 
cluster- based randomized controlled trial over 
5 years, high schools randomized to Green Dot 
experienced a 20% reduction in sexual violence 
and harassment perpetration and victimization 
events over time and with complete program 
implementation relative to schools not receiving 
Green Dot (Cares et  al., 2017) Additional 
research on the effectiveness of Green Dot is 
needed by other investigators and comparing 
Green Dot training effectiveness relative to other 
bystander programs.

26 Bystander Program Effectiveness: A Review of the Evidence in Educational Settings (2007–2018)
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 Coaching Boys into Men (CBIM)

Another program that has been highly tested in 
various populations and age ranges is Coaching 
Boys into Men (CBIM). CBIM was created in 
2001 as a Public Service Announcement and ad 
campaign with the goal of increasing awareness 
of domestic and relationship violence, focused 
specifically on the mentoring relationship 
between athletic coaches and their student- 
athletes. The program ultimately grew into a 
large-scale violence prevention curriculum 
designed to be delivered to athletic teams at the 
high school and college level. The program 
concentrated its focus on male student athletes 
due to the perceived higher rates of violence 
against women perpetrated by male athletes, 
and due to the perceived leadership ability 
inherent in athletes compared to their nonath-
lete peers (Jaime et al., 2016). The program is 
designed to be led by coaches who receive a 
60-min training to introduce the coaches kit, 
which serves as the program’s toolbox for 
implementing the program to the athletic teams. 
The coaches accept the responsibility of lead-
ing 11 brief (15 min), weekly discussions with 
their team on the topics of respect, violence 
awareness, and violence prevention (Miller 
et  al., 2012). The developers of CBIM hoped 
that a coach-led discussion would allow stu-
dent-athletes to be more forthcoming with their 
attitudes towards violence perpetration, and 
that implementation of the program in a team 
environment, with a mentor-coach present, 
would allow for each member to hold one 
another accountable for their attitudes and 
actions towards the prevention of violence. The 
effectiveness of this “coach-led” concept is still 
debated, with one study showing little to no 
change in participant attitudes or behavior 
when the program was implemented by a coach 
as opposed to being implemented by a CBIM 
expert (Jaime et al., 2016). Additional research 
is needed to investigate the effectiveness of 
CBIM relative to other bystander-based 
intervention programming and, like Green Dot, 
by other investigators to establish repeatability 
of findings.

 Mentors in Violence Prevention 
(MVP)

Mentors in Violence Prevention (MVP), is one of 
the first bystander intervention programs to be 
developed, beginning implementation in 1993 
(Katz, Heisterkamp, & Fleming, 2011). MVP is 
unusual in that it has been designed for implemen-
tation in various settings, rather than the high 
school or college-aged populations; however, the 
primary evaluation of the program was conducted 
in a high school population (Katz et  al., 2011). 
MVP was initially designed to focus exclusively 
on men, with a greater focus on both sexes as the 
program evolved. MVP utilizes the student mentor 
model to engage other students, with the intent 
that student leaders (mentors) would drive 
increased positive bystander behavior over time 
(Katz et al., 2011). The construct of the program 
focuses on the group discussion dynamic which is 
so prevalent in many other bystander intervention 
programs. However, as mentioned above, these 
groups are led by students, rather than an outside 
instructor. One primary study addressing the effec-
tiveness of MVP can be found in this analysis. The 
results of this analysis show initial effectiveness at 
reducing rape myth acceptance and improving 
potential bystander attitudes and confidence levels 
(Katz et  al., 2011; see Table  26.1). Additional 
research is needed to investigate this program’s 
impact on changing bystander behaviors and its 
ability to reduce  violence perpetration among 
those trained and within the social networks of 
those receiving training.

 The Women’s Program

The Women’s Program (also known as the 
Women’s Program: Helping Friends Avoid Rape 
and Empowering Survivors to Recover) is a 
bystander intervention program designed for 
college- aged women. This differs from many of 
the other programs we analyzed due to its female- 
specific focus; contrasted with other programs 
which focus specifically on men or among mixed- 
sex populations. The Women’s Program was 
designed to increase women’s bystander efficacy 

S. C. Bell et al.



441

and their willingness to intervene in settings 
where sexual assault or other violent acts could 
occur (Foubert, Langhinrichsen-Rohling, 
Brasfield, & Hill, 2010). The program consists of 
several components, including definitions of var-
ious topics related to sexual assault and consent, 
a video interview from a convicted rapist, and a 
discussion between instructor and audience about 
lessons and takeaways learned from said video. 
Additionally, presenters identified ideas for inter-
vention in dangerous situations, and ideas for 
supporting  someone who experienced sexual 
assault. The Women’s Program is entirely in- 
person, and to date, one comprehensive evalua-
tion exists. The results of this study show overall 
decreases in rape myth acceptance and some 
indication of improved bystander efficacy and 
confidence levels (Foubert et al., 2010).

 The Men’s Program

The Men’s Program is a traditional, in-person 
bystander intervention program which was 
designed as a companion to the aforementioned 
Women’s Program. The focus of the Men’s 
Program is the prevention of sexual violence per-
petration through the implementation of a “male 
on male empathy component” (Storer et al., 2016). 
In contrast to the Women’s Program, the Men’s 
Program is delivered by a male instructor to an 
all-male audience. Similar to the Women’s 
Program, the Men’s Program contains a video 
component; however, the Men’s Program video 
details a situation of male on male sexual assault, 
in addition to the more traditional group discus-
sion and role-playing format followed by many 
other intervention programs. Additionally, the 
Men’s Program stresses ways that men can 
respond more effectively to help women who have 
been victims of sexual assault (Langhinrichsen-
Rohling, Foubert, Brasfield, Hill, & Shelley-
Tremblay, 2011). Several evaluations of the 
Men’s Program exist, one of which can be found 
in this analysis. This evaluation showed a decrease 
in rape myth acceptance in addition to an increase 
in bystander’s willingness to intervene, as well 

as an increase in bystander efficacy overall 
(Langhinrichsen-Rohling et al., 2011). Similar to 
MVP, additional evaluation research is needed for 
both the Women’s and Men’s Programs to deter-
mine program impact on changing bystander 
behaviors and violence rates relative to those 
receiving no bystander training or those receiving 
training from other bystander programs.

 The Men’s Project

The Men’s Project is an intensive in-person 
bystander intervention program designed to 
allow men the opportunity to “vent” about their 
experiences as men on college campuses (Gidycz, 
Orchowski, & Berkowitz, 2011). The program 
incorporates discussions on the prevention of 
sexual assault, affirmative consent, debunking 
rape myths, and a presentation on male discom-
fort with inappropriate behavior and language of 
other men (Gidycz et  al., 2011). Similar to the 
Men’s Program, the Men’s Project is designed 
around the concept of masculinity and critiques 
of the gender-role script, allowing for sugges-
tions of positive alternatives from other partici-
pants (Gidycz et  al., 2011). Additionally, the 
concept of peer influence plays a large role in the 
implementation of the Men’s Project, with the 
hope of encouraging positive bystander behavior 
among the majority to change the negative behav-
iors of the contrasting minority. Somewhat unlike 
other programs we have addressed, the Men’s 
Project contains a booster session 4 months after 
the initial intervention (Gidycz et  al., 2011). 
Several studies have evaluated the effectiveness 
of the Men’s Project, one of which is addressed 
here. This evaluation showed no significant 
change in rape myth acceptance or bystander 
behavior. The Men’s Project was among the first 
to show a decrease in sexual aggression levels; 
however this effect was only apparent for a short 
time following the implementation of the pro-
gram (Gidycz et al., 2011; see Table 26.1). Going 
forward, the Men’s Project should be evaluated 
against other bystander intervention programs 
with violence reduction as the primary outcome.
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 One Act

Developed by students, staff, and faculty at the 
University of North Carolina, One Act’s bystander 
intervention model puts a spin on the traditional 
concept of a bystander intervention program. 
This program builds off other bystander interven-
tion programs previously discussed (Green Dot, 
BiTB) by using a community-based framework 
in which all participants can contribute to pre-
venting sexual violence. Much like Green Dot or 
BiTB, One Act places students within a work-
shop setting with an instructor (usually a gradu-
ate assistant) and peer educators. The program is 
administered in a four-hour session and includes 
awareness training, empathy building, and role 
play. The ultimate goals of One Act are to dispel 
rape myths, increase confidence and willingness 
to be a bystander, and to increase bystander activ-
ity by participants (Alegria-Flores, Raker, 
Pleasants, Weaver, & Weinberger, 2017).

One Act is somewhat different from other class-
room/workshop-based methods in terms of cost. 
While not the easiest to implement given the 
length and nature of presentation, the One Act cur-
riculum is publicly available for free. This is in 
stark contrast to many other bystander intervention 
methods which often provide a “tool kit” (CBIM), 
or other pre-prepared curricula that must be pur-
chased before being implemented into a popula-
tion. The cost savings make One Act unique in the 
field of bystander intervention, and thus ripe for 
future evaluation as to the effectiveness of the 
training. Due to the program’s infancy, there have 
been few studies evaluating the efficacy of the pro-
gram. One such study, addressed here, shows a 
positive effect of One Act Training on bystander 
confidence and willingness to intervene. However, 
this study showed no change for Rape Myth 
Acceptance scores and bystander behaviors 
(Alegria-Flores et al., 2017; see Table 26.1). The 
authors’ comparison of One Act with HAVEN, an 
online training program with bystander interven-
tion elements, is an important contribution as few 
evaluations to date have directly compared 
bystander programs. [The pros and cons of HAVEN 
will be addressed in a subsequent section.]

 Students Challenging Realities 
and Educating Against Myths 
(SCREAM) Theater

Another example of an atypical method of 
bystander intervention is SCREAM Theater. 
SCREAM Theater replaces the instructor/pupil, 
classroom dynamic in favor of an interactive 
theater program designed to increase knowledge 
of, and participation in bystander intervention 
(McMahon, Postmus, Warrener, & Koenick, 
2014). The overall target of the intervention is 
the prevention of sexual violence. SCREAM 
Theater uses theater-style presentation based on 
evidence supporting the use of interactive means 
of communication as an effective avenue of 
delivery for health-related messages (McMahon 
et al., 2014).

SCREAM Theater can be implemented as one 
longer session, or as a three-session program 
(McMahon et al., 2015). The one-session method 
involves a 75-min skit followed by a shorter 
question and answer session between participants 
and audience members. The three-session pro-
gram includes the aforementioned skit, coupled 
with two follow-up skill building and brainstorm-
ing sessions, allowing for a more in-depth discus-
sion about specific issues the participants 
experience in their current environment. The 
majority of studies focused on SCREAM Theater 
have been completed in the university environ-
ment among incoming students (McMahon, 
Allen, et al., 2014; McMahon et al., 2015).

SCREAM Theater analyses have provided pos-
itive signs overall. Prior studies have shown sig-
nificant improvements in intent to engage in 
bystander behavior and decreased levels of rape 
myth acceptance (McMahon, Allen, et al., 2014). 
However, the one versus three-session question is 
still unanswered. One study indicates that the lon-
ger, one-session intervention is at least equally 
beneficial, while another supports previous find-
ings that additional education results in more 
positive bystander growth (McMahon et  al., 
2015). It should be noted that the latter study did 
not find significantly more bystander behaviors 
in the group participating in the three-session 
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program (McMahon, Allen, et  al., 2014). 
SCREAM Theater, being a relatively new inter-
vention strategy, needs additional study before 
making any definitive conclusions about the effi-
cacy, but initial results look promising for several 
of the more widely-studied measures surrounding 
bystander intervention (see Table 26.1).

 InterACT

InterACT Sexual Assault Prevention is a bystander 
intervention program designed at increasing the 
social consciousness of participants and influenc-
ing attitudes towards bystander intervention as a 
possibility. Somewhat like SCREAM Theater, 
InterACT is a role-playing intervention, with the 
caveat that InterACT is completely unscripted, 
allowing for, and even encouraging, a substantial 
amount of improvisation among participants 
(Storer et  al., 2016). The intervention is con-
ducted in two phases: (1) audience members 
watch performances by trained instructors depict-
ing a variety of behaviors designed to replicate 
situations where bystander behaviors could be 
utilized, and (2) audience members subsequently 
make suggestions for possible actions that could 
be taken to rectify the situation. One novel com-
ponent of InterACT is the program’s engagement 
of participants by allowing them to act out  various 
scenarios on the stage before the audience 
(Ahrens, Rich, & Ullman, 2011). One compre-
hensive evaluation has been conducted on the 
effectiveness of InterACT in a college-aged pop-
ulation, the results of which can be found in 
Table  26.1. The aforementioned study used 
 surveying to determine whether students who 
participated in InterACT would increase their 
self-reported likelihood of engaging in bystander 
intervention over time. Results of this study 
 indicate that participants exhibited a higher like-
lihood of intervening following participation in 
InterACT (Ahrens et al., 2011). Additional evalu-
ation is needed to determine whether the benefits 
of InterACT participation extend beyond self- 
reports and appear in reduced levels of violence 
victimization and perpetration.

 Take Care

Take Care is somewhat atypical from other 
bystander intervention programs in that it involves 
the use of an online component. Proponents of 
online intervention strategies cite many potential 
pros of shifting away, at least partially, from in-
class, instructor led curricula. Included among the 
potential benefits of online intervention are cost-
effectiveness, ease of implementation, ability to 
reach larger population segments, including 
 participants traditionally thought of as difficult to 
reach, and rapidity of completion compared to in-
person trainings (Kleinsasser, Jouriles, McDonald, 
& Rosenfield, 2015). Additionally, online inter-
vention strategies may bolster participants’ 
 feelings that responses will remain confidential, 
lessening a potential fear of being open and hon-
est in an intervention alongside one’s peers. 
Finally, online interventions have proven effective 
in combating other societal health problems such 
as problem drinking (Donovan et al., 2015).

In addition to the novel nature of delivery, the 
makeup of Take Care is somewhat different from 
other bystander intervention methods we have 
analyzed. Initially, Take Care is delivered indi-
vidually to students (Kleinsasser et  al., 2015). 
This is opposed to more traditional bystander 
intervention programs which tend to focus on the 
grouping of students around a leader/instructor. 
Additionally, Take Care is much shorter in length 
than many other forms of bystander intervention. 
Take Care can be completed in one 20-min ses-
sion. Finally, the brevity of the format allows for 
more targeted outcomes and results. One study 
used Take Care to analyze specific bystander 
behaviors towards friends, in part due to the per-
ceived influences of one’s peers on an individual’s 
behavior (Kleinsasser et al., 2015). This stands in 
direct opposition to many prior studies which 
look to a broader spectrum of outcomes (ex: 
encouraging students to speak out against sexual 
assault across a college campus) (Kleinsasser 
et al., 2015).

Take Care is presented via a presentation- 
design website with three short videos designed 
to present potential strategies of intervention 
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when one is placed in a situation with the  potential 
of sexual violence (Sargent, Jouriles, Rosenfield, 
& McDonald, 2017). The intervention focuses on 
the phrase “Take Care,” particularly using the 
word “care” to summarize how bystander behav-
iors can focus on “taking care” (Kleinsasser 
et al., 2015).

C  =  Show compassion for victims or potential 
victims of sexual assault.

A = Pay attention to the situation and whether it 
could be risky.

R = Take responsibility for acting to reduce risk 
or aid a victim.

E = Take effective action.

The intervention concludes by encouraging 
diligent bystander behavior, again particularly as 
it pertains to one’s friends and acquaintances. 
The creators of the intervention model focused 
on the prevalence of sexual assault among 
acquaintances, believing an educated population 
to be more effective at curbing the spread of 
 sexual violence in the friend/acquaintance rela-
tionship dynamic (Sargent et  al., 2017). While 
evaluation data is limited, Take Care has initially 
proven effective at increasing levels of positive 
bystander activity. One study showed that the 
average difference in helpful bystander behavior 
between students viewing Take Care and a con-
trol population was equivalent to 0.56 situations 
per student, translating to 560 additional 
bystander behaviors among the surveyed popula-
tion (Sargent et al., 2017). Additional research is 
needed to investigate the effectiveness of Take 
Care relative to other bystander-based online 
programs, where outcomes are expanded to 
include violence, and by other investigators to 
establish repeatability of findings.

 Real Consent

Real Consent is another bystander intervention 
program hosted entirely online, with a focus of 
increasing prosocial intervening behaviors that 
reduce risk for sexual violence and preventing 
 sexually violent behaviors towards women 

(Salazar, Vivolo-Kantor, Hardin, & Berkowitz, 
2014). Real Consent consists of six 30-min 
 modules, with various segments within each 
module. The program includes a web-interactiv-
ity element, and episodes of a “serial drama” 
aimed at modeling behaviors such as intervening 
in potentially dangerous situations, communica-
tion between sexual partners, and obtaining 
effective and affirmative consent (Salazar et al., 
2014). Real Consent differs from other bystander 
program interventions in that it allows for partici-
pants to complete the intervention at their own 
pace (although the intervention recommends 
completion within 3 weeks). Only one study ana-
lyzing Real Consent was available at the time of 
this publication. The results of this evaluation are 
overwhelmingly positive, with Real Consent 
 participants showing increases in bystander con-
fidence levels, increased levels of bystander 
activity and involvement, decreased rape myth 
acceptance scores, and lower overall levels of 
sexual violence and harassment following 
 training (Salazar et al., 2014). Additional  analyses 
to determine repeatability of findings and relative 
to other promising online bystander-based pro-
grams are recommended.

 Haven

One of the more well-known online intervention 
programs is Haven. Haven is an online course 
focused on increasing education, awareness, and 
empowerment to act. Somewhat different from 
other programs discussed, Haven incorporates a 
discussion about alcohol and the impact alcohol 
plays on sexual violence. As one might imagine, 
Haven is frequently offered to college-aged par-
ticipants, often as part of an orientation or intro-
ductory program. It should be noted however, 
that Haven content can be altered for older 
 populations, including graduate students, faculty, 
and staff (cultureofrespect.org, 2016).

Haven is presented through a series of videos, 
hosted entirely within an online platform. Haven 
is made up of two sessions, the first being approx-
imately 45 min and a second “booster” session 
lasting approximately 15  min. One recently 
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published evaluation is addressed in this work 
(Zapp, Buelow, Soutiea, Berkowitz, & DeJong, 
2018), in addition to the study by Alegria-Flores 
and  colleagues which focuses on Haven as a con-
trast with another bystander intervention pro-
gram, One Act, in an effort to compare the 
effectiveness of the two programs on a similar 
population (2017). The study conducted by Zapp 
et al. showed positive increases in bystander con-
fidence levels and for willingness to intervene. 
However, the same evaluation showed little effect 
on Rape Myth Acceptance (Zapp et  al., 2018). 
The study conducted by Alegria-Flores showed a 
moderate improvement in bystander confidence 
levels for Haven participants. When compared 
with One Act training however, Haven was gen-
erally less effective at encouraging improved 
bystander attitudes and increased confidence to 
intervene.

Like many other online programs, Haven is 
consistently praised for its content delivery and 
ease of implementation. While overall cost of 
implementation is not publicly available, Haven 
nonetheless is able to reach large populations and 
provide consistent program materials in a rela-
tively noninvasive setting (cultureofrespect.org).

 Know Your Power

Know Your Power is completely novel in com-
parison to other bystander intervention programs 
 discussed here. The primary reason for this nov-
elty is the method of distribution. Know Your 
Power utilizes various forms of media, making it 
somewhat similar to other online programs dis-
cussed here. However, Know Your Power con-
tains no models similar to Real Consent or 
Haven. Instead, Know Your Power can be more 
accurately categorized as a media marketing 
campaign designed to increase awareness of sex-
ual violence, and to increase the level of bystander 
behavior focused on reducing the spread of sex-
ual violence (Potter, Moynihan, Stapleton, & 
Banyard, 2009). Various methods of implementa-
tion exist for Know Your Power, including a 
poster campaign like the one present in the study 
evaluated here which sought to measure changes 

in attitudes towards sexual violence based on 
viewing Know Your Power posters. Results of 
this study show that the attitudes of those viewing 
the poster campaign exhibited higher levels of 
bystander confidence (Potter et  al., 2009). 
Additionally, more frequent exposure to the pro-
gram’s posters resulted in higher action-stage 
scale scores compared to those who reported hav-
ing not seen the poster campaign (Potter et  al., 
2009).

 Methods

Our methods for conducting this evaluation 
began with an assessment of the previously men-
tioned review by Storer et al. (2016). We sought 
to update this review using recently published 
studies evaluating bystander intervention pro-
grams and their overall effectiveness. In order to 
be included in this review, we set certain exclu-
sion criteria. We excluded qualitative studies, as 
our focus was primarily on reporting defined fig-
ures from program evaluations. Additionally, we 
excluded two studies on account of their sample 
size falling below 100 participants. We felt the 
small sample size could produce results that did 
not represent the overall effectiveness of a pro-
gram. We also excluded studies focused on the 
effects of dating violence, gender-based violence, 
partner violence, or some combination of the 
above because the outcome focus of the current 
review is sexual violence. Finally, we attempted 
to avoid duplicating the excellent work done by 
Storer et  al. (2016) while still relying on that 
review as a baseline for our analysis.

Inclusion criteria for this analysis included: 
(1) studies evaluating an established bystander 
intervention program, (2) bystander intervention 
programs focused on a reduction in the spread of 
sexual violence, (3) the study must have been 
previously peer reviewed, and (4) published in 
English. Additionally, to be included in this anal-
ysis, at least one of the following outcome mea-
sures (preferably multiple) was required and 
measured before and after program implementa-
tion: sexual violence or rape myth acceptance 
scores, willingness or intent to intervene as an 
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active bystander, active or engaged bystander 
behaviors, and sexual violence victimization or 
perpetration experiences training.

 Results

Twenty-three publications, representing 12 
 programs, were selected for this review. The pub-
lications’ methods and findings are summarized 
in Table  26.1. Nine of the 12 programs are 
designed as in-person group setting training pro-
grams; 3 (TakeCARE, Haven, RealConsent) 
were designed to be provided to students using a 
web-based approach. Approximately half of the 
studies used an experimental design (11/23 pub-
lications; 6/12 programs). Four sets of outcomes 
were explored for this review. Bystander pro-
gramming has been hypothesized to (1) increase 
(prosocial or engaged) bystander behaviors, (2) 
increase bystander efficacy, intentions to inter-
vene as a bystander, (3) reduce violence accep-
tance typically measured as rape myth or date 
rape acceptance, and (4) reduce sexual violence 
(SV) or sexual harassment (SH) victimization (v) 
and/or perpetration (p).

An increase in bystander behaviors was noted 
for seven of nine publications (5 of 7 programs). 
Among the seven publications based on findings 
from experimentally designed studies to address 
bystander behaviors, the majority (86%; 6/7) 
found bystander training to be associated with an 
increase in bystander behaviors typically in the 
short versus longer time frame. Six of seven 
(86%) experimental studies to address bystander 
behaviors found that training increased these 
behaviors while one of two nonexperimental 
studies found the same pattern.

The question of whether bystander interven-
tion programs actually increase active bystander 
behavior long-term is still unanswered. For those 
studies that were analyzed in this review, none 
showed a significant increase in the amount of 
bystander behaviors long-term, with many declin-
ing to near baseline levels on follow-up. A similar, 
unclear trend can be seen in the review completed 
by Storer et al. (2016) where 4 long- term studies 
showed an increase in bystander behavior, 2 

showed no increase, and 3 showed mixed results. 
It should be noted that two programs (The Men’s 
Project, The Men’s Program) identified by Storer 
to have increased bystander activity had no peer 
reviewed evaluations to analyze in the time since 
that review’s publication. Nonetheless, the  reasons 
behind this failure to increase long-term bystander 
behavior are unclear. In Elias-Lambert and 
Black’s evaluation of Bringing in the Bystander, 
the authors note that the lack of increased 
bystander activity is “surprising” (Elias-Lambert 
& Black, 2016). There, the authors attribute this 
finding to the novelty of bystander intervention 
programs designed to reduce sexual violence, 
stating that the message may be something par-
ticipants are not used to hearing, thus requiring 
longer, more intensive interventions (Elias-
Lambert & Black, 2016). This proposed reason-
ing seems to contrast with findings from others 
that rape myth acceptance scores consistently 
decrease with implementation across multiple 
programs. Perhaps the explanation for “surpris-
ing” findings may be that changing bystander 
actions based in part on the frequency of interven-
tion opportunities (potentially violent events 
observed by the trained student) may be more 
 difficult to achieve than inspiring a change of atti-
tudes. Currently evaluated bystander intervention 
programs do a good job changing the notion of 
violence acceptance. However, changing 
bystander actions and ultimately violence rates 
within a community may require changes in train-
ing, with a particular emphasis on skill-building 
focused on changing students’ efficacy to take 
action, especially when particularly violent events 
are observed.

Measures of self-perceived bystander efficacy 
or intentions to actively engage others or other-
wise intervene were included for 16 of the 23 pub-
lications (10 of the 12 programs). The majority of 
publications (14/16; 88%) and programs (9/10; 
90%) noted intervention training to be associated 
with increases in bystander intentions or efficacy 
in the shorter term (≤6 months). All eight of the 
nonexperimental studies to address bystander 
intentions or efficacy found an increased associ-
ated with program training while 75%, 6 of 8, of 
the experimental studies found this association.
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These summarized findings suggest that 
bystander intervention programs tend succeed 
when attempting to improve confidence levels 
about potentially becoming an active bystander. Of 
the studies that sought to explore the levels of con-
fidence among bystander intervention  participants, 
only Coaching Boys into Men showed anything 
other than uniformly positive results. In fact, CBIM 
showed positive effects in participant confidence 
shortly after the culmination of the program. 
However, this number declined back to baseline in 
a later follow-up. The improvement in confidence 
cannot be tied to one particular aspect of a bystander 
intervention program, yet successful programs 
incorporate role-play into the program curriculum. 
Given the age of the target populations, this train-
ing may be the first time students have been in a 
situation when a bystander intervention could be 
useful. Being able to “practice” what one would do 
in such a situation could boost confidence levels 
should that person be placed into a real life situa-
tion where intervention becomes necessary. Feeling 
unequipped to help in a situation is not only rele-
vant in bystander education, but is also a major bar-
rier to intervening in real life (Banyard, 2015). 
Additionally, peer influences may impact confi-
dence when intervening in a potentially dangerous 
situation; this experience may in turn instill confi-
dence in another person witnessing these actions 
(Banyard, 2015). Trained students and those wit-
nessing effective interventions may find it easier to 
engage in active bystanding when they see others 
model these behaviors (Banyard, 2015).

Findings regarding whether bystander pro-
grams change violence acceptance are more 
mixed. The majority of reviewed publications 
(n  =  17) and programs (n  =  11) addressed 
program- associated changes in violence accep-
tance, typically measured using a rape myth 
acceptance scale. A more modest majority of 
publications (10/17; 59%) and programs (7/11; 
64%) that addressed this outcome did find that 
bystander programs were associated with reduc-
tions in violence acceptance scores over time.

The ultimate measure of a violence prevention 
program’s effectiveness is reducing violence used 
(perpetration) or experienced (victimization). 
However, sufficient post-intervention implementa-

tion time is required to begin to see changes in vio-
lence rates among those receiving training and for 
those within the social network of trained students. 
The latter group may be the more likely benefi-
ciary of an engaged bystander program because 
effective bystander actions will likely reduce vio-
lence risk for those whom the trained students 
know or with whom the student has contact. 
Further, a reduction in violence perpetration may 
be a more salient outcome indicating bystander 
program efficacy than violence victimization. 
Eight reviewed publications representing four pro-
grams had data to address these outcomes. 
Findings from six of eight publications and all four 
of the programs indicate that bystander programs 
reduced sexual violence perpetration (or victim-
ization) over time. Violence perpetration was often 
measured through self- reporting in combination 
with an analysis of school records detailing 
reported violence (Coker et al., 2017). While addi-
tional research is needed to determine the exact 
effects bystander intervention programs play on 
overall violence rates by type of violence, sexual 
coercion rates have shown impressive declines, 
possibly mitigated by length of program (Gidycz 
et al., 2011; Salazar et al., 2014).

 Suggestions for Future Research

The results of this analysis suggest three primary 
avenues ripe for future research. The first of these 
is a comparison of program length and number of 
sessions to determine overall effectiveness over 
time, with an emphasis on programs with multiple 
“dose” iterations. Jouriles, Krauss, Vu, Banyard, 
and McDonald (2018) have contributed a great 
deal to a similar body of research, focused on pro-
gram duration and effectiveness. The results of 
their work show that individual program length 
(ex: 20 min vs. 40 min, etc.) is directly correlated 
with larger effects on attitudes and beliefs, but the 
same result cannot be shown for behavior (Jouriles 
et al., 2018). However, there is still progress to be 
made in determining whether an implementation 
over a period of time (ex: CBIM intervention 
spread over 11  weeks) encourages longstanding 
change in bystander behavior.
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Several of the bystander intervention programs 
analyzed featured models with varying lengths. For 
example, Bringing in the Bystander can be offered 
in either a 90 min model or a longer, more intensive 
4.5 h model. Similarly, SCREAM Theater can be 
offered in a one-dose format, or in three doses. 
Given the mixed findings on the number of pro-
gram sessions or doses needed to establish pro-
gram effectiveness, additional research is needed 
to determine the minimum program dose needed 
to reach the desired effect across intermediate 
outcomes such as changes in violence acceptance 
and bystander behaviors and for the ultimate out-
come of reducing violence rates. With additional 
programs offering multiple variations in length 
and number of sessions, studies are needed to 
determine the best use of intervention time in a 
way that the most participants are impacted in a 
wide- reaching, longitudinal manner.

A second suggestion for future research falls in 
the evaluation of program type. As was previously 
mentioned, online intervention models are becom-
ing increasingly popular with the rise of programs 
such as Take Care. The initial outcomes appear 
positive, but the methodology is still nascent com-
pared to the in-person bystander intervention 
model. As such, future evaluations should address 
the effectiveness of online intervention compared 
to in-person intervention, accounting for factors 
such as cost of implementation and ability to reach 
the largest pool of participants, in addition to the 
traditionally studied effectiveness of the models. If 
online intervention can be proven to be as effective 
as in-person intervention, institutions may be able 
to reach increasing numbers of participants in an 
effective manner, resulting in a larger, more edu-
cated population overall. Additionally, due to the 
(traditionally) decreased cost of online interven-
tions, institutions may be able to reduce expenses, 
allowing for other methods of support (rape crisis 
programs, survivor support systems, etc.) to be 
more effectively funded.

Finally, the effect of bystander intervention 
at younger ages should be increasingly investi-
gated. As mentioned above, there is some evi-
dence of bystander intervention programs being 
implemented to participants prior to reaching 
the  traditional, high-school age level during 

which bystander intervention programs are so 
prevalent (Midgett et  al., 2015). An increased 
application of bystander intervention to younger 
participants may allow for earlier intervention 
with an emphasis on education and potential 
actions that can be taken in the future. 
Additionally, adapting bystander  intervention to 
younger populations could increase the level of 
peer support and peer influence in  potentially 
dangerous situations that may arise as a 
 population ages. Given the malleability of the 
 adolescent mind, interventions at younger ages 
could prove incredibly effective at curbing the 
spread of sexual violence before it begins.

 Conclusion

In less than a decade, evidence for the promise of 
engaged or active bystander intervention 
 programming to address the epidemic of sexual 
violence has emerged (Degue et al., 2014; Storer 
et  al., 2016). The majority of studies find that 
bystander programs reduce sexual violence 
acceptance and increase willingness and inten-
tions to actively engage in violence prevention 
actions. Additional rigorously controlled research 
is needed to determine the effectiveness of pro-
grams to increase positive bystander behaviors 
and to reduce sexual violence and sexual harass-
ment rates over time and among those exposed to 
bystander programming. Measuring bystander 
behaviors is not straightforward. The opportunity 
to be an effective bystander is dependent on (1) 
the frequency (and severity) of violence within 
one’s peer network, (2) one’s ability to recognize 
a violence intervention opportunity, (3) one’s 
confidence and skill in effectively intervening 
before (proactive bystander) or after (reactive 
bystander) a violent event, and for evaluation 
purposes (4) one’s ability to recall and report 
bystander behaviors. Given these contingencies 
in bystander measurement, additional attention to 
advancements in measurement of bystander 
behaviors and perceived effectiveness is sug-
gested. Because the Clery Act recommends 
bystander training on all campuses receiving 
Title IX funding, comparative effectiveness 
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research is needed to determine the more  effective 
elements of bystander training needed to reduce 
sexual violence. Such research needs to be rigor-
ous, sufficiently powered, and should include 
measures of sexual violence  perpetration and vic-
timization as the ultimate outcomes toward the 
goal of reducing the epidemic of sexual violence 
and its trauma-associated mental and physical 
health consequences.
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The Use of Humor as an Effective 
Tool in Sexual Violence Prevention 
Education

Gail Stern

“You may have the facts, but you can’t tell me how to feel”.

—Male Lyft driver speaking to the author, on the subject of false reports of rape.

As a sexual assault prevention educator for over 
25 years, I can say confidently that nearly all of 
the conversations I have had about rape (whether 
formal or informal) have been emotionally 
fraught. The very nature of the topic seems to 
implicate my listeners—whether students at col-
lege orientation or my seatmate on a plane—as 
either a potential offender or victim. As a result, 
the stakes for each conversation feel very high. It 
is less a debate over facts than a fierce protection 
of identity, and the traditional skill-set of a sexual 
assault prevention teacher or trainer is ill suited 
for the intensity of this educational task. This 
chapter identifies a novel way to have this criti-
cal, educational discussion: the use of humor to 
reduce the emotional and cognitive resistance to 
the subject of rape. As unlikely a pairing of sub-
ject matter and pedagogical style it may be, my 
research and professional experience shows how 
well-trained teachers, with a strongly formulated 
theoretical foundation in both the sexual violence 
prevention literature and in comedy, have incor-
porated the use of humor as a key pedagogical 
strategy in educating about rape.

I strongly believe in this nontraditional approach 
to sexual violence prevention education for two key 
reasons. In addition to my aforementioned decades 

in this field, I have also worked as a stand-up and 
improvisational comedian. I have utilized my 
 comedy experience to craft presentations for com-
munity members, university students, military 
audiences, and law enforcement professionals. I 
have found no quicker way to build connections 
with audiences and translate information into ways 
in which they can truly hear it, than the tactical, 
thoughtful use of humor. I have applied my know-
how to co-developing the rape prevention program, 
Sex Signals (http://www.catharsisproductions.com/
programs/sex-signals). This program is presented 
nearly 2000 times each year for military and civil-
ian audiences and has reached over 1 million peo-
ple since 2000. This program is delivered by a 
cadre of educators that receives extensive training 
in subject matter related to sexual violence, as well 
as how to use humor strategically with their audi-
ences. These experiences contributed to my desire 
to conduct the research upon which this chapter is 
based. While my dissertation study in the field of 
Curriculum and Instruction focused on a range of 
applications for the use of humor, this chapter 
focuses solely on its strategic importance for sexual 
assault prevention educators in managing the 
 emotional and cognitive resistance of their 
 audiences. While our programs’ use of humor has 
not been studied as an isolated factor in contribut-
ing to positive outcomes, the data from Catharsis 
Productions’ five-year relationship with Naval 
Training Center-Great Lakes is very promising.
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As congressional staff and policymakers on Capitol 
Hill often say, “metrics matter”, and according to 
the Navy’s Sexual Assault Prevention and 
Response Office; Catharsis Production’s program 
has, for example, contributed to a 73 percent 
reduction in anonymous reports of sexual assault at 
Great Lakes Naval Base north of Chicago. 
(Neiweem, 2017).

As I mentioned in my introduction, conversa-
tions about sexual violence are emotionally 
charged. With the aid of the Internet, we are able 
to “listen” in on the thoughts and even dialogues 
of some men processing their confusion in real 
time. In a reddit thread from November 2017 
labeled “reactions to metoo,” redditors wrestled 
with the issue while responding to an original 
post that stated;

What I’m learning from all of this is that before 
you even get to the rape part of it, it doesn’t take 
much to be a sexual predator when the norms are 
structured this way. Maybe it’s because I never get 
laid and I always seem to ask women out the wrong 
way, but I can never tell the difference between flir-
tatious shyness and being too scared or passive to 
give a hard, affirmative no. I’ve wound up on the 
bad end of a woman’s anger too many times when 
I’ve tried flirting with them and I’m wondering 
what I’m doing wrong.

The dialogue that followed further illustrated 
the confusion other individuals felt when confront-
ing the issue:

JackBinimbul
17 points·7 months ago
At the end of the day, the fact that most women feel 
sexually pressured is a problem. But I’d argue that 
a huge number of men do as well and in many 
cases, the other person meant no harm. That 
doesn’t mean that we shouldn’t analyze why so 
many women consistently report these feelings or 
the environments that make them feel this way. But 
lets not start calling normal, respectful men “sex-
ual predators”, mmkay?
Xzillerationer
11 points·7 months ago
I understand where he’s coming from, though. 
That’s how he perceives it. If you don’t have any 
experience in that field, it’s really, really easy to be 
super insecure about where that “line” is and be so 
afraid of crossing it you never go near it in fear of 
being labelled a sexual predator.
JackBinimbul
8 points·7 months ago
I could see that mind frame, I suppose. But it’s 
really concerning that someone would feel this 

way. That’s a long path of self flagellation, shame 
and isolation. I really hope that we can find a mid-
dle ground.
Xzillerationer
9 points·7 months ago
I agree. It’s really indicative about not enough 
resources for men telling them what’s okay, only a 
huge amount telling them what’s not okay. While 
we shouldn’t reduce the amount telling us what’s 
not okay, we really should have some resources 
telling men what’s okay to do, how to ask someone 
out on a date, etc. etc. (redditors et al., 2017).

The dialogue above illustrates how conflicted 
our culture can be about acts of rape and sexual 
harassment—particularly when the perpetrator is 
not a stranger to the victim—and how defensive 
(and fearful) many still are about admitting those 
crimes exist, and whether or not they have ever 
accidentally crossed the line themselves. The 
comments are also indicative of the increasing 
need for better, clearer dialogue as to what 
“unwanted sexual contact” of any kind means, 
and what it means to hold individuals account-
able for their actions. We will not be able to be 
effective preventionists if we fail to address the 
emotional context for the content we cover.

 Identifying the Role(s) of Humor

Theories about the role and impact of humor 
cross academic disciplines, but I argue that those 
most relevant to increasing educator effective-
ness come from the domains of education, 
 persuasion, and psychology. While none of the 
research cited speaks directly to the use of humor 
to respond to issues of sexual violence, much can 
be extrapolated from what it does say about 
humor’s usefulness in and outside of the tradi-
tional classroom setting.

Twentieth century scholarship on the physiolog-
ical effects of laughter has shown that the  cliché is 
true: Laughter is the “best medicine,” in that it 
reduces anxiety and stress, and that those able to 
laugh at themselves are emotionally healthy  people 
(Askenasy, 1987; Piddington, 1963; Szabo, 2003; 
Wrench & McCroskey, 2001). The benefit of 
 tension reduction is confirmed by education 
researchers who have documented the increased 
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effectiveness of teachers who use humor in the 
classroom. Citing the ability of teachers to create 
more positive learning environments for students, 
students report that when their teachers use humor 
that tension is decreased, which makes it easier for 
them to participate in class. As a result, students 
retain more content, and are more likely to use the 
information outside of the classroom (Nussbaum, 
1992; White, 2001). This is particularly relevant to 
sexual assault prevention education; the discussion 
is successful when more students participate, and 
more students participate when the teacher is per-
ceived as less judgmental (Hess, 2004).

The concept of identification encapsulates 
several effects of humor, including providing the 
relief of discomfort or tension. Theorists argue 
that tension is relieved through the use of humor 
as the audience identifies with the person using it, 
reducing the gap that exists between them. 
Speaker and audience are felt to occupy the same 
dialogic footing, and intimacy is deepened 
(Meyer, 2000). The relief theory of humor 
assumes that in part, people laugh when they 
perceive that tension has been reduced (Berlyne, 
1972; Morreall, 1983; Shurcliff, 1968; as cited in 
Meyer, 2000), or when they are expressing relief 
at having consciously or subconsciously over-
come a sociocultural inhibition (Freud, 1960; 
Schaeffer, 1981, as cited in Meyer, 2000). This is 
critical if a teacher is to have a candid conversa-
tion about any issue, let alone the “taboo topics” 
related to sex, gender, and sexual violence where 
there is often a sense that being honest about 
one’s beliefs is forbidden.

Humor also plays a key role in the students 
feeling immediacy from their instructors. Teacher 
immediacy has been defined as,

…those nonverbal behaviors that reduce physical 
and/or psychological distance between teachers 
and students (Andersen, 1979, p. 543).

Importantly, students who perceive greater 
immediacy from their teachers have been shown 
to take more risks in class, believing that they 
will not receive extreme punishment if they 
 misspeak, or make other kinds of mistakes 
(Tauber & Mester, 1994; Rosiek, 2003). There is 
educational research that shows humor’s role in 

decreasing anxiety and stress in the receiver (see 
Korobkin, 1988; Kher, Molstad, & Donahue, 
1999; Szabo, 2003). With respect to teaching 
taboo topics, reducing apprehension is a key 
objective if one is to engage students in a candid 
discussion. When there is a reduction of stress, 
the learning environment becomes a safer one, 
increasing the teacher’s ability to construct more 
positive frameworks for discussion about the vol-
atile issue. Rosiek asserts that learning is an emo-
tional experience, as it goes beyond the mere 
comprehension of abstract content; it is funda-
mentally about how the student locates herself in 
relation to new ideas. He stated,

It involves surprise, revelation, delight, and some-
times outrage. It requires the cultivation of felt 
appreciations. It sometimes involves risking expo-
sure, humiliation, or changes in beliefs that give us 
comfort. When education has happened well, we do 
not simply emerge knowing the world; we also 
come to love, resent, endure, care, and be thrilled 
about things in ways we did not before. (Rosiek, 
2003, p. 399).

It follows that students will learn more from 
teachers who are better able to frame the issues 
being studied in ways that take into account 
students’ potentially heightened emotional reac-
tions to material (Vangelisti, Daly, & Friedrich, 
1999). It is significant that studies of receiver 
apprehension, “the fear of misinterpreting, inad-
equately processing, and/or not being able to 
adjust psychologically to messages sent by oth-
ers,” (Chesbro & McCroskey, 2001, p. 59) have 
shown it to be a significant obstacle in student 
learning. Researchers found that apprehensive 
receivers actually listen in different ways from 
those who don’t experience this condition. 
Wheeless, Preiss, and Gayle (1997) describe 
three theories about the causes and origins of 
receiver apprehension:

The first holds that receiver apprehension occurs as 
a situational fear of encountering new information. 
The second explanation relates to an individual’s 
ability to assimilate (McReynolds, 1976) incoming 
information in terms of that individual’s cognitive 
complexity (Beatty, 2009; Beatty & Payne, 1981). 
Individuals with less cognitive complexity are 
likely to have greater difficulty assimilating incom-
ing information, and therefore are likely to be 
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apprehensive receivers. A third component of 
receiver apprehension is based on the use of inter-
pretive schemes or strategic repertoires to respond 
to incoming messages (Delia, O’Keefe, & 
O’Keefe, 1982). Thus, a lack of schemata to 
process messages may lead a receiver to experi-
ence apprehension out of a fear of misinterpreting 
or inadequately processing messages. (Cited in 
Chesebro & McCroskey, 1998, p. 446).

In the same research study, they determined 
that teachers who were able to show greater 
immediacy with students, as well as an ability to 
clarify the material, were best able to reduce 
receiver apprehension (Chesebro & McCroskey, 
1998, p. 446). This finding is reinforced by the 
results of a 2004 study of 124 undergraduates and 
three instructors from the disciplines of biology, 
educational psychology, and theatre, respec-
tively. When researchers Torok, McMorris, and 
Lin asked participants about potential outcomes 
of using humor in the classroom, students 
responded that humor had the power to increase 
teachers’ likeability, enhance their understand-
ing of the course material, lower classroom ten-
sion, increase student attentiveness, and boost 
the class’ morale (Torok, McMoris, & Lin, 
2004).

Research in the realm of psychology confirms 
that it is psychologically and emotionally diffi-
cult for many people to have their beliefs, whether 
about the world or themselves, challenged. While 
the psychology literature uses the word “patient,” 
both in the individual and group settings, an argu-
ment can be made that some of the same princi-
ples may apply to students experiencing sexual 
assault prevention education.

In Killinger’s article, Humor in Psychotherapy: 
A Shift to a New Perspective, she stated,

Humor seems best described as an interactive per-
sonal experience that occurs between client and 
therapist. Its potential lies in its utilization as a tool 
to enable people to view their problems from a new 
perspective. As Rosenheim (1974) suggests, humor 
serves to broaden clients’ self-awareness by 
improving their ability to view themselves and oth-
ers more objectively and to develop fuller affective 
reactions… The element of surprise in humor, cou-
pled with its unpremeditated quality, encourages a 
progressive shift in focus. This shift may then serve 
to unlock or loosen the rigid, repetitive view that 

individuals often hold regarding their particular 
situation. (Killinger, 1987, p. 30).

Similarly, Farrelly and Brandsma (1974) argued,

Humor is compelling and influential. It has impact. 
It changes people’s minds. We suspect its compelling 
quality comes from the deeply paradoxical nature 
of our existence; people are more suggestible and 
compliant during the orgasm of laughter. (as cited 
in Farrelly & Lynch, 1987, p. 89).

A March 2011 article in Mother Jones 
Magazine featured research that drew additional 
important connections between emotion and cog-
nition, citing the theory of “motivated reasoning,”

The theory of motivated reasoning builds on a key 
insight of modern neuroscience (Damasio, 1994). 
Reasoning is actually suffused with emotion (or 
what researchers often call “affect”). Not only are 
the two inseparable, but our positive or negative 
feelings about people, things, and ideas arise much 
more rapidly than our conscious thoughts, in a 
matter of milliseconds—fast enough to detect with 
an EEG device, but long before we’re aware of it. 
That shouldn’t be surprising: Evolution required us 
to react very quickly to stimuli in our environment. 
It’s a “basic human survival skill,” explains politi-
cal scientist Arthur Lupia of the University of 
Michigan. We push threatening information away; 
we pull friendly information close. We apply fight- 
or- flight reflexes not only to predators, but to data 
itself. (Mooney, 2011. Mother Jones. Retrieved 
from http://motherjones.com/politics/2011/03/
denial-science-chris-mooney).

This may help explain some of the reasons 
individuals resist the data with regard to rape. 
Kahan (2007) finds that while presenting infor-
mation directly can result in a “backfire” effect, 
that one can be more successful presenting the 
evidence in “a context that doesn’t trigger a defen-
sive, emotional reaction” (Mooney, 2011). As has 
already been established, humor, when used 
effectively, can help build a context that can mini-
mize the defensiveness of the subject matter.

Recent research has focused on the effects of 
humor incorporated into a persuasive health 
 message, specifically on individuals high in 
masculinity. Conway & Dubé (2016) evaluated 
the use of humor in persuasion on threatening 
topics. They stated,
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For high-masculinity individuals, there are many 
features of humor appeals that are congruent with 
their distress-avoidant response to threat. 
According to theories of humor (Speck, 1991; 
Wyer & Collins, 1992), most humor appeals 
involve incongruency, bringing together frames 
that one would not normally expect. Incongruency 
is resolved by reinterpreting the original frames, 
diminishing the value or importance of the inferred 
features of one or more referents (Wyer & Collins, 
1992). In this manner, there is an arousal-safety 
process (Speck, 1991) whereby a threat is identi-
fied followed by some playful safety signal. The 
playful reaction to threat and the diminishment of 
importance arising from the humoristic resolution 
of the appeal’s incongruency are consistent in 
affective tone with a distress schema that encom-
passes distress avoidance as a response to threat. 
Research supports the view that humor may serve 
to avoid distress (p. 865).

Their studies found that in fact, both men and 
women scoring high in masculinity demonstrated 
an increased intention to adopt the behaviors pro-
moted—sunscreen application and condom use, 
respectively—when humor was incorporated into 
the messaging (Conway & Dubé, 2016). The use 
of humor helped diminish the threat the content 
posed to the receiver and removed it as an obsta-
cle to behavioral change.

The aforementioned research highlights the 
emotional component of cognition; if the indi-
vidual is not emotionally ready to receive the new 
ideas, or fearful of what those ideas represent, 
they will not be able to process them intellectu-
ally. In the context of sexual assault prevention 
education, this is especially critical. Much of the 
material may be perceived as inherently confron-
tational; as demonstrated earlier by the online 
conversation between redditors, this topic has 
many men worried about how their past and 
future behaviors might be labeled as illegal and 
wrong. Preventionists must build a closeness 
with their students while still providing enough 
distance between them and the subject matter so 
that effective information processing is possible. 
This challenging objective can be achieved 
through the intentional use of humor.

Carlson asserted that the comic frame pro-
vided enough distance for the audience to both 
see the fool and the fool’s mistakes, and then later 
see the ways in which they have been and could 

be that same fool (Smith & Voth, 2002). In this 
way the teacher using humor to teach about 
social-justice issues both can issue the harsh 
truths while being perceived as more nonthreat-
ening had they done so without humor. There is a 
sense that the audience doesn’t feel judged or 
defensive, and that all present are there to con-
front some greater human frailty.

This is a necessary condition for students in 
the classroom when challenged about their 
beliefs; there may be realizations they want to 
come to, but no one has given them the safe space 
to figure it out. Humor may not only allow faces 
to be saved but also give students permission to 
admit a different view into their conceptualiza-
tion of an issue. In writing about the usefulness of 
sophistic humor, humor that posits the incongru-
ous to make a point, Wright (2000) argues, 
“Psychological barriers to social change repre-
sent rhetorical challenges. The critic hoping to 
contribute to social change must uncover discur-
sive strategies for overcoming psychological bar-
riers. Ideally, those strategies must be teachable 
to students or clients for academic critics to make 
positive contributions to the public sphere” 
(2000, p.  57). In this way, a nonstranger rape 
prevention educator can address an audience’s 
indirect or direct endorsement of rape myths and 
rape culture in ways that are not only less-threat-
ening but also induce recognition—an “aha” 
moment—in their audience.

 When Humor Is Applied to Sexual 
Assault Prevention Education

My dissertation research in Curriculum and 
Instruction focused on the ways in which a cadre 
of 17 educators from my own company, Catharsis 
Productions, conceptualized the ways in which 
they strategically utilized humor in teaching our 
nonstranger rape prevention program, Sex Signals. 
Sex Signals is primarily scripted to ensure the 
consistency of the educational content. The con-
tent is driven by best practices in the sexual assault 
prevention field and is updated based on the latest 
peer-reviewed research on sexual violence. While 
humorous moments are written into the program, 
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much of the comedy comes from what the 
 individual educators contribute not only to their 
“scripted” characters but also to the improvisa-
tional components and in the facilitated discus-
sions with the audience. For my dissertation study, 
I conducted one- to two-hour interviews of each 
educator, in an effort to both identify consistent 
applications of humor as well as illustrate the 
broad range of tactics utilized. I have included the 
following examples of my findings to provide the 
reader with a clearer sense of the role humor plays 
in the prevention educator toolkit.

The educators conceptualized their primary 
use of humor, by an almost 2–1 margin, as the 
decreasing of emotional resistance, i.e., the audi-
ence’s emotional reaction to the subject matter, as 
opposed to its use in responding to cognitive 
resistance, i.e., the actual substance of arguments 
related to their understanding of rape. This was 
not because they determined that cognitive resis-
tance was of secondary importance, but that the 
educators identified that unless the significant 
emotional resistance was reduced, that none of 
the ideas would permeate and affect the con-
sciousness of their audience/class. Furthermore, 
they identified the role of humor in making them 
likable as a key advantage in getting tough ideas 
across. This is consistent with the research on the 
function of humor as a component of immediacy 
(Witt, Wheeless, & Allen, 2004). As teachers, 
they felt the scripted curriculum, for the most 
part, carried the content of their ideas, and that it 
was their role to ensure that content got through. 
While they didn’t use the phrase, “I use humor to 
establish immediacy with my audiences,” I 
believe the substance of their statements estab-
lishes that as their objective.

The presenters identified key ways in which 
the curriculum enabled them to decrease the 
emotional resistance of their audiences. It pro-
vided multiple opportunities early on to chal-
lenge audience perceptions as to the nature and 
tone of the program, using humor to both recali-
brate expectations and engender trust.

The very beginning of Sex Signals is struc-
tured to provide as many low-cost opportunities 
for the audience to interact with the educators. 
The intent is that these moments will set the tone 

for the program, specifically that the students will 
play an active role in the dialogue and that they 
will not be shamed for participating. One of those 
first opportunities is an improvised scene, which 
is consistently the source of the first big laughs 
the educators receive while delivering the pro-
gram. It is often the point where most of our edu-
cators feel they can really establish a positive 
connection with the audience. This requires the 
male educator ask the audience members for 
“pick-up lines,” in order for him to begin impro-
vising a scene where his character meets the 
female educator’s character, for the first time. 
This give-and-take between educator and audi-
ence establishes a positive back-and-forth rela-
tionship between educator, audience, and the 
material itself. Throughout that first scene, each 
educator turns out to the audience to ask for sug-
gestions for further actions. These actions rein-
force the symbiotic role the audience is being 
asked to play with the educators, as well as the 
program itself. There is a sense of excitement that 
they are being involved in the creation of some-
thing new. This is distinctive from the prepack-
aged lectures they may have received on this and 
other subjects and creates a sense that anything 
could happen. In Scotty’s words,

When I get that pickup line from them and they see 
me, like saying things based on the things that 
they’ve said as opposed to something… like a script, 
and they know, like, “Oh wow, this guy’s making 
things up, this guy must have just made up that joke. 
That’s awesome. I like people that make things up.” 
And I think that’s when we got them. Jokes that 
apply to them based on the things that they’re giving 
me, and that real audience interaction.

What Scotty is identifying when he says his 
audiences, “like people that make things up,” he 
is drawing an explicit contrast to scripted, 
planned, dry content to in-the-moment, impro-
vised interaction. This improvised moment is 
consistent with his analysis that audiences like 
“jokes that apply to them based on the things that 
they’re giving me”—as a way of meeting his 
audience where they are. The modality (impro-
vised interaction) coupled with the use of humor, 
helps create the sense that the audience and edu-
cator are forging a relationship, not participating 
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in an artificial, scripted process. Furthermore, 
Scotty believes that “we get them” by engaging 
the audience as partners in the act of creation, in 
essence, bringing them into an authentic relation-
ship with the presenters. In addition, Scotty is 
identifying the importance of the specificity of 
the jokes used, and how they connect him to his 
audience. Pre affirmed the importance of speci-
ficity during his interview, describing his experi-
ence in getting a pick up line at MIT:

P: One of the audience members said, “If you 
were F of X, I wish I could be F primed of X 
so I could be tangent to your curves.” And I 
said, “Great!” For the uninitiated, that’s a cal-
culus joke. I turned to the actress and said that 
exact line, and her response was something 
along the lines of, “Why would you say that?” 
And I said, “Well, baby, with asymptotes like 
that, how could I not?” This comment was met 
with thunderous laughter and I was nearly 
crowned King of the Nerds… who knew we 
were a monarchy?

Q: What’s an asymptote?
P: An asymptote is a vertical line to which a curve 

constantly gets closer to it but never actually 
touches. But I knew with that kind of a crowd, 
that kind of humor would build huge credibil-
ity with me versus a crowd who self-identify as 
being less academic and more athletic where 
I’ll throw in the Sports Center theme or mock 
the Cowboys for being terrible. So I guess I do 
adjust my humor to try and match the crowd.

Pre identifies that it is not merely the act of 
incorporating the audience’s suggestion that fos-
ters engagement, but being able to use it to com-
municate his knowledge of who they are. His 
ability to amplify their pick up line with his own 
addition cemented his identity as someone his 
audience could relate to and see themselves in. 
While not all presenters can be as successful as 
Pre in succinctly communicating their identifica-
tion with their audience, it is a useful example of 
how a presenter conceptualizes their humor 
engagement tactics at the beginning of the pro-
gram, based on his assumptions about the nature 
of his audience. Furthermore, Pre’s choice of 

“asymptote,” a “vertical line to which a curve 
constantly gets closer to it but never actually 
touches” manages to insert the idea that while the 
initiator of the pick-up line may want to be close 
to the female character, there will not be physical 
contact. He is able to both mimic a stereotypical 
oafish male approach while not co-signing on the 
potentially misogynist messaging. While it is 
possible that some might still interpret Pre’s 
response as reinforcing the very objectifying 
behavior the program is designed to challenge, I 
would argue that at this point in the program, the 
male educator is embodying those attitudes in 
order to ultimately interrogate them later on.

While Pre’s connection with his MIT audi-
ence was improvised in the moment, Sex Signals 
has been adapted for a range of audiences, includ-
ing the Greek, Athletic, and Military communi-
ties. It is also informally adapted for religious 
institutions asking for a more conservative 
approach. These institutions frequently request 
that the program deemphasize any message that 
could be perceived as endorsing sex before mar-
riage; alcohol use; or condom use. In these latter 
cases, the language of the script is altered to 
remove as many of those references as possible, 
but the educator is trusted to adjust the humor 
they use in whatever situation arises.

James was very conscious of his word choice, 
and how that affected his use of humor in front of 
conservative audiences. For example, in the 2010 
version of Sex Signals, the first two-thirds of the 
script built to a serious third act, known as the 
“David Parker Scene.” The scene focused on a col-
lege student accused of rape, and the male educator 
is interviewed as that character, not only by the 
female educator but also by the audience. James 
understood the need to adjust the character of 
“David Parker” while being interviewed. He stated,

Comedy has to be more of a reflection of what they 
may have seen or heard. [Laughs.] Okay, like with 
[the] David Parker [character]. If they ask me a 
question, “Did I use a condom?” with a conservative 
school or with a school that’s a little more sheltered, 
I can simply say, “No, I didn’t use a condom, you 
know, condoms are stupid.” So, like, they might 
laugh at that and be affected in a big way. Ha! ‘Cause 
he is saying the word condom, you know. [Laughs.] 
They may not talk about condoms as often.
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But with a not so conservative school, they’re not 
gonna laugh at the word condom, so I have to 
reflect more of what they heard. The word condom 
is what they heard during an afterschool special 
program, like… maybe I have to use the word rub-
ber, to reflect how they really talk or what they 
heard in the streets. So I would say, “No I didn’t 
use a rubber,” or “I didn’t strap up, no.” It would 
have to be more of a reflection of how they speak 
which is sometimes more graphic.

James has identified the need for appropriate 
word choice in maintaining the relationship with 
his audience—it is essential to both his persona, 
and his character’s credibility. He is also making a 
connection to the importance of the audience 
laughing and being affected—if he uses the word 
“condom” in front of a jaded crowd, they will tune 
him out because they identify his approach as one 
for middle school children. He has to toughen his 
language so he doesn’t become lumped in with 
the “afterschool special” approach. He assesses 
that the laugh is important—they must be shocked 
by the directness and confidence of the David 
Parker character in order for him to be real to 
them. In this sense, their laugh demonstrates that 
his objective has been achieved.

On the other hand, he must take care not to 
push too hard with the more conservative schools. 
Their laugh on the word “condom” is an indicator 
of their nervousness about talking about sexuality 
in general, and if he becomes too explicit, he may 
shut them down and damage the relationship. His 
observation, “Comedy has to be more of a reflec-
tion of what they may have seen or heard” does 
not apply only to conservative audiences, but to 
each audience to whom the program is presented. 
However, in this context, James’ sensitivity to his 
audience shows a specific respect and compas-
sion for their lived experience.

Second, the curriculum scaffolded the con-
cepts related to coercion and rape in alignment 
with the level of emotional intimacy present 
between the presenters and the audience. This 
was achieved not only through the cloaking of 
serious concepts in exaggerated, satirical scenes 
but also through the careful cultivation of relat-
able personas that the audience trusted and iden-
tified with. This enabled the presenters to 

effectively manage their relationship with the 
audience; several identified the ways in which 
they determined that the relationship was in jeop-
ardy, and how they used humor to remedy the 
situation.

Once again, the “David Parker Scene” requires 
the educators to adjust their approach based on 
their judgment of the emotional state of their 
audience. This is due to the fact that this scene 
marks a stark tonal change in the program, which 
can rattle most audiences. The program that had 
once been more raucous and funny has become 
serious very quickly, and throughout the dia-
logue, the presenters have to stay connected to 
the audience’s reactions in that moment. In our 
first interview, Leah shared:

So how I know it’s tense is it quite literally makes 
me tense. I will find myself on stage feeling the 
nerves and the anxiety and the physical, muscular 
tension of the audience. It’s almost as if everyone 
in the room just tightens up. And… or not even in 
the entire room, in a segment over here or a group 
over there. In my perception it’s… it’s almost a 
color, I mean, it’s almost something that I can see 
happen in a group.

Leah was able to identify via her own physical 
reaction that the mood of her audience had 
changed. The type of scenario she described dur-
ing her initial interview manifested during her 
presentation, which I viewed. In that case, the 
tension occurred right at the beginning of facilita-
tion, during a sequence that clearly identified the 
David Parker scene as one depicting a rape, not a 
misunderstanding.

To provide a degree of standardization to 
facilitation, the presenters follow a thematic out-
line. In this outline, the next step is for the pre-
senter to ask the audience members about what 
they may have still found confusing about the 
scene itself. This sequence is intended to give the 
audience permission to ask questions, and express 
disbelief that the David Parker scene depicted a 
rape. From that discussion, the presenters are 
able to counter false information, debunk myths, 
and challenge the audience to rethink their con-
ceptualizations of positive and negative sexual 
behavior. But Leah sensed that based on what she 
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was getting from the audience, entering into that 
section was premature. During the post-program 
interview with Leah and her partner James, they 
described what they identified as happening, and 
how they responded.

L: Well, [what] I’ve done before is to follow-up 
there and say, like, “Look, okay, is anybody 
freaking out?” But then I feed directly into the 
sort of next bullet point for all of us of “Let’s 
talk about some of the things in the scene par-
ticularly that were confusing or that didn’t 
mirror what you think of when you think of 
rape.” And this is the first time that I went into 
the show analogy from it.

Q: Why did you do that?
L: I think part of it might have been because we 

had that back and forth with this crowd, 
because they were a little rowdy, ‘cause they 
were engaged throughout. I think maybe it was 
I was trying to bolster us against the potential 
for that show that I think all of us hate to have 
where we have a great crowd, and they’re 
rowdy and they’re lively and they’re fun, and 
then we get into facilitation and they die.

J: Yeah.
L: And then you’re stuck there kind of lecturing 

and, like, getting one word answers, and it just 
feels like you lost a friend. You’re like, “Wait, 
we were so. .. things were going so well.” I 
was hoping to prevent that loss of their, of 
their affection and attention and trust.

J: I was glad you did that ‘cause I ended with 
something very serious, and I was like, serious. 
And then you’re like, “Does anyone think we’re 
being really serious right now?” You know, and 
I thought it addressed right where they were. 
They were in that moment, like, “Wow, this is 
really serious now.” And then you addressed 
that. And I thought it just worked.

Very quickly, Leah made the decision to 
acknowledge the tension of the audience before 
moving directly into asking them questions they 
may have been too frozen to answer. Importantly, 
she named her feeling as “if I’ve lost a friend” 
and identified her intention to “prevent the loss of 
their affection and attention and trust.” As refer-

enced in the previous chapter on using humor to 
maintain relationships, Leah used humor to 
address the sense of violation she perceived the 
audience was feeling, and in doing so, repaired 
and maintained that critical relationship. She 
refers to using the “Show Analogy” to do this, an 
argument incorporated into nearly every presen-
tation of Sex Signals but traditionally utilized 
later on in facilitation. The “Show Analogy” 
compares the structure and methodology of Sex 
Signals to what a nonstranger rape scenario might 
look like. The 2009 Sex Signals Facilitation 
Manual lists its components as follows:

• Did it catch anyone off guard during the show, 
when you were laughing and having a good 
time, and then all of a sudden, she/I said that 
line, “I didn’t really rape that girl,” and it got 
really serious?

• Was anyone like, “What the fuck, what just 
happened?

• The show is designed that way for a reason, to 
show what it might be like in a nonstranger 
rape situation.

• You’re having a good time, you’re sharing, 
you’re feeling listened to, and then all of a 
sudden it changes, just like that, and you never 
saw it coming.

During the presentation I viewed, Leah fol-
lowed the components nearly word-for-word, 
using the analogy to provide tension release. 
Consistently, audiences laugh hard when the pre-
senter says, “What the fuck, what just happened?” 
and they did so when Leah delivered that line. 
Part of this may be due to what was noted in a 
previous chapter, that the word “fuck” is unex-
pected in a program about sexual violence preven-
tion, and its shock value precipitates the strong 
laugh. But more than that, that line gives permis-
sion for the audience to release the tension that 
has been built up over the David Parker scene, and 
perhaps even more importantly, identify it as their 
reaction to the sharp turn in the program so that 
they can process what they’re experiencing. In 
this manner, the presenter is both addressing the 
emotional reaction of the audience while drawing 
an explicit connection to the reality of nonstranger 
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rape: Many victims were having a wonderful time 
until they experienced what Lisak (2008) refers to 
as their “Hitchcock moment.” They didn’t “see it 
coming” either. While Leah and other presenters 
may have memorized that analogy and used it 
before, it was Leah’s instincts as an experienced 
teacher that led her to use it in a different way, at 
a different time, because she identified that the 
audience needed to process their emotional reac-
tion immediately.

In addition to defusing what could be charac-
terized as a more silent resistance, presenters 
need to be able to manage their room when the 
resistance becomes loud, vocal, and endangers 
the positive dialogue they are trying to foster. The 
presenters must be able to make distinctions 
between genuinely confused audience members 
and those who are deliberately trying to under-
mine the process with vicious comments. This is 
very difficult, as sometimes the confused indi-
vidual can sound like a mean one, and the deci-
sions made by the presenters as to how to respond 
can either restore trust and order to the conversa-
tion, or create a hostile, chilled atmosphere if 
they respond too harshly. Chuck shared the fol-
lowing example of dealing with what he believed 
to be a more malicious audience member. 
Notably, the interaction he described took place 
at the very beginning of the program, when he 
asked for a pick-up line for the first improvised 
scene. He stated,

C: We did have a certain audience where a small 
section of them were being incredibly 
insensitive.

Q: What were they doing?
C: They would say things like… oh, well, give us 

a pickup line, and the pickup line was—he 
shouted it out. We obviously didn’t use it. But, 
“Don’t turn this rape into a murder.”

Q: Whoa!
C: Now, there’s a lot of ways to go with that. But 

it was probably a group of three or four that 
were kind of being just that—

Q: Out of a crowd of how big?
C: Maybe 250. They were vocal, but they were so 

localized. I think if it were a different type of crowd—
Q: Like what?

C: If they had been a little bit… if the crowd 
itself, if the whole crowd had been a little less 
vocal in general, it would have been a lot 
 easier to just call them out and say, “You know 
what? Don’t ever say that again, period.” We 
had a very vocal crowd, so when he said that, 
there was that kind of communal disgust that 
was vocalized, like, “Seriously? That’s dis-
gusting.” You can hear them saying that. And 
being able to use that crowd to point out how 
allows me to not give them personally the 
attention that they’re looking for.

And I think my only response was, “Dude, 
you’re going to jail.” [Laughs.] And they 
[audience] were right back with me. And then 
I think I went back to the audience and was 
like, “Anybody have a legit pickup line that’s, 
you know, not criminal?” And so we kept 
going through. He was kind of isolated on his 
own with his three dudes from his unit.

Chuck illustrates very clearly the importance 
of ascertaining whether the “heckler” in the audi-
ence is representative of the whole, or an isolated 
element. By listening carefully, he determined 
that in that situation, the heckler was part of a 
vocal minority, and that the rest of the audience 
was against him. He then used the joke, “Dude, 
you’re going to jail,” to both isolate the heckler, 
showing him how the rest of the audience was on 
Chuck’s side, not his. When the audience laughed, 
not only was the tension defused, and they were 
“right back” with Chuck, but also they clearly 
communicated that they are not with the heckler, 
as well. He has successfully calmed their reac-
tion. Furthermore, Chuck’s joke about the audi-
ence member going to jail, and his follow-up 
joke, “Anybody have a legit pickup line that’s. .. 
not criminal?” also transmitted the clear message 
that the actions condoned in the joke are not 
socially acceptable, and illegal. Paul analyzed 
this type of situation well when he said,

Well, the ability to make an audience laugh, espe-
cially when someone has said something that you 
can sense a good portion of the room finds offen-
sive or objectionable is incredibly powerful. I 
mean, being able to say something which alleviates 
the kind of tension that’s introduced when one 
audience member says something a lot of people 
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know is wrong, but they don’t quite have the lan-
guage to point to it as being wrong, there’s just 
something in their gut that says that’s not right, and 
you have the gift of being able to say that’s not 
right with a joke.

Again, not all audience members are vocal 
because they are trying to be disruptive. Often 
they escalate because they are becoming emo-
tional while genuinely trying to process the new, 
challenging information. Zelda had this example:

Z: There was one recent show where we got to 
the facilitation and we were getting a lot of 
contention. And there was this one guy that 
was just going on and on, and a lot of the peo-
ple in the audience were just going on and on, 
and this one guy was standing up and wanting 
to be heard and saying his thing. And again, 
this is me trying to find agreement. But I just 
said, “Wow! I bet you never thought you 
would be this passionate about sexual assault! 
This is awesome!” [Laughs.]

Q: [Laughs.] What did he do?
Z: He didn’t know what to do. He was like, “Ah! 

Ah! Yeah!” Sat back down and then we talked 
about… it was me cutting him off because he 
was just going to keep just going. But he 
stopped and went, “Ah!” And then we got to 
talk about what he had brought up.

Zelda described what on the surface is a posi-
tive situation: audiences actively engaged in the 
discussion about rape. However, when an active 
discussion gets out of hand, resulting in partici-
pants actually standing up in their seats and yell-
ing at the presenters, there can be no genuine 
dialogue. Zelda’s approach in this scenario was 
reflective of her overall philosophy of “finding 
agreement” as opposed to engaging in arguments: 
she met the audience member where he was and 
matched him in energy. Her humor was gentle, 
and not mocking: “Wow! I bet you never thought 
you would be this passionate about sexual 
assault! This is awesome!” Her positivity and 
calling out the incongruity of his passion for a 
subject he may have dreaded talking about, 
reframed a potentially confrontational situation 
into an opportunity for him to calm down, and for 

the group reflect on the substance of his argument. 
Moreover, her use of humor communicated 
affection and respect for that audience member, 
reinforcing the positive tone Zelda strives for in 
her presentations.

And sometimes, the audience is just so rowdy, 
that genuine discussion has been rendered impos-
sible. The presenters are put in an awkward 
 position of needing to exercise control and restore 
order, and yet not look like “the enforcer” or 
worse, that lecturer the audience may have been 
expecting. Anita shared an example of how her 
partner used humor to successfully respond to a 
very noisy crowd:

A: [Laughs.] We were in a community college in 
Memphis, Tennessee. [Laughs.] I’m sorry, I’m 
just laughing ‘cause it was… I didn’t expect 
him to say this. [Laughs.] And everybody was 
just talking, “Oh, no-no-no-no-no-no!” And 
we had been constantly like, “Okay, okay, 
calm down, calm down.” My partner was like, 
“Black people. We are not a television set.” 
[Laughs.] Which I loved all day. He was also 
Black, so it was okay. [Laughs.]

Q: That is not something that a White person 
should ever say.

A: [Laughs.] Right. It’s like, not everybody could 
say that, hm-mm. [Laughs.] That wouldn’t 
have been… that wouldn’t have been wise.

This is a wonderful example of how Anita’s 
partner used an example of in-group humor to 
connect with their audience. The simple joke cut 
through the noise and according to Anita, the uni-
fying laugh actually had the effect of calming the 
audience down so that she and her partner could 
continue. It is important to note Anita’s assess-
ment, that the reason her partner was able to do 
this was because he was of the same race as the 
audience. Had he not been, his use of humor 
clearly would have been offensive and potentially 
disruptive.

In each of these examples, the presenters were 
very tuned in to the emotional state of both their 
audience as a whole, individual group members, 
and in Chuck’s example, conscious of the discon-
nect between a few audience members and the 
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majority of the audience itself. Each presenter dis-
played quick thinking and acted on the operating 
principle that tension of any kind must be addressed 
immediately and identified explicitly before the 
entire audience can move on to have a productive 
discussion. In Chuck’s example, a small group of 
audience members and one individual in particular 
could have changed the tone of the entire program 
had he not emphatically stepped in and clarified 
that theirs was a minority view. He also demon-
strated confidence, and I believe this relaxed his 
audience as they were reassured that he was in 
control of his room. In each example, the present-
ers determined that tension must be addressed 
before any learning could occur.

Presenters were very consistent in their analy-
sis of when humor failed. With regard to its role 
in facilitation, they criticized it as a poor strategy 
when it was disconnected to not only the curricu-
lar objective but also the strongest idea within 
that objective. They shared that it was critical to 
understand the arguments in order to choose 
which joke or humorous analogy to support them. 
Failing to do so would result in an arbitrary or 
forced placement of the joke, which could either 
undercut the argument itself, or derail the conver-
sation. Critically, they were in complete agree-
ment that humor should never be used to make 
fun of victims, perpetrators, or rape itself. While 
it might be obvious as to why it would be wrong 
to make fun of rape or victims, they also under-
stood that making fun of the rapist ran the risk of 
minimizing the impact of their actions by making 
them appear stupid, or silly.

Leah shared an example of the use of humor 
directly undermining an argument. In an effort 
to show the extreme insensitivity of the charac-
ter of David Parker, who notices that Amy is 
lying still beneath him while he penetrates her, 
some of her partners have used humor in a way 
she disagreed with:

[When] we’re discussing the fact that the survivor in 
our story says “stop” and then just goes still, a few 
people [presenters] would physicalize that and say 
something like, “Yeah, they just lay there,” and make 
kind of like a floppy, limp sort of big body. move-
ment and occasionally say things like, you know, “If 
that happened, you’d be like, can I check your 

pulse?” And that was something that could sound, to 
a victim who had possibly frozen, like what they did 
was wrong, or like their reaction was less valid. It 
sounds like it’s making fun of the behavior, not 
 making fun of the response to the behavior, which is 
what we would intend to do, the fact that it is aber-
rant not to respond if your partner stops moving.

In Leah’s example, it appears that her partners 
were genuinely intending to highlight the cal-
lousness of the offender, David Parker, as 
opposed to his victim, Amy. But by making a 
joke out of her body movement, and giving the 
rapist the “punch line” of “Can I check your 
pulse?” the victim is turned into the butt of the 
joke, her rape is minimized, and the rapist is 
made more of a comic hero than the villain he is. 
Again, while I believe the presenters in question 
had good intentions, this use of humor violates 
what I call the fundamental principles of using 
humor to address this topic: 1. Never make fun of 
rape. 2. Never make fun of the victim. 3. Never 
make fun of the rapist. Humor should never mini-
mize the act itself, or its human casualty, and 
making fun of the rapist does just what Leah’s 
example shows: it minimizes the brutal actions of 
a criminal and turns them into a joke.

Educators also stated that using humor at the 
expense of a vulnerable group could also under-
mine not only the content of the program but also 
potentially reinforce negative attitudes toward 
that vulnerable group. While this was sometimes 
a component of the original scripted program 
(and then revised to reflect more thoughtful prac-
tice), it was often a moment that an educator had 
improvised during one presentation, which 
became incorporated into their permanent perfor-
mance repertoire.

This was true of a joke that was part of one of 
the semi-improvised parts of the program, the 
section of the show where the presenters solicited 
stereotypes of “what it means to be a woman” 
and “what it means to be a man” from the audi-
ence. The joke was intended to illustrate a parody 
of hypermasculinity, but it could also be read as a 
joke about domestic violence. Christian shared,

When creating the male stereotype [the educator] 
would get these huge things from the audience, like 
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“What does it mean [to be a stereotypical man]? 
“We’re big, we’re manly, we’re blah-blah- blah.” 
And he would do this thing that he would do in 
almost every show where he’s like, “And do we take 
charge? Yeah, we take charge. When I say I’m 
gonna pick you up at 8, I’m gonna pick you up at 8.”

And he would literally pretend as though he physi-
cally picks up somebody, that I think is very funny, 
but then he would pretend to throw the person and 
yell, “Get in the truck!” And, like, throw the 
woman into the truck. That would usually elicit a 
huge response because it’s so over the top and 
absurd, but at the same time, as far as I was con-
cerned, it was contributing to this notion of domes-
tic violence as being funny. So, when we asked 
him to drop it, I think it was difficult for him for 
him to pull back from that because it was such a 
big laugh.

This is a strong example of how a joke that 
gets an enormous, positive response must be cut 
when it is seen to undercut not even the messages 
of our program, but the principles connected to 
that program. Again, if the presenters were 
merely comedians, and they worked merely in 
service of the laughs and their own egos, the joke 
could have stayed in their “act.” As teachers, and 
representatives of a social-justice program, how-
ever, they do not have that option.

In Leah’s view, the most significant lines cut 
were not even jokes, per se. The lines received 
laughs though, and the presenters determined that 
they were not for the right reason. Leah said the 
lines,

came across as slightly homophobic, that were 
jokes about, like, “We’ve got an exercise for you. 
Everybody grab a buddy.” “Or like we’re gonna 
talk about sex, everybody grab a buddy.” And when 
our audiences are largely male or simply because 
of the distribution of people in the audience, that 
would often lead to two guys sitting next to each 
other, and it sort of gives a lot of fuel to the poten-
tial for a homophobic moment.

Leah is referring primarily to presentations 
delivered to military audiences, and as our inter-
view took place prior to the lifting of “Don’t 
Ask, Don’t Tell,” any jokes that implied that two 
men sitting next to each other were homosexual, 
or that there were even homosexuals in the room, 
became very loaded. The laughter would have 
contributed to a sense of danger for gay and les-

bian servicemen and undermined the safe envi-
ronment the  presenters and the program strive to 
create.

They also identified the danger of being 
greedy for the laughs; sometimes the need to get 
“high” off of the approval of the audience super-
seded the objectives of the program, and most of 
the presenters spoke of their ongoing challenge in 
not succumbing to that temptation.

Anyone who has told a joke and gotten a laugh 
can testify to the emotional rush one receives. For 
many performers, getting a laugh can be described 
as getting a high. I know from over 25 years of 
performance and teaching that getting a big laugh 
can become addictive. The presenters of Sex 
Signals felt similarly. Chuck and I spoke about 
this during our interview:

C: If we lose track of when the humor is either 
building the argument or sharpening the argu-
ment or tailoring the argument in some way, if 
we lose track of that sometimes we run the 
risk of making jokes to make jokes.

Q: So you can distract them from your point, is 
what you’re saying?

C: Mm-hmm. And it’s an easy trap to fall into 
when they’re laughing.

Q: Why is that easy?
C: Because laughter is awesome.
Q: What does it feel like when you’ve got a room 

laughing with you like that?
C: I mean, it’s… I mean, it’s addictive, it’s infec-

tious. It makes you feel like you are doing the 
right thing. You’re validated. All of your work 
is validated. I mean, that feeling is like second 
to none. Like 400 people, especially when you 
have, like, four, five hundred people who you 
know didn’t want to see the show. You knew 
they didn’t want to see the show, and it’s bru-
tal in the beginning. They’re, you know, 
 ah- ah- ah, just looking all over the place, 
they’re texting. And [then] 20 minutes into the 
show, they are just guffawing and rolling and 
screaming and shouting and yelling. It’s an 
amazing feeling.

Chuck very explicitly described the high of 
making an audience laugh, and in particular, an 
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audience that hadn’t wanted to be there in the first 
place. He is also cognizant of the danger inherent 
in that high: The use of humor becomes all about 
maintaining it, as opposed to supporting and 
advancing key arguments. As a result, the argu-
ments lose their focus, and the presenters could 
lose time to cover important content.

What came through clearly in the data, both in 
the scripts that I analyzed and in the interviews 
that I conducted, is that the curriculum and the 
presenters are inextricably linked to one another. 
In a way, they are a team, in that one could not 
function without the other. I would argue that this 
is essential for the success of all sexual assault 
prevention curriculum—while the tool is only as 
effective as the one that wields it, it is necessary to 
equip our educators with the best tools possible.

In 2015, the National Sexual Violence Resource 
Center (NSVRC) reviewed the latest research on 
perpetrators of rape (Tharp, et.al., 2015). This was 
significant, as the thinking on sex offenders was 
driven primarily by the research conducted by 
Lisak and Miller (2002), and to a lesser extent, 
McWhorter, Stander, Merrill, Thomsen, & Milner, 
2009. Their research found that while 6% of the 
men surveyed had committed rape, 4% of those 
who did were responsible for the vast majority of 
rapes—on average, one rapist committed an aver-
age of six rapes. This very clearly positioned the 
prevention education response away from engag-
ing potential rapists—if they were serial predators, 
they would be unlikely to receive educational 
messages.

The new wave of studies showed a very differ-
ent picture. Swartout and colleagues (2015) 
found that roughly 13% of college men had per-
petrated a completed rape in their lifetime, with 
5% reporting they had raped prior to entering col-
lege, and 11% reporting having raped during col-
lege. Significantly, 75% of the men in this study 
reported having raped only once. The NSVRC 
report also added another cautionary note: stud-
ies that focus solely on completed rapes miss the 
wide range of maladaptive behaviors, including 
attempted rape, sexual abuse, and the use of coer-
cion to obtain sex.

In fact, Zinzow and Thompson (2014) found high 
rates of repeated perpetration when the full range 
of sexually violent behaviors—unwanted sexual 

contact to completed rape—were analyzed 
together, meaning that many men (68% of offend-
ers) consistently use coercive sexual tactics over 
time, but only 12–22% of repeat offenders 
 perpetrated rape at each time point, meaning that 
repeat offenders perpetrated other forms of sexual 
violence over time and periodically perpetrated 
rape. Of note, these findings are based upon the 
same data set Swartout and colleagues (2015) used 
to fit their confirmatory model, providing further 
evidence that behavior other than rape constituted 
much of the repeated sexual violence (Tharp, et.al, 
2015, p. 6).

This new understanding must play a role in 
adjusting and expanding our messaging on sexual 
violence prevention. As a practitioner, I appreci-
ate the bystander intervention approach as a 
means of addressing the issues related to sexual 
violence somewhat indirectly; audiences are 
framed as potential heroes, not as potential rap-
ists or victims. And while it can allow for an 
explicit interrogation of the cultural norms that 
undergird a rape culture, it does not directly 
address the ways in which the one-time offender 
may use coercion or even the mere opportunity to 
commit sexual violence. While bystander inter-
vention doesn’t explicitly frame potential offend-
ers as serial predators, there is an implicit 
message that we are asking the good people to 
stop the bad people. The new research argues that 
sometimes it is the good people who are some-
times the bad people, and that requires a more 
specific kind of messaging. While the bystander 
intervention approach gives a kind of “identity 
protection” to the audience, reducing their resis-
tance to the content because they are not directly 
implicated in it, the new messaging will be much 
more challenging. It will have to navigate the ten-
sion between giving permission to the audience 
to be confused about their own current and past 
behavior, while holding them unambiguously 
accountable for it.

While it is not possible to sample every audi-
ence member that experiences “Sex Signals,” or 
any of our other programs, for that matter, both our 
formal data collection and informal feedback 
speak to the positive role humor plays in reaching 
our audience. In 2017, following a significant 
script update, students who viewed Sex Signals 
during their college orientation were invited to 
give feedback regarding the program via the 
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Catharsis Productions’ Facebook page in exchange 
for Catharsis “swag” (i.e., temporary tattoos and 
stickers featuring consent and bystander interven-
tion-related graphics). While they were likely 
motivated in part by the promise of freebies, the 
detail and nature of their comments speak consis-
tently and clearly to the strategies utilized by our 
program and educators. An unedited, representa-
tive sample of the comments from the Fall 
Orientation 2017 (Ramirez, J., 2017) is below:

• You guys recently performed at my university, 
West Georgia. I know you guys came the year 
before but I had missed the show so I made sure 
to make this year. The thought that really caught 
my attention was about how we normalized 
creeping for all genders and sexualities. It never 
really has been brought up that way to me, so I 
did not think anything of it prior. You definitely 
made me think, why and how we can confront 
them, and tell them they are wrong. It’s not 
something that will change overnight but I 
strongly believe I can help make it less of a nor-
mality if it’s starts with us. What you guys are 
do is important, critical, and cool.

• Hello! I am a freshmen at Eckerd college and I 
just watched a presentation from you and am 
totally in love with what you do! Thank you so 
much for all you do! The thing I loved the most 
was how the entire presentation was humorous, 
even when talking about very serious subjects. 
It was engaging every second of the way and at 
no point was offensive or uncomfortable.

• Honestly, I just saw this at carthage, and it was 
the best sex ed. thing I’ve EVER experienced. 
My high school health teacher was woke but 
not this woke. I loved it. I LOVE all the inter-
sectionality and the recognition of privilege 
and all that stuff. It was fun, it was real, it was 
entertaining. Thank you guys so much.

• Thank you so much for the program you put 
on tonight at IU Southeast! It was both incred-
ibly informative and tons of fun!! Thank you 
for starting a discussion that is often times 
hard to approach, while making us laugh the 
whole time and showing us that hard topics 
don’t have to be avoided!! I LOVED how it 
was interactive when you guys had us hold up 
the stop signs or asked us for the pick up lines. 

It kept us engaged and felt like we were active 
participants instead of just an audience!

• Hi! I was just at the presentation you just did 
and I just wanted to say I absolutely LOVED it. 
These are issues that I’m super passionate 
about. You made it funny so we stayed atten-
tive, but you also didn’t sugar coat anything. It 
was an incredible presentation and I would 
watch it again. Thank you so much for coming 
and for doing what y’all do! You really do make 
a difference. You guys had chemistry on stage 
which made it better, rather than it being awk-
ward (even during the uncomfortable parts). I 
wouldn’t have changed a thing about it.

• My school and I had really enjoyed the pre-
sentation and talks today. I go to Lourdes 
University and am so happy that I attended. 
Not exactly what I had expected to hear. I am 
glad to hear about what to do instead of being 
told to ignore it and not get involved. You guys 
know college and high school students better 
than our teachers did. Everything I was too 
scared to say, got answered. Thank you!

• I really liked how interactive it was. Like my 
boyfriend goes to MCAD and he told me his 
sex talk was this super cheesy video, that was 
partially animated because “art kids” I guess. 
But I bragged about how we were able to be 
actively apart of the conversation which made 
it easier to want to listen—MSMU.

• Hey I just saw your set and I really liked it, it was 
funny but it was also super real and I appreciated 
that. I liked most that y’all weren’t afraid to cuss 
or address real issues that others are too scared 
to talk about Thank you for coming to coe!

• Hey! I am Nicole from SMSU! I saw your 
show for the second time on August 19th. 
Last year I saw the show and as a freshman, I 
had never seen adults talk about sex, consent, 
and parties so openly. Now, as a second year 
student something different stood out to me. 
Part of the show talked about how women and 
men have certain stereotypes and standards 
we should live up to. One line was about how 
women who have sex are called sluts, and 
women who don’t have sex are still called 
sluts. I thought this was terrible, but very true. 
I remember being called a slut in middle 
school after I had my first kiss!! Thanks again 
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for coming and educating us about consent! I 
love your show and what your company 
stands for.

• I’m currently a first year at Denison University. 
I just watched a program of yours earlier today 
and it was phenomenal. I want to thank you 
for raising awareness of such an important 
topic in today’s society and you have reso-
nated a message that will remind college stu-
dents at Denison to take care of themselves 
and others. It’s the perfect balance of humor 
and seriousness that made this program so 
amazing to watch, and I’m sure it’ll leave a 
lasting impact. Thanks again!

• I did not expect such an educational and enter-
taining performance. They were able to bal-
ance a serious tone with one that kept the 
audience engaged. They also covered a ton of 
controversial topics, yet were able to take con-
trol of the situation and drive it towards where 
it needed to go. I also would like to say the 
improv was marvelous and outstanding. I thor-
oughly enjoyed going and would like to thank 
you for taking time to talk to students!!!

• Thank you so much for your presentation 
today at Tulane! I found it very educational 
and really comfortably funny. As a survivor, I 
felt that the presenters were very nice, edu-
cated, and pro-victim.

• Hi, you came to Augustana today. I just wanted 
to say that I am so thankful for what you said 
and did! It was amazing and educational and 
so important! Thank you so much!!! I loved 
that we were treated like adults and that the 
speakers could be comedic without being 
offensive or insensitive. They constantly 
reminded us how serious the issue was but still 
made us laugh.

• Thank you so much for speaking today at 
Central! It was super great hearing about sex 
or better yet warning signs for on campus and 
at parties. I think the most I took away from 
it was not just what was said (especially how 
it was discussed about being a woman in 
today’s world) but listening to how others 
responded in the crowd. I felt safer knowing 
that the people I’ll be living with are on the 
same page as me.

These responses reinforce the fact that humor, 
when used intentionally and strategically, can 
help achieve critical educational objectives. The 
students’ comments demonstrate that the serious 
messages about the nature of rape, victimization, 
corrosive cultural norms, and the need to inter-
vene were not lost in a sea of jokes. The com-
ments demonstrated an appreciation for the 
candor and “realness” of the material, and of how 
safe they felt having such important conversa-
tions. Once again, however, this reflects the 
prowess of Catharsis Productions’ educators, and 
of the comprehensive training and coaching they 
receive. This is in no way to suggest that anyone 
using humor would be as consistent or as suc-
cessful as well-trained educators.

The field of sexual assault prevention education 
faces genuine challenges, among them the need to 
be able to convince our audiences that our mes-
sages matter. This is especially difficult when those 
messages, and their messengers, are alternately 
perceived as boring, irrelevant, and even, threaten-
ing. This is where the strategic use of humor 
becomes even more crucial for effective program-
ming. When used specifically to frame challenging 
ideas, situate the presenter as a friendly partner in 
the dialogue, and manage the emotional reactions 
caused by the nature of the content, humor can pro-
vide a crucial catalytic effect to the learning pro-
cess. Being funny is not the objective; using humor 
to support critical, challenging messaging in order 
to reduce sexual violence, is.
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Mindfulness and Sexual Violence

Daniel R. Szoke and Holly Hazlett-Stevens

Mindfulness, a purposeful and present-moment 
awareness, appears to ameliorate symptoms of 
 posttraumatic stress disorder (PTSD) and depres-
sion faced by survivors of trauma (Hilton et  al., 
2017). Mindfulness-based interventions developed 
in the late 1970s, and mindfulness meditation has 
been around for more than 2500 years, yet these 
practices only recently have been implemented as a 
clinical treatment for sexual assault survivors. 
Increased attitudes of acceptance of the present 
moment and self-compassion may help decrease 
the avoidance, hyperarousal, and occurrence of neg-
ative thoughts associated with PTSD. Mindfulness-
based interventions therefore are an effective 
adjunct (Kimbrough, Magyari, Langenberg, 
Chesney, & Berman, 2010), or possibly stand-alone 
(Kelly & Garland, 2016), treatment for survivors of 
sexual violence; however, much of the available 
outcome research has not specifically targeted this 
particular clinical population.

Mindfulness-based interventions are benefi-
cial in the treatment of trauma for a variety of 
reasons. Mindfulness treatment components can 
augment the effectiveness of exposure-based 
interventions (Follette, Palm, & Pearson, 2006). 
Indeed, one specific treatment protocol that 

 combined mindfulness practices with exposure 
therapy for survivors of trauma showed promis-
ing results that included a reduction in PTSD 
symptoms (King et al., 2016). In addition, mind-
fulness practices can provide naturalistic 
 exposure to trauma-related memories and physi-
ological experiences in the course of the practice, 
eventually leading to an overall decrease in nega-
tive emotions and cognitions (Brown, Ryan, & 
Creswell, 2007; Hölzel et al., 2011). This raises 
the possibility that mindfulness-based interven-
tions can benefit trauma survivors in isolation 
without added imaginal or in vivo exposure.

Our chapter reviews the emerging research 
 literature examining the effectiveness of 
mindfulness- based interventions for survivors of 
sexual violence. We first explore the roots of 
mindfulness practices and describe the develop-
ment of mindfulness-based interventions in 
Western medicine and psychology. Next, we out-
line the theories that support implementing 
mindfulness- based interventions with survivors 
of trauma and review the evidence supporting 
this clinical approach. We then will report results 
from a literature search that identified investiga-
tions testing the effects of mindfulness-based 
interventions on survivors of intimate partner 
violence (IPV) and survivors of childhood sexual 
abuse specifically. Finally, we describe research 
conducted in areas concerning mindfulness and 
sexual violence prevention, perpetration, and 
advocacy work. While preliminary, our inquiry 
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reveals that mindfulness can offer a powerful 
treatment option for survivors of sexual violence 
and can even assist prevention efforts. In addition 
to PTSD and depression, survivors of sexual 
 violence often face self-blame and lower self-
worth. Mindfulness-based interventions teach 
 participants self-acceptance and self-compas-
sion, which are likely beneficial for survivors of 
sexual violence.

 What Is Mindfulness?

Mindfulness involves a practice of purposeful, 
nonjudgmental, moment-to-moment awareness 
(Kabat-Zinn, 2013). Contrary to common belief, 
mindfulness meditation is not an attempt to 
“empty the mind,” or an attempt to prevent new 
thoughts from forming. Mindfulness meditation 
involves cultivating awareness to what is actually 
occurring in the present moment. When the mind 
wanders, the meditator merely notices that the 
mind has left present-time direct experience and 
gently guides attention back. Specific formal 
practices appear particularly conducive to culti-
vating mindful awareness, including siting medi-
tation and yoga movement (Kabat-Zinn, 2013).

The term “mindfulness” originates from 
Buddhist traditions. More than 2500 years ago in 
present-day Nepal, the Buddha provided oral 
teachings detailing how he found freedom from 
suffering. Historical accounts state that just after 
reaching enlightenment underneath the Bodhi 
Tree, the Buddha’s first sermon detailed the Four 
Noble Truths (Van Gordon, Shonin, Griffiths, & 
Singh, 2015). These truths are summarized 
briefly as follows: (1) Life is full of suffering, (2) 
suffering is caused by craving, (3) the end of 
craving brings about the end of suffering, and (4) 
the Eight-Fold Path offers a way to decrease, and 
possibly end, suffering. In Buddhist traditions, 
mindfulness involves becoming aware of the 
cycle of suffering detailed by the Four Noble 
Truths. A mindful practitioner brings attention to 
the suffering of the body, mind, feelings, and 
external phenomena and accepts that suffering is 
a natural part of life yet also simply a conception 
of the mind (Van Gordon et al., 2015).

In 1975, Buddhist meditation practitioners 
Sharon Salzberg, Joseph Goldstein, and Jack 
Kornfield founded the Insight Meditation Society to 
import the meditative practices of Buddhism to the 
West (Fronsdal, 1998). Specifically, Kornfield 
stated that the group intended to “offer the powerful 
practices of insight mediation ... as simply as pos-
sible without the complications of rituals, robes, 
chanting, and the whole religious tradition.” 
(Fronsdal, 1998, p. 167). This intention to teach the 
essence of mindfulness practices while leaving the 
cultural trappings behind is reflected in the develop-
ment of Western mindfulness- based interventions.

 Mindfulness-Based Interventions

Jon Kabat-Zinn introduced Mindfulness-Based 
Stress Reduction (MBSR) in 1979 as a public 
health education course delivered in a medical 
setting for patients coping with chronic pain and 
illness (Kabat-Zinn, 2013). This 2-month pro-
gram was housed inside the Medical School at 
the University of Massachusetts. MBSR soon 
became popular with hospital staff including 
doctors and nurses looking to alleviate their own 
stress. In turn, more patients were referred by 
staff to Kabat-Zinn’s program (Kabat-Zinn, 
2013). Recently, the University of Massachusetts 
Medical School announced the creation of the 
first ever “Division of Mindfulness,” which will 
focus on the integration of mindfulness practices 
into medical care (Agsar, 2017).

MBSR patients meet weekly for eight two- 
and- a-half-hour group sessions as well as a 
 full- day retreat. Throughout the 2-month period, 
participants learn about mindfulness and the 
practices that help cultivate present moment 
awareness. This involves didactic portions, for-
mal practice of meditation and yoga, and group 
discussions about experiences with the practice. 
Instructors assign 45-min daily practice as home-
work for participants. In the final sessions, par-
ticipants discuss tactics for keeping mindfulness 
in their lives following the intervention.

Kabat-Zinn (2013) suggested that MBSR 
does not eliminate stressful circumstances or 
internal stressors, but instead shifts participants’ 
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perception of stress. More recently, studies 
 support the claim that one’s perception of stress 
impacts physiological and cognitive responses to 
stress (Jamieson, Nock, & Mendes, 2012; Keller 
et al., 2012). Those with more optimistic attribu-
tions towards stress respond better both psycho-
logically and physiologically (Seligman, 1998). 
With awareness skills, participants can notice 
their automatic negative response to stress and 
instead respond skillfully. MBSR provides both 
the skills to recognize the physiological and 
 cognitive experience of stress and the skills nec-
essary to select an appropriate response in the 
moment (Kabat-Zinn, 2013).

MBSR has proven effective in reducing anxiety 
and depression amongst various medical and psy-
chiatric patient groups across multiple studies. A 
meta-analysis of 20 studies showed depression 
reduction effect size of g = 0.49 and anxiety reduc-
tion of g = 0.55 (Hofmann, Sawyer, Witt, & Oh, 
2010). Medium effect sizes generally falling in the 
0.5–0.6 range were replicated in similar meta-
analyses conducted with patients reporting a wide 
variety of medical and mental health  conditions, 
including a systematic review of randomized con-
trolled trials of MBSR (e.g., de Vibe, Bjørndal, 
Tipton, Hammerstrøm, & Kowalski, 2012). Large 
mindfulness-based intervention effect sizes were 
found among patients diagnosed with anxiety or 
mood disorders (Hedges g of 0.97 for improving 
anxiety symptoms and 0.95 for improving mood 
symptoms; Hofmann et al., 2010), demonstrating 
clinical effects comparable to cognitive–behav-
ioral interventions that  consistently produce 
medium to large effects sizes in research 
(Hofmann, Asnaani, Vonk, Sawyer, & Fang, 
2012). MBSR currently appears as an intervention 
evaluated in comparative  effectiveness research 
studies within the Substance and Mental Health 
Services Administration (SAMHSA) National 
Registry of Evidence- based Programs and 
Practices (NREPP).

Clinical psychology researchers Zindel Segal, 
Mark Williams, and John Teasdale saw an oppor-
tunity to integrate the original MBSR protocol 
with cognitive therapy to treat depression (Segal, 
Williams, & Teasdale, 2013). They identified 
 cognitive patterns specific to recurrent depression 

and applied principles of mindfulness as a means 
of relating skillfully to negative thoughts. 
Mindfulness-Based Cognitive Therapy (MBCT) 
aims to prevent relapse among patients who have 
experienced previous episodes of depression. 
MBCT guides participants to develop a new rela-
tionship to their thoughts and feelings, a relation-
ship of acceptance instead of usual attempts at 
avoidance that are ultimately unsuccessful (Segal 
et al., 2013). This clinical protocol retained much 
of the format of MBSR, including the 8-week 
group session structure, the format devoted to 
teaching and practicing formal mindfulness medi-
tation and movement, and daily home practice 
assignments. MBCT includes a similar introduc-
tion and explanation of mindfulness but provides 
specific psychoeducation about the negative 
cycles of depression not found in the MBSR cur-
riculum (Segal et al., 2013). MBCT participants 
learn to recognize cognitive patterns that lead to a 
familiar downward spiral of thoughts and feel-
ings. Many of those who suffer from depression 
eventually return to these negative thought 
 patterns after remission of symptoms. Instead of 
targeting the symptoms of depression directly, 
MBCT aims to help participants notice and then 
disengage from rumination and automatic 
thoughts rather than regarding such thoughts as 
facts and believing them. This is one reason that 
MBCT has been considered especially successful 
in treating recurrent depression.

MBCT significantly reduces risk of depressive 
relapse over treatment as usual (TAU) from 78% 
to between 20% and 50% (Ma & Teasdale, 2004; 
Teasdale et al., 2000). A later systematic review 
consistently found that those who participated in 
MBCT plus treatment as usual had a 39% 
decrease in risk of depression recurrence com-
pared to those receiving treatment as usual on its 
own (Galante, Iribarren, & Pearce, 2013). MBCT 
also may be an effective treatment option for 
some anxiety disorders, particularly generalized 
anxiety disorder and social anxiety disorder (see 
Segal et al., 2013, for a review).

In addition to MBCT, clinicians have created 
mindfulness-based interventions tailored to other 
client populations. For example, clinicians have 
designed mindfulness-based relapse prevention 
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for substance use disorder (Witkiewitz & Marlatt, 
2004), mindfulness-based therapy for insomnia 
(Heidenreich, Tuin, Pflug, Michal, & Michalak, 
2006), mindfulness-based eating awareness 
therapy (Kristeller, Baer, & Quillian-Wolever, 
2006), and MBSR for trauma (Magyari, 2015).

 Mindfulness and Trauma

Although mindfulness-based interventions have 
effectively reduced stress, anxiety, and depres-
sion across many clinical trials, their implemen-
tation with survivors of trauma is nascent. Early 
concerns that mindfulness meditation could be 
contraindicated for clients with trauma histories 
included claims that mindfulness training could 
exacerbate PTSD symptoms (Germer, 2005; 
Lustyk, Chawla, Nolan, & Marlatt, 2009), similar 
to findings that critical incident stress debriefing 
as an early intervention does not prevent PTSD 
and sometimes makes its occurrence more likely 
(Ehlers & Clark, 2003). Early MBSR treatment 
manuals recommended against enrolling patients 
diagnosed with current PTSD out of concern that 
the practice may trigger overwhelming trauma- 
related symptoms (e.g., Santorelli & Kabat-Zinn, 
2009). However, these clinical concerns were not 
accompanied by research documenting such 
adverse effects of mindfulness-based interven-
tions for trauma survivors. Of the five studies that 
measured iatrogenic effects of conducting a 
mindfulness-based treatment on survivors of 
trauma, none found any negative outcomes 
(Bormann, Thorp, Wetherell, Golshan, & Lang, 
2013; Kearney, Mcdermott, Malte, Martinez, & 
Simpson, 2013; Mitchell et al., 2014; Niles et al., 
2012; Polusny et  al., 2015), (see Hilton et  al., 
2017, for a complete review).

In contrast, psychological theories of trauma 
suggested that mindfulness could serve an impor-
tant role in treating symptoms of posttraumatic 
stress disorder. When survivors of trauma have 
intrusive thoughts about their trauma, they 
attempt to avoid these memories. Yet, when peo-
ple deliberately attempt to suppress difficult 
thoughts, they become paradoxically more likely 
to think about the very subject they are aiming to 

avoid (Wegner, 1997). Follette et  al. (2006) 
described such attempted suppression of trauma- 
related thoughts as avoidance behaviors resulting 
from an inability to stay present, reflecting a defi-
cit in the precise skill that mindfulness medita-
tion builds. Teaching trauma survivor clients to 
cultivate mindfulness could help them become 
aware of current thoughts and feelings without 
trying to avoid such experiences when they natu-
rally arise. For this reason, Follette et al. argued 
that increasing clients’ capacity for mindful 
awareness could reduce such covert avoidance 
attempts and therefore make exposure-based 
treatment more successful.

Preliminary evidence for a new intervention, 
Mindfulness-Based Exposure Therapy (MBET), 
offers potential support for this theory. King et al. 
(2016) created MBET at the Ann Arbor VA after 
first testing the effectiveness of MBCT for veter-
ans with PTSD. Their original study (King et al., 
2013) compared MBCT to Present-Centered 
Group Therapy as the treatment as usual condi-
tion. Present-Centered Group Therapy does not 
involve sharing details of one’s traumatic experi-
ence, but instead offers a supportive atmosphere 
to deal with current issues and learn more adap-
tive coping skills. Results showed that both thera-
pies brought about a statistically significant 
reduction of PTSD symptoms, but reductions 
were not significantly different between treat-
ments. Noting that mindfulness was as effective 
on its own as group therapy, researchers ques-
tioned whether a combination of mindfulness and 
exposure therapy would be able to bring about a 
more significant decrease in symptoms.

MBET is a 16-week program that teaches 
participants mindfulness and self-compassion 
techniques similar to those found in MBCT, offers 
psychoeducation about the effects of trauma, and 
implements in  vivo exposure derived from 
Prolonged Exposure Therapy (King et al., 2016). In 
a trial with combat veterans suffering from PTSD, 
participants were informed beforehand that any 
exposure would be to situations that they currently 
avoid that are objectively safe (not to memories of 
trauma as conducted in Prolonged Exposure 
Therapy). The intervention was separated into 
four modules on the following focal points:
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 1. Psychoeducation about PTSD and relaxation
 2. In vivo exposure and mindfulness of the 

breath and body
 3. In vivo exposure and mindfulness of emotions
 4. Training of self-compassion

MBET showed a significant reduction in 
Clinically Administered PTSD Scale scores. 
Additionally, in functional magnetic resonance 
imaging (fMRI) scans, MBET participants showed 
an increase in connectivity between the default 
mode network (DMN)—a large-scale network of 
interacting brain regions associated with self-ref-
erence and mind-wandering (Kiviniemi, Kantola, 
Jauhiainen, Hyvärinen, & Tervonen, 2003)—and 
regions of the brain involved in executive control. 
King and colleagues proposed that this increase 
may provide a physiological basis for participants’ 
increased ability to freely choose the subject of 
their attention. Furthermore, they suggested that 
this new attentional control could be related to 
engaging, rather than avoiding, trauma memories, 
which in turn allows for successful healing (King 
et al., 2016), consistent with the theoretical claim 
of Follette et  al. (2006). MBET was created for 
and tested with combat veterans. It is unclear 
whether these positive findings would generalize 
to survivors of sexual violence.

Other studies have examined the effects of 
adding mind–body interventions such as man-
tram repetition, yoga, and MBSR to treatment as 
usual (TAU). The addition of mantram repetition, 
a technique from transcendental meditation, to 
TAU showed significantly stronger reductions in 
PTSD symptoms and quality-of-life ratings com-
pared to TAU on its own (Bormann et al., 2013). 
Importantly, this study was conducted with survi-
vors of combat-related trauma, and therefore, 
results should be interpreted with caution in the 
context of survivors of sexual violence.

Studies testing the effects of adding yoga to 
TAU yield promising results. One study found a 
statistically significant difference in the reduction 
of PTSD symptoms compared to a waitlist group 
(Jindani, Turner, & Khalsa, 2015). Another study 
found a statistically significant reduction in 
PTSD symptoms when adding yoga to supportive 
psychotherapy compared to adding a women’s 

health education course to supportive psycho-
therapy (van der Kolk et al., 2014). In this study, 
both groups improved mid-treatment, but the 
health education group’s benefits disappeared 
posttreatment. Both groups of researchers 
hypothesized that yoga practice would amelio-
rate PTSD symptoms of avoidance through 
increased interoceptive awareness of fear 
responses. With mindful awareness, practitioners 
are encouraged to experience bodily sensations 
instead of attempting to escape or ignore them. 
van der Kolk and colleagues studied female sur-
vivors of violence but did not indicate what types 
of traumatic violence the participants had experi-
enced. Jindani and colleagues are one of the few 
groups of researchers who described the type of 
trauma each participant had experienced. In this 
study, 13 of the 80 participants self-reported an 
experience with sexual abuse or sexual assault.

MBSR was examined as an adjunct to TAU for 
survivors of trauma as well, again with conflict-
ing results. One study found statistically significant 
reductions in PTSD when adding MBSR to TAU 
(Kearney et  al., 2013). Another study yielded 
nonsignificant results that favored MBSR plus 
TAU over TAU on its own (Polusny et al., 2015). 
A third study found that adding MBSR to TAU 
produced weaker treatment effects than TAU on 
its own (Niles et  al., 2012). All three studies 
examined combat-associated trauma, and there-
fore again should be applied to survivors of sexual 
violence with caution.

However, when comparing TAU to TAU plus an 
adjunct intervention, it is not surprising to find that 
the more comprehensive treatment tends to outper-
form the other. This calls into question the effec-
tiveness of mindfulness treatments on their own. 
Banks, Newman, and Saleem (2015)  conducted a 
review of studies comparing mindfulness- based 
intervention groups to  controls. Across 12 studies, 
reviewers found that mindfulness-based treatments 
show promise as a treatment for symptoms of 
PTSD, especially avoidance symptoms, adding 
that results should be interpreted with caution due to 
methodological issues in the studies included 
(Banks et al., 2015). Additionally, only one study 
specifically applied a mindfulness-based treatment 
to survivors of sexual abuse.
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Mindfulness may work well as a stand-alone 
treatment because the practice itself leads to 
exposure to thoughts (Brown et al., 2007; Hölzel 
et al., 2011). If survivors of trauma with PTSD 
become more aware of their present moment 
experience, a natural exposure to trauma memo-
ries and interoceptive experiences can occur, 
facilitating change. However, no studies have yet 
explored the relationship between mindfulness 
practice and naturalistic exposure. Additionally, 
the grounding component of mindfulness could 
help alleviate the physiological arousal symp-
toms related to PTSD (Kelly & Garland, 2016; 
Lang et  al., 2012). This combination of natural 
exposure and grounding may explain the utility 
of mindfulness treatments for survivors of trauma 
without an added exposure treatment.

Lang et al. (2012) noted that both patients and 
clinicians are currently dissatisfied with the treat-
ment options for PTSD. High dropout rates on the 
part of clients and discomfort on the part of clini-
cians lead to a need for alternatives (Becker, 
Zayfert, & Anderson, 2004; Schottenbauer, Glass, 
Arnkoff, Tendick, & Gray, 2008). They discussed 
several explanations as to why mindfulness may 
lead to a decrease in symptoms of PTSD, and 
therefore provide a viable alternative to currently 
available treatments. Lang and colleagues sug-
gested that mindfulness builds an ability to shift 
the subject of one’s attention willfully, a more 
adaptive cognitive style, and a nonjudgmental 
stance. First, they posited that a volitional shift in 
attention allows patients to reduce reexperiencing 
symptoms and attentional bias toward reminders 
of trauma. Second, a present- focused cognitive 
style may reduce symptoms of worry and rumina-
tion associated with negative affect. Finally, Lang 
and colleagues argued that a nonjudgmental 
stance can lead to less frequent mislabeling of 
neutral stimuli as dangerous. In turn, they sug-
gested that those with a nonjudgmental mindset 
will be more willing to approach (and be exposed 
to) fear provoking stimuli.

A meta-analysis conducted by Hopwood and 
Schutte (2017) examined 18 studies that com-
pared a mindfulness-based intervention to a wait-
list control for the treatment of PTSD. The studies 
included a total of 21 samples. Participants 

among the samples were provided MBSR, yoga 
interventions, or mindfulness interventions 
 specifically tailored to trauma. Compared to 
waitlist control groups, mindfulness interven-
tions showed a significant reduction in symptoms 
of PTSD, with an overall mean weighted effect 
size of g = −0.44. Moderator analysis revealed a 
significant negative relationship between the 
decrease in PTSD symptoms and the duration of 
the intervention, such that longer interventions 
predicted lower levels of PTSD in response to 
mindfulness interventions. Gender, age, the num-
ber of weeks between the end of the intervention 
and follow-up assessment, and the effect size of 
mindfulness were not significant predictors of 
PTSD in response to mindfulness treatments in 
the moderation analysis. Ten of the 18 studies 
examined veteran populations. Only one study 
explicitly tested survivors of sexual violence, 
which is described in more detail below.

Gallegos, Crean, Pigeon, and Heffner (2017) 
conducted a similar meta-analysis on the practice 
of mediation and yoga for symptoms of 
PTSD. Authors included a total of 19 randomized 
control trials, some with inactive and some with 
active controls, many of which overlap with the 
previous meta-analysis. Mindfulness meditation 
and yoga interventions achieved an effect size of 
g = −0.39, outperforming their comparison active 
and nonactive controls in the reduction of PTSD 
symptoms. All but four studies were conducted 
with veterans, and none of the studies specifically 
mentioned including survivors of sexual violence.

Both of these meta-analyses reported small to 
medium effect sizes of mindfulness interventions 
compared to control groups, indicating that prac-
ticing mindfulness ameliorates symptoms of 
PTSD. This provides support for the theory that 
the practice of mindfulness can have an impact 
on symptoms without added exposure therapy. 
However, these results do not indicate any spe-
cific mechanisms that explain how mindfulness 
treatment leads to improvements for survivors of 
trauma.

Survivors of sexual violence often encounter 
self-blame and lower self-worth following their 
assault, which may implicate mindfulness inter-
ventions as an appropriate treatment. However, of 
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the handful of studies that examined nonveteran 
populations, even fewer reported the number of 
survivors of sexual violence included in the study. 
None went on to describe how survivors of sexual 
violence fared in the intervention compared to 
survivors of other types of trauma. In response 
to this dearth of information, we searched for stud-
ies that specifically describe the effects of mind-
fulness-based interventions on survivors of sexual 
violence.

 Mindfulness for Survivors of Sexual 
Violence

Although only recently studied, mindfulness may 
have a positive impact on survivors of sexual vio-
lence. Survivors of sexual violence have higher 
rates of PTSD than survivors of other types of 
trauma (Norris, 1992). High rates of co-occurring 
depression can make the treatment of survivors 
of sexual violence even more complex (Koss, 
Bailey, Yuan, Herrera, & Lichter, 2003). 
Furthermore, the all-too-common incidence of 
blame from formal responders like doctors and 
police officers, as well as informal responders 
such as family and friends, increases the likeli-
hood of negative mental health outcomes 
(Ullman, 1996a, 1996b). It has been suggested 
that self-blame may mediate the relationship 
between experiences with sexual violence and 
depression (Frazier, 1991). Mindfulness-based 
treatments have been proven effective in reduc-
ing rates of PTSD and depression, and addition-
ally emphasize a component of self-compassion 
that could be particularly helpful to survivors of 
sexual violence (Hofmann et  al., 2010; Neff, 
2003; Tesh, Learman, & Pulliam, 2015). 
Therefore, although barely studied in the litera-
ture, mindfulness interventions may be specifi-
cally well suited to the unique needs of survivors 
of sexual violence and sexual abuse.

On the other hand, the inherent interoceptive 
exposure of bringing one’s attention to the body 
in mindfulness-based interventions could pose a 
challenge for survivors of sexual violence. 
Whether sitting for formal meditation or practic-
ing yoga, participants are asked to bring attention 

to present somatic experience inside their bodies. 
This experience could provide a healthy exposure 
to sensations that give rise to traumatic memo-
ries, but if participants have not yet learned how 
to relate to such thoughts skillfully, iatrogenic 
effects could result. No study has addressed this 
concern with survivors of sexual violence. 
Clinicians should exercise caution in the imple-
mentation of mindfulness-based interventions, 
specifically in early sessions where survivors 
may not yet have the necessary skills to confront 
triggering bodily sensations.

To determine what research has been conducted 
on the subject of mindfulness for survivors of sex-
ual violence, we searched PsychInfo, Google 
Scholar, ProQuest Dissertations and Theses 
Global, and PubMed. The search results required 
that titles and/or abstracts included one or more of 
the following: “mindfulness,” “mindfulness- 
based,” “intervention,” “MBSR,” “MBCT,” 
“mindfulness-based stress reduction,” and “mind-
fulness-based cognitive therapy”; and one or more 
of the following: “sexual violence,” “sexual 
abuse,” and “rape.” Studies had also had to be writ-
ten in English. After identifying studies, meta-
analyses, and dissertations that appeared relevant, 
we searched the full text of each article to deter-
mine whether or not that investigation tested a 
mindfulness-based intervention or the effects of 
mindfulness practice on survivors of sexual or inti-
mate partner violence. Four articles reflecting 
three clinical investigations were identified.

The first such investigation implemented 
MBSR with survivors of childhood sexual abuse 
in an open trial and then followed up with partici-
pants two and a half years later (Earley et  al., 
2014; Kimbrough et al., 2010). The second study 
tested the effects of mindfulness meditation on its 
own for survivors of intimate partner violence 
(IPV) in an open trial (Centeno, 2013). The final 
study tested the effectiveness of a modified 
 version of MBSR titled Trauma-Informed 
Mindfulness-Based Stress Reduction (TI-MBSR) 
on survivors of childhood sexual and physical 
abuse and/or IPV in adulthood in a randomized 
control trial (Kelly & Garland, 2016). No studies 
have examined the effectiveness of mindfulness- 
based interventions exclusively on survivors of 
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Table 28.1 Results from studies including survivors of sexual violence

Study Participants (N) Intervention Measures Results
Kimbrough et al. 
(2010)

Survivors of childhood sexual 
abuse (23)

Modified MBSR + concurrent 
psychotherapy

BDI-II
BSI
PCL
MAAS

Decrease∗
Decrease∗
Decrease∗
Increase∗

Earley et al. (2014) Survivors of childhood sexual 
abuse (19)

Modified MBSR BDI-II
BSI
PCL
MAAS

Decrease∗
Decrease∗
Decrease∗
Increase∗

Kelly and Garland 
(2016)

Survivors of IPV (19 intervention, 
20 waitlist)

TI-MBSR BDI-II
PCL-C

Decrease∗
Decrease∗

Centeno (2013) Survivors of IPV
(10)

Mindfulness meditation 
practice

PCL-C
PSS-10

Decrease∗
Decrease∗

Note: BDI-II Beck Depression Inventory II, BSI Brief Symptom Inventory (used to assess anxiety), PCL/PCL-C 
Posttraumatic Checklist/Posttraumatic Checklist—Civilian, MAAS Mindful Awareness Attention Scale, PSS-10 
Perceived Stress Scale—10
∗p < 0.05

adult sexual violence. Results from these studies 
are presented in Table 28.1.

Kimbrough et al. (2010) identified MBSR as 
a possible treatment of depression and PTSD 
symptoms in survivors of childhood sexual 
abuse. Their rationale partly was grounded in the 
theories mentioned earlier, but they also noted 
that MBSR could be a cost-effective intervention 
due to its group format. Twenty-seven partici-
pants started the treatment, across three cohorts 
of 7–11 participants each. Four participants left 
before completing all eight sessions. Participants’ 
depression was measured using the Beck 
Depression Inventory—II (BDI-II). Their PTSD 
symptoms were measured with the PTSD 
Symptoms Checklist (PCL). Participants’ anxi-
ety was measured using the Brief Symptom 
Inventory (BSI), and their mindful awareness 
was measured with the Mindful Attentional 
Awareness Scale (MAAS). Measures were col-
lected at baseline, 4 weeks into treatment, upon 
completion of the MBSR program, and at a 
24-week follow-up.

Kimbrough and colleagues made a few impor-
tant changes to the MBSR protocol in this study. 
First, participants received three booster sessions 
after completing the treatment over the course of 
3 months. Second, researchers described a change 
in the language they used during experiential 
exercises designed to remind participants that it 

was their own personal choice when to withdraw 
from any meditation experience. They reported 
that this is a safety precaution also used in MBCT 
and Dialectical Behavior Therapy. Finally, they 
encouraged participants to be aware of their 
 positive growth, a practice they ascribed to posi-
tive psychology. Because this was a pilot of 
MBSR with this population, the researchers also 
required participants to enroll in concurrent 
psychotherapy.

Participants showed statistically significant 
decreases in depression, anxiety, and PTSD fol-
lowing the MBSR intervention, and maintained 
a statistically significant difference from base-
line at the 24-week follow-up. Scores on the 
mindful awareness measure increased and stayed 
significantly increased from baseline at the 
24-week follow-up (Kimbrough et  al., 2010). 
Average depression scores at pretest fell in the 
moderate range of depression and fell into the 
minimal depression range after completing 
MBSR. At the 24-week follow-up, depression 
scores rose slightly, but the average still fell in 
the minimal depression range. Average PTSD 
scores at pretest were above the clinical cutoff 
for PTSD, but fell below the cutoff at posttest 
and follow-up. These findings strongly support 
the feasibility of MBSR as an adjunct treatment 
for treating the common symptoms of survivors 
of childhood sexual abuse.
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The researchers involved in this project also 
conducted a two-and-a-half-year follow-up with 
the same group of survivors. Seventy-three per-
cent of the original participants, or 19 survivors, 
responded to the same four surveys conducted in 
the first study (BDI-II, PCL, BSI, and MAAS). 
Two and a half years after participating in the 
MBSR program, this group continued to show 
statistically significantly lower symptomology 
and higher mindful awareness (Earley et  al., 
2014). Specifically, participants’ average depres-
sion symptoms remained in the minimal range 
and average PTSD symptoms fell below the clin-
ical cutoff. This longevity of treatment effective-
ness provides strong support for the use of 
mindfulness-based interventions as an adjunct 
treatment for this population.

Kelly and Garland (2016) created and tested an 
alternate version of MBSR specifically for survi-
vors of trauma, known as Trauma-Informed 
Mindfulness-Based Stress Reduction (TI-MBSR). 
This version of the program leaves intact all of the 
MBSR curriculum while adding in psychoeduca-
tion about psychological, neurophysiological, and 
relational effects of trauma. Kelly and Garland 
added the education component because an 
“understanding of reactions and experience is 
associated with increased self- efficacy and 
decreased self-blame related to survival behaviors 
and reactions” (Kelly, 2014, p.  38). In addition, 
TI-MBSR integrates strategies to help survivors 
regulate physiological arousal, borrowed from 
other trauma-informed therapies (Kelly & 
Garland, 2016). The specific additions to tradi-
tional MBSR modules were as follows:

• Session 1: Teaching neurophysiology of 
trauma, including a rationale for using mind-
fulness skills as a coping mechanism

• Session 2: Discussion of reactivity as related 
to survival of trauma and symptoms as adapta-
tions; discussion of fight, flight, or freeze 
response; discussion of attempts to cope with 
symptoms that followed the traumatic experi-
ence; teaching to recognize physiological 
symptoms of trauma reactivity

• Session 3: Teaching to recognize one’s indi-
vidual bodily reactions to triggers and how to 

regulate through mindfulness techniques; 
teaching to recognize thought suppression and 
avoidance

• Session 4: Discussion of common patterns of 
relating to others; discuss the “trauma  triangle” 
(roles of victim, victimizer, and bystander)

• Session 5: Review information from sessions 
2 and 4

• Session 7: Discussion of how mindfulness 
relates to parenting and how to bring mindful-
ness into relationships with children

• (For more detail, see Table  1  in Kelly & 
Garland, 2016).

TI-MBSR was tested with a group of survi-
vors of childhood sexual abuse, childhood physi-
cal abuse, and/or adult intimate partner violence 
(Kelly & Garland, 2016). The CDC estimates 
that 25% of survivors of IPV have experienced 
sexual assault (Black et al., 2011). Thus, although 
their sample was not limited to survivors of 
 sexual violence, it is likely that such survivors 
were well represented within this sample. 
Research on the effects of mindfulness treat-
ments exclusively for survivors of sexual assault 
remains scarce. Nevertheless, the following 
results from this TI-MBSR investigation should 
be interpreted with caution in their application to 
survivors of sexual assault.

Kelly and Garland (2016) measured 20 female 
survivors of IPV and childhood abuse before and 
after completing the TI-MBSR training. A wait-
list group of 19 female survivors completed 
 identical measures in the same 8-week interval. 
Participants were randomly assigned to either the 
TI-MBSR group or the waitlist group. Both 
groups reported a significant decrease in depres-
sion (BDI-II) and PTSD (PCL-C) over time. The 
TI-MBSR group showed a significantly greater 
reduction of depression and PTSD symptoms 
when compared to the waitlist group. Additionally, 
80% of those in the TI-MBSR group fell below 
the clinical cutoff for PTSD postintervention 
compared to only 20% of participants in the wait-
list group. Average depression scores of those in 
the TI-MBSR group fell from moderate to mini-
mal. Those who spent more time meditating at 
home between sessions perceived the treatment 
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as more effective. Time spent doing homework 
was negatively correlated with symptoms of 
depression. This study established the feasibility 
of TI-MBSR for female survivors of IPV and 
childhood abuse. Researchers note that survivors 
could have also been participating in concurrent 
psychotherapy, but it was not specifically 
 measured in this study. It is unclear whether the 
improvements made in the TI-MBSR group can 
be attributed solely to participation in the 
intervention.

A final study tested the effects of mindfulness 
meditation over a 6-week course. In this study, 10 
survivors of IPV were selected to participate, all 
of whom had received a previous diagnosis of 
PTSD. Participants attended two weekly guided 
meditation sessions. Additionally, each survivor 
was assigned an individualized amount of at- 
home meditation practice based on their previous 
experience. Beginners started with shorter times 
than those with any meditation experience. Each 
participant’s duration of meditation stepped up 
incrementally over 6 weeks. Survivors showed a 
significant decrease in PTSD symptoms (PCL-C) 
and levels perceived stress (PSS-10). Nine of the 
ten survivors met criteria for PTSD at the begin-
ning of the study. Only two participants contin-
ued to meet criteria after completing the 6-week 
practice of meditation (Centeno, 2013). While 
other studies have implemented manualized 
treatments for survivors of trauma, this study 
suggests that mindfulness meditation on its own 
could be helpful for survivors of trauma. Three of 
the participants were receiving concurrent psy-
chotherapy. For these participants, the cause of 
positive treatment outcomes is especially blurred.

In summary, mindfulness-based interventions 
have shown preliminary benefits for survivors of 
trauma. Across multiple studies, PTSD and 
depression symptoms decreased in response to 
mindfulness training. However, most studies 
used small samples to pilot the intervention and 
no studies have isolated the benefits of 
mindfulness- based treatments for survivors of 
nonchildhood sexual violence. Mindfulness- 
based Exposure Therapy has been successfully 
piloted with veterans and Trauma-Informed 
Mindfulness-based Stress Reduction has shown 

to benefit survivors of IPV/childhood abuse. It is 
unclear to what extent survivors of nonchildhood 
sexual violence specifically may benefit from 
mindfulness-based interventions, whether mind-
fulness would be best delivered with an adjunct 
exposure treatment for such survivors, or if mind-
fulness meditation can stand on its own as an 
effective intervention.

 Mindfulness and Self-Compassion 
as Protective Factors

Self-compassion is a practice from Buddhist 
 traditions that has been integrated into mindfulness 
trainings, including MBSR, MBCT, and MBET. 
Kristen Neff (2003) described self-compassion as 
three interacting parts of a whole. The first piece is 
self-kindness, which involves providing oneself 
the same benevolence and goodwill that one com-
monly provides to others. The second piece is 
known as common humanity, which is the recog-
nition that all humans experience suffering; survi-
vors are not isolated in their experience of pain. 
The final piece is a mindful relationship to experi-
ences of suffering. A mindful relationship is one 
where painful experiences are neither avoided nor 
overindulged, simply recognized as part of the 
present moment (Neff, 2003).

Self-compassion has been theorized to play an 
important role in mental health outcomes in survi-
vors of trauma (Seligowski, Miron, & Orcutt, 
2014; Tesh et al., 2015; Thompson & Waltz, 2008). 
As survivors of trauma experience pain, self-com-
passion could be an effective coping strategy. In a 
study with a trauma population, self-compassion 
predicted lower PTSD avoidance symptoms 
(Thompson & Waltz, 2008). A second study exam-
ined survivors of trauma to create a structural 
equation model in order to explore the relationship 
between self- compassion, psychological flexibil-
ity, psychological health, and PTSD symptoms. 
Self-compassion was a positive predictor of over-
all psychological health, while psychological 
flexibility was the only significant predictor of 
PTSD symptoms (Seligowski et al., 2014). More 
research is needed to understand the exact role of 
self-compassion for survivors of sexual violence, 
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but results indicate that self-compassion is related 
to better outcomes for survivors.

A review of articles concerning the relation-
ship between mindfulness and resiliency in the 
face of trauma concluded that those with higher 
mindfulness and acceptance tend to have better 
psychological adjustment following experiences 
with trauma (Thompson, Arnkoff, & Glass, 
2011). These authors considered their findings 
preliminary evidence to support including mind-
fulness training in PTSD prevention programs. 
Another study found that certain facets of mind-
fulness, including describing, acting with aware-
ness, and nonjudging, partially mediated the 
relationship between traumatic experiences and 
PTSD symptoms (Boughner, Thornley, Kharlas, 
& Frewen, 2016).

Additionally, mindfulness has been linked to 
posttraumatic growth (PTG) in those who prac-
tice mindfulness through meditation, yoga, or tai 
chi. Those who reported that they did not practice 
mindful activities did not have a significant rela-
tionship between mindfulness and PTG (Hanley, 
Peterson, Canto, & Garland, 2015). Mindfulness 
must be practiced to have an association with 
PTG. If practicing mindfulness and trait mindful-
ness are in fact protective factors against PTSD, 
increasing access to mindfulness trainings could 
be critical for vulnerable populations.

 Mindfulness and Prevention 
of Sexual Violence

Preliminary studies have examined the role that 
mindfulness might play in the prevention of sexual 
violence. Because of its association with both emo-
tion and behavior regulation (Brown et al., 2007; 
Hölzel et al., 2011), mindfulness has been exam-
ined as a possible protective factor against sexual 
violence perpetration (Gallagher, Hudepohl, & 
Parrott, 2010; Ramirez et al., 2017). Higher mind-
fulness is related to lower aggression in both cor-
relation and experimental analyses (Borders, 
Earleywine, & Jajodia, 2010; Heppner et al., 2008).

One study examined the relationship between 
trait mindfulness (measured with the Five Facet 
Mindfulness Questionnaire—15) and perpetration 

of sexual coercion and aggression within a sample 
of 665 young adults. The results showed that 
higher mindfulness was significantly related to 
lower likelihood of perpetration (Ramirez et  al., 
2017). These authors suggested that mindfulness 
could be a useful tool in the prevention of sexual 
violence. This research team is currently develop-
ing and measuring the effectiveness of a mindful-
ness-based intervention that addresses alcohol 
misuse and dating violence perpetration (Q. Ngo, 
personal communication, April 15, 2018).

 Mindfulness for Clinicians 
and Advocates

Victim advocates and clinicians who work with 
survivors of sexual violence provide vital support 
while exposing themselves to the possibility of 
experiencing trauma symptoms as a result of 
their work, known as secondary traumatic stress 
(Dworkin, Sorell, & Allen, 2016). Estimates of 
secondary traumatic stress in those who work 
with the traumatized range from 60% to 65% 
(Figley, 2002). Burnout is also common in the 
field of trauma advocacy. In interviews, advo-
cates identified that burnout affects the quality of 
the service that they can provide and their own 
levels of secondary traumatization (Ullman & 
Townsend, 2007).

No research has been published concerning 
the implementation of mindfulness interventions 
for advocates in rape crisis centers. However, 
among advocates at a grief and bereavement cen-
ter, high dispositional mindfulness predicted 
lower burnout and secondary traumatic stress 
across the agency (Thieleman & Cacciatore, 
2014). Qualitative data from mental health pro-
fessionals who practice mindfulness and have 
worked extensively with survivors of trauma 
identified mindfulness as a key self-care mecha-
nism (Schafer, 2016). Additionally, when 
 compared to Cognitive Behavioral Stress 
Management, a Yoga-Based Stress Management 
course resulted in better mental health outcomes 
and lower secondary traumatic stress over time 
for frontline mental health advocates (Riley et al., 
2017). The implication from these findings is that 
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mindfulness skills may benefit sexual assault 
 victim advocates, clinicians, and others who 
serve survivors of sexual violence.

 Mindfulness and Cultural 
Considerations

Little research has examined cultural consider-
ations in mindfulness-based interventions. 
Preliminary research demonstrated that MBSR 
was successfully delivered in Spanish in inner- 
city programs serving largely Latino patients 
with additional adaptations such as flexible 
scheduling, providing transportation and child 
care, reminder calls before initial sessions, and 
refraining from the use of the word yoga when 
referring to mindful movement practices (Roth & 
Creaser, 1997; Roth & Robbins, 2004).

 Mindfulness and Client 
Acceptability

Additional research exploring client or patient 
acceptability of mindfulness-based interventions 
is sorely needed as well. Although mindfulness- 
based intervention practices are presented in a 
secular fashion, unfavorable perceptions or mis-
conceptions about meditation and yoga might 
prevent many Americans from participating in 
this form of intervention. Future research that 
identifies how the initial description of 
mindfulness- based interventions and the instruc-
tor’s presentation of mindfulness practices impact 
client or patient acceptability could help clini-
cians address this particular barrier to access.

 Summary and Future Directions

Survivors of intimate partner violence have seen 
significant reductions in PTSD and depression 
upon completion of a trauma-informed mindful-
ness intervention (Kelly & Garland, 2016), as well 
as lower stress when practicing mindfulness medi-
tation (Centeno, 2013). Additionally, mindfulness 
interventions combined with treatment as usual 

have shown reductions in symptoms of PTSD and 
depression in survivors of childhood sexual abuse, 
with gains that are maintained at a two-and-a-half-
year follow-up (Earley et  al., 2014; Kimbrough 
et al., 2010). These promising studies provide pre-
liminary evidence for the benefits of mindfulness 
practice for survivors of sexual violence.

Survivors of sexual violence could benefit from 
mindfulness-based interventions for a variety of 
reasons. Some theories postulate that a practice of 
mindfulness facilitates the success of exposure-
based treatments (Follette et  al., 2006). 
Mindfulness-Based Exposure Therapy outcome 
data lends empirical support to this theory, as 
mindfulness practice combined with in vivo expo-
sure successfully reduced PTSD symptoms in vet-
eran populations (King et al., 2016). Other studies 
have shown that adding mindfulness practices to 
treatment as usual for survivors of trauma signifi-
cantly outperforms the treatment as usual on its 
own (Bormann et al., 2013; Kearney et al., 2013; 
Polusny et al., 2015; van der Kolk et al., 2014). All 
of this together provides an indication that adding 
mindfulness to a treatment plan strengthens the 
gains that survivors can make in therapy.

Other theories imply that mindfulness leads to 
a natural exposure to trauma memories and phys-
iological arousal, which in turn alleviates PTSD 
symptoms (Brown et  al., 2007; Hölzel et  al., 
2011). Kelly and Garland (2016), creators of 
Trauma-Informed Mindfulness-Based Stress 
Reduction, also theorized that the grounding 
component of mindfulness practice could assist 
survivors in settling symptoms of physiological 
hyperarousal. While Follette et al. (2006) argued 
that mindfulness could make structured exposure 
therapy more effective, this alternative theoreti-
cal position claims that mindfulness practice 
itself provides sufficient naturalistic exposure. 
Therefore, it might not be necessary to add addi-
tional in  vivo or imaginal exposure treatment 
components to mindfulness-based interventions 
for survivors. Reviews of studies that compared 
mindfulness-based treatments to control groups 
concluded that mindfulness treatments show 
promise in the treatment of PTSD, especially 
avoidance symptoms (Banks et  al., 2015; 
Hopwood & Schutte, 2017).
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Survivors of sexual violence face high rates of 
PTSD and depression; mindfulness interventions 
are effective in treating both. Mindfulness prac-
tice reduced symptoms of PTSD and depression 
in survivors of childhood sexual abuse, and these 
gains were maintained at a two-and-a-half-year 
follow-up (Earley et al., 2014; Kimbrough et al., 
2010). Survivors of intimate partner violence 
have seen significant reductions in PTSD and 
depression upon completion of Trauma-Informed 
Mindfulness-Based Stress Reduction (Kelly & 
Garland, 2016), and reductions of trauma and 
stress when practicing mindfulness meditation 
(Centeno, 2013).

Additionally, the self-blame commonly expe-
rienced by survivors of sexual violence could be 
reduced with self-compassion components of 
mindfulness (Tesh et al., 2015). MBSR increased 
self-compassion among nondistressed samples 
(e.g., Birnie, Speca, & Carlson, 2010), and self- 
compassion is negatively related to PTSD symp-
toms and positively related to psychological 
health in survivors of trauma (Seligowski et al., 
2014; Thompson & Waltz, 2008). Mindfulness 
more broadly is associated with better psycho-
logical adjustment after trauma (Thompson et al., 
2011). Also, those who practice mindfulness 
show a significant relationship between their 
level of trait mindfulness and posttraumatic 
growth following trauma (Hanley et al., 2015).

Mindfulness may also be a useful tool in the 
sexual violence prevention movement. 
Mindfulness is negatively related to aggression 
and positively related to emotion and behavior 
regulation (Brown et al., 2007; Gallagher et al., 
2010; Hölzel et al., 2011; Ramirez et al., 2017). 
Burgeoning research shows that mindfulness is 
also negatively related to sexual assault perpetra-
tion (Ramirez et al., 2017). However, no causal 
relationships have been established to date.

Future studies examining the effects of 
mindfulness- based interventions on adult 
 survivors of sexual violence clearly are 
 warranted. Sufficient research conducted with 
survivors of general trauma, childhood sexual 
abuse, and IPV exists to justify future clinical 
trials that target this specific population. Such 
future research would help determine whether 

mindfulness- based interventions are likely to 
benefit survivors of sexual violence. 
Furthermore, randomized controlled compara-
tive trials could help determine whether or not 
mindfulness practice provides an adequate level 
of exposure on its own, without additional 
treatment components. Comparing a treatment 
that adds in vivo exposure to mindfulness treat-
ment (MBET) with a treatment that relies solely 
on mindfulness training (MBSR/TI-MBSR) 
would address this particular empirical ques-
tion. Future outcome research conducted with 
survivors of sexual violence should include 
measures of mindfulness, self-compassion, 
trauma symptoms, depression symptoms, post-
traumatic growth, and psychological health, as 
all of these variables in combination could help 
address how mindfulness-based interventions 
work.

More research is needed to determine whether 
mindfulness protects against PTSD and/or perpe-
tration of sexual violence. If mindfulness protects 
against PTSD, populations at high risk of experi-
encing trauma could be offered mindfulness 
training as a preventive measure. At the same 
time, if perpetration could be reduced through 
mindfulness interventions, communities could 
attack the problem from both sides with the same 
tool. Mindfulness could offer a pathway to less 
perpetration, lower likelihood of PTSD, and 
higher availability of effective treatments for 
survivors.

Finally, clinicians and advocates who work 
with survivors of trauma may benefit from mind-
fulness practice themselves. Advocate self-care is 
essential to protect against burnout, high stress, 
and symptoms of secondary traumatic stress. 
Mindfulness can offer both awareness of a lack of 
self-care and a means to correct for this defi-
ciency. Less secondary traumatic stress and burn-
out will allow advocates to provide better services 
to an increased number of survivors over longer 
periods of time. With the knowledge that survi-
vors who access rape crisis services experience 
less distress posttrauma (Campbell, Dworkin, & 
Cabral, 2009), assisting advocates and clinicians 
could have a significant ripple effect on many 
survivors for years to come.
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Treating the Adult Sexual Assault 
Victim: Evidence-Based 
Assessment and Treatment

Nykia R. Leach and Lindsay M. Orchowski

 Introduction

In their seminal publication within the American 
Journal of Psychiatry, Burgess and Holmstrom 
(1974) characterized rape as an experience that 
can be disruptive to a person’s physical, emo-
tional, cognitive, and interpersonal functioning. 
Since Burgess and Holmstrom’s (1974) early 
description of “Rape Trauma Syndrome,” 
research has accumulated to document a range of 
presentations of mental distress and physical 
injury among survivors of sexual violence. 
Specifically, whereas the adverse health effects 
of sexual assault are dynamic and heterogeneous, 
survivors of sexual violence may experience 
 psychological distress such as posttraumatic 
stress, anxiety, substance use and depressive dis-
orders (Acierno, Resnick, & Kilpatrick, 1997; 
Foa & Riggs, 1993; Thompson et  al., 2003; 
Ullman & Brecklin, 2003), reproductive health 

consequences (Mason & Lodrick, 2013), and a 
range of physical injuries and health care con-
cerns (Koss, Woodruff, & Koss, 1991). Survivors 
of sexual assault also often display high levels of 
self-blame and guilt (Nishith, Nixon, & Resick, 
2005) and often have a slower rate of recovery 
compared to individuals who experience 
 nonsexual forms of trauma (Foa, 1997; Gilboa- 
Schechtman & Foa, 2001). Of note, psychologi-
cal outcomes following sexual violence vary 
considerably, potentially as a result of psycho-
logical well-being prior to the attack. Women 
with severe/serious mental illness (SMI) also 
experience high rates of sexual violence com-
pared to individuals without SMI (Goodman, 
Rosenberg, Mueser, & Drake, 1997; Harris & 
Landis, 2016; Van Deinse, Macy, Cuddeback, & 
Allman, 2018). Furthermore, a recent study 
examining sexual violence among college women 
documented that pre-existing mental health 
symptoms were  exacerbated following sexual 
violence (Bonomi, Nichols, Kammes, & Green, 
2018). Furthermore, compared to women who 
have never been  sexually assaulted, survivors of 
this type of crime are at an increased risk of being 
victimized again in the future (Daigle, Fisher, & 
Cullen, 2008). Women who have previously 
experienced sexual assault during their lifetime 
report higher levels of psychological symptom-
atology compared to those who experience a 
single experience of  victimization (Cohen & 
Roth, 1987; Lau & Kristensen, 2010; Shin et al., 
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2017; Walsh et al., 2012). These findings under-
score the importance of developing and testing 
psychological treatments to ameliorate the 
 aftereffects of sexual trauma, as well as the 
importance of utilizing a variety of assessment 
strategies when evaluating and exploring poten-
tial treatments.

 Purpose of the Present Chapter

This chapter explores the efficacy of psychologi-
cal and medical treatments for adult survivors of 
sexual violence. We begin by examining recom-
mendations for clinical responses to victims who 
access healthcare in a hospital setting immedi-
ately after an assault. When discussing medical 
treatments for individuals who experience sexual 
violence, we use the term “victim-patient,” as the 
identities of the victim and patient often coincide 
within a clinical context (Mulla, 2014). 
Subsequently, we explore both short-term and 
long-term approaches for ameliorating the after-
effects of trauma and prevent health complica-
tions in the future. These treatments include 
forms of postexposure prophylaxis (PEP) treat-
ments to decrease risk of sexually transmitted 
infections and diseases (STIs/STDs) as well as 
evidence-based options for both short-term and 
long-term psychological care. We conclude with 
discussing future directions in treatments for 
adult survivors of sexual trauma.

 Acute Care: Immediate Treatments 
for Sexual Assault

According to Linden (2011), approximately 
17–43% of adults who experience sexual violence 
seek medical treatment following an assault. 
Estimates vary based on the sample studied. 
According to Zinzow and her colleagues (2012), 
less than one in four women seek medical treat-
ment following sexual assault. Most often, 
 individuals who seek medical treatment following 
sexual violence do so in the emergency  department 
(Hovelson, Scheiman, & Pearlman, 2016), often 
because they are in physical need of medical atten-

tion and must be treated for injury or would like to 
have a forensic (i.e., “rape-kit”)  examination 
 performed for evidence collection purposes 
(Campbell, 2005; see Curoso this  volume). Rape 
kits are commonly performed by trained sexual 
assault nurse examiners (SANE), forensic nurse 
examiner (FNE), and/or another clinical member 
of a sexual assault response team (SART) (Linden, 
2011). SANE and FNE practitioners receive 
crime-specific certifications available through the 
International Association of Forensic Nurses, 
which strives to ensure that victim- patients receive 
qualified and interdisciplinary care in a trauma-
informed manner (International Association of 
Forensic Nurses [IAFN], 2017). Upon meeting 
requirements of the International Association of 
Forensic Nurses’ requirements, SANE certifica-
tions are available to anyone who has two or more 
years of experience in critical/emergency care or 
maternal/child health (Sexual Assault Nurse 
Examiners, 2017). Those involved in the larger 
network of a victim- centered SART team can 
include general health professionals, members of 
law enforcement, individuals with legal expertise, 
clinical advocates from local rape crisis centers, as 
well as social workers. SART programs and 
related certification- specific roles are increasingly 
being adopted by emergency departments across 
the United States because of evidence suggesting 
that they are associated with improvements in 
medical treatment guidelines-related  compliances, 
the quality of evidence collection, and  successful 
prosecutions compared to routine care (Campbell, 
Patterson, & Lichty, 2005; Riviello & Rozzi, 
2013). In fact, as of 2014, there were 700 SANE/
FNE programs in the United States and Canada 
(Draughon, Anderson, Hansen, & Sheridan, 2014).

 Treatment Protocols

The protocol for acute treatment of victim- 
patients of sexual trauma developed by the 
Department of Justice’s Office on Violence 
Against Women (2013) is endorsed by the 
International Association of Forensic Nursing. 
The general guidelines to be followed when 
treating an adult victim-patient in the emergency 
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department are as follows: (1) evaluate for trau-
matic physical injuries; (2) offer post-exposure 
prophylaxis (PEP) for sexually transmitted 
 infections (STIs), pregnancy, and sometimes 
human immunodeficiency virus (HIV); (3) 
 collaborate with internal and external entities to 
provide emotional support while in the hospital; 
(4) offer to perform evidence collection using a 
preassembled “rape-kit”; (5) offer to call the 
police if they would like to report the crime; (6) 
and coordinate safe, tangible plans for discharge 
(e.g., treatment plans, referrals, physical/psy-
chological follow- ups) (Linden, 2011). As long 
as the victim-patient is conscious, informed con-
sent should be obtained before treating any inju-
ries or proceeding with evidence collection 
(Riviello & Rozzi, 2013). Despite these recom-
mendations, procedures often vary from hospital 
to hospital. For instance, religiously affiliated 
institutions may not offer certain recommended 
treatments (i.e., emergency contraception) 
(Campbell et al., 2006).

 Treatment of Injuries

Victim-patients who present to the emergency 
department often require treatment for minor 
injuries such as cuts and scratches, or more 
major injuries resulting from attempted strangu-
lation, forced penetration, and blunt force trauma 
(e.g., injury to the head, face torso, limbs; Sugar, 
Fine, & Eckert, 2004). Other common condi-
tions that warrant treatment include defense 
injuries; lacerations, abrasions, or bruises on the 
hands, arms, or thighs (Bowyer & Dalton, 1997). 
Tears or abrasions to posterior fourchette, labia 
minora and fossa navivularis abrasions, and 
hymen tearings are common locations for genital 
injury (Sommers, 2007). Importantly, a lack of 
identifiable genital or anal injury does not mean 
that a sexual assault did not occur (Linden, 
2011). The age of the victim-patient, heteronor-
mative  virginal status, degree of resistance, the 
number of assailants, and time between assault 
and treatment can impact whether or not vaginal 
injury can be detected (McGregor, Le, Marion, 
& Wiebe, 1999).

Due to the particularly violating context in 
which injuries resulting from sexual assault are 
obtained, a higher level of sensitivity is necessary 
when interacting with the victim-patient during 
the process of treatment and evidence collection 
(IAFN, 2017). Trauma-informed care and 
 practice (TICP) most appropriately aligns with 
the recommended victim-centered approach 
(Harris & Fallot, 2001; Substance Abuse and 
Mental Health Services Administration 
[SAMHSA], 2014). Towards the goal of allowing 
survivors to rebuild a sense of control and 
empowerment, TICP is a strength-based frame-
work that realizes the multifarious impacts of 
traumatic lived- experiences, emphasizing physi-
cal, psychological, and emotional safety for both 
providers and their respective patients as they 
respond to the survivor’s needs (SAMHSA, 
2014). For example, it is suggested that the vic-
tim-patient interact with as few clinicians as pos-
sible while in the emergency department so that 
higher levels of comfort, stability, and privacy 
can be obtained alongside the development of a 
rapport with the health professional involved 
(World Health Organization [WHO], 2003).

 Postexposure Prophylaxis

A common concern among victim-patients 
 presenting in the emergency department is risk for 
sexually transmitted infections (STIs) and dis-
eases (STDs). The Centers for Disease Control 
and Prevention (CDC) recommends that all 
victim- patients be offered post-exposure prophy-
laxis (PEP) treatments for STI/STD while in the 
emergency department (Riviello & Rozzi, 2013). 
PEP consists of defensive or protective actions 
that can be taken by victim-patients with the help 
of medical professionals to reduce likelihood of 
infection and disease. All patients can be offered 
post exposure prophylaxis treatments for STIs 
while in the emergency department. Risk for gon-
orrhea, chlamydia, and trichomoniasis can be 
addressed through antibiotics. Whereas syphilis is 
less prevalent, risk for contracting this infection 
can be addressed through common prophylaxis 
drug treatment for gonorrhea (i.e., ceftrioxone, 
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cefixime, or azithromycin). A hepatitis B vaccina-
tion can also be administered if the victim-patient 
has not already received one (Linden, 2011). 
Women are also at risk for contracting human 
papillomavirus (HPV). Accordingly, the CDC 
recommends offering the HPV vaccine to anyone 
who is 26  years of age or younger (Markowitz 
et  al., 2014). Furthermore, a tetanus booster is 
suggested if the case indicates applicability 
(Workowski & Berman, 2010). Of note, whereas 
some experts argue that STI testing should be 
offered in a noncritical care setting unless relevant 
symptoms are clinically identified, others suggest 
that all victim-patients should receive initial 
 laboratory testing for gonorrhea, chlamydia, 
trichomoniasis, syphilis, HIV, and hepatitis B 
when presenting in the emergency department, 
particularly if prophylactic treatment is declined 
(see Hovelson et al., 2016).

Although there is a low risk (5%) of preg-
nancy due to a vaginally penetrative sexual 
assault, emergency contraception is recom-
mended as a single dose in the emergency depart-
ment (Luce, Schrager, & Gilchrist, 2010). 
Ulipristal (Ella) and levonorgestrel (Plan B) 
should be offered within 72 h of the assault for 
optimal efficacy in preventing conception. 
Women with a body mass index (BMI) score of 
25 or higher are at a greater risk of becoming 
pregnant using these emergency contraceptive 
methods than those with lower BMI scores, as 
they are not as effective in those with a higher 
BMI score (Batur, Kransdorf, & Casey, 2016). 
Thus, more effective alternative for women with 
a BMI score of 25 or higher is an intrauterine 
copper contraceptive (Batur et  al., 2016). It is 
important to consider, however, that an intrauter-
ine device may be a particularly invasive option 
for pregnancy prevention among a recent victim 
of sexual trauma.

Risk for contracting human immunodeficiency 
virus (HIV) is also a common concern following 
sexual assault. The estimated risk of HIV infection 
or transmission is 1–2 cases per 100,000 vaginal 
assaults and 2–3 cases per 10,000 anal assaults 
(Linden, 2011). According to guidelines from the 
CDC (CDC, 2016), nonoccupation postexposure 
prophylaxis (nPEP) treatment should be offered 

within 72  h postassault in cases where an HIV-
positive status of the perpetrator is known. While 
fairly costly ($600–$1200), nPEP is only a  fraction 
of the financial burden that a lifetime’s worth of 
CDC-recommended pharmacological HIV/AIDS 
treatments are estimated to be ($223,000; 
Draughon, 2012). Of note, explicit guidance on 
how to treat a victim-patient who does not know 
the HIV status of the person who assaulted them 
(which is often the case) is lacking. Rather, judg-
ments on the provision of nPEP are currently made 
on a case-by-case basis when taking patient pref-
erence, the nature of the assault, and an estimated 
risk of infection from the perpetrator into account 
(Draughon, 2012). The National Clinicians Post-
Exposure Prophylaxis Hotline may also be con-
sulted for guidance on the provision of HIV nPEP 
(Clinician Consultation Center, 2018).

Notably, compliance with administering HIV 
nPEP to survivors of sexual violence varies 
across SANE/FNE programs. Specifically, a 
recent survey of SANE/FNE professionals 
regarding the state of HIV nPEP practices found 
that these services are inconsistently offered 
across SANE/FNE programs, with medical costs, 
patient follow-up issues, and pre-/postcounseling 
being cited as the most common barriers to 
administration (Draughon et al., 2014; Scannell, 
MacDonald, Berger, & Boyer, 2018). The imme-
diate short-term use of antiretroviral therapy after 
exposure (or potential exposure) is notably time 
and energy intensive and consequently, victim- 
patients are prone to lack of follow-up and poor 
completion rates (18–33% success) after the sex-
ual assault (Linden, Oldeg, Mehta, McCabe, & 
LaBelle, 2005). However, nonadherence to the 
1–2 times/day 28 day-long regimen may result in 
the development of a drug-resistant HIV strain 
(Linden, 2011).

 Forensic “Rape Kit” Exams

Following the presentation of various PEP treat-
ments, clinicians should offer the option to undergo 
a forensic examination (i.e., “rape kit”) for the pur-
pose of collecting evidence (American College of 
Emergency Physicians, 2014). The decision on 

N. R. Leach and L. M. Orchowski



489

whether or not to have evidence  collected is 
 dependent on the victim-patient  preference. 
Following guidelines for  trauma-informed care, an 
individual’s decision to decline a rape kit 
 examination should not be challenged by the 
 provider or any law enforcement representatives 
that may be present.

The specific components of evidence- 
collection and history-taking generally follow the 
same protocol, but can vary depending on local 
and state legal requirements (United States 
Department of Justice, 2013). SART programs, 
as well as other clinical respondent groups, 
should use preassembled rape kits (Hovelson 
et  al., 2016). The process of collecting both an 
account of the assault and physical evidence to 
support the statement (i.e., DNA) can take 
upwards of 6 h. As such, the trajectory and pro-
cess should be clearly outlined to the victim- 
patient, so that they clearly understand what 
exactly will happen during each of the 17 steps of 
the examination. These steps, generated by 
Linden (2011), include the following: (1) obtain 
consent and complete relevant forms; (2) admin-
ister control swabs (with the use of sterile water); 
(3) toxicologic testing within 72  h (indications 
include period of unconsciousness, lack of motor 
control, etc.); (4) obtain blood sample or saliva 
for victims DNA; (5) garner oral swabs and 
smears if <24 h since oral penetration; (6) obtain 
fingernail scrapings (if patient scratched assailant 
or has debris under nail); (7) collect foreign- 
material (i.e., collect debris that falls as patient 
takes clothes off); (8) collect clothing (e.g., 
underwear, ripped or torn clothing worn during 
assault) and examine full body for injuries or 
secretions (document on forms and take pictures, 
if appropriate); (9) if bite marks are present, swab 
lightly with two moist swabs; (10) conduct head- 
hair combings; (11) document pubic-hair comb-
ings; (12) obtain vaginal swabs and smears; (13) 
obtain anorectal swabs and smears (if <24 h since 
penetration); (15) obtain additional swabs (i.e., 
swabs from any areas of possibly dried semen or 
secretions) or saliva collection; and (16) finalize 
forms from step 1 and seal envelopes and sexual 
assault kit. In addition to the initial agreement to 
participate, informed consent is required at every 

step of the examination, and providers should 
reiterate that they can opt out of any step or the 
entire proceeding process at any time. The pace 
at which evidence is collected should also be 
determined by the victim-patient and can change 
upon their request (United States Department of 
Justice, 2013). Notwithstanding, the unfortunate 
reality is that most rape-kits go untested and most 
are not prosecuted by the criminal justice system 
(Campbell, Feeney, Fehler-Cabral, Shaw, & 
Horsford, 2017).

 Psychological Care 
During Emergency Room Visits

While in the emergency department, victim- patients 
may also be offered psychological care. Advocates 
from local rape crisis centers are called to meet the 
victim-patient at the hospital and stay with them 
until discharge. Hospital social workers are also 
often involved in these efforts. Victim-patients may 
also be encouraged to utilize services offered by the 
local rape crisis center and to follow up with their 
primary care provider. Appropriate referrals can 
also be determined and provided (ACEP, 2014). 
On-site counselors or psychologists may also initi-
ate brief cognitive–behavioral therapy (bCBT) 
intended to facilitate healing. For example, one 
study found that using this immediate therapy 
(within 8 h postassault) is effective in reducing both 
PTSD and anxiety following sexual trauma (Foa, 
Zoellner, & Feeny, 2006). Specifically, women in 
the trial (90 female recent survivors of sexual assault 
[n = 57] and nonsexual assault [n = 33]) who were 
treated with bCBT including orientation, skill-
focusing, and relapse prevention-related compo-
nents, recovered faster (e.g., PTSD and general 
anxiety) than women in supportive counseling (SC) 
over a 3-month follow-up (Foa et al., 2006).

While in the emergency room, individuals who 
experience sexual trauma may also be provided 
with psychoeducational materials or videos 
designed to educate victim-patients on what to 
expect during and after a rape kit. In one study, the 
18-min medical examination preparation and psy-
choeducation-focused video was  implemented to 
prevent/reduce rates of pre- examination anxiety, 
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as well as rates of postassault substance abuse 
among sexual assault survivors (Resnick et  al., 
2007). Data suggested that over a 6-month 
 follow-up period, individuals who viewed the 
video reported lower levels PTSD symptoms 
(Resnick, Acierno, Amstadter, Self-Brown, & 
Kilpatrick, 2007). Viewing the 18-min medical 
examination preparation video was also success-
ful in reducing pre-examination anxiety among 
participants.

With the goal of improving postassault out-
comes, other studies have evaluated whether vid-
eos can be useful in educating survivors on what 
to expect following an assault. For example, 
Walsh et  al. (2017) examined whether a brief 
video intervention for recent sexual assault vic-
tims—entitled Prevention of Post-Rape Stress 
[PPRS]—was associated with reduced alcohol 
and marijuana use when delivered in an emer-
gency department. Follow-up data were collected 
over the course of a 6-month follow-up, and PPRS 
was compared to treatment as usual, as well as an 
active control condition, entitled Pleasant Imagery 
and Relaxation Instruction (PIRI). When com-
pared to treatment as usual, the PPRS video 
resulted in less frequent alcohol use 6 months fol-
lowing sexual assault among participants who 
reporting binge drinking prior to the assault as 
well as minority women. When compared to treat-
ment as usual, the PPRS video was also associ-
ated with lower rates of marijuana use at the first 
follow-up assessment among women who 
reported not using marijuana prior to the assault.

Of note, psychoeducational videos are not uni-
formly administered as a method for enhancing 
psychological outcomes among victim- patients 
presenting for care in the emergency department. 
However, the dissemination of such psychoeduca-
tional videos, as well as program- specific (e.g., 
SANE/SART) implementation (e.g., cost, staffing) 
could be relatively simple. Given that preliminary 
evidence suggests that the use of psychoeduca-
tional videos in acute care settings may mitigate 
adverse mental health outcomes, further research 
is warranted to explore avenues for uptake and dis-
semination of this treatment approach.

Brief Behavioral Intervention Procedure 
(BBIP) is another acute prophylactic treatment 

used to prevent chronic psychological outcomes 
postassault. Administered days/weeks posttrauma, 
BBIP is a 4- to 6-h treatment that also involves 
psychoeducation, as well as coping skills training 
and imaginal re-exposure. Only a limited number 
of studies have examined BBIP use in sexual 
assault cases (Foa, Hearst-Ikeda, & Perry, 1995; 
Veronen & Kilpatrick, 1983). As indicated in 
Vickerman and Margolin’s (2009) review of the 
literature, research findings assessing the efficacy 
of BBIP in promoting mental health outcomes 
among sexual assault survivors have been incon-
clusive, and studies assessing BBIP currently lack 
methodological soundness (e.g., lacking a control 
group) and utilize a range of follow-up periods.

 Long-Term Care: Treating Sexual 
Trauma and Its Sequelae

Burgess and Holmstrom (1974) utilized the Crisis 
Theory Model to describe how sexual trauma 
results in externally imposed psychological dis-
equilibrium in a person who is confronted with a 
seemingly inescapable problem that cannot be 
solved using traditional problem-solving 
resources. Early approaches to working with sur-
vivors of sexual violence employed by rape advo-
cacy organizations were often informed by the 
Crisis Theory Model (see Koss & Harvey, 1987). 
Later, researchers and practitioners started to 
explore how evidence-based cognitive–behav-
ioral therapies (CBTs) used for anxiety diagnoses 
could be adapted for the purpose of treating sex-
ual assault survivors (see Foa & Rothbaum, 
2001). CBT-based treatment approaches, as well 
as other promising models, are described below.

 Stress Inoculation Therapy

Stress Inoculation Therapy, which can be utilized 
in group settings, places an intense focus on 
 creating a toolbox of coping skills for clients to 
assess in the literature (Meichenbaum, 2007). 
Components include an interview phase (e.g., 
psychological testing, reading, self-monitoring), 
the normalization of fear and avoidance behav-
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iors, skill acquisition including in vivo exposure 
to target rape-related phobias, and concludes 
with the practice of skill applications using 
 role- playing, imagery, modeling, controlled 
breathing, and muscle relaxation (Veronen & 
Kilpatrick, 1983). Studies have found that for 
both individual and group therapy, individuals 
treated with SIT reported pre-/postimprovements 
in PTSD, hostility, tension, assertiveness, self-
concept, and self-esteem as well as improve-
ments in depression, fear, and anxiety (Foa, 
Rothbaum, Riggs, & Murdock, 1991; Resick, 
Jordan, Girelli, Hutter, & Marhoefer-Dvorak, 
1988; Veronen & Kilpatrick, 1982, 1983).

 Prolonged Exposure

Prolonged Exposure (PE) is consistently regarded 
as an efficacious treatment for PTSD (Foa, 
Keane, & Friedman, 2000). Whereas PE is uti-
lized to treat PTSD resulting from various forms 
of trauma (see Eftekhari, Stines, & Zoellner, 
2006), PE has also specifically been utilized to 
address rape-related PTSD (Foa et  al., 1991). 
Numerous theories have been proposed to explain 
the mechanisms through which PE leads to 
reductions in trauma symptoms (Bouton, 1988, 
1991; Brewin, 1996, 2001; Ehlers & Clark, 2000; 
Foa & Kozak, 1986). Broadly, PE uses imaginal 
and in vivo “flooding” techniques to treat anxiety 
and PTSD, with the goal of allowing survivors of 
trauma to construct a more organized trauma 
story through guidance on how to take control 
over how they understand and process their sex-
ual assault (see Peterson, Foa, & Riggs, 2011). 
Treatment providers ask the survivor to essen-
tially relive the sexual assault scene and describe 
it aloud as they reimagine the experience using 
present tense and vivid detail in their description 
(Jaycox, Zoellner, & Foa, 2002). PE also incor-
porates cognitive and coping skill components in 
order to correct faculty stimulus responses so that 
new meaning can be made of traumatic memo-
ries. Homework assignments sometimes include 
listening to the audio recording outside of the 
counseling appointment. To date, several studies 
have examined the efficacy of PE in ameliorating 

psychological distress among survivors. Studies 
support the efficacy of PE for reducing PTSD 
among trauma survivors in general (Foa et  al., 
2005; Rothbaum, Meadows, Resick, & Foy, 
2000), as well as survivors of sexual assault in 
particular (Foa et  al., 1991, 1999, 2005; Foa, 
Molnar, & Cashman, 1995; Foa & Rauch, 2004; 
Resick, Nishith, Weaver, Astin, & Feuer, 2002; 
Rothbaum et al., 2000).

 Cognitive Processing Therapy

Cognitive processing therapy (CPT) was designed 
specifically for the treatment of psychological 
distress among survivors of sexual trauma 
(Resick & Schnicke, 1993). Drawing upon emo-
tion processing theory (Foa & Kozak, 1986), 
CPT aims to successfully integrate trauma into 
preexisting schemas and allow patients to over-
come previously unsuccessful attempts to accom-
modate personal trauma-related information. 
Psychoeducation, exposure, and cognitive tech-
niques are primary treatment components.

CPT can be conducted with individuals or 
groups and has been manualized so that thera-
pists can practice the treatment in a systematic 
manner. Specifically, CPT is typically a 12-step 
process that aids survivors in learning how to 
challenge and modify unhelpful beliefs related to 
their trauma experience (see Westwell, 1998; 
Wilson & Jones, 2010). The treatment process 
begins with writing assignments in which clients 
detail what the assault means to them. The thera-
pist then facilitates a review of what these 
thoughts mean to the survivor. Then, after 
addressing their beliefs and perceptions of the 
trauma’s unique implications on their life, the 
therapist engages the survivor in a discussion 
about safety, trust, intimacy, power/control, and 
esteem (Resick & Schnicke, 1993).

Several studies have evaluated the efficacy of 
CPT in promoting positive mental health 
 outcomes among survivors of sexual assault. 
Specifically, CPT has been shown to improve 
PTSD, depression, guilt, hopelessness, self- 
blame, and social adjustment outcomes pre-/pos-
tintervention (Iverson, King, Cunningham, & 
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Resick, 2015; Resick et al., 2002; Sobel, Resick, 
& Rabalais, 2009;). CPT is effective in treating 
PTSD alongside various comorbid diagnoses 
(i.e., guilt’s manifestation as a major depressive 
disorder) among sexual assault survivors (Chard, 
Resick, & Wertz, 1999; Nishith et al., 2005). Of 
note, cognitive–behavioral treatments—such as 
CPT—are also commonly utilized as evidence- 
based treatments for both depression and anxiety 
(see Hofmann, Asnaani, Vonk, Sawyer, & Fang, 
2012, for a review), as well as substance abuse 
(McHugh, Hearon, & Otto, 2010).

Several studies have compared the efficacy of 
CPT and PE (Bedard-Gilligan et  al., 2016; 
Nishith, Resick, & Griffin, 2002; Resick et  al., 
2002; Resick, Williams, Suvak, Monson, & 
Gradus, 2012; Wachen, Jimenez, Resick, & 
Patricia, 2014). Across these studies, data suggest 
that CPT and PE are relatively comparable in 
treating PTSD among rape survivors. For exam-
ple, in a sample of 154 rape victims who received 
CPT or PE and were assessed pretreatment as 
well as posttreatment (9 months and 5–10 years), 
findings suggested that for PTSD both therapies 
have the potential to positively influence function-
ing outcomes long-term (Wachen et al., 2014).

 Eye Movement Desensitization 
Reprocessing

Eye movement desensitization reprocessing 
(EMDR) is also grounded in exposure techniques 
(Shapiro & Solomon, 1995). Incorporating cog-
nitive and exposure treatment practices, EMDR 
requires the survivor to describe the assault scene 
while the therapist moves their finger back and 
forth across the patient’s line of vision. It is 
hypothesized that this dual-attention focused 
therapy facilitates trauma memory processing 
through the use of an internal and external stimu-
lus (Posmontier, Dovydaitis, & Lipman, 2010). 
Studies have concluded that EMDR resulted in 
improvements in PTSD, depression, anxiety, and 
dissociation (Leiner, Kearns, Jackson, Astin, & 
Rothbaum, 2012; Lindsay, 1996; Regehr, 
Alaggia, Dennis, Pitts, & Saini, 2013). Whereas 

EMDR is also cited as a psychotherapeutic inter-
vention by the American Psychological 
Association (2017) for treating clients with 
PTSD, there is continued debate regarding 
EMDR’s mechanisms of action. For example, it 
is not known if the finger eye movement compo-
nent is necessary as the trauma memory exposure 
itself may be the source of postmental health out-
comes (Rothbaum, 1997). For example, one 
study found that when treating PTSD in adult 
female rape victims (n = 74), PE and EMDR did 
not differ in outcomes between baseline and 
6-month follow-up (Rothbaum, Astin, & 
Marsteller, 2005).

 Supportive Counseling

Supportive counseling (SC) is widely used in 
counseling settings (Artime & Buchholz, 2016; 
Vickerman & Margolin, 2009). Providing general 
unconditional support, supportive counseling 
relies on active listening, validation, and positive 
regard to facilitate positive health outcomes for 
survivors (Foa et al., 2006). The supportive coun-
seling process is not manualized. SC’s fluidity 
makes it possible for survivors to identify specific 
topics that they want to address and work through 
with their mental health professional. Specific 
treatment targets may not surface. While some 
studies have shown pre-/postimprovements in 
PTSD, anxiety, and fear (and sometimes depres-
sion), SC is still an underexplored treatment 
option. Comparative studies have concluded, 
however, that cognitive behavioral therapies are 
generally more effective than SC in reducing psy-
chological sequelae (Foa et  al., 2006; Foa & 
Rothbaum, 2001; Resick et al., 1988).

 Solution-Focused Therapy

Solution-focused therapy (SFT) is another 
option for long-term psychological care of sex-
ual assault survivors seeking treatment 
(Tambling, 2012). Brief in length and dependent 
on goal-set targets, SFT works to add or remove 
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a behavioral component of a problem interac-
tion (Iveson, 2002). Amplifying the presence of 
solutions and the ability to develop tangible 
coping skills, the therapy parallels Buddhist 
mantra: acknowledging the past without letting 
it dictate the future or present (O’Hanlon, 1999). 
SFT’s practices broadly aim to produce post-
traumatic growth (e.g., better sense of self, life 
philosophy, relationships, spirituality; Frazier, 
Conlon, & Glaser, 2001; Tedeshi & Calhoun, 
2004). Given the potential for sexual violence to 
influence a relationship (see Miller, Williams, & 
Bernstein, 1982), treatment may also focus on 
immediate sexual dysfunctions, impairments, 
and dissatisfactions, including reproductive 
pain, fear of sexual activity, arousal disorders, 
and inhibited sexual desires (see Becker, 
Skinner, Abel, & Cichon, 1984). Whereas 
numerous studies document the effectiveness of 
SFT in general (for reviews, see Corcoran & 
Pillai, 2009; Gingerich & Peterson, 2013; Kim, 
2008), research is lacking to substantiate SFT as 
an approach to improving psychological out-
comes among sexual assault survivors in 
particular.

 Dialectical Behavioral Therapy

Dialectical behavior therapy (DBT) (Linehan, 
1993) was originally manualized for treating 
patients diagnosed with borderline personality 
disorder (BPD) and involves the following four 
simultaneously functioning components: (1) 
individual therapy; (2) group therapy; (3) phone 
coaching; and (4) therapist consultation teams 
(see Landes, Garovoy, & Burkman, 2013). 
Treatment focuses on emotion regulation, as 
well as interpersonal, behavioral, cognitive, 
and self- regulation skills. While the body of 
research is small, the current literature suggests 
that DBT may be uniquely suited to address the 
dynamic psychosocial challenges postchild-
hood sexual abuse (for a review, see Decker & 
Naugle, 2008). Research is needed, however, to 
explore the efficacy of DBT for adult survivors 
of sexual trauma, specifically. Instead, some 

suggest that DBT skills-training may be useful 
to help survivors of sexual trauma cope with the 
distress that may be associated with participat-
ing in exposure therapy (Becker & Zayfert, 
2001; Melia & Wagner, 2000; Wagner & 
Linehan, 2006).

 Skills Training in Affective 
and Interpersonal Regulation (STAIR) 
Narrative Therapy

Skills Training in Affective and Interpersonal 
Regulation (STAIR) Narrative Therapy (Cloitre, 
Cohen, & Koenen, 2006) requires the patients to 
“tell their story” as a form of therapy. STAIR 
Narrative Therapy is a CBT approach comprised 
of two phases occurring over the course of six-
teen 60-min sessions: (1) training in emotion 
regulation and interpersonal skills (8 sessions) 
and (2) additional skills training and prolonged 
imaginal exposure. Notably, this combination 
therapy in which skills-based intervention pre-
cedes trauma-focused work has been cited as a 
promising option when treating veterans who 
have experienced trauma (Cloitre, Jackson, & 
Schmidt, 2016). STAIR Narrative Therapy, how-
ever, has not been specifically evaluated as an 
approach for treating the sequelae of sexual vic-
timization in adulthood.

 Future Directions

Given the growth in evidence-based treatments 
for adult survivors of sexual trauma, researchers 
and health professionals now have numerous 
options for attending to the needs of survivors 
through the use of evidence-based treatments. 
While some care practices for adult survivors of 
sexual assault have been consistently evidenced 
as effective in treating specific diagnoses (partic-
ularly PTSD), the literature continues to high-
light areas in which further research should be 
conducted. Below, we delineate gaps and limita-
tions related to sexual violence research and the 
clinical practices/protocols.
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 Future Directions in Acute Care 
of Victim-Patients

Within an emergency department, clinicians who 
serve as members of an SART team must often 
act not only as healthcare providers, but also as 
agents of the justice system (Draughton, 2012; 
Mulla, 2014). In addition to caring for the victim- 
patient’s health, SART teams and other compa-
rable acute care collaborations not only are 
responsible for treating injury and providing PEP 
treatments, but also must also complete an array 
of forensic tasks. As this unique treatment pro-
cess is not included in general medical training, 
some emergency medical providers may be 
unprepared to navigate the medical and legal 
issues that arise in the case of a sexual assault 
victim (Draughon, 2012). Emergency room pro-
viders are often the first people that survivors 
encounter postassault, it is critical that no blame 
should be imposed upon the victim-patient seek-
ing care. Linden (2011) suggests that explicitly 
telling the victim-patient that they are not to 
blame, no matter what occurred prior to the sex-
ual assault, can be useful to efforts to dispel or 
address feelings of guilt or embarrassment. To 
date, research has yet to explore how the personal 
attitudes and training of medical providers influ-
ence the quality of care provided to survivors of 
sexual violence in the emergency department. 
Acceptance of rape myths can impact how a per-
son responds (i.e., positive social reaction/nega-
tive social reaction) to a survivor of sexual assault 
(Paul, Gray, Elhai, & Davis, 2009), and it would 
be valuable for researchers to explore how ascrip-
tion to stereotypes regarding rape influences care 
among emergency department healthcare provid-
ers in the United States. Although false reports of 
rape are quite rare (Lisak, Gardinier, Nicksa, & 
Cote, 2010), it is feasible that some providers 
who hold a high level of ascription to rape myths 
may assume that a survivor is falsely reporting a 
rape, which may bias their clinical care. Given 
that responses to  disclosure of sexual violence 
can influence the healing process following an 
assault (Orchowski & Gidycz, 2015), it is possi-
ble that training designed to promote positive 
responses to sexual assault disclosure within 

medical settings could be useful in supporting 
healing among survivors.

Hospital-specific policy makers may also con-
sider how clinically induced distress may be miti-
gated through trauma-informed policies 
pertaining to the care of sexual assault survivors. 
For example, hospitals are often not equipped 
with enough gynecological beds, improvising 
through the use of bedpans to raise the buttocks 
for a pelvic examination (Girardin, 2017). The 
combination of creating physical spaces, as well 
as teams of certified health professionals (i.e., 
SART programs and SANE/SFE trainings) dedi-
cated to treating sexual assault patients, may help 
to minimize these sorts of discomforts experi-
enced in the hospital setting.

Work is also needed to disseminate policy and 
standards of care set by public health governing 
bodies to emergency department providers. For 
example, despite the CDC (2016) recommenda-
tions for providing HIV nPEP to victim-patients 
in the emergency department, there is a current 
lack of consensus regarding the circumstances 
under which HIV nPEP should be offered (Linden, 
2011). Recent studies of SANE/FNE programs 
also suggest that HIV-related services are incon-
sistently provided to victim-patients in hospital 
settings (Scannell et al., 2018).

 Future Directions in Psychological 
Treatments for Adult Survivors 
of Sexual Violence

There are also several limitations to current evalua-
tions of long-term clinical treatments for  sexual 
assault survivors. For example, more rigorous ran-
domized control trials are needed to improve the 
depth of understanding of treatments that work for 
treating sexual assault survivors with multiple 
intersecting minority identities (see Regehr et al., 
2013). Absent in the literature are treatments that 
have been evidenced as effective in treating sexual 
assault symptoms among men, women of color, the 
homeless, those physically or mentally disabled, 
incarcerated persons, members of the LGBT+ 
community, or racial and  ethnic minorities. A bet-
ter understanding of how intersectional  identities 
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may impact sexual assault-induced sequelae is nec-
essary in ensuring that clinicians are able to pro-
vide the most  helpful care to patients, regardless of 
sociodemographic  characteristics (Regehr et  al., 
2013; Sigurvinsdottir & Ullman, 2016). For exam-
ple, it may be helpful to investigate why those with 
lower education levels, those who are younger in 
age, and those who have higher initial levels of 
angers tend to drop out of CPT and PE treatments 
more than their counterparts so to improve their 
ability to successfully complete the clinical  process 
(Rizvi, Vogt, & Resick, 2009). Moreover, one study 
concluded that individual characteristics of patients 
affect their likelihood of completing a treatment 
(Keefe et al., 2018). Therefore,  moderators such as 
childhood physical abuse, current relationship con-
flict, anger, and racial minority status should be 
considered when clinicians develop tailored treat-
ment plans for their patients.

In addition, there is currently little research 
examining how best to treat the aftereffects of 
sexual violence among women with serious 
mental illness (SMI). Often, individuals diag-
nosed with psychosis or other forms of SMI are 
excluded from participating in randomized clin-
ical trials evaluating the efficacy of clinical 
practices, leaving the suitability of most treat-
ments untested among those with SMI 
(Goodman et al., 1997). As a result, there is cur-
rently an absence of clear, evidence-based treat-
ment guidelines for addressing sexual trauma 
among individuals with SMI (see Mueser, 
Rosenberg, Goodman, & Trumbetta, 2002). 
Moving forward, research is needed to under-
stand how treatment interventions may warrant 
adaptation to meet the specific needs of women 
with SMI who experience sexual violence (see 
Harris & Landis, 2016).

A noteworthy gap between research and 
practice concerns the use of supportive coun-
seling as a psychotherapeutic technique. 
Cognitive behavioral therapies (e.g., CPT, PE, 
EMDR) have been manualized and are fre-
quently examined in randomized controlled tri-
als that  highlight their effectiveness in treating 
sequelae (Regehr et  al., 2013; Resnick, 

Acierno, Waldrop, et al., 2007). Nonetheless, a 
majority of  therapists choose supportive coun-
seling as their preferred treatment for survivors 
of sexual assault, especially in college counsel-
ing settings (Artime & Buchholz, 2016). The 
disparity between knowledge of evidence- 
based  treatments—such as PE and CPT—and 
practitioners’ day-to-day use of supportive 
therapies may be influenced by  ethical con-
cerns regarding exposure practices (see 
Olatunji, Deacon, & Abramowitz, 2009). To 
bridge the gap between research and practice, 
more information is needed as to why—despite 
evidence-based recommendations—supportive 
counseling continues to be widely utilized.

 Conclusion

Whether providing acute care in an emergency 
department or treating the long-term adverse 
health effects of sexual assault through psycho-
logical intervention, professionals involved in 
sexual violence cases face the unique challenge 
of creating a safe and patient-centered space for 
those adults who have experienced intimate 
trauma. Although sexual violence prevention 
scholars are working to reduce the frequency of 
these types of violations in the United States, it is 
the responsibility of healthcare professionals to 
provide effective, trauma-informed care and 
treatment for survivors, and also work to enhance 
these practices for those who may experience 
harm in the future. It is our hope that this chapter 
provided insight into the types of evidence-based 
treatments both available and recommended to 
clinicians with a balanced discussion of limita-
tions as well as opportunities for research, with 
the goal of enhancing care for adult victims of 
sexual trauma.
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The Effectiveness 
of Psychoeducation and Brief 
Treatments in the Aftermath 
of Sexual Assault

Catalina Vechiu and Martha Zimmermann

For a significant proportion of US adult women, 
exposure to sexual assault victimization contin-
ues to be a pervasive reality. Since Koss, Gidycz, 
and Wisniewski’s (1987) landmark study of rape 
prevalence among college women found that 
approximately 15% of respondents reported at 
least one experience that met the legal definition 
of rape, national prevalence rates indicate that 
sexual assault has remained a significant social 
problem that disproportionately affects women. 
More recent estimates indicate that roughly 20% 
of US adult women and 1.7% of men report being 
raped during their lifetime and an estimated 1.6% 
of women report being raped in the previous 
12 months (Breiding et al., 2014). Rape is associ-
ated with both acute and long-term adverse psy-
chological consequences. Immediate and 
long-term psychological responses include post-
traumatic stress disorder (PTSD), depression, 
and other anxiety problems (Kessler, Sonnega, 
Bromet, Hughes, & Nelson, 1995). Sexual assault 
victimization is further associated with higher 
rates of revictimization, interpersonal difficulties, 
and social stigma. Survivors of sexual assault are 
also at an increased risk of abusing alcohol and 
drugs, even among those who did not abuse sub-
stances prior to the assault (Kilpatrick, Acierno, 
Resnick, Saunders, & Best, 1997a).

As such, there is an impetus to develop brief 
and evidence-based interventions that target 
the unique constellation of challenges faced 
by sexual assault victims. Several decades of 
research have yielded numerous trauma-focused 
psychological treatments aimed at ameliorating 
the most commonly experienced trauma-related 
sequelae with varying degrees of success (e.g., 
Foa, 2011). However, traditional modalities 
of service delivery are often characterized by 
high rates of attrition (Hembree et  al., 2003). 
Furthermore, survivors of sexual assault are not 
likely to return for follow-up mental health ser-
vices (Price, Davidson, Ruggiero, Acierno, & 
Resnick, 2014). Thus, it may be more prudent 
and efficacious to consider alternative interven-
tion efforts, such as the provision of psycho-
education. Psychoeducation, or the delivery 
of information related to the nature and course 
of psychological responses to trauma and how 
to respond adaptively in the face of these reac-
tions, in particular may represent a feasible, 
cost-effective method of preventing adverse 
psychological consequences of sexual assault 
and increasing effective help-seeking in this 
population. Research examining the provision of 
stand-alone psychoeducational interventions for 
sexual assault victimization is limited. This may 
be due in part to the inclusion of psychoeduca-
tion as a key component of the most widely uti-
lized interventions for trauma-related disorders 
(i.e., prolonged exposure, trauma-focused cognitive 
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behavioral therapy). While research is limited, 
it has been suggested that psychoeducation may 
not be indicated as a first-line treatment for indi-
viduals experiencing higher levels of distress 
and instead, they should be immediately referred 
for higher intensity intervention (Wessely et al., 
2008). For these reasons, the aim of this chap-
ter is to examine the available support for brief 
treatments and psychoeducational interventions 
in the aftermath of trauma and discuss limita-
tions and future directions for research.

 Prevalence and Adverse Mental 
Health Outcomes

 Prevalence of Sexual Assault

Epidemiological studies yield high rates of sex-
ual assault victimization among women, indicat-
ing that they are more likely to experience 
interpersonal assaults, such as sexual abuse in 
childhood or adulthood and rape in comparison 
to men (i.e., Breslau, Davis, Andreski, Peterson, 
& Schultz, 1997; Kessler et  al., 1995). These 
findings suggest that exposure to traumatic events 
varies dramatically based on gender. Although 
men exhibit a higher propensity toward overall 
exposure to traumatic events (e.g., combat- 
related trauma, work-related injury), women are 
at a disproportionately higher risk for exposure to 
certain traumatic events (Breslau et  al., 1997). 
For example, data from the National Intimate 
Partner and Sexual Violence Survey found that an 
estimated 43.9% of women and 23.4% of men 
reported experiencing other forms of sexual vio-
lence during their lifetimes, including unwanted 
sexual contact, noncontact unwanted sexual 
experiences, sexual coercion, and being made to 
penetrate (Breiding, Chen, & Black, 2014). This 
finding is consistent with previous national sur-
veys that found the overall prevalence rate for 
sexual assault victimization to be 29.7%, with 
15.8% of men reporting a history of sexual 
assault in comparison with 42.4% of women 
(Kilpatrick et  al., 2013). Among specific age 
groups, 37.4% of women aged 18–24 reported 
experiencing a first-time rape (Centers for 

Disease Control [CDC], 2011). Of those who 
have been raped, 42.2% reported being raped 
before the age of 18 (CDC, 2011). Research fur-
ther shows that eight of ten victims of rape knew 
the person who sexually assaulted them (Miller, 
Cohen, & Wiersema, 1996), and one in ten 
women report being sexually assaulted by an inti-
mate partner, including attempted forced penetra-
tion, alcohol/drug-facilitated completed 
penetration, and completed forced penetration 
(Breiding, Chen, & Black, 2014).

In addition to the significant psychosocial 
costs to the victim, sexual assault victimization is 
associated with substantial public expenditure. 
For instance, in 2010, rape was associated with 
the highest US cost ($127 billion) in comparison 
with assault ($93 billion), murder ($71 billion), 
and drunk driving ($62  billion) (Delisi et  al., 
2010). Recent estimates indicate that the popula-
tion economic burden of rape was $3.1 trillion in 
2014 (Peterson, DeGue, Florence, & Lokey, 
2017). The estimated lifetime cost of rape per 
victim is $122,461, including medical costs, lost 
work productivity, criminal justice activities, and 
other costs (i.e., victim property loss or damage), 
but excluding intangible costs, such as pain and 
suffering (Peterson et al., 2017). Despite the high 
costs of sexual victimization, 63% of sexual 
assaults are not reported to the police (Rennison, 
2002). These data suggest that sexual assault 
occurs at alarming rates and is associated with a 
significant economic burden.

 Psychosocial Consequences of Sexual 
Assault

There is considerable variability in emotional 
reactions following sexual assault victimization 
among individuals that may include subclinical 
symptoms of distress, resilience, or prolonged or 
clinically significant distress. The extant litera-
ture on outcomes following sexual assault vic-
timization suggests that rape is associated with 
increased rates of psychopathology, particularly 
PTSD. Prevalence rates of both lifetime and cur-
rent PTSD diagnosis are significantly higher for 
individuals who experience sexual assault, rape, 
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and physical assault in comparison with individu-
als who experience a non-crime event (i.e., natu-
ral disaster). For instance, data from the National 
Comorbidity Study (NCS) indicate that the event 
with the highest conditional risk, that is the prob-
ability of having PTSD given exposure to a quali-
fying stressor, was rape among both women 
(46%) and men (65%) (Kessler et  al., 1995). 
Among women, sexual violence accounted for 
almost half of the cases of PTSD (Kessler et al., 
1995). PTSD is also comorbid with other disor-
ders particularly depression and anxiety and is 
associated with chronic distress. Furthermore, 
individuals with PTSD are six times more likely 
to have a suicide attempt (Sareen et  al., 2005). 
Many individuals with PTSD exhibit co- 
occurring symptoms of major depressive disor-
der (MDD), with epidemiological studies 
estimating that between 30 and 50% of individu-
als with PTSD meet diagnostic criteria for MDD 
(Kessler et al., 1995). Furthermore, research indi-
cates that 46.4% of individuals with PTSD also 
met criteria for a substance use disorder (SUD) 
(Pietrzak, Goldstein, Southwick, & Grant, 2011), 
and individuals with PTSD are two to four times 
more likely to meet criteria for a SUD than indi-
viduals without PTSD (Kessler, Chiu, Demler, 
Merikangas, & Walters, 2005). In fact, PTSD and 
problem drinking are commonly co-occurring 
disorders following adult sexual assault (Walsh 
et  al., 2014). Waldrop and Cohen (2014) found 
that interpersonal traumas (i.e., physical or sex-
ual assault) and serious accidents were indepen-
dently associated with self-reported alcohol and 
drug problems and/or smoking in comparison to 
other types of traumas, such as disasters. Some 
studies have found that drinking is often utilized 
as a maladaptive coping strategy to alleviate 
symptoms of PTSD but may in turn exacerbate 
symptoms and increases the risk for retraumati-
zation (Najdowski & Ullman, 2009; Volpicelli, 
Balaraman, Hahn, Wallace, & Bux, 1999).

Several factors have been examined to explain 
the relationship between sexual assault victim-
ization and psychological outcomes. Commonly 
explored variables include pre-, peri-, and post-
traumatic variables, such as exposure to previous 
trauma, severity of assault, personality factors 

such as extraversion, openness to experience, and 
optimism (Tedeschi & Calhoun, 2004), and vic-
tim demographics, particularly low socioeco-
nomic status, substance and alcohol abuse, pres-
ence of a psychiatric disease, and engaging in 
risky sexual behavior in adolescence (Bramsen, 
Lasgaard, Koss, Elklit, & Banner, 2012; 
Creighton & Jones, 2012; Wacker, Macy, Barger, 
& Parish, 2009). Although there is strong empiri-
cal evidence for the association between these 
characteristics and development of PTSD, MDD, 
and SUDs, other determinants of distress, such as 
coping skills, social support, and recovery envi-
ronment (i.e., family functioning) may be impor-
tant to explore and incorporate into brief 
psychoeducational interventions and early inter-
vention. Pretrauma factors such as coping skills 
might be utilized to identify women who are at 
risk of developing PTSD and thus as the target 
audience for psychoeducational interventions. It 
is evident that trauma exposure is associated with 
short-term and long-term adverse mental health 
consequences, such as posttraumatic stress disor-
der, major depressive disorder, and substance use 
disorders. Extant data indicate that although 
PTSD is the most common trauma-related 
response, it is highly comorbid with MDD and 
SUDs. Paradoxically, individuals with PTSD do 
not receive adequate mental health treatment.

 Psychoeducational Interventions 
in the Aftermath of Sexual Assault

There is an impetus to develop interventions that 
are brief, evidence-based, and target the unique 
constellation of symptoms and barriers experi-
enced by sexual assault victims. The provision 
of psychoeducation may be a cost-effective 
prevention strategy for sexual assault victims. 
Psychoeducation is defined as the delivery of 
knowledge or information about the course of 
posttrauma psychological symptoms and appro-
priate responses to these symptoms with the 
“intention to ameliorate or mitigate the effects of 
exposure to extreme situations” (Wessely, et al., 
2008, p.  287). The goal of psychoeducation in 
the context of trauma is to provide a “cogni-
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tive framework,” which addresses maladaptive 
responses to trauma, such as negative and dis-
torted cognitions that can function to maintain 
symptoms of PTSD (Phoenix, 2007, p. 123).

This includes responding to symptoms of 
hyperarousal as normal reactions rather than 
as pathological and uncontrollable responses. 
Psychoeducation should thus function to provide 
information that normalizes responses to trauma, 
teaches adaptive coping skills, and identifies 
when further intervention is warranted (Phoenix, 
2007). Provision of psychoeducation can take the 
form of provider delivered (individual or group), 
reading material (e.g., articles brochures), biblio-
therapy, internet, or videos (Whitworth, 2016). 
Psychoeducation is typically integrated into treat-
ments such as cognitive behavior therapy (CBT) 
and prolonged exposure (PE), although the num-
ber of sessions specifically focused on psycho-
education varies from treatment to treatment. In 
the context of evidence-based treatment proto-
cols, psychoeducation consists of identification 
of common reactions to trauma and adjustment 
difficulties, the normalization of experiences, 
and the identification of symptoms, coping skills, 
questions and barriers to treatment (Ghafoori, 
Fisher, Korestelova, & Hong, 2016).

The aim of providing psychoeducation at the 
onset of therapy is to increase knowledge and 
improve perceived need and attitudes toward 
treatment (Mendenhall, Fristad, & Early, 2009). 
Psychoeducation may constitute the first step of a 
“stepped-care” model of treatment. A stepped- 
care delivery system organizes treatment options 
in a hierarchy of intensity that is correlated with 
cost (Draper & O’Donohue, 2011). The default 
start position is the first step in the stepped care 
model, which should be an evidence-based treat-
ment of low intensity (i.e., psychoeducation). 
Low-intensity treatments require less time from a 
professional than a conventional treatment and 
are more cost-effective. This model emphasizes 
the rationalization of mental healthcare systems 
by utilizing varying intensities (e.g., length and 
modality) of treatment. Stepped-care models uti-
lize a first-line intervention (psychoeducation) 
and crucially include a monitoring component 

whereby nonresponders are “stepped-up,” to 
higher levels of care (Bower & Gilbody, 2005). 
Given the brief and easily disseminable format 
(e.g., video, bibliotherapy), psychoeducation has 
the potential to serve as a first-line intervention 
for victims of sexual assault.

Psychoeducation as an intervention is advan-
tageous for several reasons: (1) psychoeducation 
normalizes the aftermath of trauma by giving sur-
vivors information about what symptoms they 
may experience and that these symptoms are nor-
mal and expected; (2) psychoeducation may 
assist in help-seeking by providing information 
about evidence-based treatment options and 
sources of help; (3) psychoeducation may pro-
vide corrective information that modified a vic-
tim’s perception of the event by dispelling myths 
and misconceptions; (4) psychoeducation is 
empowering by encouraging individuals to 
engage in self-help and designating the individ-
ual as the primary agent of change and (5) psy-
choeducation is inexpensive and easily 
disseminated as it is often delivered via brochure 
or leaflet (Wessely et al., 2008).

 Efficacy of Early Interventions 
Utilizing Psychoeducation Only

Few studies consisting only of psychoeducation 
have been evaluated for efficacy in reducing dis-
tress following sexual assault. Resnick, Acierno, 
Holmes, Kilpatrick, and Jager (1999) first devel-
oped a 17-min psychoeducational video includ-
ing information about forensic examinations, 
symptoms of psychological distress that may 
result from a sexual assault, and modeling of cop-
ing. In a preliminary study, 13 survivors of sexual 
assault viewed a brief video intervention and 
compared to participants (N  =  33) enrolled in 
usual care in a hospital setting. Participants in the 
video intervention group reported lower distress 
(as measured by postexam Subjective Unit of 
Discomfort Scale (SUDS)) following a medical 
examination. Participants in the intervention con-
dition also reported reduced anxiety when pre- 
exam distress was controlled for (Resnick et al., 
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1999). The efficacy of the psychoeducational 
video was extended in the area of substance use 
and abuse with a larger sample of sexual assault 
survivors. This is particularly important as there 
is significant evidence in the literature that indi-
viduals with a history of trauma may engage in 
substance abuse as a means of coping with dis-
tress following the traumatic event (Kilpatrick, 
Acierno, Resnick, Saunders, & Best, 1997b; 
Stewart, 1996). The video appeared effective in 
reducing marijuana abuse at a 6-week follow-up 
assessment. Trends were also found in reducing 
quantity of alcohol and marijuana use after 
6  weeks (Acierno, Resnick, Flood, & Holmes, 
2003). In a subsequent investigation, survivors of 
sexual assault (N  =  140) were randomized to 
receive the video intervention or receive usual 
care (Resnick et  al., 2007). Participants were 
assessed after 6 weeks and again 6 months fol-
lowing the assault. At posttreatment, participants 
in the intervention condition demonstrated lower 
PTSD and depression symptom severity, although 
this effect was only found for women with a his-
tory of victimization. Depression severity was 
also lower at 6 months among this group.

Updated findings with a larger sample indi-
cated a similar result with a dismantling study 
design (Resnick, Acierno, Amstadter, Self- 
Brown, & Kilpatrick, 2007). Participants were 
268 victims of sexual assault assigned to one of 
several conditions. These included (1) a non- 
video usual care condition, (2) the full 17-min 
video intervention (as described by Resnick 
et al., 1999), (3) 7 min 40 s video containing only 
medical exam preparation and (4) 10-min video 
containing only the psychoeducation component 
related to common reactions following sexual 
assault and coping strategies to manage these 
reactions. Video conditions were not analyzed 
separately however, limiting the ability to deter-
mine differential effects of each component. 
Participants in any video condition reported 
reduced marijuana use frequency, but no associa-
tion was found for abuse of alcohol or other drugs 
(Resnick, Acierno, Amstadter, et al., 2007).

Miller, Cranston, Davis, Newman, and 
Resnick (2015) examined the efficacy of a 9-min 

video intervention focusing on psychoeducation 
about trauma and sexual assault combined with 
instructions on coping strategies. The video also 
included a rationale for in-vivo exposure to cues 
related to the trauma. Survivors of sexual assault 
(N = 164) were randomly assigned to the psycho-
education condition or to usual care. Usual care 
consisted of meeting with a rape crisis counselor. 
The video intervention was provided by a foren-
sic nurse following a sexual assault nurse exam-
iner (SANE) examination within 3  days of the 
assault. Participants in both the psychoeducation 
condition and usual care demonstrated reductions 
in state anxiety at 2 weeks and 2 months follow-
 up regardless of prior exposure to sexual assault. 
Participants in the psychoeducation condition 
reported lower state anxiety both 2  weeks and 
2  months follow-up than their counterparts in 
usual care. PTSD symptoms were reduced for 
survivors without a prior history of sexual assault 
(Miller et al., 2015). The effect of sexual assault 
history as a moderator was in contrast to the find-
ings of Resnick and colleagues (Resnick, 
Acierno, Waldrop, et al., 2007), suggesting that 
more work is needed to understand the moderat-
ing effect of history on the effectiveness of psy-
choeducation in reducing distress.

It is noteworthy that these studies examined a 
format of psychoeducation that was brief, inex-
pensive, feasible, and targeted a population that 
has been found to be at high risk for developing 
initial symptoms of PTSD and maintenance of 
symptoms over time (Rothbaum, Foa, Riggs, 
Murdock, & Walsh, 1992). This is particularly 
important as rape victims who report the assault 
to authorities typically undergo a forensic rape 
exam within 72 h of the assault, which may func-
tion to serve as trauma reminders and increase 
distress (Kilpatrick, Cougle, & Resnick, 2008). 
Critically, sexual assault survivors are not likely 
to return for treatment following an initial medi-
cal examination (Price et al., 2014). Thus, initial 
medical examination may be a brief window dur-
ing which the community may be able to inter-
vene and provide preventative care and brief 
psychoeducation during this encounter may 
prove to be a viable option for intervention.
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 Efficacy of Early Interventions 
Containing Psychoeducation 
in the Aftermath of Trauma

There is little research to support the efficacy of 
stand-alone psychoeducation in the aftermath of 
trauma. It has been suggested that psychoeduca-
tion has been presumed to be effective just as 
education is considered clearly “good,” that 
researchers have not deemed it worthy of investi-
gation (Wessely et al., 2008). Studies investigat-
ing the specific effects of psychoeducation for 
trauma-exposed adults range in the length of 
treatment (i.e., some studies examine the effects 
of a single session, others of 16 sessions), trauma 
event type examined (i.e., some studies exclu-
sively study combat veterans, others include all 
trauma types), and components of psychoeduca-
tion examined (i.e., some studies add interper-
sonal dialogue, CBT techniques while others do 
not provide a discussion of the core components 
(Ghafoori et  al., 2016). For instance, Lubin, 
Loris, Burt, and Johnson (1998) tested the effec-
tiveness of a 16-week trauma-focused psychoed-
ucational group for multiply traumatized women, 
83% of whom reported being sexually assaulted. 
The group was divided into three phases that 
explored the impact of trauma on: (1) the indi-
vidual’s sense of self, (2) interpersonal relation-
ships, and (3) meaning-making despite the 
experience of trauma (Lubin et al., 1998). Each 
group was 90 min in duration and each session 
began with psychoeducation, followed by an 
interactive discussion, concluded with a wrap-up 
with an educational focus and included home-
work in between sessions. The authors reported 
that at termination, 38% of participants demon-
strated clinically meaningful reductions in PTSD, 
with most participants showing significant reduc-
tions in PTSD symptoms (Lubin et  al., 1998). 
Participants also demonstrated significant reduc-
tions in depressive symptoms. All improvements 
were maintained at 6-month follow-up (Lubin 
et  al., 1998). It is important to note that the 
authors stated that they incorporated components 
from cognitive behavioral and direct exposure 
approaches. It is then unclear to what extent the 
psychoeducation portion of the group contributed 

to symptom reduction. The authors reported that 
the psychoeducational component of each ses-
sion was approximately 15 min in duration, but 
details regarding this component were not pro-
vided. Additionally, although efficacious, the 
group did not specifically target victims of sexual 
assault.

Because research is limited with respect to 
testing the efficacy of psychoeducation alone for 
reducing psychological distress for victims of 
sexual assault, the extant literature on brief inter-
vention with a psychoeducation component will 
be discussed. Some research has been conducted 
on early interventions designed to prevent and 
reduce psychological distress following trauma. 
This review may provide some insight into core 
aspects of psychoeducation that have proven to 
be effective within the context of brief interven-
tions. However, definitive conclusions cannot be 
drawn given that psychoeducation is provided in 
conjunction with active treatment ingredients. 
Brief interventions have included some compo-
nents of psychoeducation (e.g., common reac-
tions to trauma) and not others (e.g., information 
regarding healthy coping). The inclusion of psy-
choeducation within psychotherapeutic interven-
tions is nearly ubiquitous, rendering it difficult to 
parse the potentially differential effects of psy-
choeducation alone and the psychotherapeutic 
intervention (Wessely et al., 2008).

Kilpatrick and Veronen (1984) assigned 49 
survivors of sexual assault to either a brief behav-
ioral intervention, repeated assessment, or fol-
low- up assessment. The brief intervention 
involved 4–6  h of interview about the event, 
relaxation training, common reactions to trauma, 
and a discussion of guilt and blame and coping 
skills such as assertiveness training. Participants 
in all groups demonstrated self-reported declines 
in symptoms after a 3-month follow-up assess-
ment, suggesting that this intervention was not 
effective in reducing distress, as the intervention 
group did not report any benefit above the assess-
ment or control groups. Similar results were 
found in a study conducted by Frank et al. (1988). 
Eighty-four treatment seeking survivors of sexual 
assault were assigned to receive systematic 
desensitization or cognitive behavioral therapy. 
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All participants appeared to demonstrate a 
decline in symptoms at the 3- to 4-month follow-
 up and no differences were found between condi-
tions. Results should be interpreted with caution, 
as conditions were not randomly assigned.

Foa, Hearst-Ikeda, and Perry (1995) examined 
the effects of a Brief Prevention (BP) program 
consisting of four CBT sessions compared to 
repeated assessment control with 20 female sur-
vivors of sexual assault who met PTSD diagnos-
tic criteria. The intervention included imaginal 
exposure and in vivo exposure, which is not psy-
choeducation to trauma-related cues. At the post-
treatment assessment, the treatment group 
reported reductions in PTSD symptom severity, 
but these differences were not maintained at the 
5-month follow-up. Participants in the treatment 
group did report lower depression symptom 
severity at follow-up. This BP protocol was 
extended to a five-session intervention that dem-
onstrated some efficacy with non-sexual-assault 
victims of trauma (e.g., motor vehicle accident). 
BP appeared to reduce PTSD symptom severity, 
anxiety, and depression symptoms at posttreat-
ment and 6-month follow-up, although sample 
sizes were small (Bryant, Harvey, Dang, 
Sackville, & Basten, 1998; Bryant, Sackville, 
Dang, Moulds, & Guthrie, 1999).

Foa, Zoellner, and Feeny (2006) also utilized a 
brief intervention among 90 survivors of sexual 
and non-sexual trauma meeting criteria for 
PTSD. Time since assault ranged from 2 to 
46 days. Participants either received brief CBT, 
supportive counseling, or a matched-time 
repeated assessment. The intervention consisted 
of four weekly 2-h sessions of CBT procedures 
that included psychoeducation—specifically 
education about normal reactions to the assault in 
addition to imaginal exposure, in vivo exposure, 
and cognitive restructuring. At posttreatment, 
participants in the intervention condition experi-
enced a greater reduction in PTSD symptom 
severity than the supportive counseling condi-
tion. The intervention condition also resulted in 
greater end-state functioning than the supportive 
counseling group. These differences were found 
again at 3 months but were not maintained at a 
6-month follow-up assessment. The intervention 

did not appear to be superior in reducing symp-
toms to the repeated assessment condition (Foa 
et al., 2006). The authors suggest that limitations 
of the study design may have obscured effects of 
the intervention. Homework compliance was 
strongly associated with better outcomes in the 
intervention condition, a finding indicating that 
further investigation is warranted. The authors 
posit that when comparing the intervention to 
rates of natural recovery, early intervention may 
accelerate recovery but not improve it. Taken 
together, evidence appears to be mixed but prom-
ising regarding the utility of brief psychoeduca-
tional interventions. Brief interventions 
containing psychoeducation constitute a signifi-
cant portion of the evidence for the use of psy-
choeducation following sexual assault and are 
thus reviewed here (for a review of psychoeduca-
tion for the prevention of distress following expo-
sure to potentially traumatic events, see Krupnick 
& Green, 2008; Wessely et al., 2008; Whitworth, 
2016).

 Key Components 
of Psychoeducation & Best Practices

The risk of early intervention being at best unnec-
essary and at worst, iatrogenic, means that empir-
ical support must be considered before 
psychoeducation is integrated into clinical prac-
tice. Despite limited evidence for the use of psy-
choeducation with sexual assault victims, its use 
warrants further examination. Perhaps most criti-
cally, key components of effective psychoeduca-
tion must be identified. “Normalizing” reactions 
to trauma appears to be relevant to all psychoedu-
cation interventions. Phoenix (2007) suggests 
several key elements that should be thought of as 
essential components of psychoeducation to 
accomplish this goal. These elements include:

 1. Defining trauma and discussing prevalence of 
experiencing traumatic events: This education 
should function to challenge beliefs that the 
individual is to blame or flawed because he or 
she was victimized. It can also include an 
assessment of mental health literacy, which 
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refers to the knowledge and beliefs about 
mental disorders which aid their recognition, 
management, or prevention (Jorm et  al., 
1997).

 2. Dispelling common myths about trauma: This 
component may be particularly relevant to 
sexual assault survivors, who may have been 
exposed to myths that traumatic events and 
resulting PTSD reactions only occur among 
military populations. It may also be important 
to suggest that reactions to trauma may persist 
and that persistence of these reactions is not 
caused by weakness of the individual but 
other factors such as the contextual factors 
related to the trauma and available support 
systems. For sexual assault victims, dispelling 
rape myths (i.e., token resistance) should be 
particularly incorporated into this component 
(Shafer, Ortiz, Thompson, & Hyemmer, 
2018).

 3. The impact of trauma on physical health: 
Educating the survivor about the impact of 
trauma on physiological arousal may reduce 
the individual’s self-blame and normalize 
these responses. This content may include 
information about the autonomic nervous 
system (See Phoenix, 2007 for a description 
of how these processes may be described) 
and strategies for managing physiologi-
cal distress. Effective coping techniques can 
include breathing retraining and mindfulness 
exercises.

 4. Common reactions to trauma: Describing 
common reactions to trauma may assist the 
survivor in identifying adaptive coping strat-
egies. Reactions should be described as able 
to be changed over time in order to reduce 
cognitions common to trauma that the sur-
vivor is “broken,” (Phoenix, 2007). This 
should include an “expectancy of resilience,” 
(Wessely et al., 2008) so as not to “prescribe” 
symptoms by educating the survivor about 
them.

 5. Coping skills should include both adaptive 
and maladaptive (Davis, Resnick, & Swopes, 
2011): Miller et al. (2015) utilized Lewinsohn 
and Graf’s (1973) reinforcement density the-
ory to suggest increasing positive activities to 

address depressive symptoms and reduce drug 
use as a coping strategy. Addressing maladap-
tive coping strategies is particularly important 
given elevated risk for substance use in this 
population (Kilpatrick, 2000).

These features of psychoeducation are consis-
tent with a cognitive-behavioral theoretical 
framework (e.g., challenging distorted cognitions 
and teaching coping strategies). Empirical stud-
ies, however, tend not to describe in detail the 
extent to which each of these components was 
included in the intervention studied. As such, it is 
difficult given the present state of the literature to 
determine empirically which of these features is 
essential for the efficacy of psychoeducation.

 Key Gaps in Existing Literature

Research examining the impact of psychoeduca-
tion in the aftermath of trauma is characterized 
by significant weaknesses. First, psychoeduca-
tion is often confounded with psychological 
debriefing, or critical incident stress debriefing 
(CISD; Krupnick & Green, 2008). There is no 
question that psychological debriefing includes a 
great deal of psychoeducation. The aim of 
debriefing however is to reduce initial distress 
and prevent subsequent psychopathology by pro-
viding information and eliciting victims’ first 
reactions, behaviors, and sensory impressions 
(Krupnick & Green, 2008). In contrast, the aim 
of psychoeducation is solely to provide informa-
tion and correct misconceptions. The continued 
use of CISD often contributes to the misconcep-
tion that psychoeducation exacerbates symptoms 
of PTSD and is ineffective. The confusion is in 
part due to the brief nature of CISD and timing of 
delivery directly following exposure to a trau-
matic event (Van Emmerik, Kamphuis, 
Hulsbosch, & Emmelkamp, 2002). Use of this 
intervention is widespread, despite several pro-
fessional guidelines indicating that psychological 
interventions should not be provided within the 
first month of trauma exposure and the use CISD 
specifically has been discouraged. However, vari-
ants of CISD are still utilized as early  interventions 
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(within 1 week following a traumatic event) par-
ticularly following mass disasters or exposure to 
traumatic events on a large scale.

Systematic reviews and meta-analyses con-
ducted to examine the efficacy of CISD have 
yielded little empirical support that would rec-
ommend its use (Van Emmerik et al., 2002; Rose 
et al., 2002; Devilly, Gist, & Cotton, 2006). Van 
Emmerik et  al. (2002) identified seven studies 
utilizing CISD within 1 month of trauma expo-
sure with non-sexual assault traumas and deter-
mined that symptom reduction did not result 
from CISD. Further, CISD was not more effec-
tive than no intervention or non-CISD interven-
tions. This type of debriefing may actually result 
in greater distress. The authors suggest that the 
delivery of CISD may disrupt natural resilience 
trajectories and return to normal functioning by 
taking the place of other sources of support such 
as family and friends. It is also suggested that 
CISD may pathologize normal reactions to 
trauma by suggesting to the victim that interven-
tion is warranted and necessary. Given the extant 
data, CISD should not be confused with trauma-
informed psychoeducation and further not be uti-
lized with sexual assault victims following 
victimization.

Second, there is concern that providing infor-
mation about PTSD will cause people to develop 
symptoms of PTSD.  While this seems reason-
able, there is little empirical support that infor-
mation leads to symptom reporting or 
development. Psychoeducation is designed to 
decrease the expectation of distress, particularly 
because most individuals exposed to trauma do 
not develop PTSD. Third, existing psychoeduca-
tional interventions target symptoms reduction. 
There is little empirical evidence to indicate that 
psychoeducation alone, without prolonged expo-
sure, is sufficient in decreasing symptoms of 
PTSD. Several other limitations have been identi-
fied and are briefly reviewed in this section.

 Timing of Intervention

Little evidence exists to support a determination 
of when psychoeducation should be provided. A 

systematic review indicated that the timing of the 
intervention does not appear to be associated 
with PTSD symptomology. Provider contact in 
this review, however, was widely varied and did 
not evaluate psychoeducation specifically 
(Dworkin & Schumacher, 2016). One early inter-
vention study examined differences between 
early and late treatment seekers and found no dif-
ferences in the effectiveness of treatment between 
groups (Frank et al., 1988). The timing of stand- 
alone psychoeducation has yet to be examined 
and warrants future examination.

This issue of timing is critical as individuals 
have more contact with responders during the 
first month following a sexual assault (Ahrens, 
Stansell, & Jennings, 2010). Peritraumatic dis-
tress is associated with the development of PTSD 
(Resnick, Acierno, Amstadter, et al., 2007). This 
association suggests that early intervention fol-
lowing a sexual assault may be a critical period in 
which to intervene. Further, early intervention 
may be more feasible as survivors are likely to 
seek healthcare services immediately following 
the assault (Miller et  al., 2015). However, it is 
unclear the extent to which this timing provides 
clinical benefit over and above other time points. 
It has been suggested that psychoeducation could 
be delivered prior to exposure of the potentially 
traumatic event (Wessely et  al., 2008) but this 
approach has yet to be empirically evaluated.

 Method of Delivery (i.e., Printed 
Material, Website, Provider)

While many community interventions (e.g., hot-
lines, SANE examiners) do not have evidence for 
their efficacy in the reduction of PTSD or psycho-
logical distress following trauma, it is likely that 
these providers may be key in provision of psy-
choeducation (Dworkin & Schumacher, 2016). 
Theoretically, psychoeducation may be delivered 
in a variety of formats (Wessely et al., 2008), and 
early contact with community providers may 
be a critical window in which intervention is 
feasible (Miller et  al., 2015). Existing evidence 
suggests that video (Resnick, Acierno, Waldrop, 
et  al., 2007) and individual  psychotherapy con-
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texts (Foa et  al., 2006) may be effective. All 
studies evaluating stand-alone psychoeducation 
that demonstrated effects utilized a video format 
(Acierno et al., 2003; Miller et al., 2015; Resnick, 
Acierno, Waldrop, et  al., 2007; Resnick et  al., 
1999). Videos are often used in medical con-
texts for psychoeducational purposes, although 
long-term effects do not appear to be consistent 
(Krouse, 2001). Thus, future work should exam-
ine whether or not this format is optimal.

 Length of Intervention (i.e., Single 
Session, 12 Sessions)

It remains unclear what the optimal dose of psy-
choeducation should be. Interventions evaluated 
were brief—consisting of four or five sessions 
(e.g., Bryant et  al., 1998; Foa et  al., 2006). All 
studies examining stand-alone psychoeducation 
utilized a video that ranged from 7 to 17  min 
(Acierno et al., 2003; Miller et al., 2015; Resnick, 
Acierno, Waldrop, et  al., 2007; Resnick et  al., 
1999). That these studies were able to demon-
strate an impact suggest that a relatively small 
dose of psychoeducation may enough to yield 
results. Future studies should evaluate the opti-
mal length of intervention.

 Indications for Use
Who is most likely to benefit from psychoeduca-
tion? Trauma history may be a critical moderator 
in need of future examination. Studies have 
yielded mixed findings regarding the effective-
ness of psychoeducation for sexual assault based 
on past history of prior assault (Miller et  al., 
2015; Resnick, Acierno, Waldrop, et  al., 2007). 
In one study, a history of sexual assault rendered 
psychoeducation effective (Resnick, Acierno, 
Waldrop, et al., 2007) and in another, the oppo-
site was found (Miller et al., 2015). It may be that 
individuals at high risk should be selected as can-
didates for intervention (Wessely et  al., 2008), 
but it is also possible that past sexual assault may 
have led to other maladaptive coping (e.g., sub-
stance use; Kilpatrick et  al., 1997a) that may 
limit the utility of a brief intervention. Other 
moderators, such as mental health literacy, should 

be examined to determine for whom psychoedu-
cation is effective and in what format. For exam-
ple, Phoenix (2007) provides bibliotherapy 
suggestions but these may only be available to 
more educated consumers. It has also been sug-
gested that studies have not examined prior 
knowledge about trauma, and the impact of this 
individual difference on the effectiveness of psy-
choeducation (Whitworth, 2016). For example, it 
may be that individuals who have prior knowl-
edge about trauma, sexual assault, and its conse-
quences may not benefit from psychoeducation.

 Evaluation of Other Outcomes

Studies have begun to evaluate the effect of psy-
choeducation on PTSD symptoms, depression 
and anxiety (Resnick, Acierno, Waldrop, et  al., 
2007; Resnick et al., 1999) and alcohol and drug 
use (Acierno et  al., 2003; Resnick, Acierno, 
Waldrop, et al., 2007). It may be that the expan-
sion of investigation of other outcomes may be 
warranted. It is possible that psychoeducation 
may have other functions (e.g., reduce stigma, 
increase mental health literacy) that are presumed 
but have not been evaluated. Studies with indi-
viduals exposed to other trauma types also sug-
gest that psychoeducation is effective in 
increasing help seeking (Gould et al., 2007). As 
such, the potential for psychoeducation to 
improve outcomes related to trauma should be 
examined in future studies.

 Conclusion

Psychoeducation is increasingly used following 
exposure to trauma as a means of ameliorating or 
mitigating the effects of trauma exposure. Despite 
its ubiquity, there is a paucity of evidence regard-
ing the effectiveness of psychoeducation in pre-
venting or reducing symptoms of PTSD. 
Preliminary evidence suggests that a brief psy-
choeducational video intervention prior to a med-
ical exam may be effective in reducing 
psychological distress including state anxiety, 
PTSD symptoms (Miller et  al., 2015), anxiety 
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related to the medical examination (Resnick 
et al., 1999), and marijuana abuse (Acierno et al., 
2003; Resnick, Acierno, Amstadter, et al., 2007). 
While it is clear that well-controlled randomized 
trials are needed to establish the efficacy of psy-
choeducation, preliminary evidence suggests that 
psychoeducation should be further evaluated for 
use given its considerable advantages in cost- 
effectiveness, feasibility, and flexible nature. 
Psychoeducation has the unique advantage of 
being easily disseminated in the contexts in 
which survivors of sexual assault are likely to be 
present, and existing evidence establishes that a 
brief video (less than 17 min) may be sufficient to 
produce some positive effects.

While widely regarded as standard care, psy-
choeducation is in clear need of empirical sup-
port to optimize effectiveness and justify the use 
of stand-alone psychoeducational interventions. 
Future research should focus on identifying key 
components of psychoeducation. While “normal-
ization” of symptoms appears to be common to 
most forms of psychoeducation, dismantling 
studies should examine whether this component 
is necessary to produce change. Mediation analy-
ses should also be conducted to determine active 
ingredients. For example, does use of adaptive 
coping skills learned in psychoeducation account 
for meaningful changes in anxiety and posttrau-
matic stress symptoms? Optimization of inter-
vention materials should also be determined. 
These conditions include the timing of psycho-
education, method of delivery, and length of 
intervention. Moderators should be investigated 
in order to determine for whom psychoeducation 
is appropriate. Finally, other outcomes should be 
explored, such as future help-seeking and reduc-
tion in shame and stigma related to psychoeduca-
tion provision.
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The Good Lives Model 
and the Rehabilitation 
of Individuals Convicted of Sexual 
Offending

Roxanne Heffernan and Tony Ward

 Introduction

The treatment of sexual offending has seen a 
number of developments across the last four 
decades, from a reliance on clinical intuition and 
behavioral therapies aimed at reconditioning, to 
the adoption of Relapse Prevention (RP) in the 
1980s, and the discovery of recidivism correlates 
and development of risk measures in the 1990s 
(Marshall & Marshall, 2017). This shift saw the 
emergence of rehabilitation theories and princi-
ples based upon evidence concerning “what 
works” to reduce recidivism generally (Andrews 
& Bonta, 2010). Alongside this substantial work, 
theorists have developed and refined specific the-
ories aimed at explaining sexual offending and 
empirically related phenomena (e.g., cognitive 
distortions, Ward & Keenan, 1999; self-regula-
tion, Ward & Hudson, 2000). More recently, 
researchers have argued for the inclusion of per-
sonal strengths and values in correctional treat-
ment, and a conceptualization of (sexual) 
offending as maladaptive goal-directed behavior. 
The Good Lives Model (GLM) was developed by 

Tony Ward (2002a, 2002b) as an augmentation to 
risk-management approaches, but has also been 
viewed as an alternative rehabilitation framework 
(Ward & Maruna, 2007; Ziv, 2018). This chapter 
will focus on the GLM, its core assumptions and 
implications, the empirical evidence supporting 
its use, and its relationship to practice—includ-
ing its relationship with the Risk-Need-
Responsivity model (RNR; Andrews & Bonta, 
2010; Bonta & Andrews, 2017). We will con-
clude by highlighting areas for future develop-
ment which will provide, in our opinion, a 
promising way forward for the treatment of indi-
viduals who have committed sexual offenses.

Rehabilitation theories contain (1) general 
principles, aims, and values, (2) causal assump-
tions about offending and related concepts, and 
(3) more concrete principles or tools to guide 
practice (Ward, Melser, & Yates, 2007). For 
example, the core RNR principles are practice 
guidelines derived from the General Personality 
and Cognitive Social Learning perspective of 
human beings, which values empirical evidence 
concerning variation in offending outcomes, 
and aims to decrease or manage risk of recidi-
vism (Andrews & Bonta, 2010; Bonta & 
Andrews, 2017). This view is committed to 
respect for the complexity of human behavior 
and acknowledges that interactions between 
variables (rather than any variable on its own) 
are the causes of variation, and more recently 
has emphasized the critical role of personal 
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autonomy in behavioral control (Bonta & 
Andrews, 2017). The probable causes of offend-
ing according to proponents of this model are a 
subset of dynamic risk factors known as the cen-
tral eight (criminogenic needs), all of which 
influence the perceived costs and benefits asso-
ciated with any particular behavior and thus the 
decision to engage in crime. In addition, the 
opposite of these risk factors have been labeled 
as “strengths,” and interventions aim to  cause 
shifts in these factors (i.e., from risk to strength) 
to reduce the likelihood of further offending 
(Andrews & Bonta, 2010; Bonta & Andrews, 
2017). The central eight are: antisocial associ-
ates, antisocial attitudes, antisocial personality 
pattern, history of antisocial behavior (static 
factor), education and employment, leisure 
activities, relationships and family, and sub-
stance abuse (Bonta & Andrews, 2017). In short, 
treatment is most effective if it is proportionate 
to risk, prioritizes targeting criminogenic needs 
over non-criminogenic needs (i.e., those with a 
weaker statistical association with reoffending), 
and is responsive both to the evidence concern-
ing which methods of intervention are most 
effective, and the particular  needs of individu-
als  (e.g., learning style, motivation). This is a 
simplified account of what is a large and endur-
ing body of work, nevertheless, the RNR model 
is oriented towards objective and evidence-
based prediction and intervention in order to 
reduce reoffending. Importantly, the authors of 
the model welcome sources of criticism and 
challenges which may advance the theory, as 
long as they demonstrate a respect for 
evidence.

The GLM was originally developed as a 
strength-based augmentation to enhance rather 
than replace the RNR. The underlying view of 
persons is as goal-directed agents with a range 
of priorities and capacities, who interact with 
their environments to pursue personally mean-
ingful outcomes. According to the GLM, the 
aim of correctional treatment should be to 
reduce the likelihood of further offending via 
the promotion of a personally meaningful Good 
Life. These two priorities are not mutually 
exclusive, as offending is conceptualized as the 

result of problems in an individual’s implicit 
Good Life Plan. A good life contains valued 
outcomes, termed Primary Human Goods, 
which are of varying importance to individuals, 
but should all be present to some degree. The 
GLM goods are: excellence in work, excellence 
in play, creativity, knowledge, relatedness, com-
munity, pleasure, life, inner peace, spirituality, 
and excellence in agency (Purvis, 2010). The 
means by which these are attained are termed 
Secondary Human Goods, and these can be 
more or less healthy, adaptive, and prosocial. 
For example, one person may achieve inner 
peace by practicing meditation, while another 
may use illegal substances. Use of secondary 
goods depends on internal capacities as well as 
environmental resources and opportunities. 
Problems with internal and external resources 
are considered to be causes or contributors to 
sexual offending (i.e., criminogenic needs), and 
as such should be the focus of intervention. The 
GLM acknowledges the importance of targeting 
criminogenic needs, but does so through the 
building of internal and external resources, 
rather than simply risk reduction.

According to Ward and colleagues (Ward, 
2002a, 2002b; Ward & Fisher, 2005) there are 
four types of problems evident in the good life 
plans (priorities and means) of individuals who 
commit offenses. These are problems with: 
capacity, means, conflict, and scope, and they 
often interact or coexist. Briefly, when the 
capacities or resources (both internal and exter-
nal) required for goods attainment are lacking, 
an individual may turn to antisocial behaviors 
such as offending (i.e., problematic or harmful 
means). Conflict occurs when these problem-
atic behaviors and their consequences interfere 
with the attainment of other goods. For exam-
ple, poor coping abilities (capacity) may lead to 
drug abuse (means) aimed at attaining inner 
peace, which may then impact negatively upon 
relationships (conflict). Lack of scope occurs 
when individuals prioritize certain goods at the 
expense of others, and not all are present within 
a person’s life. For example, sexual offending 
could be aimed at seeking pleasure, but its con-
sequences (e.g., prison, damage to reputation, 
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remorse) create obstacles to attaining other 
goods such as excellence in work and inner 
peace. In addition, researchers have described 
two empirically established routes to offending, 
direct and indirect (Purvis, Ward, & Willis, 
2011). The direct route is evident where capaci-
ties and resources are lacking, and an offense is 
a means to meet a need (e.g., intimacy or plea-
sure seeking). The indirect route involves con-
flict or problems with scope, whereby offending 
occurs as a ripple effect from other problematic 
means (e.g., substance use reducing control and 
inhibition).

GLM interventions center upon a personally 
meaningful good life plan, containing all pri-
mary goods to varying degrees (determined by 
the individual), and the secondary goods (goals 
and strategies) required to attain these without 
harming others. This can be linked with risk 
reduction by identification of the goods sought 
via offending (either directly or indirectly) in 
the past, and the barriers or problems (i.e., 
criminogenic needs) evident within the strate-
gies used to attain these goods. For example, 
where sexual offending is used as a means to 
achieve relatedness or pleasure because of 
problems differentiating between appropriate 
partners (i.e., children are preferred as sexual 
partners because individuals feel emotionally 
safer with them). A new good life plan could 
incorporate relatedness and pleasure via the 
goal of seeking an intimate relationship with 
an age-appropriate consenting partner. 
Strategies may include attending social activi-
ties, creating an online dating profile, engaging 
in conversation, physical intimacy, vulnerable 
disclosure, conflict resolution, and so on. 
Individuals vary in their ability to engage in 
these normative practices; the capacities 
required for healthy intimacy are learned and 
shaped via social interaction. Treatment can 
target risk factors such as emotional congru-
ence with children through the development or 
strengthening of internal and external capaci-
ties and resources. For example, developing 
healthy beliefs about the self, others, and rela-
tionships (e.g., “others are trustworthy”, “I am 
safe”), communication and negotiation skills, 

emotion- management, perspective-taking, and 
so on. In addition, the availability of external 
resources (e.g., opportunity, finances, freedom) 
can support or obstruct goods attainment, and 
should also be included in a good life plan. To 
summarize, treatment should identify the most 
heavily weighted goods and those sought via 
offending, use these to construct a comprehen-
sive good life plan, and then develop or 
strengthen the internal and external resources 
required to live a good life without reoffend-
ing. The GLM proposes a dual focus on pro-
moting goods and overcoming barriers (i.e., 
criminogenic needs), it does this in collabora-
tion with the individual to build upon strengths 
and focus on meaningful personal goals, rather 
than only avoiding reoffending.

The developers of the GLM have provided 
guidelines and tools to help practitioners inte-
grate these principles into practice (e.g., Purvis 
et  al., 2011; Willis, Yates, Gannon, & Ward, 
2013). Its use extends to assessment and case 
conceptualization, case management, develop-
ment of program content, and the therapeutic 
relationship. The GLM is currently used to 
guide practice internationally including in New 
Zealand, Australia, the United Kingdom, 
Belgium, France, Germany, Ireland, Norway, 
Hong Kong, the United States, Canada, and 
Singapore. In terms of its conceptualization, it 
is often seen as an “add on” to risk focused 
interventions, rather than being used in its 
intended role to guide the entirety of treatment. 
For example, when evaluating the operational-
ization of the GLM in North American pro-
grams Willis, Ward, and Levenson (2014) found 
that the GLM was typically evident within pro-
gram delivery (i.e., positive therapist character-
istics) and as an additional component to 
treatment focused on risk reduction (e.g., self- 
management plans at program completion). 
They conclude that “enhancing program con-
sistency with the GLM requires using it as a 
comprehensive theoretical framework to guide 
interventions throughout the entirety of a pro-
gram” (Willis et  al., 2014, p.  77). Therefore, 
while the GLM is currently incorporated within 
treatment internationally, there are concerns 
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about the appropriateness of its implementa-
tion, and inconsistencies are evident. The suc-
cess of programs adopting this approach is still 
to be determined; this research is made more 
difficult by a number of features of treatment 
programs and their evaluation, which will now 
be discussed.

 GLM Evidence Base

To engage with individuals who have commit-
ted sexual offenses in an ethically defensible 
way it is important that treatment programs are 
based on evidence concerning the sorts of 
interventions that are most effective in reduc-
ing reoffending. The Criminal Justice System 
exists to promote community safety via the 
effective management, rehabilitation, and rein-
tegration of individuals who have harmed oth-
ers. According to the RNR model, the best way 
to do this is to match intensity of treatment to 
risk level, target criminogenic needs, and to be 
responsive to individual needs and barriers to 
treatment (Bonta & Andrews, 2017). Indeed, 
adherence to these three principles has demon-
strated relative success in reducing recidivism 
rates (Dowden & Andrews, 2000; Hanson, 
Bourgon, Helmus, & Hodgson, 2009), and so 
long as this continues they should be used to 
guide practice. However, we argue that this is a 
rather narrow view of the available knowledge, 
and we take a broader view of what constitutes 
evidence and success. The reasons for our 
focus are twofold; (1) recidivism is a difficult 
to measure and decontextualized outcome vari-
able (Jung & Gulayets, 2011), and (2) the evi-
dence concerning criminal behavior ought to 
be drawn from multiple disciplines, and should 
inform explanations of individual functioning 
rather than relying upon lists of correlates. 
Knowledge is cumulative, rather than one 
definitive study proving that treatment is effec-
tive or ineffective, our understanding of its 
effects will grow through the accumulation of 
many smaller studies using various methods 
(Collaborative Outcome Data Committee 
[CODC], 2007).

 Recidivism Outcome Studies: 
Limitations

The effect of sexual offending treatment is cur-
rently moderately positive, although there is sig-
nificant variation across studies—both in their 
findings and the quality of their methodology 
(Grady & Pettus-Davis, 2017; Lösel, 2017). 
Lösel and Schmucker (2017) highlight a number 
of weaknesses including combining different 
offense types, the range of treatment modalities 
used, small sample sizes, attrition, length of 
follow-up, and poorly controlled studies. While 
there are rigorous scientific methods that can 
overcome some of these issues and limit biases, 
there are often problems with implementing these 
in the real world. For example, it has been 
suggested that Randomized Controlled Trials 
(RCTs), considered the “gold standard” in 
experimental psychology, are inappropriate for 
use in sexual offending treatment outcome 
studies (Marshall & Marshall, 2007). This claim 
rests upon their low ecological validity (i.e., they 
do not approximate the real world), difficulties 
implementing these in clinical settings, and 
ethical concerns with random allocation (i.e., 
withholding treatment is dangerous). Thus, 
research is usually quasi-experimental in nature, 
comparing those who have already been allocated 
to treatment and those who have not.

In addition, “general statements about the 
effect or failure of sex offender treatment are 
inappropriate” (Lösel, 2017, p. 9). Interventions 
are complex and one should not assume that 
the relationship between treatment and (reduc-
tions in) recidivism is one of causality. It is 
important to acknowledge the composite and 
eclectic nature of treatment (Kim, Benekos, & 
Merlo, 2015), and consider the suggestion that 
evidence is most useful if it is able to differen-
tiate aspects of treatment which moderate 
change (Lösel, 2017). Moderators suggested 
by Lösel (2017) include the programs’ theo-
retical foundation, program integrity, and 
social context. Other influences include thera-
pist characteristics and therapeutic alliance, 
participant characteristics (e.g., motivation, 
intelligence), setting (i.e., prison or commu-

R. Heffernan and T. Ward



519

nity), involvement of support networks (per-
sonal and professional), and so on. Given that 
it is challenging (if not impossible) to control 
for the range of influences upon participants 
throughout a program and beyond (Grady & 
Pettus-Davis, 2017), it is difficult to say from 
the available research what (if anything) about 
treatment causes individuals to refrain from 
reoffending.

Recidivism is an undesirable outcome, an 
indication of failure—intervention has not 
“worked” when it precedes a re-offense. Its 
“success” is determined by the proportion of 
participants who do not reoffend, or in reality, 
those who are not detected (Lösel, 2017). 
Recidivism is difficult to accurately measure, 
with official records giving a conservative esti-
mate (i.e., about a third of self-reported crime; 
Bonta & Andrews, 2017). There is variability in 
how recidivism is measured, defined, and 
reported (Grady & Pettus-Davis, 2017), for 
example, official records and/or self-report, 
rearrests and incarceration, and general, vio-
lent, and/or sexual recidivism. In addition, the 
dichotomous measure tells us nothing about the 
context, severity, frequency, or cause of the re-
offense/s. The prevalence of reoffending is 
clearly relevant to the success or failure of 
interventions, however, important information 
about the range of behaviors (and causes) of 
interest to researchers and program developers 
is missing from most studies. In other words, 
recidivism outcome studies provide an effect 
size indicating the direction and magnitude of 
the relationship between two complex variables 
(i.e., treatment and recidivism), but cannot tell 
us about the causes or conditions of change.

We will now outline the relevant empirical 
research. Because the GLM is not a treatment 
theory, but rather a rehabilitation model, evidence 
supporting its use must come from evaluations of 
programs consistent with GLM values and 
assumptions, and their impact upon a range of 
practice-related outcomes. In addition, we 
propose that “success” involves more than 
reduced recidivism and include knowledge which 
falls outside treatment programs’ efficacy in 
reducing recidivism.

 The Empirical Research

The empirical research concerning GLM- 
consistent correctional treatment programs is 
limited, particularly in comparison to the abun-
dance of papers advocating for and outlining 
its potential use in treating various popula-
tions. For example, it has been suggested as 
appropriate for youth (Fortune, 2017; Wylie & 
Griffin, 2013; Wainright & Nee, 2014), elderly 
(Di Lorito, Vollm & Dening, 2018), females 
(Van Damme, Hoeve, Vermeiren, 
Vanderplasschen, & Colins, 2016), mentally 
disordered (Barnao, Ward, & Casey, 2015, 
2016; Gannon, King, Miles, Lockerbie, & 
Willis, 2011), intellectually disabled (Aust, 
2010), and non-Western (Chu, Koh, Zeng, & 
Teoh, 2015; Leaming & Willis, 2016) offend-
ing populations. Furthermore, it has been 
extended beyond use in treatment for sexual 
offenses and proposed as useful for violent 
offending (Whitehead, Ward, & Collie, 2007), 
domestic violence (Langlands, Ward, & 
Gilchrist, 2009), general offending (Loney & 
Harkins, 2018), substance abuse (Thakker & 
Ward, 2010), and residential burglary (Taylor, 
2017).

Much of the empirical research thus far has 
focused on case studies or relatively small sam-
ple sizes, although there have been several 
larger comparisons between GLM adaptations 
and traditional relapse prevention (i.e., risk 
avoidant) programs. Studies investigating the 
use of the GLM tend to focus on qualitative evi-
dence such as perceptions of treatment, engage-
ment and motivation, and other psychological 
and behavioral outcomes, rather than reduced 
recidivism. This makes sense given its dual 
focus on reducing reoffending and building 
good lives; targeting offense-related needs is 
already established as best practice, and so what 
the GLM adds is a more engaging focus on indi-
vidual goals and strengths. Information con-
cerning this added value is best accessed via 
first person accounts of the experience of treat-
ment and personally meaningful outcomes or 
changes following treatment, rather than records 
of recidivism.
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 Approach Goals
Approach goals are central to the GLM, and are 
characterized by their orientation towards a 
desired outcome. For example, an approach goal 
would be to develop the skills and capacities 
necessary for a healthy and age-appropriate 
relationship, whereas an avoidant goal would be 
to abstain from viewing child exploitation 
material online. The desired outcome in both 
cases is a future free from sexual offending, 
however the approach goal emphasizes what is to 
be gained rather than just removing a means or 
source of goods without replacing it (what has 
been referred to as a “pin cushion” approach—
Ward, Mann, & Gannon, 2007). While more 
motivating and engaging, approach goals also 
have a higher likelihood of being achieved and of 
their positive effects lasting longer than avoidance 
goals (Marshall & Serran, 2004). Simons, 
McCullar, and Tyler (2008) compared a sexual 
offending program focused on approach goals 
(n  =  96) with an avoidant relapse prevention 
program (n = 100). Participants allocated to the 
GLM (approach) condition were much more 
likely to complete the program and were 
perceived as more motivated by their therapists. 
While both conditions produced improvement on 
psychometric measures relating to areas of need, 
participants in the GLM condition demonstrated 
significantly better improvement on coping skills 
and problem-solving scores, and were also more 
likely to have a social support system in place 
after treatment.

Similarly, Mann, Webster, Schofield, and 
Marshall (2004) compared an avoidant-goal 
intervention to an adapted approach-goal 
intervention, with individuals convicted of sexual 
offenses (n  =  47) randomly allocated to each 
condition. They found that the approach-goal 
condition produced better engagement (i.e., task 
completion and disclosure), and therapists 
perceived more genuine motivation to live an 
offense-free lifestyle for participants in this 
condition, compared with the traditional 
approach. One disadvantage perceived by the 
therapists was the relative complexity of 
delivering the approach-goal intervention, and 
the potential that participants would lack an 

adequate understanding of their individual risk 
factors. However, use of the Relapse Prevention 
Questionnaire (a tool designed to measure 
awareness and understanding of risk factors and 
strategies to manage them—Beckett, Fisher, 
Mann, & Thornton, 1997) indicated that both 
groups had significantly improved, with no 
significant difference between groups. 
Nevertheless, it is important that interventions 
include a focus upon needs linked with offending, 
and include strategies to address risk alongside 
other positive outcomes. The delicate weaving of 
these dual aims requires adequate training of 
practitioners, so they are able to be flexible and 
responsive to individuals.

 Prudential Values and Primary Human 
Goods
Values are an important consideration for foren-
sic practice for a number of reasons, most of 
which will not be discussed here (see Ward & 
Heffernan, 2017). In terms of rehabilitation, it is 
important to consider the way that values (of dif-
ferent sorts) inform the goals of treatment. For 
example, the primary aim of the Criminal Justice 
System is to reduce harm through managing, 
reducing, or eliminating the causes of offending. 
However, the outcomes sought by participants 
(i.e., prudential values) are likely to be broader, 
and include aspects of life which make desistance 
a worthwhile process and reoffending undesir-
able. For example, while programs concentrate 
on needs such as impulsivity, deviance, and anti-
social cognition, participants may be better moti-
vated by the possibility of satisfying relationships, 
pleasure, and happiness. Practitioners should be 
concerned with both social and ethical values 
(i.e., harm reduction), and prudential values (i.e., 
well-being or flourishing)—these are not mutu-
ally exclusive. As the following studies suggest, 
the GLM concept of primary human goods is 
able to capture the role of prudential values in 
offending, and thus provide a way to link these 
two concerns.

A number of studies support the relevance of 
goods attainment, both in explaining past 
behavior (i.e., offending) and in guiding future 
behavior. For example, Barnett and Wood (2008) 
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investigated the priority that untreated individuals 
imprisoned for sexual offending (n  =  42) had 
placed upon the three goods thought to be most 
strongly associated with sexual offending 
(agency, relatedness, and inner peace; Ward & 
Mann, 2004) at the time of their offense. These 
individuals experienced problems with 
prioritizing inner peace (61.9% rated as high 
priority), relative to agency (71.4%) and 
relatedness (78.6%). They also found evidence to 
support the problems with scope, capacity, 
means, and conflict theorized to exist within the 
good life plans of individuals who engage in 
offending. For example, 47.6% had an 
“unbalanced” good lives conception, and 42.8% 
scored below average for problem-solving 
abilities. Participants’ accounts of their attempts 
to achieve these goods contained problems with 
operationalizing their good life, difficulty for all 
participants in achieving one or more of these 
goods prior to or during offending, and for some 
participants offending was seen as a means 
(secondary good).

Further studies have supported the importance 
of primary human goods for individuals convicted 
of sexual offenses (e.g., Yates, Kingston, Simons, 
& Tyler, 2009), and others have investigated their 
importance and influence for other offending 
groups. For example, Chu et  al. (2015) 
retrospectively identified the goods endorsed by 
youth who had engaged in sexual offending 
(n = 168) in Singapore. They found that pleasure 
(91.1%), relatedness (35.7%), and inner peace 
(17.3%) were most highly prioritized. Although 
retrospective (i.e., based on case notes), these 
findings suggest that pleasure may be more 
relevant for youth sexual offending, which makes 
sense considering the prevalence of pleasure 
seeking in adolescence. In addition, the  use of 
sexually harmful behavior to meet needs of 
belonging (i.e., relatedness) and emotional health 
(i.e., inner peace) were reportedly common 
offense-related needs for youth engaged in sexual 
offending treatment in England (Wylie & Griffin, 
2013). Investigating female youth (n  =  95) in 
Belgium, Van Damme et al. (2016) examined the 
link between quality of life (QoL; physical, 
social, psychological, and environmental), future 

mental health, and offending. Although they did 
not find support for a direct negative pathway 
from QoL to offending, they found support for an 
indirect negative pathway via mental health 
problems to offending. This suggests that poor 
QoL increases risk of poor mental health, which 
in turn increases risk of offending for this 
population.

Loney and Harkins (2018) recently examined 
the utility of the GLM in explaining offending in 
the general population (students; n = 340), via a 
self-report questionnaire measuring life priorities 
and offending. Their study supported the 
importance of the GLM goods, and self-reported 
offending was linked with the absence of effective 
strategies or use of maladaptive strategies to meet 
needs. Interestingly, life, knowledge, and 
happiness were prioritized in this population, and 
agency, inner peace, and happiness were most 
highly sought via maladaptive means. In terms of 
offense types, they found links between agency, 
inner peace, and violence, and inner peace, 
happiness, and drug offenses. Similarly, Taylor 
(2017) found that various goods were relevant for 
a sample convicted of residential burglaries 
(n =  30) in the United Kingdom. For example, 
some individuals talked about the “buzz” (i.e., 
pleasure) from offending, whereas others spoke 
about being good at it (i.e., excellence in work). 
Overall, this study supported the importance of 
GLM goods, and suggested that the model is 
appropriate for use with this population. These 
findings highlight the possibility that particular 
goods are highly prioritized universally, while 
others may be more relevant for certain groups. 
Goods prioritization varies by individual, but it 
may also vary across culture, age, gender, and in 
its relevance for different behaviors (i.e., 
offending) and contexts (i.e., treatment, 
reintegration).

In applying the GLM to the process of reinte-
gration, Harris, Pednault, and Willis (2017) inter-
viewed males who had been convicted of sexual 
offending but who were deemed to be desisting 
(n = 42) in the United States. Their participants 
valued many of the GLM goods, but their means 
to achieve them were restricted considerably by 
their correctional status. Specifically, interper-
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sonal relationships and life/survival were identi-
fied as important for this sample, closely followed 
by knowledge. Barriers to achieving these highly 
valued goods included loss of relationships due 
to offending and the consequences of disclosing 
past behavior to new associates or potential part-
ners, and difficulty obtaining employment and 
accommodation following a conviction for a sex-
ual offense. Similarly, Willis and Ward (2011) 
found that released individuals previously con-
victed of sexual offenses (n = 16) endorsed the 
majority of the GLM goods as highly important. 
In addition, they found that attainment of these 
goods was associated with earlier positive experi-
ences of re-entry. This suggests that successful 
re-entry experiences (e.g., accommodation, 
employment, social support) can facilitate or 
restrict goods attainment. These findings are 
important for the design and implementation of 
policies and initiatives that support rather than 
obstruct prosocial goods attainment after release, 
but are also worth considering in treatment.

Investigating the use of primary goods in 
treatment, Marshall, Marshall, Serran, and 
O’Brien (2011) evaluated a sexual offending 
program (n  =  535) in Canada. This strength- 
based program contains a number of GLM 
concepts, including six areas of primary human 
good, alongside other targets relating to risk, self- 
esteem and motivation. Independent researchers 
found recidivism rates below expected (based on 
previous meta-analyses) and predicted prior to 
treatment. For instance, at 8.4  years follow-up, 
they found 5.6% sexual recidivism, and 8.4% 
violent recidivism, compared with expected 
(predicted via the STATIC-99 and Rapid Risk 
Assessment for Sexual Offence Recidivism) rates 
of 23.8% and 34.8%, respectively. It is worth 
noting that the program used a modified version 
of the GLM goods, introduced in the final phase, 
not guiding the whole intervention as intended. 
Nevertheless, Marshall et  al. (2011) observed 
that “when programs target problems that are 
obstacles to treatment, and then focus on 
changing known criminogenic features by taking 
a positive, respectful, and process-oriented 
approach, the re-offense rates of the sexual 

offenders treated in this way are likely to be sig-
nificantly reduced” (p. 92).

Overall, these findings provide support for the 
importance of primary human goods generally, 
and also the ways in which certain goods may be 
more relevant for different populations and 
offenses. They also suggest that the prioritization 
of goods and problems in their attainment may be 
linked (directly or indirectly) with offending, and 
offer preliminary support for the idea that their 
attainment may support desistance from 
offending.

 Collaboration and Therapist Qualities
The GLM is able to facilitate a holistic and indi-
vidualized approach to treatment because it is 
based upon a view of human beings as motivated 
towards personally meaningful outcomes, and 
universally desired goods. Primary human goods, 
while being empirically and theoretically 
grounded (Laws & Ward, 2011), are viewed as 
being both multiply realizable by a range of goals 
and strategies, and of varied importance for 
individuals. This avoids assumptions concerning 
what a good life looks like; the list of goods is 
provided as a guide to expand the scope of 
individuals’ good lives plans, rather than to 
restrict or direct individuals towards meaningless 
outcomes. For example, attaining knowledge 
does not require individuals to gain a formal 
education, but rather that they identify the sorts 
of knowledge they value or which would support 
their other valued outcomes (e.g., vocational, 
self-knowledge). This flexible approach is 
responsive to individual differences and sensitive 
to persons’ conceptions of a good life. The GLM 
is able to overcome the limitations of a “one size 
fits all” approach, based on lists of problems 
observed in “offenders” at the aggregate level. It 
is a collaborative approach (Yates & Ward, 2008), 
which means that it is able to prioritize participant 
agency and autonomy in the processes of 
treatment and treatment planning.

This collaborative relationship is often 
referred to as the therapeutic alliance, and 
accounts for as much as 30% of treatment- 
induced changes, compared with only 15% for 
specific techniques (Norcross, 2002). Therapist 
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characteristics which influence this alliance 
include professional and interpersonal skills, but 
also their goals and expectations of treatment 
(Ross, Polaschek, & Ward, 2008), and it has been 
suggested that therapist variability is the most 
important factor in determining the alliance 
quality (Del Re, Flückiger, Horvath, Symonds, & 
Wampold, 2012). Marshall et al. (2002) reported 
that therapist attributes such as empathy and 
warmth, and a style that is both rewarding and 
directive enhanced therapeutic outcomes in sex 
offending programs. These are reflected within 
Bonta and Andrews’ (2017) Relationship 
Principle and Structuring Principle, which state 
that “interpersonal influence is greatest in 
situations characterized by open, warm, 
enthusiastic, and non-blaming communication, 
and by collaboration, mutual respect, liking, and 
interest” and that practitioners use “effective 
authority practices, prosocial modeling, 
differential approval and disapproval, problem- 
solving, skill building, advocacy, the structuring 
aspects of motivational interviewing, and 
cognitive restructuring” (p.  238). In addition, 
specific responsivity requires sensitivity to 
individual priorities, strengths, and motivations, 
addressing low motivation (i.e., building on 
strengths, reducing barriers, addressing “matters 
of personal interest”), and attention to evidence 
concerning special populations (Bonta & 
Andrews, 2017).

While contained within the Risk-Need- 
Responsivity (RNR) model, on application 
specific responsivity is often secondary to a focus 
on risk factors (Polaschek, 2012). This is a 
limitation of the RNR model’s translation into 
treatment contexts, and likely has a significant 
impact upon the therapeutic relationship. For 
example, Watson, Thomas, and Daffern (2017) 
found that 55.6% of their sample (sexual 
offending treatment participants, n  =  75) 
experienced a rupture to the therapeutic alliance, 
caused largely by disagreement on treatment 
goals and tasks. This indicates that perceived 
discrepancies between the goals and priorities of 
treatment participants and providers can have a 
negative impact upon the therapeutic alliance, 
and consequently reduce effectiveness. Thus, it is 

important to carefully select and offer ongoing 
support to clinicians, respond to low treatment- 
readiness, and repair ruptures (Kozar & Day, 
2012). The importance of interpersonal factors in 
therapy is currently acknowledged, and we argue 
that the GLM provides a practice framework 
which can guide therapeutic interactions that are 
experienced as respectful, warm, nonjudgmental, 
and engaging. Indeed, in treatment for youth who 
have engaged in sexual offending the GLM 
“appears to impact positively on the therapeutic 
alliance, promote self-efficacy and optimism and 
increase the client’s capacity to succeed and 
address issues of risk” (Wylie & Griffin, 2013, 
p. 354).

 Retaining and Engaging Participants
It has been argued that promoting complete 
engagement in the process of change is the 
answer to reducing sexual recidivism (Marshall 
et al., 2011). The prevalence of treatment dropout 
and higher rates of reoffending by non-completers 
(McMurran & Theodosi, 2007) suggest missed 
opportunities to engage with potential 
participants. For example, a meta-analysis 
including 17 cognitive-behavioral treatment 
outcome studies reported that 23.55% of 
participants allocated to treatment (n  =  10,159) 
did not complete for various reasons, including 
voluntary exit, rule breaking, and administrative 
actions (McMurran & Theodosi, 2007). Of 
particular concern are the financial and social 
costs of attrition, and the fact that those who drop 
out tend to be those with higher levels of risk and 
need (Olver, Stockdale, & Wormith, 2011). While 
the content and focus of treatment determine the 
targets of change, it is impossible for treatment to 
work if individuals fail to engage and participate, 
or if they leave well before completion. 
Engagement is often measured via compliance 
with program requirements (e.g., attendance, 
homework completion, disclosure), however, 
meaningful engagement encompasses more than 
these behaviors; it depends on internal factors 
like motivation and commitment to change 
(Holdsworth, Bowen, Brown, & Howat, 2014). 
In addition, a number of external factors influence 
engagement, and it is important for researchers 
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and practitioners to understand why some 
individuals choose to leave treatment, and how 
better to meet the needs of these often high-risk 
high-need individuals.

Sturgess, Woodhams, and Tonkin (2016) 
found that participants’ who did not complete 
correctional treatment perceived it as ineffective, 
unnecessary, repetitive, boring, intrusive, 
stressful, challenging, patronizing, and 
incompatible with their personally meaningful 
goals. Barnao et  al. (2015) found that forensic 
service users’ perceptions of rehabilitation 
revolved around seven internal and external 
themes. For example, self-evaluations centered 
upon their psychological disorders (internal), and 
treatment lacked person-centeredness and 
featured relationships of varied quality (external). 
In response, Barnao et  al. (2016) used a brief 
GLM program in an attempt at improving these 
perceptions, and findings suggested variation 
across themes and between participants (n = 5). 
Overall, two participants displayed “definite 
change,” two “subtle change,” and one “no 
change or negative change,” following the GLM 
program. Potential sources of variation included 
level of exposure to the GLM (i.e., frequency and 
duration of sessions), readiness to change, and 
practitioners’ adherence to and experience with 
the model. For instance, the two participants’ 
with “definite change” received more treatment 
from an experienced clinical psychologist, and 
had expressed a desire and intention to change. 
These findings suggest that risk oriented 
treatment programs fail to engage a number of 
participants because they are perceived 
negatively, and that GLM concepts (when used 
effectively) can produce shifts in participants’ 
perceptions of treatment.

In another investigation of this potential, 
Harkins, Flak, Beech, and Woodhams (2012) 
evaluated a “better lives” (BL) module (n = 76) as 
a replacement to relapse prevention (RP; n = 701) 
within a sexual offending program in England. 
The BL module followed a core module (i.e., 
targeting risk factors) and was developed 
according to a GLM perspective. While there was 
no difference between RP and BL in terms of 
changes during treatment or attrition, participants 

and therapists favored the GLM approach due to 
its emphasis on positive aspects of the future. 
This suggests that the BL module performed as 
well as the RP model in terms of treatment 
change, and that it was preferred. Therapists 
perceived that the BL module did not have 
enough emphasis upon risk, but interestingly this 
did not result in less positive change during 
treatment (i.e., it performed equally to RP). The 
omission of risk was rectified in an updated BL 
module, and Barnett, Manderville-Norden, and 
Rakestrow (2014) reported that participants in 
the GLM condition were more likely to attain a 
“treated profile” on a battery of psychometric 
tests. Similarly, Ware and Bright (2008) reported 
preliminary findings after GLM changes to a 
sexual offending program; attrition rates had 
reduced, clients had more autonomy, and 
therapists reported feeling more positive and 
effective in their work following these simple 
changes.

Gannon et  al. (2011) conducted a small 
descriptive study, evaluating group-based 
application of the GLM with men diagnosed with 
a psychological disorder and convicted of sexual 
offenses (n = 5) in England. All five men engaged 
successfully and completed treatment, with one 
returning voluntarily after discharge. The authors 
noted that the inclusion of and focus upon goals 
and sources of motivation was crucial in 
promoting engagement. All participants 
understood the importance of goods and their 
prosocial attainment; however, some (i.e., those 
with lower intelligence or indirect routes to 
offending) struggled to link these with risk and 
appreciate the importance of addressing 
criminogenic needs. In addition, all participants 
reported experiencing benefits from the program, 
and the researchers noted that the GLM approach 
obviously appealed. Additional benefits included 
increased scores on the Relapse Prevention 
Questionnaire (Beckett et al., 1997), self-reported 
improvements in emotion tolerance, and 
decreased impersonal sexual fantasies, cognitive 
distortions, and emotional loneliness.

Lindsay, Ward, Morgan, and Wilson (2007) 
designed a GLM-based intervention for two 
men with histories of sexual offending. 
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Importantly, criminogenic needs were included 
alongside resources required for a future Good 
Lives Pathway. While both men were initially 
reluctant, they engaged in and successfully 
completed treatment. Positive outcomes 
included: volunteering for further treatment, 
completing homework, internalizing knowledge 
(i.e., risk management and anger control), con-
structing a future life plan incorporating goods 
and risk, reported wellbeing and life satisfac-
tion, and control of alcohol use and debt. In 
addition, neither man had reoffended at a five-
year follow-up. In a similar study, Whitehead 
et  al. (2007) integrated the GLM into the 
community- based assessment, treatment plan-
ning, and monitoring of one high-risk male con-
victed of violent offending in New Zealand. 
This extended the GLM to violent offending and 
indigenous populations (Māori). While he had 
previously received the “best interventions 
available” (p.  586) and acquired the relevant 
knowledge to avoid reoffending, these experi-
ences had not facilitated meaningful change in 
his life (i.e., continued drug use and gang 
involvement). During and after the GLM inter-
vention, researchers observed expressions of 
guilt (not evident before), reduced drug use, a 
new prosocial peer group, prosocial goods 
attainment (i.e., University and leisure activi-
ties), and an identity based upon prosocial 
achievements rather than gang involvement. At 
the time of writing, the participant had abstained 
from violent offending for 14  months, which 
was not expected prior to the GLM intervention. 
In this case it seems that standard criminogenic 
interventions were unable to facilitate meaning-
ful engagement with the change process, 
whereas the integration of GLM concepts was. 
While these case studies cannot provide suffi-
cient evidence for reductions in recidivism, they 
suggest that the inclusion of personally mean-
ingful targets in treatment can facilitate success-
ful engagement with men who may otherwise 
refuse, and can also produce personally mean-
ingful change.

Another factor influencing engagement and 
participation is the extent to which an individual 
is able to choose whether or not to complete a 

program. Volunteerism is thought to be related to 
treatment success, however, there are questions 
about whether or not any correctional intervention 
is truly voluntary given the context and the 
consequences of refusal (Parhar, Wormith, 
Derkzen, & Beauregard, 2008). One study looked 
at the extent to which forensic treatment programs 
were voluntary, coerced, or mandated, and the 
effect of this on recidivism (Parhar et al., 2008). 
The authors found that interventions that relied 
upon coercion or were mandated were less 
effective than those which were closer to being 
voluntary. In addition, it has been found that the 
positive effects of treatment are likely to last 
longer when an individual has intrinsic 
motivation, and that this can be eroded by 
coercion (Parhar et  al., 2008; Ryan & Deci, 
2000). Current practice often relies upon extrinsic 
sources of motivation such as sentence 
compliance and early parole (Parhar et al., 2008). 
A better approach may be to design treatment 
collaboratively around personally meaningful 
goals, and thereby foster intrinsic motivation to 
engage. Indeed, Andrews and Bonta (2010) 
suggest that participants who lack motivation 
may be engaged via an improved understanding 
of the way that interventions can benefit them 
personally. The GLM is able to do this through its 
focus on the attainment of valued goods.

 Desistance and Protective Factors
Desistance is typically defined as the ongoing 
process from active offending to decreases in, 
and eventually cessation of, offending. The 
research into desistance from sexual offending is 
relatively sparse and tends to focus on the role of 
employment and relationships, and construction 
of a new non-offending identity centered upon 
valued activities and outcomes, and motivated by 
self-efficacy and hope (McAlinden, Farmer, & 
Maruna, 2017). Research suggests that desis-
tance from sexual offending requires the develop-
ment of a coherent explanation, or “self-narrative” 
which accounts for why the individual committed 
the sexual offense (Maruna, 2011), allowing the 
individual to make sense of their past and explain 
why it will not happen again. Agency and auton-
omy are crucial in taking control of the future, 
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and building the resources necessary to meet 
needs (i.e., relationships, employment, skills)—
what are often referred to in the literature as “pro-
tective factors” (PF). There has been much recent 
interest and debate about the status of PF as the 
opposite of risk or something different, and the 
mechanisms by which they exert their positive 
effects during desistance (Fortune & Ward, 
2017). The term PF is often used alongside the 
terms “promotive factors” and “strengths,” and 
they are generally defined as characteristics of 
the individual and their environment which are 
associated with decreases in recidivism. 
Empirical work by de Vogel, de Vries Robbé, de 
Ruiter, and Bouman (2011) identified a number 
of forensic PF falling into three domains: internal 
(e.g., self-control), external (e.g., intimate rela-
tionship), and motivational (e.g., life goals), and 
work continues to develop a PF assessment tool 
specific to sexual offending.

While we currently have some idea of the fac-
tors which can support desistance, we lack a 
coherent understanding of how they function to 
reduce risk (Ward, 2017), this is where the GLM 
can help. The concept of primary human goods 
can enhance our understanding of how PF or 
desistance “events” such as employment and 
relationships can reduce risk, and why they may 
vary in their function across individuals and situ-
ations. For example, being employed could be 
thought of as a secondary (instrumental) good 
which meets a range of needs, including (but not 
limited to) excellence in work and a sense of 
achievement, agency, creativity, relatedness, life 
(i.e., financial resources required for living), and 
inner peace (i.e., freedom from stress)—all of 
which contribute to a meaningful sense of self. 
Employment (or unemployment) that does not 
meet (or perhaps obstructs) these goods is less 
likely to support desistance, and may lead to the 
use of other secondary goods (e.g., substance 
abuse, theft, dishonesty). The concepts of inter-
nal and external resources required for a good life 
are useful in understanding the process of desis-
tance, and “the agentic willingness to change on 
the part of individuals … needs to be accompa-
nied by credible social opportunities for change 
and a range of external situational supports to 

help sex offenders achieve meaningful lives” 
(McAlinden et al., 2017, p. 278). The concept of 
a good life plan and its use in treatment can be 
linked with possible futures discussed in the 
desistance literature. For example, it is an impor-
tant condition for change that individuals are able 
to see a personally meaningful and attainable 
future, and that they are able to construct a new 
identity—“the self is continually being projected 
into the future” (Farrall, 2005, p. 369).

Desistance requires both motivation and 
means to live a different, non-offending life, and 
while an exclusive focus on risk factors may 
temporarily provide some of the means (e.g., PF 
such as sobriety, problem-solving and coping 
skills), it cannot provide the motivation to main-
tain this lifestyle. In addition, it may be that the 
factors that are linked with offending are not 
necessarily the same factors that support desis-
tance (McNeill, 2012); this is reflected in the 
differences between research into the correlates 
(and potential causes) of re/offending, and 
research into the process of desistance. The 
methods required to study desistance are similar 
to those used to investigate the GLM, for exam-
ple, case studies, observation, interviews, and 
self- reported experiences (Farrall, 2005), and 
they uncover subjective processes such as: turn-
ing points or hooks for change, openness to 
change, maturation, life transitions, social 
bonds, knifing off, cognitive transformation, 
self-reflection and insight, and a new personally 
meaningful identity (Farrall, 2005; McNeill, 
2012). Farrall (2005) makes the point that 
“without a willingness at least to consider in-
depth the experiences of individuals who have 
successfully negotiated the transitions from 
“offender”, it is unlikely that efforts to encour-
age desistance (e.g., the What Works move-
ment) will produce the sorts of results so 
desperately needed” (p. 383). We argue that the 
focus of desistance research on agential pro-
cesses such as the construction of a new proso-
cial identity, and the search for meaningful 
outcomes (e.g., mastery or success, interper-
sonal connection, and a purpose) is much better 
aligned with the GLM concepts than it is with 
risk reduction.
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 Ethical Practice
The Risk-Need-Responsivity (RNR) model 
assumes that effective intervention occurs via 
change in criminogenic factors through 
collaborative, compassionate, and dignified 
human service (Polaschek, 2012). However, in 
practice responsivity to the individual and their 
unique needs is often overlooked in favor of risk 
reduction and community safety. Indeed, it has 
been pointed out that needs unrelated to criminal 
activity are not the responsibility of Corrections 
(Bonta & Andrews, 2017; Polaschek, 2012). The 
targeting of predominantly risk-related features 
is recommended by the need principle, and needs 
which are not empirically linked with reoffending 
are largely seen as a responsivity issue—they 
may be targeted if they are barriers to treatment.

There are several treatment practices which 
may impinge upon participants’ rights and 
dignity, including the language used in programs, 
the coercion or mandating of treatment, and the 
strong focus upon index offenses in assessment, 
treatment planning, and the  content/delivery of 
sessions. Ethical treatment requires (at a 
minimum) viewing participants as human beings 
primarily, with their correctional status being a 
secondary property of the person, based upon 
their past actions—not necessarily representing 
an enduring character flaw (i.e., antisocial 
personality pattern, psychopathy). While this is 
likely the perspective of most therapeutic 
practitioners, its expression can be undermined 
by custodial processes and norms. One simple 
step towards more ethical treatment is using 
individuals’ names or “participant” in 
conversations and program materials (rather than 
“offender” or “prisoner”) and avoiding use of 
negative terms such as “antisocial,” “offense- 
related,” and “problem thinking” when referring 
to participants’ characteristics and values (Willis, 
2018; Willis et al., 2013). We argue that the GLM 
and its underlying view of humans as directed 
towards universal goods supports this 
nonjudgmental orientation, and that it encourages 
the use of language that is more respectful and 
motivating.

The effects of coercion and mandated treat-
ment on motivation, engagement, and goal attain-

ment were briefly discussed above. However, 
there are additional ethical issues with forcing or 
enticing participants to complete programs. 
While treatment is often presented as voluntary, 
there can be serious consequences associated 
with refusal, including being denied parole and 
being labeled as “unmotivated” or “non-compli-
ant” with sentence conditions (Parhar et  al., 
2008). However, as the sections above suggest, 
there are a number of routes to desistance and it 
is not clear that individuals should be convinced 
that participation in the programs available is the 
only way to change. In other words, an individual 
can be motivated to change and live a non-offend-
ing future without being inclined to participate in 
criminogenic programs (Mann, Webster, 
Wakeling, & Keylock, 2013). We argue that it is 
unethical to require someone to engage in treat-
ment that does not fit with their personal theory 
of change, and that the GLM, with its flexible and 
motivating orientation, is better able to fit with 
individuals’ priorities than a program based upon 
externally imposed goals.

In addition, individuals who deny their crime 
are often excluded from treatment or encouraged 
to first disclose their sexual offense and agree 
with official charges and summaries of the facts, 
often creating tension and resistance. However, 
denial is not empirically linked with recidivism, 
and it has been suggested that attempts to 
reconcile participants’ experiences with external 
accounts in treatment is “unnecessary and 
possibly iatrogenic” (Farmer, McAlinden, & 
Maruna, 2016, p. 23). A GLM approach can work 
with denial, due to its broad scope, collaborative 
aims, and orientation towards human goods in the 
form of approach goals (Dealey, 2018). It can 
account for denial as a secondary good aimed at 
various primary goods, for example inner peace, 
relatedness, agency, or spirituality. When 
practitioners view denial as instrumental in 
meeting persons’ needs (rather than as 
manipulative or malicious), they can respond to it 
in a more effective way—working with the 
person rather than pushing them away. In 
addition, the GLM is compatible with culturally 
responsive practice and indigenous models (see 
Leaming & Willis, 2016), and able to inform 
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alternative avenues for ethical intervention such 
as Restorative Justice approaches (Walgrave, 
Ward & Zinsstag, 2019). There are 
numerous  ethical concerns when providing 
treatment within a context concerned with 
punishment and justice. We suggest that the GLM 
can overcome many of these due to its view of 
persons, its flexibility, and its dual focus on risk 
and human needs.

 Summary: The Evidence
This section outlined empirical studies providing 
support for the GLM in guiding treatment. 
Although mainly descriptive, they clarify the 
ways that the GLM can add to treatment with 
individuals who have engaged in sexual (and 
violent) offending. The most significant benefits 
include a focus on personally meaningful 
outcomes and approach goals which are attractive 
to the individual, and the engagement and 
commitment to change that follow this positive 
focus. In addition, due to their descriptive nature, 
these studies provide information about the 
potential pit falls when implementing GLM 
treatment. For example, it is important that 
participants understand the links between good 
lives and risk reduction, and that practitioners are 
adequately trained to use the GLM in case 
formulation. These requirements go hand in 
hand, and depend on a sound understanding of 
the nature of human beings as goal-directed and 
possessing a range of capacities and resources 
which support prosocial and healthy goods 
attainment.

It is important to note here that these sugges-
tions do not require practitioners to abandon the 
RNR principles in favor of a strength-based GLM 
approach. Rather practitioners can use both mod-
els and integrate their best aspects into treat-
ment—in fact the three major principles of risk, 
need and responsivity are woven into the model. 
The goals of the Criminal Justice System (i.e., 
reduced risk of recidivism/harm) and the indi-
viduals who exist within it (i.e., attainment of 
personally meaningful goods) are not mutually 
exclusive. If programs provide or assist individu-
als with the motivation, confidence, and resources 
to meet their needs without causing harm, they 

will maintain an offense-free good life in the long 
term. We suggest that the current dominant 
approach to risk reduction is failing, and it is time 
to adjust this in light of the broader evidence con-
cerning correctional interventions and human 
nature in general.

Finally, given that the GLM prescribes adher-
ence to RNR principles, it should be at least 
equal in its effectiveness, with the added benefit 
of being more motivating, and with the potential 
to produce long-lasting change. The  findings 
discussed throughout this section offer 
preliminary support for its comparable 
effectiveness and added benefits. Arguably, if a 
GLM approach to treatment appeals to 
practitioners and participants, results in 
individualized and collaborative treatment 
planning, and can reduce some of the inherently 
negative aspects of treatment (e.g., avoidant 
goals, use of terms such as “antisocial” and 
“offender”), then it is an ethically important 
addition to correctional treatment. The question 
then is how the field can integrate these models in 
order to take advantage of a wider evidence base, 
and to inform treatment that can reduce recidivism 
and engage individuals in enduring and personally 
meaningful change.

 Integrating The Good Lives Model

This section will briefly outline the GLM’s rela-
tionship with the RNR model in practice. There 
are a number of excellent existing publications 
which outline the practical application of the 
GLM (e.g., Willis et al., 2013; Yates, Prescott, & 
Ward, 2010), and we will simply summarize 
what the GLM adds to each phase of interven-
tion. It is important to note that the targeting of 
criminogenic needs remains a major goal of 
intervention, but this is communicated differently 
and explicitly combined with attention to person-
ally meaningful outcomes. We suggest that these 
positive changes will result in interventions expe-
rienced as more motivating, respectful, and 
successful.

Table 31.1 draws upon suggestions for the 
integration of the GLM and the RNR model 
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provided by Willis et  al. (2013). This is a 
summary of key additions the GLM provides, 
and should not be considered a full description of 
a GLM-consistent intervention as these are 
available elsewhere (see Purvis et  al., 2011; 
Ward, Mann, & Gannon, 2007). In terms of the 
risk principle and the GLM, risk assessment 
remains important, but the scope of its application 
is somewhat narrower. It is used for prediction, to 
inform the intensity of treatment, and to identify 
dynamic features implicated in offending—not to 
directly inform treatment. By this we mean that 
the terms and constructs used in prediction cannot 

guide treatment on their own—they are targets 
once reformulated as approach goals to support 
goods attainment. Dynamic risk factors are 
composite constructs and if they are to be 
effectively utilized in treatment require “stripping 
down” into their causal, contextual, and mental 
state facets—in effect, remodeled (see Ward, 
2016; Heffernan, ward, Vandevelde & Van 
Damme, 2019). Integrating the GLM with the 
need principle involves the reconceptualization 
of dynamic risk factors as problems in the 
attainment of goods. For example, where a tradi-
tional relapse prevention program might work on 

Table 31.1 The additional value of the good lives model

Phase RNR components GLM additions
Communication of aims 
and orientation

Reduced risk/reoffending
Criminogenic Need (CN)

Good Life: A range of Primary Human Goods 
(PHG)
Good Life Plan (GLP), internal/external resources
Collaboration and autonomy
Positive language (verbal and written)

Assessment Risk level determines dosage
Targets = CN evident within 
offending
Responsivity considerations

Open questions, reflective listening, validation of 
PHG, questionnaires
PHG implicated in offending
PHG prioritized, changes over time
Flaws in past/current GLP
Resources required for GLP
Strengths
Approach goals
Holistic

Planning CN, moving these towards 
strengths
Addressing responsivity issues 
and barriers to engagement

Good Life Plan, Primary Human Goods, SHG
Approach goals, sub-goals/steps
Holistic—includes non-criminogenic needs, 
although these may not be explicitly addressed
Draw links between SHG and offending
Utilize existing strengths
Collaborative, individualized, and ongoing

Program content Modules based on CN, e.g.:
Cognition and emotion
Relationships
Substance use
Self-regulation and problem 
solving
Sexual functioning
Release planning

Structured guide, not rigid
Description of GLM
Developing GLP
Modules based on capacities required for GLP 
(including CN)
Positive language in sessions and materials
Building upon strengths and resources to 
overcome barriers (CN)

Program delivery Cognitive Behavioral Therapy 
(CBT)
Responsive—e.g. motivational 
interviewing
Relationship and structuring 
principles
Program integrity

CBT techniques “wrapped around” goods and 
priorities
Positive language
Flexible/responsive to the individual
Respectful and upholds dignity
GLM used within treatment, and also surrounding 
environments
Physical environment communicates equality and 
respect
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victim empathy in order to challenge cognitive 
distortions, a GLM approach would focus on 
gaining the knowledge/skills necessary (one of 
which may be empathy) for a satisfying adult 
relationship, and the goods this provides (e.g., 
pleasure and relatedness). Finally, in linking with 
responsivity, the GLM provides concepts (i.e., 
primary and secondary goods) for use alongside 
empirically supported techniques such as CBT 
and motivational interviewing. Individuals need 
reasons to want to change, not just the capacities 
to do so. The RNR model is concerned with pro-
viding resources, but links these with reducing 
risk (i.e., avoiding prison), rather than living the 
good life.

 Areas for Development

The question of what constitutes effective treat-
ment for persons convicted of sexual offenses 
remains open, and the evidence that will 
contribute to our knowledge ought to come from 
a range of sources and various methods of inquiry. 
While the existing research concerning the use of 
the GLM in treatment is promising, it is by no 
means conclusive, and there are problems with its 
use. For example, many GLM adaptations to 
programs do not use the model in the intended 
way; it should be used to guide the entire 
intervention (see Table  31.1 above) rather than 
added on to traditional approaches. It is important 
that future applications and evaluations of the 
GLM integrate it as intended, following the 
numerous guides provided by proponents of the 
model. Another limitation of some of the adapted 
programs reviewed here is the apparent absence 
of links between good lives and risk reduction. 
Although it doesn’t seem that this negatively 
impacted upon outcomes, not all studies 
investigated subsequent risk management and 
recidivism. It is important to make these links 
clear to participants, and that staff are adequately 
trained in case formulation which incorporates 
offense-related needs as well as good lives goals. 
In addition, studies should evaluate various 
aspects of treatment addressing a range of 
outcomes of interest using multiple methods.

In considering the GLM’s core concepts and 
assumptions, future research should continue to 
investigate the relative importance placed on 
primary human goods and their role in 
individuals’ explanations of their offending. In 
addition, the field of correctional intervention 
may learn from evidence and conceptual issues in 
other areas, and theoretical developments within 
our own field. There is currently debate and 
concern surrounding the concepts of dynamic 
risk factors and protective factors, and the 
assumption that they explain the causes of 
offending (see Fortune & Ward, 2017; Ward, 
2016, 2017). In order to properly link dynamic 
risk factors with individual goal-directed 
behavior, we need a better understanding of what 
they are and how they are causally linked. 
Theoretical developments and refinement of 
these concepts may facilitate the formation of 
more useful treatment targets, and treatment that 
is able to tap into the individual causes of and 
influences upon human agency. The application 
of these advancements should be evaluated in 
order to provide empirical support for theories 
and to justify their use in treatment.

In terms of the future integration of the GLM 
and the core RNR principles, responsivity is “the 
least developed of the three. It is theoretically 
unsophisticated: a catch-all category” (Polaschek, 
2012, p.  8). It is important that future research 
prioritize the development of this principle, as it 
describes the way that treatment should be 
delivered, and how important issues such as low 
motivation or cultural barriers are addressed. A 
better understanding of potential participants can 
help practitioners overcome problems such as 
high rates of drop out, poor engagement, and 
ethical issues such as coercion. For example, 
more studies should look at why participants 
refuse treatment, and what their expectations of 
correctional interventions are (see Mann et  al., 
2013), and then use these findings to inform the 
communication of interventions’ aims and 
orientation. In addition, while criminogenic 
targets can be framed positively (Polaschek, 
2012), they are still an externally imposed list of 
treatment goals that are not explicitly linked with 
outcomes other than avoiding reoffending and 
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associated consequences (i.e., future prison 
sentences). It would be useful to look at the 
impact of language and orientation of goals on 
expectations of treatment, subsequent 
engagement, and other meaningful outcomes.

 Conclusions

It is clear that “there is much that is unknown 
about what is effective in reducing sexual and 
violent recidivism, and it is possible that the 
content included in the program model used is 
not effectively targeting the appropriate issues 
or risk areas” (Grady & Pettus-Davis, 2017, 
p. 259). The modest and heterogeneous effects 
of current sexual offending treatment programs 
suggest that progress is necessary, and the 
advancement of rehabilitation has arguably been 
overlooked in favor of enhanced risk prediction. 
Research aiming to advance the rehabilitation of 
those who have sexually offended cannot rely 
solely upon lists of correlates and statistical 
relationships, the variables involved are simply 
too complex. While the RNR model has under-
gone substantial improvements over the years 
and is based on an impressive body of empirical 
research, it is not the final word when it comes 
to what works to reduce sexual recidivism 
(Polaschek, 2012). It is based upon evidence 
gathered thus far, but this should encourage fur-
ther innovation rather than acceptance of small 
effect sizes. Especially considering the conse-
quences of treatment failure, and the likelihood 
of already disillusioned individuals giving up on 
the possibility of change.

The GLM offers a valuable addition to treat-
ment which, in line with core RNR principles, is 
proportionate to risk level, targets variables 
which have demonstrated a relationship with 
offending, and is responsive to both the research 
concerning “what works” and the needs of 
individuals. This addition largely concerns what 
is considered to be related to offending (and the 
methods by which we have established this 
relationship), and being responsive to the needs 
of individuals. The research which has so far 
supported the use of the GLM in treatment has 

relied on different sources of evidence than the 
RNR, privileging the experiences of individuals 
within treatment and a range of outcomes 
alongside recidivism. By integrating the results 
of both bodies of research we can better 
understand what is happening in treatment and 
how best to increase the likelihood that individuals 
will meaningfully engage with the process of 
change. It will be important moving forward to 
use a range of research methods in order to 
discover the most effective ways to integrate the 
two models, rather than prioritizing one over the 
other. Just as the dual aims of GLM interventions 
are not mutually exclusive, practitioners need not 
commit to either the RNR or the GLM; they can 
instead integrate the two. We believe the result of 
careful and considered integration will be a 
treatment approach grounded in (holistic) 
evidence concerning aspects of the person and 
their environment which are relevant to offending, 
and which is engaging, motivating, and responsive 
to the individuals it seeks to rehabilitate.
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Understanding False Allegations 
of Sexual Assault

William T. O’Donohue

Sexual assault is a significant social problem, as 
commonly cited estimates suggest that approxi-
mately one in four individual and one in nine 
individuals report at least one incident of sexual 
assault sometime in their lives (e.g., Smith et al., 
2017). However, these self-report estimates likely 
contain error, as it is impossible for these to accu-
rately capture either the rates of underreporting 
or over-reporting. In addition, the large variance 
in definitions of sexual assault across legal juris-
dictions and studies as well as a lack of sexual 
violence literacy held by the public (e.g., Koss, 
Gidycz, & Wisniewski, 1987) can add further 
error to these rates. For example, in Koss’s (Koss 
et  al., 1987) classic study, many fewer women 
responded affirmatively to questions of whether 
they were raped, than whether they ever had a 
sexual experience that they did not consent to. 
Importantly, there has been little effort to under-
stand the rate of false allegations as inflating any 
of these sexual assault estimates due to the inabil-
ity for researchers to conduct thorough investiga-
tions of the validity of their subjects’ self-report. 
Instead the epidemiological data are usually con-
structed as if all self-reported allegations are true 
allegations, as well as all denials are accurate 

denials. This chapter will review the various limi-
tations to understand these rates of sexual assault 
and  propose ways to address these, as well as 
review literature regarding the purported rate of 
false allegations. In addition, this chapter will 
examine several issues related to false allegations 
of sexual assault: (1) Why does the rate of false 
allegations matter?; (2) What is meant by the 
construct, “false allegation of sexual assault?”; 
(3) What is known about pathways to false alle-
gations?; (4) What does the empirical literature 
show regarding these rates?; and (5) How can 
future research regarding false allegations be 
improved?

 Why Do Rates of False Allegations 
Matter?

A basic question is why do the rates of false 
allegations matter? Of course, one can simply 
wish to discover descriptive information for its 
own sake—for example, an entomologist could 
attempt to discover the average width of the leg 
of a particular spider species for no other reason 
than he or she finds this information to be of 
interest. However, it does not appear that this 
 situation is the case regarding rates of false alle-
gations of sexual assault. It appears that this rate 
(or more precisely, rates—see below) is desired 
to be known as this information would have two 
major functions: (1) to demonstrate whether or 
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not the rate of false allegations is sufficiently 
high to suggest that false allegations are an 
important social problem and (2) for its useful-
ness in determining the truth or falsity of a claim 
in a particular case of sexual assault.

The rate of false allegations has an obvious 
subtractive role in reported rape rates, that is, if 
the reported rape rate is 25% and the rate of false 
accusations contained in this is 10% then the true 
rape incident would be 22.5%. Of course, in gen-
eral, the higher the frequency of the problem, the 
more important the problem is. For example, 
30% of individuals contracting a deadly virus is 
more concerning than 15% of individuals con-
tracting the virus. However, given the seriousness 
of rape it is not clear if there is a rate where sex-
ual assault would suddenly become an unimport-
ant problem. What if rape occurred in only 1% of 
the population, would then sexual assault become 
unimportant? What if 0.5%? It would seem that 
given the seriousness of this violation, its impact 
on victims and the effect it has on perceptions of 
safety and justice that sexual assault would still 
be regarded as an important social problem over 
a wide range of possible rape incidences.

Does this same logic hold true about the impor-
tance of false allegations? If false allegations 
occurred only 1% of the time, would this be a sig-
nificant social issue? What if 10% of allegations 
were purposefully fabricated (and not just 
unfounded or a legitimate misperception of 
events)? Would this rise to the level of a significant 
social issue? Currently, false allegations are either 
considered rare enough to be insignificant or at 
most an uncomfortable anomaly. In the current 
social and political climate where all allegations of 
sexual assault are expected to be immediately 
believed, more carefully exploring the data around 
false allegations may be vitally important.

It might be instructive to briefly examine the 
more fundamental question of how useful these 
rates of false allegations, even if known, would 
actually be in clarifying whether or not rape 
occurred in some case under investigation. Let us 
examine five cases:

Case 1: If the rate of false allegations of 
sexual assault is zero then any allegation of 
sexual assault should be regarded as true. This 

seems to be a view that has increasing popularity 
at least among certain segments in the culture, for 
example, some activists. One sees slogans like 
“Believe survivors” that seem to imply that all 
allegations are true and therefore must be 
believed. This slogan and its cognates though are 
obviously question begging—that is, if someone 
is indeed a victim of a crime then by definition 
the underlying allegation that renders this person 
a victim is true. However, there is no study 
reviewed below that indicates that the rate of 
false allegations is zero.

It also should be noted that this a very extraor-
dinary claim involving the view that it simply is 
empirically impossible that a person could ever lie 
or be mistaken about whether they have been sex-
ually assaulted. There is an old saying that 
extraordinary claims require extraordinary evi-
dence. Impossibility claims require either a logi-
cal contradiction (it is impossible to have round 
squares) or to be inconsistent with a universal sci-
entific law (it is impossible for force not to equal 
mass x acceleration). However, no such logical 
contradiction or physical laws are relevant here. It 
is both logically possible and empirically possible 
for a person to make a false claim of sexual 
assault. Also, of course, we know that humans can 
be and are inaccurate about all sorts of claims. 
Besides misperceptions of intentions or events, 
false allegations can be purposeful as in divorce 
cases, child custody, extortion, retribution, alibi, 
etc. Thus, although this view of zero false allega-
tions has been advanced and has been increas-
ingly popular (e.g., it was expressed in the 
Kavanaugh Supreme Court hearings), it simply is 
mistaken. One must note that this view can be 
quite harmful—it is not a mere intellectual mis-
take—people can be seriously harmed and lives 
can be ruined. However, holding the factually 
erroneous view that all sexual assault allegations 
are true is today considered morally valid, while 
challenging this view can have significant conse-
quences—not believing all claims of sexual 
assault can be seen by some as a serious moral 
failing.

Case 2: If all allegations of sexual assault 
are false, then any allegation of sexual abuse 
allegations is false. This is the converse of Case 1. 
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It, again, is an extraordinary claim requiring 
extraordinary evidence. Inflating the rate of false 
allegations of sexual abuse in the past due per-
haps to significant sexism has certainly caused 
many legitimate claims of sexual assault to be 
disbelieved with many serious consequences—
for example, trauma exacerbated, and rapists free 
to commit other acts of rape. However, similar 
considerations for Case 1 apply here; there is 
obviously empirical evidence that true claims are 
made; and there is no logical or empirical law to 
the effect that all sexual assault claims must nec-
essarily be false. Again, one must note that this 
view can be quite harmful—it is not a mere intel-
lectual mistake—people can be seriously harmed 
and lives can be ruined. Finally, unlike case 1, 
holding this factually erroneous view is rather 
universally seen as a moral failing.

Case 3: Some sort of inchoate base rate pre-
diction might be attempted, that is, if the false 
allegation rate regarding sexual assault is 5% 
then this particular allegation is 95% likely to be 
true. The first problem is that results of studies are 
not converging on some clear population parameter 
for the rate of false allegations. The rates reported 
(see below) vary considerably and depend, as stated 
before, on sampling characteristics, definitions of 
sexual assault, rater reliability, and perhaps even 
researcher bias. With such variance in reported 
rates, reasoning from some single rate of false alle-
gations of sexual assault is problematic. Perhaps 
with improved research this population parameter 
can be better approximated with confidence inter-
vals to provide some information about variance in 
this estimate. However, given that the majority of 
studies show that most allegations of sexual assault 
are true, it does seem reasonable to say, ceteris pari-
bus, that the allegation under question has a greater 
likelihood of being true than in being false.

In addition, if one assumes that only 50% of 
those who are sexually assaulted report the 

Table 32.1 Contingency table

Rape Not raped
Claim rape 95 5
Don’t claim rape 95 1895

190 1900

assault (see O’Donohue, Chap. 35, this  volume) 
and assumes a 10% chance of an  individual being 
raped and a 5% chance of a false allegation, then 
one can say that the rate of claims of rape are 
quite different in the group of people who have 
been raped versus those who have not been raped. 
In this example, the rate of claiming rape in peo-
ple who were actually raped is 50% (by hypoth-
esis), while the rate of claiming rape in people 
who have NOT been raped is only 0.26% (5/1895) 
(Table 32.1).

Finally, this picture is complicated by what is 
known as the “broken leg problem” in actuarial 
prediction (Meehl, 2013). That is, suppose that 
every Tuesday evening Anna plays basketball, 
therefore one would predict that on future 
Tuesdays there is essential a 1.0 probability that 
Anna will play basketball. But suppose Anna 
broke her leg this week—this relevant fact then 
obviates the prediction—Anna now has a 0% 
chance of playing basketball next week. Thus, 
predictions from base rates also need to be condi-
tioned by a knowledge of factors that obviate or 
modify the accuracy of these predictions and as a 
field we have incomplete knowledge of these. For 
example, let us suppose that the rate of false alle-
gations of sexual assault is 5%, then this would 
mean that if a person claims that President Obama 
sexually assaulted him or her that this is 95% 
likely to be true. But suppose we also know that 
this person is actively schizophrenic and has made 
a number of false allegations against Obama—
this obviously would need to be properly consid-
ered in the probability estimate. This is related to 
the next case that will be considered.

Case 4: If one knows pathways for false 
allegations and this person has one or more of 
these pathways then the allegation is likely to 
be false. Again, there is the problem of reasoning 
from a sample statistic (both regarding the accu-
racy of the pathway as a legitimate pathway to a 
false allegation as well as the strength of this rela-
tionship) to the individual case. Thus, it is possi-
ble that despite the pathway the allegation is still 
true as none of the pathways to a false allegation 
is perfect, that is, the existence of the pathway 
precludes that a true allegation can occur. For 
example, say a diagnosis of x is associated with a 
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pathway to a false allegation. It can still be the 
case that the person who suffers from x is  actually 
assaulted. Finally, there can be measurement 
error associated with the claim that the individual 
actually has one of the pathways.

Case 5: If one knows pathways to false 
 allegations and this person does not have any of 
these pathways then the allegation is true. This 
assumes that the known or theorized pathways are 
exhaustive—that is, that researchers have accu-
rately identified all routes to false allegations. Of 
course, this is not the case—and no one makes this 
claim that the science is “complete.” The actual 
case is that the science is just in its beginnings. In 
addition, there can be measurement error in ruling 
out a pathway and this would be compounded 
across individual pathways. Thus, either because 
some pathway was inappropriately ruled out or 
because there may be a pathway not identified by 
current research this information, although rele-
vant, is not conclusive.

In sum, it would be useful for individuals 
using information about pathways to false allega-
tions of sexual assault to be clearer on which one 
of the cases enumerated that they are attempting 
to utilize, their actual quantitative reasoning, as 
well as limitations of this.

 What Is a False Allegation?

An important issue that needs to be resolved 
when attempting to determine the rate of false 
allegations of sexual assault is what constitutes a 
false allegation of sexual assault. O’Donohue, 
Cummings, and Willis (2018) argued that in 
some existing child sexual assault literature a 
false allegation has been interpreted to include 
allegations that are simply “unfounded” due to 
insufficient evidence to make a definitive sub-
stantiation, as well as those allegations where 
recantation occurs (as if in all recantations the 
original claim and not the recantation itself is 
false); as well as those that are only partly true 
(e.g., exaggerating the extent of the contact or the 
total number of incidents). In another words, alle-
gations can be complex sets of claims and some 
of these individual statements can be true while 

others are false. Another definitional possibility 
is the issue of false negatives—sexual assaults 
that occurred but are denied or simply not 
reported (i.e., involve a false denial). Among the 
false positives (claims of sexual assault where no 
sexual assault occurred) are those that are inten-
tional (e.g., lying), unintentional (e.g., misunder-
standing of an innocent act or unintentional 
touching), allegations due to false memories, or 
allegations made due to suggestion. However, no 
study has examined the differences in rates of 
each of these sub-types.

Goodyear-Smith (2016) pointed out additional 
difficulties. This author acknowledges that sexual 
abuse and false accusations of abuse both occur, 
and both can do considerable harm. In addition, 
this author argued that an allegation of sexual 
assault may be true, partly true, or false. “Partly 
true” includes an embellished or distorted recol-
lection, or a misinterpretation that the action of 
another involved sexual intent. A false allegation 
may be made knowingly and deliberately, or it 
may be the result of a belief that something hap-
pened that never took place. True and untrue alle-
gations may be hard to distinguish: typically, 
there is no physical means of verifying or dis-
proving an allegation. Sometimes, there is cor-
roborative evidence that an event either did or did 
not occur. But most sexual abuse has happened in 
secret: there are no witnesses and, frequently, we 
cannot know for sure whether something hap-
pened or not. Further difficulties in uncovering 
the truth occur when allegations refer to events 
claimed to have occurred decades in the past.

The International Association of Chiefs of 
Police (IACP, 2015) proposed guidelines for 
investigating sexual assault allegations and argued 
that a false allegation can only be labeled as such 
when there is evidence to suggest that no crime 
was attempted or committed. Of course, there is a 
lot of judgments involved in ascertaining that “no 
evidence” exists. At a minimum one would have 
to interpret the victims’ claims that they were 
assaulted as “no evidence.” Logic  suggests that 
the absence of evidence is not the same as evi-
dence of falseness. These authors also argued for 
the distinction between a false allegation and an 
unsubstantiated one, with the latter being labeled 
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as those which, after an investigation, do not have 
sufficient evidence to prove or disprove that an 
assault occurred—again a complex judgment. 
How does one define the dividing line between 
sufficient and insufficient? What if a woman 
claims a man grabbed her breast when no wit-
nesses were present and the male denies this? 
There would be no medical evidence, no witness 
statements—how would one define “sufficient 
evidence in this kind of “he said she said” situa-
tion? This also begs important questions such as 
what is the standard of proof (e.g., beyond a rea-
sonable doubt, clear and convincing, or prepon-
derance of the evidence as well as complex 
variables such as the quality of evidence gather-
ing). Currently in campus Title IX investigations 
of sexual assault, the standard of proof, per the 
“Dear Colleague” letter, has been set as prepon-
derance of the evidence which is colloquially 
 interpreted as “50-50 plus a feather.” In “she said, 
he said” cases with no additional evidence, the 
mere  presence of an accusation can be seen by 
some as serving as the feather.

 Pathways to False Allegations

False allegations can occur at different stages in 
the investigatory process (e.g., report to friends, 
parents, Title IX), be made by reporters other than 
the purported alleged victims, and of particular rel-
evance to this chapter, be made for various tangi-
ble or psychological motivations. Studies exploring 
the rate of false allegations sometimes explore the 
various pathways to filing a false allegation. 
DeZutter, Horselenberg, and van Koppen (2018) 
explored eight different motives for false allega-
tions of sexual assault as originally outlined by 
Kanin (1994). These motives included material 
gain, producing an alibi, revenge, gaining sympa-
thy, gaining attention, mental health diagnoses, 
relabeling and regret. Using a sample of 57 false 
allegations investigated by the Dutch National 
Police, the researchers explored the frequency at 
which these eight motives for filing a false report 
were endorsed by individuals who made false alle-
gations of sexual assault. The false allegation cases 
were predominately motivated by the accuser’s 

potential emotional gain (e.g., sympathy from 
loved ones) or as a means of diverting attention 
from some other behavior often associated with 
wrongdoing (e.g., infidelity, skipping school). 
Interestingly, 20% of the alleged victims could not 
provide a reason for filing their false allegation, 
indicating there could be some unlisted or more 
nebulous pathway to making a false allegation.

Campbell (1992) theorized that some false 
allegations can initially originate as rumors but 
eventually acquire the appearance of verified 
facts. Consequently, this author suggested that 
the dynamics of rumor formation and rumor 
transmission, combined with constructivist the-
ory, can provide an explanatory model account-
ing for the origins and apparent credibility of 
these rumors/false allegations of sexual assault. 
The development of false allegations in this 
model includes elevated anxiety, rumor forma-
tion, reduction in ambiguity, credibility expan-
sion, validating networks, and invalidating 
information. Ultimately, according to this view 
false allegations of sexual abuse influence and are 
influenced by the systemic context in which they 
occur. Thus, parents and children can report false 
allegations without consciously fabricating these. 
This etiological theory of false allegations indi-
cates key psychological and psychosocial path-
ways for false allegations including the roles of 
anxiety and social processes that can be present 
in some cases.

In another examination of potential pathways 
to false allegations, Engle and O’Donohue (2012) 
proposed eleven pathways: lying, failure to rec-
ognize implied/behavioral consent, false memo-
ries, intoxication, antisocial personality disorder, 
borderline personality disorder, histrionic per-
sonality disorder, delirium, psychotic disorders, 
dissociation, and intellectual disability. Further, 
O’Donohue, Cirlugea, Bennett, and Benuto 
(2015) proposed seven pathways to false allega-
tions of child sexual abuse, two of which may 
also be applicable to adolescent sexual assault. 
Specifically, adolescents alleging sexual assault 
may be susceptible to suggestive influences (e.g., 
by the forensic interviewer in the interview or by 
parents or close friends prior to the interview) 
and their report may be influenced if they have a 
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stake in the outcome (e.g., findings may influence 
a custody decision or may distract from other 
wrongdoing). Given these various potential path-
ways for reporting a false allegation of sexual 
assault, a comprehensive review examining the 
rates of false allegations for each of these 
 pathways is warranted, though little exists. 
Specifically, it is important to understand which 
pathway(s) to false allegations are most relevant 
to consider when determining whether an alleged 
sexual assault is substantiated or deemed false or 
unsubstantiated, as it may have implications on 
the rate of false allegations found.

 Rates of False Allegations

Despite a lack of consensus regarding what 
 constitutes a false allegation, researchers have 
attempted to understand the rate of false allega-
tions of sexual assault that are made in naturalis-
tic settings. A literature search was conducted in 
the EBSCOHost and PsycInfo databases with the 
following search terms: “sexual assault,” “sexual 
harassment,” “sexual abuse,” “rape” and “false 
allegation,” “false accusation,” “recantation,” 
“false rate,” “report,” “false claim.” Papers were 
excluded if they involved content only on child 
sexual abuse or did not provide an estimated rate 
of false allegations, as the purpose of this review 
was to examine rates in the adult (18+) popula-
tion. All materials reviewed were book chapters 
or peer-reviewed scholarly journals, and the ref-
erence section of each publication was reviewed 
to identify additional potential publications to 
include in the current review.

One of the earliest attempts to explore the rate 
of false allegations was conducted by Kanin 
(1994). Although the main aim of the study was 
to explore the pathways to false allegations (see 
below), Kanin provided some preliminary evi-
dence for the frequency of these complaints. In a 
sample of 109 sexual assault allegations reported 
to a police agency in a small metropolitan area in 
the Midwest within a 9-year period of 1978–
1987, 45 cases were determined to be false, 
yielding a false allegation rate of 41%. However, 
this study was conducted several decades ago and 

thus may not be representative of the current rate 
of false allegations. Further, the cases were 
deemed false only when the accuser admitted the 
sexual assault did not occur after making the alle-
gation. As stated by the researchers, these recan-
tations do not definitively indicate that the initial 
allegation was false since the recantation itself 
could be false perhaps as a result of some other 
concern (e.g., not wanting to testify in court; 
being threatened by the perpetrator), though with 
such a high recantation rate it is plausible to 
interpret that there is at least some significant rate 
of false allegations revealed in this study. 
Conversely, some of the allegations might have 
been false despite the absence of a recantation.

Gross (2009) reported that the United States 
Air Force Special Studies Division examined the 
1218 reports of rape that were made between 
1980 and 1984 on Air Force bases throughout the 
world. Of those, 460 were found to be “proven” 
allegations either because the “overwhelming 
preponderance of the evidence” strongly sup-
ported the allegation or because there was a con-
viction in the case. Another 212 (17.4%) of the 
total reports were found to be “disproved” as the 
alleged victim convincingly admitted the com-
plaint was a “hoax” at some point during the 
initial investigation. The researchers then inves-
tigated the 546 (44.8%) remaining or “unre-
solved” rape allegations including having the 
accusers submit to a polygraph. Twenty-seven 
percent (27%) of these complainants admitted 
they had fabricated their accusation just before 
taking the polygraph or immediately after they 
failed the test. (It should be noted that whenever 
there was any doubt, the unresolved case was 
reclassified as a “proven” rape.) Combining this 
27% with the initial 212 “disproved” cases, it was 
determined that approximately 45% of the total 
rape allegations were false.

Theilade and Thomsen (1986) conducted a 
study of sexual assault cases and found that 1 in 
56 reports (1.5%) was false. Theilade and 
Thomsen (1986) defined a false case as “without 
any doubt… false” (p.  17; as cited by Hunt & 
Bull, 2012). However, it is unclear what evidence 
was used to demonstrate falsity “without any 
doubt,” therefore the rate found should be inter-
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preted with caution. Stewart (1981) conducted a 
review of 18 allegations of sexual assault reported 
to the precinct. Of those, 16 (88.9%) were deemed 
false, with 14 (87.5%) of those deemed false due 
to the alleged victim’s retraction of the allegation. 
However, this was a small sample size, thus the 
reported rate may not be a good indicator of the 
actual population rate. Additionally, as mentioned 
previously recantations do not necessarily prove 
that the alleged assault was false, and the judg-
ment did not have to be supported by additional 
evidence of falsity.

Greenfeld (1997) conducted a review of the 
Bureau of Justice Statistics report from the 
United States Department of Justice, that encom-
passes sexual assault cases reported to 16,000 
different local and state agencies in 1995. All 
cases were labeled as “founded” and “unfounded,” 
though it is unclear how each label was opera-
tionalized. Nonetheless, this study found that 8% 
of the total cases were unfounded. However, the 
review does include child sexual abuse cases that 
were unfounded, which, as discussed previously, 
does not necessarily indicate falsity but rather a 
lack of evidence to clearly demonstrate the verac-
ity of the allegation.

Romney (2006) conducted a review of litera-
ture to examine the rates of false allegation 
worldwide. The review found a wide variability 
in studies based in England and Scotland, with 
the lowest rate found being 1.5% (Theilade & 
Thomsen, 1986) and the highest rate being 88.9% 
(Stewart, 1981). Of the studies based in the 
United States, there was less variability, with the 
lowest rate being 8% (Greenfeld, 1997) and the 
highest rate being 41% (Kanin, 1994). Romney 
(2006) also noted that the high discrepancy in 
false allegation rates reported by various research-
ers causes difficulty in gaining a thorough under-
standing to help guide decision-making in sexual 
assault cases.

In a recent meta-analysis, Ferguson and 
Malouff (2016) attempted to quantify the rate of 
false allegations of sexual assault. Using seven 
studies of confirmed false reports, the researchers 
found a range of 2.1% to 10.3% of false allega-
tions with an overall rate of 5.2% (Ferguson & 
Malouf, 2016). However, this meta-analysis 

included some studies with reports of child sexual 
abuse, one study included was unpublished and 
thus not a product of peer review, and this large 
variance in rates was influenced by the year and 
country studied. Additionally, the interrater reli-
ability was only reported in 2 of the 5 studies, thus 
there may be error and biases in the judgements 
regarding truth or falseness of the allegation. 
Future studies should also explore the rate of false 
allegations at each stage of the forensic process 
(e.g., reported to someone other than law enforce-
ment, reported and investigated by police, district 
attorney’s decision to proceed with prosecution, 
cases tried, and appellate decisions), as the studies 
reviewed do not sub-divide analyses based on 
this. Without this, the field will not have a suffi-
ciently clear understanding of the frequency of 
false allegations.

Kelly (2010) reported two studies of false alle-
gations of sexual assault in Europe. The first 
study examined data from the St. Mary’s Sexual 
Assault Referral Centre tracking database 
between 2000 and 2002 (Kelly, Lovett, & Regan, 
2005), which gathers detailed data of sexual 
assault cases referred to six different multidisci-
plinary, victims’ services sites in the United 
Kingdom. Each case had data regarding: details 
of the assault, victim, perpetrator(s), forensic 
examination, and the proceedings/outcomes of 
the case. Of the 3527 cases seen at the centers, 
2643 were reported to law enforcement agencies, 
and 299 (11.3%) of the cases investigated were 
judged “no crime” due to being either a false alle-
gation (n = 216) or a lack of evidence of assault 
(n = 83), with the remaining cases either judged 
as true or unknown. Police statements describing 
why the case was labeled as being false were 
available for 120 of the cases and included 53 
admissions of falsity with reasons such as revenge 
towards an ex-partner and covering up sexual 
relations with someone other than their partner, 
though these purported pathways of were not 
investigated or confirmed by the researchers. 
The remaining cases were deemed false due to 
other reasons, including inconsistencies in the 
initial statement given and witness statements 
which did not support the accuser’s account. 
Further, it was found that false allegations 
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occurred most often in cases involving individuals 
who were 16–25  years old, unemployed, dis-
abled, and/or had mental health concerns. False 
allegations were also more likely to occur when 
the victim- perpetrator did not have a prior rela-
tionship and when the victim had previously 
made a prior allegation to police. Altogether, the 
findings suggested a false reporting rate of 8.2%. 
However, this rate includes retractions (n = 28; 
1%), which, again, does not necessarily prove the 
allegation is indeed false, and the cases were 
deemed false based on one law enforcement 
official’s judgment, thus both the reliability and 
validity of these judgments is unknown. Further, 
as the authors point out, the cases judged as false 
include those in which victim characteristics (e.g., 
prior allegation, perceived embellishment of vic-
tim report) were used to judge the veracity of 
their claim. Excluding those cases, the remaining 
false allegation rate is only 3% and only includes 
those cases in which the alleged victim admitted 
the allegation was false or there was some evi-
dence to support the falsity of the claim.

Kelly (2010) reported a second study of attri-
tion of sexual assault cases in Europe using simi-
lar methods as Kelly et al. (2005). In a sample of 
100 consecutive cases in nine counties in Europe 
beginning in April 2004, the study found a false 
allegation rate ranging between 1% and 9% per 
country, which includes both cases that were 
unfounded and deemed “no crime” (Lovett & 
Kelly, 2009). However, the cases considered 
false did not include those with no evidence to 
support the allegation or those that had retrac-
tions. This is problematic because at least some 
of the cases with these properties may be false, 
thus the reported rate may be underestimated. 
Additionally, the cases included were only sin-
gle perpetrator incidents, thus this study excluded 
an unknown number of additional cases that may 
have been falsely filed.

In a recent study of false allegations reported 
to university campus police within a 10-year 
period, Lisak, Gardinier, Nicksa, and Cote (2010) 
aimed to examine the generalization of the previ-
ously determined false allegation rate to the 
 university setting. Case summaries were reviewed 
and false allegations were coded based on a 
 literature review of procedures police depart-

ments use to classify sexual assault cases, per-
sonal  discussions about report classification 
procedures with senior members of the police 
department, and the IACP’s (International 
Association of Chiefs of Police) definition of 
false reports. One hundred and thirty-six cases of 
sexual assault during this period were catego-
rized as one of the following: a false report, a 
case that did not proceed forensically, or a case 
that proceeded and insufficient information to 
assign a category. A false report was defined as a 
case that was thoroughly investigated (e.g., mul-
tiple interviews of the alleged perpetrator, victim 
and witnesses, forensic evidence gathered and 
considered) and a preponderance of evidence 
gathered suggested the assault had not occurred. 
Individual cases were coded by two independent 
raters, with an interrater agreement rate of 94.9%. 
Results indicated that there was a false report 
rate of 5.9% (n = 8), while 44.9% (n = 61) of the 
total cases did not proceed forensically, 35.3% 
(n = 48) proceeded, and 13.9% (n = 19) did not 
have sufficient information to be coded. The 
rationale for the eight allegations deemed false 
varied, with three including admissions of fal-
sity/fabrication by the complainant, three with 
evidence suggesting fabrication though no 
admission was made, one with a partial admis-
sion of fabrication combined with evidence of 
fabrication, and one with a recantation and evi-
dence that the initial report was false. The 
researchers concluded that false allegations 
reported to university police have a similar rate 
of false reporting as those cases reported to com-
munity police and examined in previous studies. 
However, it should be noted that these findings 
do not provide much insight regarding the path-
ways associated with false reports. Nonetheless, 
the methodology used in this study has the fewest 
limitations of the literature reviewed in this chap-
ter and yet yielded  similar false allegations rates 
to previous studies. However, a significant per-
centage—nearly 14% were not coded in this study 
and 45% did not proceed forensically. If any sub-
stantial subsample of these were actually false 
then the rate of false allegations would be signifi-
cantly higher. Taking these unknown cases out of 
the equation results in a false allegation rate of 
14/3% (8/56).
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 Summary of the Literature on Rates 
of False Allegations of Sexual 
Assault

This section reviewed the extant literature 
 regarding false allegations of sexual assault. 
Combined, the literature suggests a need to 
develop an agreed upon operationalization of the 
construct “false allegation.” Further, the majority 
of studies agreed that most allegations of sexual 
assault are in fact true, as only 3 studies (Gross, 
2009; Kanin, 1994; Stewart, 1981) reported over 
40% of claims to be false, while the remaining 
studies reviewed had an estimated false allega-
tion rate range of 1.5% (Theilade & Thomsen, 
1986) to 10.9% (Harris & Grace, 1999). 
Therefore, it can be presumed that false allega-
tions do occur at some non-negligible rate, but 
there is a need to better decipher between those 
allegations that are true or false, as well as a will-
ingness for researchers (and investigators) to 
label an allegation as unknown if the preponder-
ance of evidence is too equivocal. It is also 
important to note that the studies reviewed each 
had significant methodological limitations, 
including small and unrepresentative samples, 
variable criteria to operationalize the construct of 
false allegation; equivocal use of “false allega-
tion” and “unfounded allegation,” unknown 
interrater reliabilities, and a lack of acknowl-
edgement that these rates vary based upon the 
stage of investigation the sample was drawn 
from. Further, the majority of studies reviewed 
were published multiple decades ago, thus the 
rate of false allegations may have changed since 
the researchers’ data collection timeframe.

 False Allegations of Sexual Assault: 
Construct Validation

First, we recommend that increased sophistication 
and transparently be used to report the key classifi-
cations. We suggest that all three rates be reported: 
rates of true allegations, rates of false allegations, 
and rates of undecided cases. These should sum to 
100%. One reason this is important is rates of false 
allegations can be altered by increased rates of 

undecided allegations—for example, the more 
undecided cases the lower the rates of identified 
false allegations. Reporting all three rates provides 
more transparency and clarity.

Second, we recommend that a confidence 
interval or indications of error terms be simulta-
neously reported with these rates. It would seem 
that there would be a fallacy of imprecision to 
suggest a precise rate, for example, 8.9%. In 
 general, there are many recommendations for the 
use of confidence intervals and the use of these 
also provides some indication of the error term 
and this can decrease the likelihood that these 
 figures will be misused.

Finally, we recommend that the question of 
“What are the rates of false allegations of sexual 
assault?” be viewed as simplistic. We suggest 
that it would be more accurate to use a paraphrase 
of Gordon Paul’s (1969) “ultimate question” 
which was originally developed to combat 
another overly simplified and insufficiently 
nuanced question regarding psychotherapy, that 
is, “Is psychotherapy effective?” A more properly 
nuanced question regarding false allegations 
would be along the lines of “What are the rates 
of false allegations (and true and undeter-
mined cases), judged by what evidentiary 
standard (e.g., preponderance of evidence, 
clear and convincing, beyond reasonable 
doubt), by what operational definitions of false 
(e.g., recantations, medical evidence), in what 
population, with what other relevant charac-
teristics (e.g., mental health diagnoses, past 
history of lying) with what sampling limita-
tions (e.g., nonrandom convenience sample), 
made against whom (ex-lover, stranger, cur-
rent partner), during what time period (e.g., 
1960–1965), in what stage of the forensic pro-
cess (e.g., court trial), with what interrater- 
reliability, with what possible researcher bias 
or general error rate? This is obviously a com-
plex question but the underlying phenomenon 
appears to be this complex. Certainly, if some 
parameter contained in this question above is 
shown empirically to be irrelevant to rates then it 
can and should be eliminated. However, we 
would argue that this question forces both 
researchers and consumers of this information to 
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acknowledge the nuances and complexities 
involved with this question and combats mislead-
ing and simplistic answers like 8.9%.

Given these limitations, scholars and particu-
larly expert witnesses should exercise caution in 
making claims about the veracity versus the fal-
sity of allegations made, especially if stating a 
specific false allegation rate to support their 
claims. Socrates was one of the first to think 
deeply about issues such as truth and justice and 
he famously came to the conclusion that if he is 
wise it is because he knows that he does not 
know. We need to keep in mind Socrates’ wisdom 
in this domain. Everyone interested in justice 
desires that all sexual assault victims to be 
believed; and all who have been falsely accused 
of sexual assault to be exonerated. Recently, our 
society has experienced a steady diet of possibly 
politically infused sexual abuse allegations (e.g., 
the Duke Lacrosse case as well as possibly the 
Kavanaugh Supreme Court nomination hearings) 
as well as individuals rendering public judgments 
about the alleged victim’s credibility on faulty 
reasoning. It is interesting to note that one still 
can go a long way in uncovering someone’s polit-
ical orientation simply by asking them about the 
credibility of the sexual harassment accusations 
of Anita Hill against Justice Thomas, the rape 
accusations of Juanita Broderick against 
President Clinton, or the rape accusations of 
Christine Blasey-Ford against Judge Kavanaugh.

 Improving Forensic Decision- Making 
in Sexual Assault Allegations

How can we best make more accurate decisions 
regarding “he said; she said” accusations of sex-
ual assault? First, we need to realize that there are 
no markers of truth or falsity. A marker would be 
a property that every true allegation contains and 
no false accusations contains. Thus, all reasoning 
using a supposed marker, for example, “She did x 
and x never happens in actual rape so her report is 
false” are fallacious—there is no characteristic x 
or characteristics x1 to xn that have this power 
to infallibly parse true from false accusations. 
But can we reason probabilistically—perhaps we 

know some properties that individually or taken 
together would validly allow a correct decision 
that the allegation is more likely true than false—
or the converse? Unfortunately, due to the limited 
science relating to sexual assault we don’t know 
what these key properties would be or their prob-
abilities. The following are examples of common 
properties that are used to try to make judgements 
about rape accusations, where only intuition, but 
too few data exist to support these claims:

Delay in disclosing to authorities: Some rapes 
are reported immediately, but research studies 
show that sizeable percentages of rape victims 
(often 40% or higher; see O’Donohue, Chap. 35, 
this volume) delay reporting for months or years. 
A person leveling a false accusation can either 
include or not include a delay in their accusation. 
So, unfortunately, any reasoning along the lines 
of “She failed to report immediately so the accu-
sation is likely to be false” has no data to support 
this claim.

Disclosing to another person (such as a 
friend). Some rape victims do this; some don’t 
(and again a false accusation could contain or not 
contain this characteristic). No data currently 
exists to confirm or deny whether false accusers 
are less likely to disclose to a close friend.

Obvious psychological symptoms. Many, but 
not all, victims suffer from post-traumatic stress 
disorder (PTSD) and other mental disorders (Foa, 
Cahill, Smelser & Bates, 2001). However, others, 
especially in less severe forms of sexual assault 
(e.g., one brief incident of groping), may not 
experience any symptoms. In addition, symp-
toms can be feigned or observed symptoms can 
be due to other causes (the observed depression 
may be due to an unrelated life event such as a 
relationship breakup). Also, individuals vary in 
their astuteness in seeing symptoms and victims 
vary in their ability to hide symptoms. Thus, 
reasoning along the lines of “She was fine” or 
“She was distressed” weeks or months after an 
alleged assault and therefore the allegation is 
more or less likely to be true/false also is not 
valid. Some distress immediately following an 
assault is probably likely in the case of a sexual 
assault. False accusers are often shown in videos 
or text messages following an alleged assault 
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expressing positive emotions towards the sexual 
encounter or the person involved in the incident 
(See Mattress Girl).

Wouldn’t forget details. Most rape victims 
remember key details of their rape (who, what, 
when, where) but can forget other details, espe-
cially after the passage of time or if there were 
many incidents (see memory chapter this vol-
ume). Finding that a person has forgotten or 
remembered a certain detail is not a valid way to 
discern whether the allegation is true or not. While 
it may be that false accusers may more likely to 
use selective memory or lack of memory to  bolster 
their claim of sexual assault, no data is currently 
available that supports or disconfirms this.

No further contact with their perpetrator. 
Many victims do try to avoid their perpetrator, 
but some cannot (a close relative) and research 
into date rape has surprisingly found that a large 
percentage of women alleging date rape have fur-
ther contact with their rapist (Koss et al., 1987). 
Of course, the definition of date rape has been 
expanded to include so many behaviors that many 
of the behaviors that researchers label as sexual 
assault are considered benign or inconsequential 
by those who we would label “victims.” While it 
may be that victims of sexual assault are more 
likely to avoid their rapist than false accusers, no 
data are currently available that supports or dis-
confirms this claim.

Fighting back. Again, research shows that for 
a variety of factors (fear that fighting back could 
get them killed; being frozen in fear at the initial 
trauma of the attack), some victims do and some 
victims don’t fight back. So, failure to resist 
should not be taken as an indication that an alle-
gation was false. However, in the absence of sig-
nificant threat or violence, a victim should 
indicate that he or she gave some indication to the 
perpetrator that their behavior was unwanted. 
While it may be that victims of sexual assault are 
more likely to fight back than false accusers, no 
data are currently available that supports or dis-
confirms this claim.

Never denying the assault. Some rape victims 
feel shame or even feel that they will be blamed 
for the rape and can be placed in situations where 
they will deny that they were raped. The circum-

stances surrounding a denial or a recantation 
should certainly be investigated for possible 
threats or coercion, or simply an unwillingness to 
disclose to a particular person or in a particular 
situation.

One vs. multiple independent complainants. 
In the recent case of the movie producer Harvey 
Weinstein, dozens of women have independently 
claimed that he has committed some form of sex-
ual abuse. How likely would this happen if the 
allegations are false? This is a much sounder 
form of reasoning but still it has significant limi-
tations: it does not mean that each and every alle-
gation is true (a particular allegation can be 
caused by jumping on the bandwagon for some 
personal gain); and second, it would be fallacious 
to reason that a single complainant means the 
allegation is false—serial rapists all have their 
first victim.

Consistency in core details. My colleagues 
and I have conducted some research that shows 
that 97% of young children can consistently 
recount their sexual abuse (O’Donohue et  al., 
2013). However, inconsistencies can be caused 
by the victim not being comfortable in answering 
questions in some situations; or didn’t under-
stand some nuance in the question.

The Nobel Laureate Daniel (Kahneman & 
Tversky, 2000) has found that we as humans dis-
like uncertainty and use cognitive heuristics 
(shortcuts) to attempt to bring clarity to situations 
that are in fact unclear. Some of these heuristics 
are motivated reasoning—for example, because 
we wish to see our children as special we can 
“reason” in ways so that we can conclude that 
indeed they are so. We would be well advised to 
remember Socrates and be on guard regarding 
our motivations, especially political ones, and 
the problems in the quality of our reasoning 
regarding sexual assault.

There is also an important question of what 
ought to be done regarding individuals who 
knowingly make false allegations of sexual 
assault. Important distinctions need to be made 
here—making an inadvertent false allegation 
would seem to necessitate fewer consequences 
than knowingly making one. Making a false 
accusation as a result of a mental disorder might 
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necessitate mandating mental health treatment 
(although it is unclear if in its current state mental 
health treatment could prevent someone from 
making additional false allegations). Perhaps 
effective psychotropic medication can decrease 
paranoid ideation in a person suffering from 
schizophrenia but there is no evidence that psy-
chotherapy can reduce the likelihood of someone 
making a false accusation of sexual assault due to 
a Personality Disorder. There has been little 
scholarly discussion of the type of consequences 
(jail, fines, restitution, expulsion from school, 
etc.), or the magnitude of these in the literature. 
Perhaps it can be the case that these, if widely 
publicized, could have a preventative function 
and decrease the rate of false accusations. One 
would also need to be careful that these conse-
quences do not have the effect of further inhibit-
ing true allegations to be reported. However, if a 
person were punished for falsely reporting that 
their car is stolen (i.e., insurance fraud) and this 
punishment was widely publicized, would that 
result in others being less likely to report to the 
police if their car were stolen?

 Conclusions

As sexual assault researchers and advocates, our 
focus on preventing sexual violence and achiev-
ing justice for individuals who are sexually 
assaulted continues to be of paramount impor-
tance. Our justice system has not yet progressed 
to the point where every individual who makes a 
rape accusation gets a proper police investigation 
or a fair hearing. However, seeking justice for 
victims of sexual assault should make us more 
concerned, not less, with justice for individuals 
who have been falsely accused. Promoting jus-
tice for all requires finding ways to support vic-
tims of sexual violence without equating 
accusation with guilt, and recognizing that the 
wrongly accused are real victims too. We must 
not assume that the only positive outcome of a 
sexual assault allegation is a conviction. Laws 
and campus policies that are rooted in the 
assumption that wrongful accusations are incon-
sequentially rare need to be resisted and reformed. 

Just like all other crimes, individuals accused of 
sex crimes should also be presumed innocent 
until proven guilty. While the general consensus 
on false allegations has been that 2–9% of allega-
tions are false, a more careful examination of the 
research suggests that 2–41% may be false. 
Certainly, much more research is necessary.
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Rape and the Jury

Peter O. Rerick, Tyler N. Livingston, 
and Deborah Davis

As we write this chapter, the nomination of Brett 
Kavanaugh to the United States Supreme Court is 
being exhaustively debated in public and private 
exchanges: much of the debate centering on the 
question of his alleged sexual assault of Christine 
Blasey Ford decades in the past. Ford’s case has 
raised many issues common to allegations of rape 
litigated every day across America. Why did the 
victim fail to report for so long, and what does 
that reflect about her credibility? How do we 
assess memories for events where one or both 
parties were drinking, and perhaps to the point of 
blackout for one or both? What about memories 
for events so long in the past? How does intoxica-
tion affect responsibility for either party? What 
difference does it make for memory, or for 
responsibility, if the parties knew one another or 
were strangers? How does the context in which 
the accusation arose matter? How do we judge 
credibility when the evidence is “he said” versus 
“she said?” To what extent does it matter if others 
make similar allegations against the accused? 
Does character evidence (good or bad) matter—
including testimony of women over a number of 
years of exemplary behavior? These issues and 
many other characteristics of the case evidence 
affect judgments of who is telling the truth.

And, there is the issue of who is going to 
believe whom and why. Judgments of Kavanaugh 
versus Ford tended to split along political lines. 
But what of jurors in everyday cases? Which 
jurors generally tend to vote for prosecution ver-
sus defense? How do specific items of evidence 
affect jurors, and for which jurors do they exert 
the strongest effects? What makes a good case for 
the prosecution and what are the elements of a 
good defense?

These are the issues we address in this chapter. 
We first address some unique features of allega-
tions of rape versus other crimes. We then turn to 
the main topic of the chapter: What determines 
perceptions of alleged perpetrators and victims 
and determinations of rape?

 Rape Is Unique Among Criminal 
Cases

Perhaps the most unique feature of rape cases is 
the extent to which alleged victims are essentially 
“on trial,” arguably as much as alleged perpetra-
tors. As we document throughout this chapter, 
victim blaming for rape tends to be pervasive, 
and much greater than for other crimes (e.g., 
Bieneck & Krahe, 2011). This victim blaming 
happens in part because a defendant can be 
acquitted if the jury can be convinced that the 
alleged victim actually consented (see Wood, 
Rikkonen, & Davis, this volume) to the sexual 
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encounter: or, under many statues, if the alleged 
perpetrator had a “reasonable belief” that the 
alleged victim consented (i.e.,  the “mistake of 
fact” defense).

Even if observers believe the victim was 
raped, they can also be less motivated to find 
defendants guilty or to punish them harshly if the 
victim can be painted as unlikeable, disreputable, 
or unworthy of justice. Such defenses are a rarity 
for other types of crimes. A victim would never 
have to prove she did not consent to having her 
property stolen or her house burned to the ground. 
Thus, rape is one of the few crimes where the 
prosecution will benefit by trying to make the 
defendant appear as though she somehow invited, 
was responsible for, deserved, and/or was not 
harmed by the crime. These forms of victim 
blaming lead to a phenomenon known as “sec-
ondary victimization” (e.g., Williams, 1984), 
whereby victims of rape suffer ill treatment by 
professionals involved in their cases, sometimes 
the media, and others in the victim’s social or 
professional networks. The victim’s life is scruti-
nized for anything that might indicate he/she is to 
blame or not to be believed; he/she might actually 
be disbelieved or suffer criticism and rejection as 
the result of the allegation or even the fact of the 
victimization (see Reddington & Kreisel, 2017, 
for review). All of these reactions could be seen 
in the scrutiny and criticism of Dr. Blasey-Ford 
resulting from her claim against Judge 
Kavanaugh.

Given the fact and success of efforts to dis-
credit alleged rape victims, researchers have 
extensively documented the difficulties in prose-
cuting cases of rape: ranging from initial evalua-
tions by first responders, law enforcement, and 
medical personnel through attorney reactions and 
jury verdicts (see reviews in this volume; Allison 
& Wrightsman, 1993; Reddington & Kreisel, 
2017; Ward, 1995). Though there are many rea-
sons for such difficulties, prominent among them 
are tendencies to disbelieve and blame victims, 
and to believe or excuse perpetrators. Accordingly, 
a large body of research has examined both situ-
ational and personal determinants of these rape 
perceptions (see reviews by Allison & 
Wrightsman, 1993; Anderson, Cooper, & 

Okamura, 1997; Van der Bruggen & Grubb, 
2014; Ward, 1995; Whatley, 1996). Broadly, 
these include (1) type of rape (stranger, acquain-
tance, spousal, etc.), (2) victim characteristics 
and behaviors, (3) perpetrator characteristics and 
behaviors, and (4) individual differences among 
perceivers.

Before we turn to discussion of this research, 
it is worth noting that alleged perpetrators can 
also be inappropriately presumed guilty, and 
treated unfairly as their cases proceed through the 
legal system. Though existing work on percep-
tions of rape allegations does address circum-
stances in which perpetrators are more or less 
likely to be blamed, researchers have tended to 
approach the problem from the perspective that 
alleged victims are inappropriately blamed and 
perpetrators inappropriately excused. As becomes 
apparent as we review the jury research below, 
there has thus far been little attention to charac-
teristics or behaviors of either party that might 
lead to inappropriate blame and perceived guilt 
of the alleged perpetrator.

 Effects of Type of Rape

 Stranger Versus Acquaintance

A significant portion of research on rape distin-
guishes between rape by a stranger and rape by 
an acquaintance. Stranger rape is generally con-
ceptualized as rape by someone the victim has 
never previously encountered, whereas acquain-
tance rape can range from someone the victim 
recently met to a long-time partner or spouse 
(Persson, Dhingra, & Grogan, 2018). Although 
people might think of rape as a crime usually 
committed by a stranger, acquaintance rape is 
more prevalent than stranger rape (Rainn, 2016); 
and yet it is reported at much lower rates than 
stranger rape (Fisher, Cullen, & Turner, 2000).

Attributions regarding rape and its victims 
seem to indicate that some observers do not per-
ceive acquaintance rape as “real rape” (Estrich, 
1987). In general, people place more blame on 
victims allegedly raped by acquaintances versus 
by strangers (e.g., Abrams, Viki, Masser, & 
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Bohner, 2003; Viki, Abrams, & Masser, 2004; see 
Van der Bruggen & Grubb, 2014, for review) and 
in turn attribute less blame to, and recommend 
shorter sentences for, perpetrators of acquain-
tance rape versus stranger rape (Frese, Moya, & 
Medias, 2004; McCormick, Maric, Seto, & 
Barbaree, 1998). The closer the relationship 
between a victim and perpetrator, the more blame 
the victim receives (see Van der Bruggen & 
Grubb, 2014, for review). Moreover, observers 
tend to minimize the harmful effects of acquain-
tance rape on the victim (e.g., Kirkwood & Cecil, 
2001; Monson, Langhinrichsen-Rohling, & 
Binderup, 2000; Simonson & Subich, 1999).

Some have argued that gendered sexual scripts 
might explain the relationship between familiar-
ity and blame in the context of rape. Generally 
speaking, these scripts dictate that men are the 
initiators of sexual acts, whereas women are sex-
ual “gatekeepers” responsible for both their own 
and their partner’s behavior (e.g., Jozkowski & 
Peterson, 2013). For someone who believes in 
these scripts, a woman is not responsible for the 
sexual behavior of a stranger, so she receives less 
blame for being raped by a stranger. However, 
because she is responsible for the sexual behavior 
of her friend, boyfriend, or husband, she is more 
blameworthy for being raped by a man in any of 
these roles.

These reactions to acquaintance rape are 
more likely among observers high in various 
gender and rape-relevant attitudes. For example, 
ambivalent sexism (Glick & Fiske, 1996) and 
gendered sexual scripts both seem to contribute 
to this familiarity-blame relationship. Ambivalent 
sexism is further categorized into two different 
but related categories: hostile sexism and benev-
olent sexism (with correlations between catego-
ries ranging from  0.4 to 0.5; Glick & Fiske, 
2011). Hostile sexism refers to inherently nega-
tive views of women, such as that women are 
more dishonest and incompetent than men; 
whereas the latter encompasses seemingly 
beneficent but ultimately negative attitudes about 
women, such as that women should be protected 
because they are weaker and more vulnerable 
than men. People who endorse benevolent or 
hostile sexist attitudes tend to more often blame 

women for their own victimization when the 
rape was committed by an acquaintance rather 
than a stranger, especially if they view her as 
having violated traditional female gender roles 
(Abrams et  al., 2003; Grubb & Turner, 2012; 
Viki & Abrams, 2002). This is also true for those 
high in Rape Myth Acceptance (Krahe, Temkin, 
& Bieneck, 2007; Frese et al., 2004; see section 
below on Juror Characteristics).

 The Issue of Spousal Rape

Spousal rape has relatively recently become a 
topic of jury research. Historically, a “marital 
exemption” existed within the United States and 
other countries such that a woman had no right to 
say no to her husband because they were married 
(a concept known as “irrevocable consent”). 
Some jurisdictions defined rape as “sexual inter-
course with a female, not his wife, by force and 
against her will” (Finkelhor & Yllö, 1987, p. 1). It 
wasn’t until 1978 that the first man was prose-
cuted in Oregon for raping his wife while they 
were still living together; and marital rape did not 
become criminalized in all 50 states until 1993. 
Since then, however, exemptions have existed for 
marital rape in some states, including, for exam-
ple, that marital rape is not criminal if the victim 
is sleeping or mentally or physically incapaci-
tated (unless the perpetrator uses excessive 
force;  for review, see Allison & Wrightsman, 
1993; Bergen, 2016; Carline & Easteal, 2017; 
Reddington & Kreisel, 2017; Russell, 1990; Van 
der Bruggen & Grubb, 2014; Yllö & Torres, 
2016).

As the above reviews indicate, though marital 
rape has been increasingly recognized by law, 
and research has burgeoned regarding the fre-
quency, nature, and consequences of marital 
rape, a large body of research has shown that 
marital rape is taken less seriously  than either 
stranger or acquaintance rape. Research partici-
pants judge marital rape as less traumatic or dam-
aging to the victim, less consequential, as a lesser 
violation of victim rights, or less serious than 
other forms of rape (Bergen, 2016). Further 
reflecting the apparent perceptions of the relative 
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triviality of marital rape, research has indicated 
that victims of marital rape tend to be blamed 
more (and their assailants less), including while 
the marriage is dissolving (Ewoldt, Monson, & 
Langhinrichsen-Rohling, 2000); and that alleged 
perpetrators are less likely to be found guilty of 
rape (Kirkwood & Cecil, 2001). Some research 
participants even fail to recognize marriage as a 
context in which rape can occur (e.g., Sullivan & 
Mosher, 1990). Even victims of marital rape tend 
to blame themselves (Russell, 1990).

A number of researchers have expressed frus-
tration that historical views of women as the 
property of their husbands have not fully dissi-
pated in our culture (and worldwide), and marital 
rape continues to be viewed as either a lesser 
form of rape, or as no rape at all by many (for 
review, see Bergen, 2016; Yllö & Torres, 2016). 
However, it should be noted that jury and public 
sentiment research on this topic is mostly 
15–20 years old or more. More research is need 
to determine the extent to which marital rape still 
tends to be discounted, as well as the circum-
stances in which it is perceived as more or less 
serious.

 Victim and Perpetrator 
Behaviors that Affect Perceptions 
of Rape Allegations

 Pre-Rape Behaviors

With the exception of alcohol, most research on 
pre-rape behaviors has concerned those of the 
victim (almost exclusively female victims; for 
review see Allison & Wrightsman, 1993). What 
the victim does prior to the rape itself can be 
viewed as indicating her willingness to have sex 
(negating the fact of rape), as leading the perpe-
trator on (justifying the rape and excusing the 
perpetrator), as indicating the low worthiness or 
value of the victim (minimizing perceived conse-
quences of the rape for the victim), or as increas-
ing dislike of the victim (and increasing 
motivation for the preceding reactions; see 
Reddington & Kreisel, 2017, for review). 
Researchers have identified a number of pre-rape 

victim behaviors that promote one or more of 
these consequences.

Some behaviors occur independent of contact 
between the parties. These behaviors include the 
alleged victim’s sexual history, promiscuity, 
involvement in sex professions such as prostitu-
tion or pornography, chronic drug or alcohol use, 
previously living in unconventional circum-
stances with a man (e.g., sharing an apartment), 
and so on. They nevertheless affect rape percep-
tions for both stranger and acquaintance rape, 
though more so for the latter (for reviews, see 
Allison & Wrightsman, 1993; Reddington & 
Kreisel, 2017).

Within the date rape context, a number of 
behaviors that might signal sexual availability 
(e.g., going to the perpetrator’s residence), that 
might be viewed as obligating the woman to have 
sex (e.g., the man paying for expensive dates) or 
as provocative (e.g., wearing sexy clothing; flirta-
tious behaviors), those seemingly reflecting lik-
ing of the man, or as leading toward intercourse 
(e.g., sexual foreplay) have been associated with 
more positive judgments of the perpetrator and 
less positive judgments of the victim. Some of 
these behaviors also affect judgments of stranger 
rape (Viki et al., 2004). As with all behaviors and 
characteristics of perpetrators and defendants, 
many pre-rape victim behaviors affect the likeli-
hood that their cases will be perceived as credible 
by law enforcement and prosecutors, worthy of 
prosecution (or likely to succeed if prosecuted), 
and therefore the likelihood they will reach trial 
(for review, see Allison & Wrightsman, 1993; 
Reddington & Kreisel, 2017).

 Victim attire
Victim  choice of attire is among the most fre-
quently studied pre-rape behaviors, perhaps in 
part because it has been shown to affect judg-
ments of both stranger and date rape. Reflecting 
cultural beliefs among both genders suggesting 
that dress reflects sexual willingness (see Wood 
et  al., this volume, for review), or rape myths 
suggesting that women who dress sexily are 
“asking for it,” (e.g., Burt, 1980), people who 
committed rape have often cited their victims’ 
appearance and clothing as justification for their 
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sexual aggression (see Feild, 1978; Scully & 
Marolla, 1984), and jury research has revealed 
similar rape justifying reactions. That is, particu-
larly for male observers (who generally more 
strongly endorse rape myths; see Suarez & 
Gadalla, 2010), victims who dress in revealing or 
suggestive clothing are held more responsible 
(and the perpetrators less responsible) for their 
rapes (see Lennon, Adomaitis, Koo, & Johnson, 
2017, for review). The  victim’s attire can 
also exert greater effects than her attractiveness, 
character, or acquaintance with the perpetrator 
(e.g., Whatley, 1996). More provocative attire has 
even promoted victim blame in the situation of 
marital rape (Whatley, 2005).

 Alcohol and drugs
Among the most extensive research literatures on 
jury perceptions of rape is that concerning the 
role of intoxication (primarily alcohol). Given 
that alcohol use by one or both parties is perva-
sively involved in disputed sexual encounters (for 
review, see Abbey, Zawacki, Buck, Clinton, & 
McAuslan, 2004; Testa, 2002), it is important to 
understand how alcohol use by either party might 
affect perceptions of the alleged victim and the 
accused perpetrator.

Notably, many current rape statues and cam-
pus regulations specify that sufficient intoxica-
tion renders a person unable to consent to sex 
(see Wood et al., this volume, for review of state 
and federal statues). But, as we show below, 
effects of alcohol or other intoxication on rape 
perceptions seem to be incompatible with those 
the law suggests.

Alcohol is linked to actual and perceived sex-
ual intentions in ways that suggest intoxicated 
persons are likely to be more sexually aroused 
and willing  (Davis & Loftus, 2004). Alcohol 
expectancy studies have generally shown that 
alcohol is expected to increase sexual arousal and 
enjoyment and is used for that purpose, and there 
is evidence that intoxicated persons are viewed as 
more sexually willing. Substantial research indi-
cates that perceivers, particularly males, tend to 
believe that alcohol use results in increased like-
lihood of sexual consent, promoting the idea that 
(in direct contradiction to many rape statutes) 

alcohol use is misperceived as consent itself 
(Abbey, 2011; Abbey & Harnish, 1995; Davis & 
Loftus, 2004; Johnson, Ju, & Wu, 2016; Schuller 
& Wall, 1998; see also Wood et al., this volume, 
for evidence that alcohol use is linked to per-
ceived consent).

Research has more commonly addressed 
victim, rather than perpetrator, intoxication. A 
large body of studies  demonstrates increased 
blame of intoxicated victims of both genders, 
and less punitive evaluations of the perpetrator: 
and, moreover, even if not intoxicated at the 
time of the alleged rape, a history of chronic 
drug or alcohol use leads to disbelief and blam-
ing of the victim (for review, see Allison & 
Wrightsman, 1993; Brown, Horton, & Guillory, 
2018; Davis & Loftus, 2004; Grubb & Turner, 
2012). Reactions of professionals leading up to 
and including prosecution of rape cases are 
more negative for intoxicated alleged victims. 
Victims’ claims are perceived as less credible 
by police, medical personnel, and prosecutors, 
and therefore their cases are less likely to be 
tried (see reviews by Allison & Wrightsman, 
1993; Sleath & Bull, 2017; Ward, 1995). As 
these reviews indicate, a number of other fac-
tors moderate effects of alcohol use, such as 
who buys the drinks, which party or parties are 
drinking and their relative degree of intoxica-
tion, where the victim became intoxicated, and 
others. Perpetrators receive more blame the 
greater the relative intoxication of the victim, 
for example.

 The Role of Resistance

Legal definitions of rape common in earlier years 
specified that a woman must have resisted for the 
sexual act to be rape (Anderson, 1998). Though 
such requirements are no longer included in rape 
statues for most of the United States, cultural 
definitions of rape and common rape scripts 
include victim resistance, as shown by a body of 
research indicating that victim resistance exerts 
strong effects on rape perceptions (see Allison & 
Wrightsman, 1993; Van der Bruggen & Grubb, 
2014 for reviews).
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Victims who do not resist are blamed more 
than those who do, and this difference is greater 
for male victims, who presumably should be bet-
ter able to physically resist their attackers (Ong & 
Ward, 1999). Either verbal or physical resistance 
increases victim credibility and decreases victim 
culpability compared to no resistance (Angelone, 
Mitchell, & Grossi, 2015; McCaul, Veltum, 
Boyechko, & Crawford, 1990; Ong & Ward, 
1999; Warner & Hewitt, 1993).  In general, vic-
tims receive more favorable judgments when 
they resist more (Branscombe & Weir, 1992), 
perhaps because resistance helps convey a clear 
lack of consent. The effect of resistance is stron-
ger among male than female observers, however 
(Angelone et  al., 2015). Likely reflecting both 
homophobic attitudes and the presumed greater 
ability of males to defend themselves, homosex-
ual victims who fail to defend themselves are 
blamed most and resistant heterosexual males are 
blamed least by male observers (see Van der 
Bruggen & Grubb, 2014, for review).

 Timing of Resistance
Not only do sexual scripts dictate that a woman 
resist sex, she also is expected to resist early in 
the sexual encounter (Nyúl, Kende, Engyel, & 
Szabó, 2018; Weis & Borges, 1973). This idea 
might partially stem from beliefs about “leading 
a man on.” Both males and females have endorsed 
beliefs that if a woman leads a man on, she for-
feits her right to say no to further sexual advances 
(Quinn, Sanchez-Hucles, Coates, & Gillen, 
1991). Reflecting these beliefs, several studies 
have shown that victim blame is greater, perpe-
trator blame is less, and the incident is less likely 
to be considered rape when victims resist later in 
an encounter rather than earlier (e.g., Kopper, 
1996; Shotland & Goodstein, 1983; Yescavage, 
1999). These effects were additionally supported 
by recent data from a large sample of U.K. police 
officers (Hine & Murphy, 2017).

 Type of resistance
Although physical and verbal resistance strate-
gies appear to be utilized about equally often (at 
least in a sample composed mainly of stranger 

rape victims), physical resistance is the more 
effective resistance strategy (Ullman & Knight, 
1995), which might be one reason it is sometimes 
taken more seriously than verbal resistance. 
However, some research has found that verbal 
resistance  alone resulted in more perpetrator 
blame than verbal and physical resis-
tance  together, (Black & Gold, 2008), although 
this finding seems to be uncommon. As most 
studies have shown the reverse, this finding needs 
replication.

Sexual scripts partially explain the way people 
perceive a victim’s resistance to rape. First, cul-
tural scripts for “real rape” include that the victim 
resists (see Nyúl et  al., 2018). Additionally, a 
belief in a sexual script known as “token resis-
tance to sex” affects reactions to verbal versus 
physical resistance. The token resistance script 
dictates that women are expected to provide 
“token resistance” to a man’s sexual advances by 
saying no (again acting as a gatekeeper) when her 
true intention is to eventually have sex 
(Muehlenhard & Hollabaugh, 1988). Thus, ver-
bal resistance might be seen as “token” rather 
than real; whereas physical resistance is taken 
more seriously. Accordingly, belief in the token 
resistance script has been linked to lower percep-
tions of rape when the victim uses verbal resis-
tance only, compared to both verbal and physical 
resistance (Black & McCloskey, 2013; Osman, 
2003).

Those who believe in token resistance also 
appear to require more evidence of resistance to 
recognize a woman’s refusal. For example, a 
sample of men who believed in token resistance 
indicated that a woman needs to refuse sex an 
average of 2.6 times before they believed that she 
truly did not want to have sex (Mills & Granoff, 
1992). Unfortunately, belief in women’s token 
resistance stands out as particularly difficult to 
combat, as several studies show that a substantial 
portion of women, and in some cases a majority, 
indicate that they have engaged or do engage in 
token resistance when their true intentions are to 
have sex (Muehlenhard & Hollabaugh, 1988; 
Sprecher, Hatfield, Cortese, Potapova, & 
Levitskaya, 1994).
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 Perpetrator Use of Force

Past definitions of rape commonly specified 
perpetrator force as an element of the crime. 
For example, the FBI defined rape as “the car-
nal knowledge of a female forcibly and against 
her will” (Federal Bureau of Investigations, 
2012). They and others have since changed 
their definitions to focus on the issue of consent 
(see Wood et  al., this volume, for review of 
state and federal statutes). Nevertheless, force 
continues to be a prominent aspect of lay defi-
nitions of rape, and is central to the “real rape” 
cultural script (Nyúl et al., 2018). Although an 
uncommon topic of research, some evidence 
indicates that when a perpetrator uses force, he 
receives more blame and victim blame is 
reduced compared to when he uses no force 
(e.g., Brown et  al., 2018; Mitchell, Angelone, 
Kohlberger, & Hirschman, 2009; Proite, 
Dannells, & Benton, 1993; Russell, Oswald, & 
Kraus, 2011).

 Victim and Perpetrator 
Characteristics

 Victim Gender and Sexual 
Orientation

Studies of effects of victim gender have been 
relatively sparse, yielding contradictory 
results. It has been assumed that males might 
be blamed more for their rapes than females 
because they are assumed to have greater abil-
ity to offer physical resistance. Yet, females 
might be blamed more based on character (e.g., 
Davies & Rogers, 2006). Much evidence sup-
ports these assumptions regarding male vic-
tims. For example, male victims of alleged 
stranger rape are blamed more, particularly 
when they failed to actively resist (sometimes 
mostly by male observers; e.g., Ayala, Kotary, 
& Hetz, 2018; Davies, Pollard, & Archer, 2001; 
Davies, Rogers, & Whitelegg, 2009; Davies, 
Smith, & Rogers, 2009; Fisher & Pina, 2013; 
Gerber, Cronin, & Steigman, 2004; Rye, 

Greatrix, & Enright, 2006; White & Kurpius, 
2002) or when the perpetrator is a woman 
(Bourke, 2007). Like female victims, male vic-
tims are subject to secondary victimization by 
law enforcement and others, and their claims 
are disbelieved and go unprosecuted: but more 
so than for female victims (for review, see 
Fisher & Pina, 2013; Javaid, 2018; Lowe & 
Rogers, 2017).

Despite much evidence for more negative 
reactions to male victims and their claims, other 
research has shown greater blame of female vic-
tims, and more research is needed to understand 
the conditions that affect gender differences in 
blame (see Van der Bruggen & Grubb, 2014, for 
review).

Intertwined with victim gender, the sexual 
orientation of victims is an important determi-
nant of rape perceptions. Male homosexual vic-
tims of same-sex attacks have been studied more 
than heterosexual male victims of either male or 
female perpetrators (Davies et al., 2001; Davies, 
Pollard, & Archer, 2006). Male homosexual vic-
tims are blamed more for both acquaintance and 
stranger rape, and perceptions of the impact of 
the rape are minimized (Davies, Rogers, & 
Whitelegg, 2009). Homophobia is associated 
with greater blame of both homosexual and het-
erosexual victims and with rape minimization 
for homosexual victims (Davies, Smith, & 
Rogers, 2009). Additionally, heterosexual 
males, in part because of their greater homopho-
bia, blame homosexual victims more than 
females or homosexual males (see Van der 
Bruggen & Grubb, 2014,  for review). As an 
additional reflection of lack of sympathy or con-
cern for male victims, Katz (2015) found that 
men presented with a hypothetical party situa-
tion where a male perpetrator was leading a 
highly intoxicated victim (varying the gender of 
the victim) into a bedroom recommended 
greater inaction when the victim was male, in 
part because they felt less responsibility to help 
a male than a female. Less is known about reac-
tions to lesbian victims, or to transgender or 
cross-dressing victims (see Van der Bruggen & 
Grubb, 2014, for review).
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 Perpetrator Gender and Sexual 
Orientation

Much less is known about reactions to female 
(vs. male) perpetrators. However, consistent with 
a meta-analysis showing greater leniency for 
females across crime types (Mazzella & Feingold, 
1994), research has generally indicated greater 
leniency toward female perpetrators of sexual 
assault. Female perpetrators elicit less moral out-
rage, receive less blame, and receive more favor-
able perceptions, especially when the victim is 
male (but see Gerber et al., 2004, for an excep-
tion), and sometimes only by male observers 
(Ayala et  al., 2018; Davies et  al., 2006; 
Mackelprang & Becker, 2017; McCracken & 
Stevenson, 2017; Osman, 2011; Russell et  al., 
2011). Jurors might be more likely to perceive 
male victims as having invited the assault when 
the perpetrator was male compared to female 
(Smith, Pine, & Hawley, 1988), perhaps because 
male rape myths also seem to have larger effects 
when the perpetrator is female and the victim is 
male (Struckman-Johnson & Struckman- 
Johnson, 1992). Research has not specifically 
examined the effects of perpetrator sexual orien-
tation, as that information can presumably be 
obtained from the sex of the victim.

Less research has focused on female perpetra-
tors with female victims, primarily because the 
majority of research manipulating perpetrator 
gender uses only male victims. Some research 
has shown that male perpetrators are blamed 
more regardless of victim gender (e.g., Ayala 
et  al., 2018). Other research notes that when 
women victimize other women, they are blamed 
more (Gerber et al., 2004) and receive less empa-
thy (Osman, 2011) than when they victimize men 
(Gerber et al., 2004). Overall, male perpetrators 
generally receive more blame than female perpe-
trators, regardless of victim gender (Süssenbach, 
Eyssel, Rees, & Bohner, 2017).

 The Role of Race

Meta-analyses of experimental data (Mitchell, 
Haw, Pfeifer, & Meissner, 2005; Sweeney & 

Haney, 1992) and secondary analyses of decades 
of real-world legal data (see Cochran et al., 2017) 
demonstrate a consistently significant effect of 
race on legal judgments. Black defendants are 
more likely to receive a guilty verdict and a lon-
ger sentence compared to their White counter-
parts across case types, including rape (Cochran 
et al., 2017). Victim race is just as important—
and sometimes more important—as a predictor 
of juror perceptions than defendant race. 
Perpetrators of crimes against Black (vs. White) 
victims generally receive less harsh punishment 
(see Bornstein & Greene, 2017, for review).

For rape cases researchers have investigated 
main effects and interactions regarding perpetra-
tor and victim race, and moderators of these 
effects (such as the relationship between the par-
ties and others; see Maeder, Yamamoto, & Saliba, 
2015,  for review). Generally, researchers have 
expected that Black (vs. White) perpetrators and 
victims would receive more blame, particularly 
for interracial stranger rapes. But effects of race 
have been more complicated. Overall, race has 
not always exerted the expected effects, but when 
race has affected blame of either party, Blacks 
tended to receive more blame (see Maeder et al., 
2015; van der Bruggen & Grubb, 2014). 
Nevertheless, research has often found modera-
tors of this effect such as the nature of the 
perpetrator- victim relationship (Willis, 1992): 
and often inconsistent effects of the moderators 
(see Lynch, Golding, Jewell, Lippert, & 
Wasarhaley, 2018).

For example, the type of relationship 
between the defendant and the victim (e.g., 
strangers vs. prior dating partners) can interact 
with race to influence juror judgments: For 
stranger rape, rape myths suggesting that Black 
men lust after White women have been assumed 
to promote greater blame of Black (vs. White) 
men who rape White women, and less blame of 
their victims. But for acquaintance rape, a 
White victim might receive more blame when 
accusing a Black romantic partner, versus a 
White partner or a stranger, because she is seen 
as low class or morally deficient (Willis, 1992). 
Further, jurors assigned more blame to Black 
victims of rape perpetrated by a dating partner 
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versus a stranger, but this  difference between 
relationship types was nonsignificant for White 
victims, regardless of the perpetrator’s race 
(e.g., Willis, 1992; cf. Lynch et  al., 2018, for 
null effects of relationship type generally). Yet 
other studies have suggested that defendants in 
mixed-race rapes were treated more harshly, 
regardless of jurors’ own race. Juror bias 
against victims of interracial rape might be due 
to unfavorable attitudes toward interracial 
relationships.

Other moderators of effects of race have not 
concerned the combination of victim and perpe-
trator race. For example, when both race and 
respectability of the victim were manipulated, 
observers reacted more favorably to Black vic-
tims compared to White victims, but the reverse 
was true for less respectable victims (Dupuis & 
Clay, 2013). As another example, an attractive 
White woman sexually assaulted by a White man 
is perceived as more responsible for her assault 
than is an attractive White woman sexually 
assaulted by a Black man, consistent with the 
rape myth that rape is sexually motivated when 
Black men lust after White women (Maeder 
et al., 2015). Indeed, physical attractiveness was 
the most influential variable in a meta-analysis of 
victim and defendant characteristics that affect 
jurors’ perceptions, such that attractive defen-
dants received the most lenient sentences 
(Mazzella & Feingold, 1994).

Researchers have also observed a race × gen-
der interaction, where Black males had more 
negative attitudes toward rape victims than did 
White males, White females, and Black females 
(White males did not differ significantly from 
White or Black females; Nagel, Matsuo, 
McIntyre, & Morrison, 2005). However, partici-
pant race was associated with socioeconomic sta-
tus (SES) in this study, which could explain the 
findings.

In sum, though many moderators of race 
effects have been observed, none have been suf-
ficiently replicated to establish their reliability. 
Much more research is needed to fully under-
stand effects of victim and defendant race on rape 
perceptions: including effects for additional 
races, and interactions with juror race.

 Effects of Physical Attractiveness

The effects of physical attractiveness on interper-
sonal perception are reliable and wide-ranging 
across all demographic categories, all social or 
professional contexts, and many  domains of 
interpersonal judgment (for review, see Rhode, 
2010; Todorov, 2017) including legal judgments 
(see Davis, 1991, for review). Under most cir-
cumstances, attractive persons are perceived 
more positively, and enjoy better social, profes-
sional and legal outcomes. Not surprisingly, 
effects of attractiveness extend to the parties to 
rape allegations.

 Victim Attractiveness

One might expect that attractive victims of sexual 
assault would receive more sympathy and be 
blamed less than unattractive victims. Some have 
argued, for example, that such reactions might be 
based on the implicit assumption that a man 
would not rape an unattractive woman without 
provocation because unattractive women are 
undesirable (Vrij & Firmin, 2001). A number of 
studies have indeed shown that attractive victims 
receive less blame and their assailants receive 
harsher sentences (Erian, Lin, Patel, Neal, & 
Geiselman, 1998; Ferguson, Duthie, & Graf, 
1987; Ferrão, Gonçalves, Ginger, & Parreira, 
2015; Gerdes, Dammann, & Heilig, 1988).

Nevertheless, some research suggests that 
jurors assign more blame to attractive victims of 
sex crimes (e.g., Clarke & Lawson, 2009). 
Attractive victims are sometimes perceived as 
more provocative (e.g., Jacobson & Popovich, 
1983), perhaps because mock jurors view the 
appearance of attractive victims as being partially 
to blame for their victimization (Coates & Wade, 
2004). Male participants also perceive attractive 
women as more interested in sex than unattract-
ive women and consequently are less likely to 
consider an interaction as sexual assault when the 
victim is attractive (Perilloux, Easton, & Buss, 
2012; Yndo & Zawacki, 2017), which might 
explain one study that found only males attrib-
uted lower responsibility to a defendant when the 
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victim was attractive versus unattractive 
(i.e., Maeder et al., 2015).

 Juror gender and attractiveness
Juror gender seems to be a particularly important 
moderator of the effects of victim attractiveness 
(Vrij & Firmin, 2001), typically such that male 
(vs. female) jurors are more certain of defendant 
guilt when the victim is attractive (Deitz, Litman, 
& Bentley, 1984; cf. Maeder et al., 2015, for the 
opposite pattern). This difference could be due to 
ceiling effects on guilt measures among female 
jurors in sexual assault cases. Women are often 
more empathic to sexual assault victims com-
pared to men (see section on juror gender below), 
rendering women less likely to blame a victim 
regardless of the victim’s level of attractiveness 
(Maeder et  al., 2015; Vrij & Firmin, 2001). 
Alternatively, men’s judgments might be more 
susceptible to influence from victim characteris-
tics because men are less sure of defendant guilt 
from the onset (and generally less punitive than 
women in sexual assault cases; see subsequent 
section on juror gender).

 Perpetrator Attractiveness

Research has been somewhat inconsistent regard-
ing perpetrator attractiveness. Some studies have 
indicated that attractive alleged perpetrators are 
judged less harshly, particularly among observers 
high in Rape Myth Acceptance. Presumably, 
this  effect occurs both because they are liked 
more, and because they are perceived as having 
no need to rape (e.g., Vrij & Firmin, 2001). Other 
research has indicated that attractiveness leads to 
less punitiveness for female, but not male, offend-
ers: particularly among male observers (e.g., 
Mackelprang & Becker, 2017). Thus, it is prema-
ture to draw conclusions about the effects of per-
petrator attractiveness

Although much research has investigated 
effects of physical attractiveness on rape per-
ceptions (e.g., Westfall, Millar, & Lovitt, 
2018), few studies have examined the effects 
of other victim and perpetrator physical char-
acteristics such as body weight, tattoos, and 

piercings. These variables have significantly 
affected mock jurors’ perceptions in crimes 
unrelated to rape in the direction that observers 
perceive defendants who appear unconven-
tional (vs. conventional) more negatively (e.g., 
Brown, McKimmie, & Zarkadi, 2018; Funk & 
Todorov, 2013; Schvey, Puhl, Levandoski, & 
Brownell, 2013).

 Social Status and Reputation

Victim and perpetrator social status also matters. 
Women who are more respectable (typically 
manipulated by varying marital status, virginity, 
manner of dress, or occupied positions of high 
social status) tend to receive less blame than 
women who are not deemed respectable: and 
their perpetrators tend to receive harsher punish-
ments (Alexander, 1980; Cohn, Dupuis, & 
Brown, 2009; Kanekar & Kolsawalla, 1977, 
1980; Omata, 2013; Whatley, 1996). Similar 
reactions occur among police officers, who are 
less likely to believe reports from victims who 
are sex workers (Page, 2010) and more often per-
ceive cases involving sex workers as false 
(Venema, 2016).

SES differential also matters. When partici-
pants perceived the victim to be of lower SES 
than her attacker, they tended to minimize the 
responsibility of the rapist and blame the victim 
(see Black & Gold, 2008). However, the percep-
tion that the victim was higher SES than her 
attacker was not predictive of blame for either 
party.

High SES might serve as an indicator of 
responsibility or overall virtue (for review of just 
world theory, see Westfall et  al., 2018). In one 
study supportive of this hypothesis, participants 
attributed more blame to a respectable rape vic-
tim than a nonrespectable victim, which the 
researchers suggested resulted from participants’ 
greater need to blame the victim’s actions 
because it was more difficult to blame her char-
acter (Jones & Aronson, 1973). However, this 
result appears to be unique and has failed to rep-
licate in at least two attempts (Kahn, 1977; Kerr 
& Kurtz, 1977).
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 Perpetrator Social Status

As with alleged victims, the social status of 
alleged perpetrators matters. Perpetrators with 
higher SES are less likely to be convicted, are 
seen as less blameworthy, and are assigned 
shorter sentences than those of lower SES (for 
meta-analysis, see Devine & Caughlin, 2014). 
Field studies of perpetrator status and trial out-
comes have supported mock jury research on this 
subject. Low status men are more commonly 
blamed (Mazzella & Feingold, 1994) and con-
victed of rape (Vaughan, 2001) than  are higher 
status men. These results fit into the more general 
body of research suggesting that low status men 
tend to receive more blame for the same crime 
(such as assault; Gleason & Harris, 1975) than 
high status men.

Recently, philosophy professor Kate Manne 
coined the concept of “himpathy,” which has 
since appeared in popular discourse. The term 
denotes “the inappropriate and disproportionate 
sympathy powerful men often enjoy in cases of 
sexual assault, intimate partner violence, homi-
cide, and other misogynistic behavior” (Manne, 
2018; Scene on Radio Podcasts: Men, Part 7). 
Supporting this concept, two studies indicated 
that observers perceive celebrities accused of 
rape more positively than they view non- 
celebrities accused of the same crime (Knight, 
Giuliano, & Sanchez-Ross, 2001), and that per-
ceptions of the celebrity’s degree of life and 
career success were positively associated with 
favorable perceptions of the accused (Nyúl et al., 
2018). Even coercive sexual advances are judged 
as more acceptable when the perpetrator is of 
high (vs. low) SES (Black & Gold, 2003).

 Victim Symptoms, Rape Trauma 
Syndrome, and Expert Testimony

Rape trauma syndrome is a group of symptoms 
or behaviors allegedly experienced by victims of 
rape in response to the trauma of rape (Burgess & 
Holmstrom, 1974; Tannura, 2014). Testimony 
about rape trauma syndrome is common when 
the defendant admits that intercourse occurred, 

but claims it was consensual. In this common 
scenario, the prosecution may call an expert on 
rape trauma syndrome to testify as to how rape 
commonly affects victims, and sometimes that 
the specific alleged victim’s behavior and emo-
tional state are consistent with that of rape vic-
tims (Frazier & Borgida, 1988). This use of rape 
trauma testimony is controversial, in that the 
message is that if a victim shows these symp-
toms, she was raped: even though there are many 
other causes for the same symptoms.

Rape trauma testimony is also offered to 
explain why victims might behave in ways that 
seem to indicate she is not credible. For example, 
the expert might explain such things as why a 
victim delayed reporting, is not as emotional as 
expected, why she showed unexpectedly positive 
reactions to the perpetrator at some points, 
or why she has gaps and inconsistencies in mem-
ory: things that might otherwise lead jurors to 
view the rape claim with skepticism. In fact, such 
behaviors suppress prosecution of perpetrators as 
well as affect jury reactions. Law enforcement 
and prosecutors might view a case as “unfounded” 
or unwinnable, based on victim failures or incon-
sistencies in memory, delay in reporting, failure 
to appear sufficiently upset, and others (see 
Reddington & Kreisel, 2017, for review). Thus, 
rape trauma information can  prevent investiga-
tors, prosecutors and juries from viewing victim 
claims as invalid.

On the other hand, the scientific validity of 
rape trauma syndrome is not unequivocally 
accepted within the scientific community: and 
some have argued that the methodology origi-
nally used by Burgess and Holmstrom (1974) 
was not adequate enough to create a new kind of 
trauma diagnosis (Frazier & Borgida, 1992). 
Others have opposed the diagnosis on the basis 
that the empirical evidence for rape trauma syn-
drome is questionable. And, many have sug-
gested that testimony about rape trauma syndrome 
should not be admissible in court (e.g., 
O’Donohue, Carlson, Benuto, & Bennett, 2014). 
This view is based on two primary objections: (1) 
the existence of symptoms consistent with rape 
trauma is not proof of rape, as many other causes 
of such symptoms are possible: and the 
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 implication that the victim’s symptoms prove 
rape is prejudicial to the defendant, and (2) the 
testimony implies that virtually any victim reac-
tions are consistent with rape (and there are none 
that should be taken as evidence against rape). In 
other words, if the victim reports immediately or 
later, whether she remembers clearly from the 
start and consistently or fails to remember at first 
and is inconsistent in her reports, she has still 
been raped. Others have argued in favor of rape 
trauma testimony, raising the issue of whether the 
tendency to blame victims and to misunderstand 
their reactions to rape may outweigh any preju-
dice to the defendant posed by expert testimony 
(see Cossins, 2013, for review).

Nonetheless, experts do testify about rape 
trauma syndrome, raising the question of how 
such testimony affects jury reactions. 
Unfortunately, there have been few relevant stud-
ies. Brekke and Borgida (1988) tested the effects 
of expert testimony specific to rape trauma syn-
drome, and found that jurors exposed to expert 
testimony were more likely to view the defendant 
as guilty, and recommended longer sentences 
than jurors who were exposed to standard expert 
testimony on rape. Testimony was also more 
effective when it was presented early in the trial, 
rather than later. The authors also noted that 
expert testimony made no difference in the recall 
of case facts, and that the expert was not always 
positively evaluated. Frazier and Borgida (1992) 
note that expert testimony takes several forms 
that may exert different effects, so more research 
specific to rape trauma testimony is necessary.

 Effects of Juror Characteristics

 Rape Myth Acceptance

Rape myth acceptance (RMA) is perhaps the 
most commonly studied construct related to rape 
trials, and has been purported to be the most pow-
erful predictor of perceptions of rape (Basow & 
Minieri, 2011). RMA has been studied with a 
variety of instruments (e.g., Burt, 1980; Hust 
et al., 2013; King & Hanrahan, 2015), and scales 
to measure it continue to undergo development 

due to changes in societal perception of rape 
(e.g., McMahon & Farmer, 2011). Rape myths 
are widely held attitudes and beliefs that serve to 
justify sexual aggression by males against 
females (Lonsway & Fitzgerald, 1994; see also 
Burt, 1980), and recent research on rape is rarely 
conducted without inclusion of measures of 
RMA or related constructs. Rape myths vary by 
culture, but people who endorse rape myths con-
sistently report greater victim blame for the rape, 
express disbelief toward claims of rape, assert 
that only “certain types” of women are raped, 
absolve the perpetrator of responsibility, and 
minimize the negative impact of rape on victims 
(for review, see Grubb & Turner, 2012; Van der 
Bruggen & Grubb, 2014). Findings also gener-
ally indicate men tend to endorse rape myths 
more than  do women (e.g., Russell & Hand, 
2017; see Suarez & Gadalla, 2010,  for a meta- 
analysis), although some research has suggested 
that RMA is better predicted by sexually dys-
functional beliefs in both men and women rather 
than femininity and masculinity (Barnett, Hale, 
& Sligar, 2017). Religiosity and conservatism 
also are positively related to RMA (Barnett, 
Sligar, & Wang, 2016). Others have suggested 
that effects of RMA might be in part due to those 
high in RMA more often attending to informa-
tion about the victim rather than the defendant 
(Süssenbach et al., 2017), which leads to increase 
victim blame, even when the information is irrel-
evant (Eyssel & Bohner, 2011).

 Other Related Gender Attitudes

In addition to RMA, other gender related atti-
tudes have been associated with perpetrator sup-
portive perceptions of rape allegations. 
These constructs include traditional sex role ste-
reotypes (e.g., Shotland & Goodstein, 1983; 
Simonson & Subich, 1999; Whatley, 2005; 
Whatley & Riggio, 1993; Willis, 1992); just 
world beliefs (e.g., Whatley & Riggio, 1993), 
though evidence for how this matters is mixed 
(for review, see Van der Bruggen & Grubb, 2014; 
Sleath & Bull, 2017); attitudes toward rape vic-
tim scale (Ward, 1988); negative attitudes toward 
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women (Whatley, 1994); and benevolent sexism 
(e.g., Durán, Moya, Megías, & Viki, 2010; Viki 
et al., 2004). Both RMA and these additional atti-
tudes occur in women and men, and some argue 
that they matter more than biological sex for per-
ceptions of rape (e.g., Angelone, Mitchell, & 
Lucente, 2012). These various scales are highly 
intercorrelated and in many cases overlapping in 
content. The original RMA scale, for example, 
contained subscales tapping constructs assessed 
individually in other scales: such as traditional 
gender role stereotyping.

Finally, it is important to note that these mea-
sures sometimes include scale items asking the 
same question the experimental research design 
is testing. For example, the study may vary alco-
hol use, preliminary sexual behaviors such as 
necking, dress, and other variables expected to 
affect rape perceptions. And the measures often 
have directly relevant items: for example, “in the 
majority of rapes, the victim is promiscuous or 
has a bad reputation,” “any healthy woman can 
successfully resist a rapist if she really wants to,” 
“if a girl engaged in necking or petting and she 
lets things get out of hand, it is her own fault if 
her partner forces sex on her” (Burt, 1980). It is 
no wonder, then, that these personality assess-
ments predict judgments of the same things they 
measure.

 Male Rape Myths

Rape myth measurement for decades referred 
only to myths regarding females. However, sev-
eral conceptual treatments and measures of male 
rape myths have been introduced into the litera-
ture (e.g., Graham, 2006; Kassing, Beesley, & 
Frey, 2005; Sleath & Bull, 2017), and these mea-
sures are associated with more negative reactions 
to male victims and their claims (see Fisher & 
Pina, 2013, for review).

 Juror Gender

Not surprisingly, evidence suggests that in most 
situations females tend to have more prosecution 

friendly rape perceptions than males (see Van der 
Bruggen & Grubb, 2014, for review). Researchers 
have suggested that this gender difference is, in 
part, the result of greater rape myth acceptance 
(e.g., Russell & Hand, 2017, see Suarez & 
Gadalla, 2010, for a meta-analysis) and/or more 
conservative gender role attitudes (see Angelone 
et  al., 2015; Hammond, Berry, & Rodriguez, 
2011) among males; or greater empathy by males 
for male defendants. Regarding the latter, how-
ever, females have manifested more prosecution 
friendly rape judgments for defendants of both 
genders, whether homosexual or heterosexual: 
and for stranger, date and marital rape (Van der 
Bruggen & Grubb, 2014).

Despite this overall gender difference, some 
research has indicated that females can some-
times render harsher victim blaming rape judg-
ments, particularly for female victims (e.g., 
Batchelder, Koski, & Byxbe, 2004). Some have 
offered just world explanations for women’s 
reluctance to blame the perpetrator, suggesting 
that because women find rape more threatening 
than do men, women are more likely to blame the 
victim for the crime. If they can perceive the vic-
tim as different from themselves and those differ-
ences as responsible for the rape, the threat of 
rape to themselves is lessened (e.g., Shaver, 
1985). However, this perspective has been con-
tradicted by at least one empirical test showing 
that women with a high (vs. low) belief in a just 
world had more positive perceptions of a rape 
victim (Kleinke & Meyer, 1990).

Other  studies suggest that women’s hostility 
toward one another might also contribute their 
tendency to disbelieve alleged rape victims (see 
Allison & Wrightsman, 1993; Cowan, 2000; 
Cowan, Neighbors, DeLaMoreaux, & Behnke, 
1998; Reddington & Kreisel, 2017). Hostility 
toward women is also related to acceptance of 
interpersonal violence (Cowan et  al., 1998), 
which is a component of the Burt (1980) rape 
myth scale, and therefore likely to promote vic-
tim blaming. Cowan (2000) also found signifi-
cant positive relationships between women’s 
hostility toward other women, beliefs that rape is 
caused by victim precipitation, and other victim 
blaming beliefs.
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As with most juror characteristics, gender 
exerts greater effects when evidence is weak, and 
exerts little to no effects when evidence is strong 
(e.g., Rumsey & Rumsey, 1977). Similarly, males 
(vs. females) were more likely to blame a respect-
able female victim, but no gender effect was 
found for victims who were not respectable 
(Luginbuhl & Mullin, 1981).

 The Importance of Similarity 
to the Victim

The defensive attribution hypothesis (Shaver, 
1970) suggests that victim blame will be less 
when the victim and observer are similar and/or 
when identification with the victim is greater. Van 
der Bruggen and Grubb (2014) reviewed evi-
dence that (1) females blame rape victims who 
are similar to them less, (2) similarity predicts 
blame of both adult and child victims, and (3) the 
greater tendency for males to blame victims is in 
part because of their lesser identification with 
female victims.

 Conclusions

At this point there is a relatively vast literature on 
determinants of perceptions related to rape. In 
general terms, this research supports the notion 
that judgments conform to scripts regarding “real 
rape:” in that cases are more likely to be per-
ceived as rape, and result in more perpetrator and 
less victim blame, if the perpetrator is a male 
stranger, the victim is female, the perpetrator 
uses physical force, the victim attempts to resist, 
and the victim reports the rape quickly and coop-
erates with police (see Nyúl et al., 2018).

Although research has identified these and 
other regularities in determinants of rape percep-
tions, six important caveats are in order. First, our 
review was of necessity incomplete. Space did 
not permit us to explore the many nuances, con-
tingencies, inconsistencies, and methodological 
issues of the studies addressing each topic. This 
is true of other major reviews of literature on jury 
perceptions of rape (e.g., Van der Bruggen & 

Grubb, 2014). This puts readers at risk of devel-
oping oversimplified views of given sets of 
findings.

Second, multiple dependent measures are 
common in rape perceptions research, including 
blame of each party and guilt judgments, among 
others. It is often the case that results for the vari-
ous measures do not correspond. Predictions are 
often supported for some measures and not oth-
ers, and in ways that are not replicated across 
studies. This makes it difficult to confidently 
identify replicable patterns of effects in some 
areas of rape perceptions research.

Third, many studies suffer from methodologi-
cal flaws, yet are cited in support of their main 
hypotheses by subsequent researchers without 
report or discussion of those flaws (see Lindren, 
Parkhill, George, & Hendershot, 2008; van der 
Bruggen & Grubb, 2014, for discussions of such 
problems). Though this is true for other areas of 
research as well, we nevertheless caution readers 
of rape perceptions literature to go to original 
sources where possible to gain a better under-
standing of overall effects of the many variables 
studied in this domain.

Fourth, much of the foundational research 
done on the topic of rape was performed decades 
ago, and is in need of modern replication. 
Indeed, few things have changed as rapidly in 
recent times as our understanding and socializa-
tion surrounding gender, and very recently, sex-
ual assault, underscoring increased need to 
ensure that foundational findings still hold true 
today.

Fifth, most research in this domain is con-
ducted with  samples of university students. 
Sample limitations are always an issue for who 
would wish to apply results in trial of rape 
cases. But it is arguably a greater issue recently, 
as campuses have provided sexual assault train-
ing classes and other rape-related education, 
and publish explicit policies covering issues 
such as those shown in this review to affect jury 
verdicts. When research concerns basic cogni-
tive processes and behavioral principles, it is 
less likely that one will get fundamental differ-
ences between samples. But when the research 
domain concerns attitudes that are shaped by 
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culture, including the micro culture of college 
campuses, such  differences become more 
likely. It remains for future research to examine 
sample effects more closely to determine if 
there are significant differences in the way col-
lege students versus community members per-
ceive rape cases. Research could also profitably 
address the issue of whether sexual assault 
training programs affect student rape percep-
tions in mock jury research such as that 
reviewed herein. This may be a vain hope, how-
ever, as indicated by the previously reviewed 
failures of training programs to affect police 
judgments of rape.

 What about the issue of innocent 
alleged perpetrators?

A sixth and final caveat is in order, regarding the 
failure of existing jury research on rape percep-
tions to address the circumstances leading to 
inappropriate perpetrator blame. In the age of 
“#metoo”, there may be a tendency to presume a 
man guilty of rape allegations, particularly when 
he possesses characteristics consistent with ste-
reotypes of rape perpetrators: such as athletes 
(particularly Black athletes), for example. As for 
that matter, research is lacking concerning such 
stereotypes. What categories of males do we pre-
sume guilty and why? Other than degree of force 
used, how do the male’s behaviors matter? What 
is our cultural script for false allegations of rape, 
and how does failure to fit that script affect per-
ceived perpetrator blame and guilt? Though 
many such questions may seem to have been 
addressed in the existing literature (because some 
factors raise and others lower perpetrator blame), 
they have not been the focus of the research, and 
the research questions have been largely pre-
sented in the context of discussions of inappro-
priate victim blaming. This focus, of course, 
restricts what research questions are asked. Even 
if one adopts the view that errors are more likely 
to be made toward inappropriate disbelief of true 
victims, there are, nevertheless, wrongfully con-
victed innocent alleged perpetrators: and greater 
understanding of these errors is needed.
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Policing Sexual Assault: Lessons 
Learned in Los Angeles

Katharine Tellis and Cassia Spohn

In this chapter, we analyze police and prosecutorial 
decision making in sexual assault cases because 
our research in Los Angeles revealed that decisions 
made by police and prosecutors cannot be exam-
ined in isolation from one another (Spohn & Tellis, 
2012, 2014, 2018). Examining only cases that are 
formally cleared by arrest or focusing only on 
charging decisions that follow the arrest of a 
 suspect may be ignoring important aspects of 
police and prosecutorial decision making and may 
lead to misleading conclusions about the factors 
that influence arrest and charging decisions. It is 
important to disentangle these overlapping 
 decisions and, in so doing, illuminate the ways that 
law enforcement policies and practices contribute 
to high rates of sexual assault case attrition.

 Prior Research on Prosecuting 
Sexual Assault

There is very limited research on police decision 
making in sexual assault cases and much of the 
research that does exist is dated. Researchers have 
examined the decision to unfound the charges 
(Alderden & Ullman, 2012; Kerstetter, 1990; 

LaFree, 1989; Spohn, White, & Tellis, 2014), the 
decision to make an arrest (Alderden & Ullman, 
2012; Bachman, 1998; Bouffard, 2000; Du Mont 
& Myhr, 2000; Horney & Spohn, 1996; LaFree, 
1981), and the decision to present the case to the 
prosecutor for charge evaluation (Alderden & 
Ullman, 2012; Spohn & Tellis, 2014). These stud-
ies reveal that police decision making is influ-
enced by a combination of legal and extra-legal 
factors. An early study (LaFree, 1981), for 
 example, found that the decision to arrest was 
affected by the victim’s ability to identify the 
 suspect, the victim’s willingness to prosecute, 
whether the victim engaged in any type of mis-
conduct at the time of the incident, the prompt-
ness of the victim’s report, whether the victim was 
assaulted by an acquaintance rather than a 
stranger, and the suspect’s use of a weapon. On 
the other hand, the arrest decision was not affected 
by the victim’s race, whether the victim resisted, 
the location of the incident, whether there was a 
witness who could corroborate the victim’s alle-
gations, or whether the victim was injured. These 
findings led LaFree (1981) to conclude that the 
emphasis on the role played by the victim’s back-
ground characteristics was “greatly overstated” 
and that “legally relevant variables were para-
mount” (p. 592). However, more recent research 
calls this conclusion into question. Bouffard 
(2000) found that arrest was more likely if the 
 victim and suspect had a prior relationship, the 
victim agreed to undergo a sexual assault exam, 
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and the credibility/seriousness score of the crime 
was higher. Alderden and Ullman (2012)  similarly 
found that police decision making was deter-
mined primarily by extra-legal factors—the vic-
tim’s preference for how the case should be 
handled, discrepancies in victim statements, and 
victim resistance—while Schuller and Stewart 
(2000) found that police officers’ responses to 
sexual assault vignettes were affected by the 
intoxication and credibility of the complainant.

The findings regarding prosecutors’ charging 
decisions in sexual assault cases are very similar. 
This research, which is much more extensive than 
the research on police decision making, reveals 
that although these decisions are strongly 
 influenced by legally relevant factors such as the 
 seriousness of the crime, the offender’s prior 
criminal record, and the strength of the evidence 
in the case (Alderden & Ullman, 2012; Frazier & 
Haney, 1996; Kingsnorth, MacIntosh, & 
Wentworth, 1999; Spohn & Holleran, 2001; Tellis 
& Spohn, 2008), victim characteristics also play a 
role. Studies have documented the influence of 
the victim’s age, occupation, and  education 
(McCahill, Meyer, & Fischman, 1979), “risk-tak-
ing” behavior such as hitchhiking, drinking, or 
using drugs (Alderden & Ullman, 2012; LaFree, 
1981; McCahill et al., 1979; Spohn & Holleran, 
2001; Tellis & Spohn, 2008), and the character or 
reputation of the victim (Alderden & Ullman, 
2012; Feldman-Summers & Lindner, 1976; Field 
& Bienen, 1980; Martin & Powell, 1994; 
McCahill et  al., 1979; Reskin & Visher, 1986; 
Spohn, Beichner, & Davis-Frenzel, 2001).

Research also has demonstrated that the rela-
tionship between the victim and the accused has 
a significant effect on charging decisions in sex-
ual assault cases. Consistent with Black’s (1976) 
relational distance theory, these studies con-
clude that reports of sexual assaults by strangers 
are less likely than reports of sexual assaults by 
acquaintances or intimate partners to be rejected 
by the prosecutor (Alderden & Ullman, 2012; 
Spohn et al., 2001; Tellis & Spohn, 2008); sex-
ual assaults involving strangers also are more 
likely to result in police and prosecutor agree-
ment on the severity of charges to be filed 

(Holleran, Beichner, & Spohn, 2010). Other 
studies find that different predictors affect 
charging decisions in stranger and acquaintance 
cases (Kingsnorth et  al., 1999; Spohn & 
Holleran, 2001). Spohn and Holleran (2001), 
for example, found that characteristics of the 
victim affected charging decisions only in cases 
involving non-strangers and that the suspect’s 
use of a gun or knife affected charging only in 
cases involving strangers.

Two studies used qualitative data to explore in 
more detail the reasons why prosecutors reject 
charges in sexual assault cases (Frohmann, 1991; 
Spohn et  al., 2001; see also, Frohmann, 1997). 
The notion that decisions in rape cases are affected 
by the “typifications of rape held by  processing 
agents” (LaFree, 1989: 241) plays a central role in 
the research conducted by Frohmann (1991, 
1997), who used data gathered during observa-
tions of the case screening process and interviews 
with prosecutors to analyze explanations of and 
justifications for case rejection. Frohmann (1991) 
asserted that prosecutors’ concerns about convict-
ability led them to question the credibility of the 
rape victim and the veracity of her story. She 
found that prosecutors used inconsistencies in the 
victim’s story, incongruities between the victim’s 
account and prosecutors’ beliefs about “typical” 
rapes, and assertions about ulterior motives on the 
part of the victim to justify case rejection. Spohn 
and her colleagues (Spohn et al., 2001) used data 
on sexual assaults cleared by arrest in Miami to 
replicate and extend Frohmann's (1991) research. 
Their examination of prosecutors’ written justifi-
cations for rejecting charges in these cases led 
them to conclude that the prosecutor’s assessment 
of the likelihood of conviction was based on fac-
tors other than typifications of rape and rape vic-
tims. In a substantial number of their cases, the 
decision to reject charges could be traced to the 
victim’s failure to appear for a pre-file interview, 
the victim’s refusal to cooperate in the prosecu-
tion of the case, or the victim’s admission that the 
charges were fabricated. As they noted, in these 
types of cases “the odds of conviction were low 
(or nonexistent), not because the prosecutor 
believed that the facts in the case contradicted 
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potential jurors’ assumptions about rape and rape 
victims, but because the unavailability of a victim 
who was willing to  testify made it impossible to 
proceed with the case” (Spohn et al., 2001: 228).

In summary, prior research on police and 
 prosecutorial decisions in sexual assault cases 
suggests that these decisions are affected by a 
combination of legal and extra-legal factors. As 
they evaluate cases and assess the likelihood of 
prosecution and conviction, police and prosecu-
tors consider, not only the seriousness of the 
offense and the strength of evidence against the 
defendant but also the characteristics, behavior, 
and reputation of the victim, the relationship 
between the victim and the suspect, and the will-
ingness of the victim to cooperate in the investi-
gation of the case.

 Theoretical Perspectives on Police 
and Prosecutor Decision Making

Research on police and prosecutor decision 
 making is somewhat atheoretical. Black (1976, 
1980, 1989) contended that police decision mak-
ing is predictable from the sociological theory of 
law, which holds that the quantity of law applied 
in any particular situation depends on factors such 
as the social status of those involved, the rela-
tional distance between the parties, and the degree 
of informal social control to which the parties are 
subjected. In discussing the investigation of 
crimes by detectives, Black (1980) argued the 
amount of time and energy that will be devoted to 
a case will depend, not only on the seriousness of 
the crime but also on the social status, back-
ground, reputation, and credibility of the victim 
and suspect. Although this perspective has not 
been applied to decisions made by prosecutors, it 
clearly is relevant. Prosecutors, like police, will 
devote more resources to cases that have a strong 
likelihood of a successful outcome.

Another theoretical perspective applicable to 
decision making in sexual assault cases is the 
focal concerns perspective (Steffensmeier, Ulmer, 
& Kramer, 1997). Although this perspective was 
developed to explain judges’ sentencing deci-
sions, it has been applied to prosecutors’ charging 

decisions (see, for example, Spohn et  al., 2001) 
and, as we explain below, is also relevant to police 
decision making. According to this perspective, 
judges’ sentencing decisions are guided by three 
focal concerns: their assessment of the blamewor-
thiness of the offender; their desire to protect the 
community by incapacitating dangerous offend-
ers or deterring potential offenders; and their 
 concerns about the practical consequences, or 
social costs, of sentencing decisions. The first 
focal concern—offender blameworthiness—
reflects judges’ assessments of the seriousness of 
the crime, the offender’s prior criminal record, 
and the offender’s motivation and role in the 
offense. By contrast, the second focal concern—
protecting the community—rests on judges’ per-
ceptions of the dangerousness and threat posed by 
the offender and the offender’s likelihood of 
recidivism. Judges’ concerns about the practical 
consequences or social costs of sentencing deci-
sions reflect their perceptions regarding the 
offender’s ability “to do time” and the costs of 
incarcerating offenders with medical conditions, 
mental health problems, or dependent children, as 
well as their concerns about maintaining relation-
ships with other members of the courtroom work-
group and protecting the reputation of the court.

We suggest that the focal concerns that guide 
police and prosecutor decision making in sexual 
assault cases are similar, but not identical, to 
those that guide judges’ sentencing decisions. 
Like judges, police officers and prosecuting 
attorneys consider the seriousness of the crime, 
the degree of injury to the victim, and the blame-
worthiness and dangerousness of the offender. 
They also are concerned about the practical 
 consequences or social costs of their decisions, 
but their concerns focus more on the likelihood 
of conviction than the costs of incarceration. 
Although, technically, police decisions to 
unfound the report or arrest the suspect do not 
rest on an assessment of convictability, as a 
practical matter the police do take this into con-
sideration. They view the decision to arrest as 
the first step in the process of securing a convic-
tion in the case; as a result, they are reluctant to 
make arrests that are unlikely to lead to the 
 filing of charges against the suspect.
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We suggest that this concern with convictability 
creates what Frohmann (1997) refers to as a “down-
stream orientation” to decision makers who will 
handle the case at subsequent stages of the process 
(pg. 535). Whereas Frohmann (1997), whose work 
focused on charging decisions in sexual assault 
cases, argued that prosecutors consider how the 
judge, jury, and defense attorney will react to the 
case, we contend that the downstream orientation 
of detectives investigating sexual assault cases is to 
the prosecutors who make filing decisions. That is, 
detectives attempt to predict how prosecutors will 
assess and respond to the case. Because prosecu-
tors’ assessments of cases are based on a standard 
of convictability that encourages them “to accept 
only ‘strong’ or ‘winnable’ cases for prosecution” 
(Frohmann, 1991, p. 215), this means that detec-
tives’ decisions similarly will reflect their assess-
ment of the likelihood of conviction should an 
arrest be made. In sexual assault cases, in which the 
victim’s testimony is crucial, these assessments rest 
squarely on an evaluation of the victim’s credibil-
ity. As a result, if the victim’s allegations are 
 inconsistent or do not comport with detectives’ 
beliefs about the typical sexual assault or if the 
detective believes that the victim has ulterior 
motives for reporting the crime or will not cooper-
ate as the case moves forward, the likelihood of 
arrest will decrease.

Both the sociological theory of law and the 
focal concerns perspective suggest that the “social 
structure” (Black, 1989) of the case influences 
how the case will be handled. As stated by Black 
(1989), “the handling of a case always reflects the 
social characteristics of those involved in it” (pg. 
21) Similarly, the focal concerns perspective 
holds that the limited information available about 
the case, especially at early stages in the process, 
means that decision makers will “rely on attribu-
tional decision making processes that invoke soci-
etal stereotypes” (Johnson & Betsinger, 2009, 
p. 1055). In the context of police and prosecutor 
decision making generally and decisions to arrest 
and charge specifically, these perspectives suggest 
not only that the social  status of the complainant 
and suspect will be influential, but that stereo-
types of “real rapes” (Estrich, 1987) and “genuine 
victims” (LaFree, 1989) will also play a role. 

Thus, decisions to arrest and to charge the suspect 
will be based on a combination of factors related 
to crime seriousness and victim credibility. These 
perspectives suggest that arrest and prosecution 
will be more likely if the crime is serious, the vic-
tim and suspect are strangers, the victim was 
injured, the victim’s allegations are consistent 
with detectives’ “typifications of rape scenarios” 
(Frohmann, 1991, p.  217), and the victim is 
viewed as credible and without ulterior motives 
for making allegations against the suspect.

 Policy and Practice 
in the Investigation and Prosecution 
of Sexual Assault in Los Angeles

Spohn and Tellis’ (2012) research revealed that 
reports of sexual assault are handled differently 
by the Los Angeles Police Department (LAPD) 
and the Los Angeles County Sheriff’s 
Department (LASD). Crimes reported to the 
LAPD are initially handled by a uniformed 
patrol officer in one of the LAPD’s 21 divisions. 
The responding officer will prepare the initial 
report of the crime based on the statements of 
the victim and witnesses (if any); included will 
be a description of the suspect and, if known, 
identifying information about the suspect. If the 
crime was reported promptly, the responding 
officer also will collect evidence from the scene 
of the crime and from the victim and, if she 
agrees, transport the victim to a rape treatment 
center or other medical facility for a forensic 
medical exam. The case is then investigated by 
one of the detectives in that division who han-
dles sex crimes.

At the time of data collection, the LASD had a 
bifurcated approach to the investigation of sexual 
assault based on the age of the victim (Spohn & 
Tellis, 2012). Crimes involving victims 18 years 
old or older were handled in much the same way 
as are all sexual assaults reported to the LAPD; 
the initial report is taken by a sheriff’s deputy in 
the jurisdiction where the crime occurred and the 
case is then assigned to a detective from the 
 station house in that jurisdiction. Crimes involv-
ing victims under the age of 18 were referred to 
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the Special Victims Bureau; detectives assigned 
to this unit take the report from the victim and 
investigate the crime.

For both agencies the follow-up investigation 
is handled by the detective assigned to the case, 
who will pursue leads, interview the victim and 
any witnesses, and attempt to identify, locate, and 
interview the suspect. If the detective believes the 
complaint is false or baseless, s/he can unfound 
the report. If there is an identified suspect and 
probable cause to make an arrest, the detective 
can clear the case by arrest or, under specified 
circumstances, by exceptional means. If a sus-
pect has not been identified or there is not prob-
able cause to make an arrest, the case can be kept 
open or, in the vernacular of the LAPD, “IC’d” 
(investigation continuing).

 Los Angeles County District 
Attorney’s Office

Spohn and Tellis’ (2012) study also included the 
Los Angeles County District Attorney’s (LADA) 
office. Since 2001, the LADA has had a special-
ized sex crimes unit, the Victim Impact Program 
(VIP), that vertically prosecutes sexual assault. 
Each of the 11 branches of the District Attorney’s 
Office utilizes a VIP team approach, with an 
experienced attorney designated as the VIP 
Deputy-in Charge (DIC). The VIP DIC works 
closely with the DDAs assigned to the VIP team 
to ensure that sexual assault cases are appropri-
ately prepared and prosecuted. All DDAs 
assigned to a VIP team receive enhanced, on- 
going training focusing on legal issues, potential 
defenses, and trial tactics.

Although all of the prosecutors interviewed 
during our study affirmed that the Victim Impact 
Program is philosophically committed to the 
notion of vertical prosecution, many noted the 
case screening process varied by branch and the 
VIP Deputy-in-Charge. In some branches case 
screening and filing decisions are handled by the 
DIC, in others there is a  designated case screener, 
and in still others all members of the VIP team 
participate in case screening and make filing 

decisions. In branches where “everyone screens 
cases,” if the DDA screening the case decides to 
file charges, s/he is assigned to prosecute the 
case. As one respondent noted, “After filing, we 
own the case so we take the filing decision very 
seriously.” Another respondent expressed a more 
cynical attitude, noting that “If you file the dog, 
you walk the dog.” In some branches, the VIP 
DIC screens cases initially and decides whether 
the case should be rejected; cases that are not 
rejected outright are assigned to a member of the 
VIP team, who will conduct the pre-filing inter-
view with the victim and decide whether charges 
should be filed and, if so, what the charges 
should be. In other branches, the VIP DIC 
 conducts the interview with the victim and 
makes the filing decision; cases that are filed are 
assigned to a member of the VIP team for 
prosecution.

It is important to note the Los Angeles County 
District Attorney’s Office screens cases using a 
trial sufficiency standard (Jacoby, 1980). That is, 
the DDA will file charges only if there is suffi-
cient evidence to prove the case beyond a rea-
sonable doubt at a jury trial. Moreover, the policy 
in sexual assault cases is charges will not be filed 
without some type of corroboration of the vic-
tim’s testimony—DNA evidence that establishes 
the identity of the perpetrator,  injuries to the vic-
tim, witnesses who can corroborate the victim’s 
testimony, or physical or medical evidence that 
is consistent with the  victim’s account of the 
incident. Although there are some exceptions, a 
pre- filing interview designed to assess the vic-
tim’s credibility and willingness to cooperate in 
the prosecution of the case also is required. 
Many interviewees emphasized that rejection is 
likely if the incident is a “she said/he said” situ-
ation in which the victim is claiming she was 
forced to engage in sexual relations but the sus-
pect contends the sexual acts were consensual 
and there is no corroboration of the victim’s alle-
gations. In fact, when asked directly whether 
there are any types of “she said/he said” cases 
that would be filed without corroboration of the 
victim’s allegations, most admitted that there 
were not.
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 The Process of Case Clearance

According to the Uniform Crime Reporting 
Handbook (Federal Bureau of Investigation, 
2004), law enforcement agencies can clear 
offenses either by arrest or by exceptional means. 
The handbook states that “an offense is cleared 
by arrest, or solved for crime reporting purposes, 
when at least one person is (1) arrested, (2) 
charged with the commission of the offense, and 
(3) turned over to the court for prosecution 
(whether following arrest, court summons, or 
police notice)” (p.  79). Regarding exceptional 
clearances, the handbook notes that there may be 
occasions where law enforcement has conducted 
an investigation, exhausted all leads, and identi-
fied a suspect but is nonetheless unable to clear 
an offense by arrest. In this situation, the agency 
can clear the offense by exceptional means, 
 provided that each of the following questions can 
be answered in the affirmative (p. 80–81):

• Has the investigation definitely established the 
identity of the offender?

• Is the exact location of the offender known 
so that the subject could be taken into custody 
now?

• Is there enough information to support an 
arrest, charge,2 and turning over to the court 
for prosecution?

• Is there some reason outside law enforcement 
control that precludes arresting, charging, 
and prosecuting the offender?

To illustrate the types of cases that might be 
cleared by exceptional means, the handbook pro-
vides a list of examples, many of which involve 
the death of the offender or an offender who is 
unable to be arrested because s/he is being pros-
ecuted in another jurisdiction for a different 
crime or because extradition has been denied. 
One of the examples provided is when the “vic-
tim refuses to cooperate in the prosecution,” but 
there is an added proviso, which states that this 
alone does not justify an exceptional clearance 
and that the answer must also be yes to the first 
three questions outlined above (Federal Bureau 
of Investigation, 2004, p. 81).

Analysis of case outcomes and interviews 
with detectives and district attorneys revealed 
that both the LAPD and the LASD have compli-
cated rules for clearing cases, misinterpret UCR 
guidelines regarding the two types of case clear-
ances (cleared by arrest and cleared by  exceptional 
means), and overuse (misuse) the exceptional 
clearance. If the detective investigating the crime 
has identified a suspect and has probable cause to 
arrest the suspect, the detective will either arrest 
the individual and present the case to an DDA 
from the Victim Impact Program (VIP) of the Los 
Angeles County District Attorney’s Office for a 
filing decision, or delay making an arrest and 
present the case to an DDA for a pre-arrest charge 
evaluation.

The DDA reviewing the case following the 
arrest of the suspect can either accept the case for 
prosecution, send the case back to the investigat-
ing officer for further investigation (although this 
is complicated by the fact that charges must be 
filed within 48 hours of the suspect’s arrest), send 
the case to the city attorney for prosecution as a 
misdemeanor, or decline the case for prosecution. 
Because LAPD policy states that cases can be 
cleared by arrest only if the district attorney files 
charges, if charges are declined, the LAPD detec-
tive changes the case clearance category from 
cleared by arrest to cleared by exceptional means. 
The LASD does not have a similar policy, but, 
depending on the preferences of the detective’s 
supervisor and/or the detectives own interpreta-
tion of UCR policies on exceptional clearances, a 
LASD detective may also recategorize the case 
from cleared by arrest to cleared by exceptional 
means if the district attorney declines to file 
charges against the suspect. Because the UCR 
Handbook clearly states that cases can be cleared 
by exceptional means only if there is something 
beyond the control of law enforcement that 
 prevents them from making an arrest, this is a 
misuse of the exceptional clearance. Cases in 
which a suspect is arrested should be cleared by 
arrest, regardless of whether charges are filed by 
the district attorney.

Similar procedures are followed if the case is 
evaluated by the district attorney prior to the arrest 
of the suspect. If the evidence in the case meets 
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the district attorney’s standard for filing, the 
 suspect will be arrested and the case will be 
cleared by arrest. If the case is sent back for fur-
ther investigation or if the evidence is deemed 
insufficient to justify charging, the investigating 
officer will either continue the investigation and, 
once additional evidence is obtained, resubmit the 
case for a second review by the district attorney, 
or—and this is what more typically happens—
end the investigation and clear the case by excep-
tional means. This, too, may be a misuse of the 
exceptional clearance. If the detective has proba-
ble cause to make an arrest but the victim tells the 
district attorney that s/he does not want the sus-
pect arrested or is unwilling to cooperate in the 
prosecution of the case, the case can be cleared by 
exceptional means (provided that the identity and 
location of the suspect are known). Although one 
might argue that the suspect should be arrested if 
there is probable cause to make an arrest, the vic-
tim’s unwillingness to cooperate is something that 
is beyond the control of law enforcement. On the 
other hand, the case should not be cleared by 
exceptional means if the district attorney declines 
to file charges because the evidence in the cases 
does not meet the filing standard of proof beyond 
a reasonable doubt. If there is probable cause to 
arrest the suspect and the victim is cooperative, 
the suspect should be arrested and the case cleared 
by arrest, as there is nothing beyond the control of 
law enforcement that prevents them from making 
an arrest. Alternatively, the detective could con-
tinue the investigation and, once additional 
 evidence is obtained, resubmit the case to the dis-
trict attorney.

 Methodological Overview 
of the Los Angeles Study

Detailed information regarding the study’s meth-
odology are reported elsewhere (Spohn & Tellis, 
2012, 2014), but the basis of findings discussed 
here come from case files involving female vic-
tims over the age of 12 reported in 2008. Because 
our focus is on arrest and charging decisions, and 
because arrest (and charging) is not possible 

unless there is an identified suspect, this analysis 
includes all rape and attempted rapes in which 
the police knew the identify and location of the 
suspect. Of the 650 cases in the original sample, 
530 (81.5%) were cases with an identified sus-
pect. Because there were very few victims who 
were not white, Black, or Hispanic, we also elim-
inated cases (N = 31) involving victims who were 
Asian American or other races. This resulted in a 
data file with 491 cases; 171 were cases reported 
to the LAPD and 320 were cases reported to 
the LASD.

 Dependent and Independent 
Variables

Our dependent variables were measures of 
 decisions made by police and prosecutors. We 
began with the decision to arrest, conceptualized 
in two ways. The first is a dichotomous measure of 
whether the case was cleared by arrest and the sec-
ond is a dichotomous indicator of whether the sus-
pect was arrested. As explained above, both the 
LAPD and, to a lesser extent, the LASD change 
the case clearance category from cleared by arrest 
to cleared by exceptional means in cases in which 
they make an arrest but the district attorney does 
not file felony charges. Focusing only on cases that 
were cleared by arrest, in other words, means that 
not all cases that resulted in the arrest of a suspect 
are “counted” as arrests. Our third dependent vari-
able was a dichotomous indicator of whether the 
investigating detective presented the case to a 
DDA for pre-arrest charge evaluation. We also 
conceptualized the charging decision in two ways.5 
The first, which is the conceptualization used by 
prior research, examined charging outcomes only 
for cases that resulted in the arrest of a suspect 
(N = 210); the second, which we argue more accu-
rately captures the decisions that prosecutors 
make, examined charging decisions in all cases 
that were presented to the district attorney for a 
charge evaluation, regardless of whether the sus-
pect was arrested or not (N = 357). We used binary 
logistic regression analysis to analyze each of our 
dichotomous dependent variables.
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Our independent variables include victim char-
acteristics, indicators of crime seriousness, and 
measures of the strength of evidence in the case. 
The victim characteristics include the victim’s 
age, race/ethnicity, relationship with the suspect, 
whether the victim engaged in any “risk- taking 
behavior” at the time of the incident, and whether 
the case file indicated that the victim had charac-
teristics that would make police and prosecutors 
question her credibility. The “risk- taking” vari-
able, which reflects legally irrelevant stereotypes 
about real rapes and genuine victims, was a com-
posite variable because of the infrequency of any 
of these behaviors at the time of the incident. Of 
the cases in which the most serious charge was 
rape or attempted rape, 35.1% (N = 125) involved 
some type of risk-taking behavior, typically walk-
ing alone late at night or drinking alcohol.

The character/reputation variable was also a 
composite of several factors that might lead 
officials to question the victim’s credibility, 
such as whether there was information in the 
case file indicating the victim had a pattern of 
substance abuse, had a “disreputable” job (e.g., 
stripper, exotic dancer), was a prostitute, or had 
a criminal record. There were 49 cases (13.8%) 
with one or more of these were present.6 The 
final two victim characteristics measured 
whether the victim had mental health issues, or 
a noted motive to lie about being sexually 
assaulted.8

Our model also included a number of indica-
tors of case seriousness, including whether the 
most serious charge was rape, whether the 
 suspect used a weapon, whether the suspect 
physically as well as sexually assaulted the 
 victim, and whether the victim suffered some 
type of collateral injury.8 Finally, we measured 
whether the victim verbally or physically resisted 
the suspect.9

In terms of evidentiary factors, we measured 
the strength of evidence in the case, including 
whether the victim made a prompt report, 
 number of witnesses, whether the victim was 
willing to cooperate,10 whether evidence was 
collected from the victim or the scene of the 
incident, and whether the case was reported to 
LAPD or LASD.

 Findings

 Case Outcomes

The outcomes of the sexual assault cases reported 
to the LAPD and the LASD in 2008 are shown in 
Tables 34.1 and 34.2. The data presented in 
Table 34.1 indicate that, for both agencies, about 
one third of all rape and attempted rape cases 
with identified suspects were cases in which the 
final case clearance type was cleared by arrest. 
The rate was somewhat higher for the LASD 
(37.8%) than for the LAPD (25.1%). The per-
centage of cases in which a suspect was arrested 
(regardless of how the case was cleared) was 
46.8% overall; it was 40.4% for the LAPD and 
50.3% for the LASD.  Considering both law 
enforcement agencies, there were 357 cases in 
which the district attorney made a charging deci-
sion. As shown in Table 34.2, 147 cases (41.2%) 
were presented to an DDA before the suspect was 
arrested and 210 cases (58.8%) were presented 
after the suspect was arrested. Of the cases pre-
sented before arrest, the DDA filed charges in 
only 9 (6.1%) cases. By contrast, charges were 
filed in 106 (50.5%) of the cases presented to the 
DDA following the arrest of the suspect.

The data presented in Table 34.2 also demon-
strate that cases presented to the district attorney 
prior to the suspect’s arrest and subsequently 
rejected by the prosecutor who reviewed the case 
were, with only three exceptions, cleared by 
exceptional means. By contrast, cases rejected 
following the arrest of the suspect were either 
cleared by arrest (43.3%) or cleared by excep-
tional means (56.7%). Use of the exceptional 
clearance is problematic for both types of cases.

Turning first to cases cleared by exceptional 
means without the arrest of the suspect, all were 
cases in which the suspect’s identity was known, 
but we do not know whether the location of the 
suspect was known or whether the police had 
probable cause to make an arrest. Even assuming 
that criteria two and three were met, there is still a 
question of whether there was something beyond 
the control of law enforcement that prevented 
them from making an arrest. In 51 of the 133 
cases (38.3%), the victim indicated she did not 
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Table 34.1 Indicators of arrest: rape and attempted rape cases with an identified suspect, 2008

All cases 
(N = 491)

LAPD cases 
(N = 171)

LASD cases 
(N = 320)

N % N % N %
Case formally cleared by arrest 164 33.4 43 25.1 121 37.8
Suspect was arrested 230 46.8 69 40.4 161 50.3
Suspect was arrested or case presented to DA prior to arrest but rejected 
by DA

364 74.1 121 70.8 243 75.9

Table 34.2 Outcomes of cases presented to the Los Angeles district attorney for charge evaluation before and after 
arrest of suspect, 2008

Suspect arrested (N = 210) Suspect not arrested (N = 147)
N % N %

LDDA filed charges
  Yes 106 50.5 9 6.1
  No 104 49.5 138 93.9
Case clearance—cases rejected by LDDA
  Cleared by arrest 45 43.3 0 0.0
  Cleared by exceptional means 59 56.7 135 97.8
  Unfounded 0 0.0 3 2.2

want the suspect arrested and/or was unwilling to 
cooperate in the investigation and prosecution of 
the suspect, but the victims in the remaining cases 
(82/133 or 61.7%) were willing to cooperate. 
Assuming in these latter cases the police had 
probable cause to make an arrest, they should not 
have been cleared by exceptional means given the 
victim was willing to cooperate and there was 
nothing beyond the control of law enforcement 
that prevented them from making an arrest.

The 59 cases cleared by exceptional means 
following the arrest of the suspect—34 of which 
were investigated by the LASD and 25 of which 
were investigated by the LAPD—clearly should 
not have been cleared exceptionally. Because 
these cases resulted in the arrest of the suspect, 
by definition there was nothing beyond the con-
trol of the law enforcement agency that prevented 
the suspect’s arrest. These cases should have 
been cleared by arrest.

As these data indicate, 28.7% of the rape and 
attempted rape cases in which the police made an 
arrest were not cleared by arrest; rather, they were 
cleared by exceptional means when the district 
attorney refused to file felony charges. Moreover, a 
substantial proportion of rape and attempted rape 
cases were presented to the district attorney prior to 
the suspect’s arrest, and the outcomes of these cases 

were very different than the outcomes of cases pre-
sented following the suspect’s arrest. This suggests 
the decision to arrest is not adequately measured by 
examining only cases that were cleared by arrest 
and that the charging decision is not effectively 
measured by examining only cases that were evalu-
ated following the arrest of the suspect.

 Predictors of Police Decision Making

The results of our analysis of the two arrest vari-
ables and of the detective’s decision to present the 
case to the district attorney for charge evaluation 
prior to the arrest of the suspect are presented in 
Table 34.3. The decision to arrest the suspect was 
not affected by any of the victim characteristics; 
instead, this decision was affected by all of the 
indictors of crime seriousness except the type of 
resistance offered by the victim and by all four mea-
sures of the strength of evidence in the case. Arrest 
was more likely if the crime was more serious, as 
measured by whether the suspect physically, as well 
as sexually, assaulted the victim, whether the 
 suspect used a weapon, and whether the victim 
 suffered some type of collateral injury; by contrast, 
arrest was less likely if the crime involved rape 
rather than attempted rape. The police were more 
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likely to arrest the suspect if the victim reported the 
crime within one hour, the  victim was willing to 
cooperate in the investigation, and there was 
 physical  evidence from the victim or the crime 
scene; the likelihood of arrest also increased as the 
number of witnesses increased.

In contrast to these results, which suggest 
arrest decisions are based on legally relevant fac-
tors, the results of the analysis of cases that were 
officially cleared by arrest indicate that this out-
come was affected by a combination of indicators 
of crime seriousness and evidentiary strength and 
victim characteristics. The case was less likely to 
be cleared by arrest if the case file contained 
information that raised questions about the vic-
tim’s reputation or character, the victim had a 
motive to lie, or the case involved rape rather than 
attempted rape. Consistent with the results for the 
arrest decision, the case was more likely to be 
cleared by arrest if the suspect used a weapon, the 
victim suffered collateral injuries, the victim 
reported the crime within one hour, and the vic-
tim was willing to cooperate in the investigation 
of the crime. Neither outcome, on the other hand, 
was affected by the victim’s age, race/ethnicity, 
or relationship with the suspect; by whether the 
victim engaged in any risky behavior at the time 
of the incident or had a mental illness or mental 
health issues, or by the type of resistance offered 
by the victim.

We also analyzed whether the detective investi-
gating the crime presented the case/case file to the 
district attorney for a pre-arrest charge evaluation. 
The frequency with which sexual assault cases are 
presented to the district attorney for charge evalua-
tion prior to the suspect’s arrest, coupled with the 
fact that the outcomes of cases evaluated prior to 
and following the arrest of the suspect differ signifi-
cantly, suggests that it is important to identify the 
factors that predict whether cases will be evaluated 
before or after arrest. As shown in the third column 
of Table  34.3, only one victim characteristic—
whether the victim engaged in any risky behavior at 
the time of the alleged assault—influenced whether 
the case would be presented to the district attorney 
for a pre-arrest charge evaluation. Cases involving 
victims who engaged in risk-taking behavior were 

1.9 times more likely to be presented to the district 
attorney prior to the arrest of the suspect. 
Surprisingly, given the comments of detectives, 
many of whom stated that cases involving non- 
strangers were much more likely to be subjected to 
pre-arrest charge evaluation, the relationship 
between the suspect and the victim did not affect the 
likelihood that the case would be presented to the 
district attorney prior to the arrest of the suspect.

The odds of a pre-arrest charge evaluation also 
were affected by two indicators of crime serious-
ness and four measures of evidentiary strength. 
Compared to cases in which the most serious 
charge was attempted rape, cases in which rape 
was the most serious charge were over six times 
more likely to be presented to the district attorney 
before the suspect could be arrested. The likeli-
hood of a pre-arrest charge evaluation was 
 significantly lower for cases in which the suspect 
used some type of weapon, the victim reported 
the crime within one hour, the victim was willing 
to cooperate in the investigation, there was some 
type of physical evidence, and there were one or 
more witnesses.

 Predictors of Prosecutors’ Charging 
Decisions

The results of our analysis of these variables, shown 
in Table 34.4, reveal that different factors affect the 
two outcomes. Beginning with the more traditional 
conceptualization of charging—charging decisions 
that follow the arrest of the suspect—only three 
variables affect this outcome: victim age (charging 
is four and a half times more likely if the victim is 
under the age of 18); whether the victim had a 
motive to lie; and whether the victim was willing to 
cooperate in the investigation and prosecution of the 
case. In fact, prosecutors were nearly 19 times more 
likely to file charges if the victim was cooperative 
and they were about 6 times more likely to accept 
the case for prosecution if the victim did not have a 
motive to lie. Although our broader indicator of 
charging is affected in the same way by these three 
variables, it also is affected by the victim’s risk-
taking behavior, whether the most serious charge 
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Table 34.3 Results of the logistic regression analyses of three indicators of arrest outcomes

Suspect arrested Case cleared by arrest
Case presented to the DA for charge 
evaluation prior to suspect’s arrest

B SE Exp(B) B SE Exp(B) B SE Exp(B)
Victim Characteristics
  Victim is Less Than 18 0.16 0.27 1.17 0.43 0.29 1.54 0.01 0.01 1.01
  Race/Ethnicity
   Black
   Hispanic

−0.14
−0.07

0.34
0.28

0.87
0.93

0.36
0.38

0.37
0.30

1.43
1.47

−0.22
−0.21

0.40
0.32

0.80
0.81

  Relationship with
  Suspect
   Non-stranger
   Intimate partner

0.39
0.66

0.32
0.36

1.48
1.93

0.53
0.49

0.35
0.40

1.71
1.63

0.10
0.19

0.42
0.45

1.11
1.21

  Risk-taking behavior −0.21 0.26 0.81 −0.03 0.28 0.97 0.63∗ 0.32 1.88
  Questions about 

character/reputation
−0.11 0.33 0.89 −1.00∗ 0.43 0.37 0.24 0.40 1.28

  Mental Illness or 
mental health issues

−0.35 0.40 0.71 −0.80 0.49 0.45 0.72 0.45 2.05

  Has a motive to lie −0.32 0.33 0.73 −1.16∗ 0.41 0.31 −0.14 0.41 0.87
Indicators of crime 
seriousness
  Most serious charge is 

rape
−1.43∗ 0.40 0.24 −1.09∗ 0.38 0.34 1.83∗ 0.57 6.27

  Suspect physically 
assaulted victim

0.61∗ 0.24 1.84 0.21 0.26 1.23 −0.52 0.30 0.60

  Suspect used a 
weapon

0.92∗ 0.36 2.50 1.06∗ 0.37 2.88 −1.27∗ 0.50 0.28

  Victim suffered 
collateral injury

0.46∗ 0.22 1.58 0.72∗ 0.26 2.06 −0.31 0.29 0.73

  Type of resistance
    Verbal resistance 

only
    Physical resistance 

only
    Both verbal and 

physical resistance

−0.46
0.05
0.24

0.37
0.49
0.30

0.64
1.05
1.26

−0.59
−0.05
0.40

0.41
0.53
0.32

0.56
0.95
1.49

0.60
−0.28
−0.30

0.42
0.64
0.36

1.82
0.76
0.74

  Strength of evidence
    Victim reported 

crime within one 
hour

0.96∗ 0.29 2.61 0.55∗ 0.26 1.73 −1.54∗ 0.41 0.21

    Number of 
witnesses

0.36∗ 0.08 1.30 0.24∗ 0.08 1.27 −0.33∗ 0.10 0.72

    Victim is willing to 
cooperate

1.80∗ 0.28 6.03 2.28∗ 0.36 9.77 −1.74∗ 0.35 0.18

   Physical evidence 0.58∗ 0.25 1.78 0.26 0.27 1.30 −0.91∗ 0.31 0.40
Agency is LAPD −0.15 0.25 0.86 −0.17 0.27 0.84 −0.12 0.30 0.89
Constant −1.79∗ 0.63 0.17 3.30∗ 0.72 0.14 0.50 0.92 1.65
Nagelkerke R2 0.38 0.41 0.40

∗P ≤ 0.05. Significant coefficients are in bold

was rape rather than attempted rape, whether the 
suspect used a weapon, and whether the victim 
reported the crime within one hour. Consistent with 
the results of the arrest decisions, charging was not 

affected by the victim’s race/ethnicity or relationship 
with the suspect, whether the victim had a mental 
illness or mental health issues, or the type of 
resistance offered by the victim.
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Table 34.4 Results of the logistic regression analyses of charging decisions

Suspect arrested and DA filed 
charges
(N = 210)

Case presented To DA (before or after arrest) 
and DA filed charges
(N = 357)

B SE Exp(B) B SE Exp(B)
Victim characteristics
  Victim is less than 18 1.53∗ 0.45 4.60 1.58∗ 0.36 4.81
  Race/ethnicity
   Black
   Hispanic

0.78
0.78

0.54
0.43

2.19
2.19

0.57
0.54

0.45
0.36

1.77
1.72

  Relationship with suspect
   Non-stranger
   Intimate partner

−0.29
−0.20

0.54
0.58

0.75
0.82

−0.29
−0.13

0.44
0.46

0.75
0.88

   Risk-taking behavior −0.56 0.40 0.57 −0.60∗ 0.24 0.45
    Questions about character/

reputation
−0.17 0.58 0.84 −0.63 0.52 0.53

    Mental illness or mental 
health issues

−1.38 0.85 0.25 −0.95 0.60 0.39

   Has a motive to lie −1.81∗ 0.65 0.16 −1.52∗ 0.58 0.22
Indicators of crime seriousness
   Most serious charge is rape −0.48 0.50 0.62 −1.00∗ 0.45 0.037
    Suspect physically assaulted 

victim
−0.61 0.39 0.54 −0.34 0.32 0.71

   Suspect used a weapon 0.86 0.50 2.37 1.16∗ 0.44 3.20
    Victim suffered collateral 

injury
0.30 0.38 1.34 0.40 0.31 1.49

  Type of resistance
   Verbal resistance only
   Physical resistance only
    Both verbal and physical 

resistance

0.28
0.13
0.80

0.62
0.75
0.49

1.32
1.14
2.23

0.25
0.68
0.96∗

0.47
0.65
0.40

1.29
1.97
2.60

Strength of evidence
    Victim reported crime within 

one hour
0.42 0.42 1.52 0.80∗ 0.36 2.23

   Number of witnesses −0.03 0.10 0.97 0.06 0.10 1.07
    Victim is willing to 

cooperate
2.94∗ 0.72 18.84 2.70∗ 0.54 14.80

   Physical evidence −0.03 0.39 0.97 0.21 0.32 1.23
Agency is LAPD 0.69 0.40 1.99 0.38 0.33 1.46
   Constant −3.35∗ 1.18 0.04 −3.72∗ 0.92 0.02

   Nagelkerke R2 0.40 0.43
∗P ≤ 0.05. Significant coefficients are in bold

 Policing Sexual Assault: Research 
and Policy Implications

Our analyses reveal that arresting and charging 
decisions are affected by legally relevant indica-
tors of case seriousness and evidentiary strength 
and, depending upon the way outcomes are opera-
tionally defined, by legally irrelevant indicators of 

the victim’s behavior at the time of the incident 
and her character, reputation, and motivation in 
reporting the crime to the police. These findings 
are consistent with the focal concerns perspective 
and, to a lesser extent, with Black’s sociological 
theory of law. They suggest that the decisions of 
police and prosecutors, like those of judges, are 
affected by perceptions of crime seriousness and 
offender dangerousness and by assessments of the 
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likelihood of conviction, which are themselves 
influenced not only by the strength of evidence in 
the case but also by stereotypes (Johnson & 
Betsinger, 2009) or typifications (Frohmann, 
1991, 1997) of rape and rape victims. Our results 
thus provide further evidence of the utility of the 
focal concerns perspective and its applicability to 
decisions other than sentencing.

Our findings are not consistent with Black’s 
(1989) assertions that the “handling of a case 
always reflects the social characteristics of those 
involved in it” (p. 21). The race/ethnicity of the 
victim did not affect any of the case outcomes 
and the age of the victim affected charging, but 
not arrest, decisions. In contrast to prior research 
(Frazier & Haney, 1996; Holleran et  al., 2010; 
Tellis & Spohn, 2008), which found that sexual 
assaults involving strangers were treated more 
harshly than those involving acquaintances or 
intimate partners, we also found that the victim/
suspect relationship did not affect any of the out-
comes we examined. This is surprising, given 
Black’s (1976) contention that case outcomes are 
affected by the “relational distance” between the 
victim and the suspect and given that all of the 
cases included in our study were cases with an 
identified suspect. The fact that the relationship 
between the victim and suspect did not affect 
case outcomes once other victim characteristics, 
indicators of case seriousness, and measures of 
evidentiary strength were taken into consider-
ation suggests that it is not the victim/suspect 
relationship per se that influences arresting and 
charging decisions; rather, the characteristics of 
cases and the strength of the evidence vary 
depending on the type of relationship.

The findings of this study make a number of 
important methodological contributions.

Prior research on police and prosecutorial 
decision making has been criticized for failure to 
control adequately for crime seriousness and 
strength of evidence in the case, with critics argu-
ing that models that lack these measures are mis-
specified. Because we had access to the case files, 
we were able to collect detailed data on physical 
evidence, witnesses, whether the victim was will-
ing to cooperate, and whether the victim reported 
the crime promptly. We also were able to collect 

several indicators of crime seriousness—whether 
the suspect used a weapon or physically assaulted 
the victim and whether the victim suffered some 
type of collateral injury. The fact that we were 
able to control for these legally relevant factors 
may explain why some of the factors identified 
by prior research did not affect the arrest and 
charging decisions we examined.

We also demonstrate the importance of the 
ways in which arrest and charging decisions are 
conceptualized and operationalized. The concept 
of “cleared by arrest” plays a key role in research 
on police and prosecutorial decision making. 
Policing researchers often operationalize the deci-
sion to arrest based on whether the crime was 
cleared by the arrest of a suspect and researchers 
examining prosecutorial charging decisions typi-
cally examine data on cases that resulted in an 
arrest and were presented by law enforcement for 
a formal charging decision. These operational 
definitions are based on assumptions that all cases 
that result in the arrest of a suspect are cases that 
are cleared by arrest and that the only cases on 
which prosecutors make charging decisions are 
cases in which a suspect was arrested. As we have 
shown, these assumptions are not necessarily 
valid. At least in Los Angeles and for sexual 
assault, a substantial proportion of cases in which 
a suspect was arrested were not cleared by arrest. 
Moreover, a significant number of cases were 
evaluated—and rejected for prosecution—by the 
district attorney prior to the arrest of the suspect. 
Defining the decision to arrest as cases that were 
formally cleared by arrest and operationalizing 
the charging decision as cases that were evaluated 
following arrest is misleading, as doing so under-
counts both types of decisions.

Further evidence of this surfaced in our multi-
variate analyses of arresting and charging 
 decisions. We found that the predictors of these 
outcomes varied depending on the way in which 
the outcome was defined. For example, none of 
the victim characteristics affected whether the 
suspect was arrested by the police, but whether 
there were questions about the victim’s character 
or reputation and whether the victim had a motive 
to lie about the incident predicted the likelihood 
that the crime would be cleared by arrest. 
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These differences reflect the fact that many of 
the cases that resulted in the arrest of the suspect, 
but did not result in the filing of charges by the 
prosecutor, are not defined as cases that are cleared 
by arrest (due to the fact that the detective changed 
the case clearance from cleared by arrest to cleared 
by exceptional means). The cleared by arrest vari-
able, in other words, conflates decisions made by 
police and prosecutors. The fact that these victim 
characteristics affected whether the case was 
cleared by arrest but not whether the police made 
an arrest suggests that the police are willing to 
make arrests in potentially problematic cases but 
that prosecutors are not willing to file charges in 
these cases. Alternatively, it may be that questions 
about the victim’s character, reputation, or moti-
vation for filing the complaint do not surface—or 
do not raise red flags if they do—until the victim 
is interviewed by the district attorney.

We also found that different variables affected 
our two indicators of charging. When we used the 
traditional operational definition—the suspect 
was arrested and the district attorney evaluated 
the case for prosecution—we found that only 
three variables (the victim’s age, whether the vic-
tim was willing to cooperate, and whether the 
victim had a motive to lie) affected the likelihood 
of charging. Our analysis of the charging variable 
that combined cases screened before and after the 
arrest of the suspect revealed that four additional 
variables—whether the victim engaged in risky 
behavior, whether the most serious charge was 
rape, whether the suspect used a weapon, and 
whether the victim reported the crime within one 
hour—had an effect. These results suggest that 
detectives present problematic cases in which 
there is an identified suspect and in which there 
may be probable cause to make an arrest to the 
district attorney for a charge evaluation before 
arresting the suspect and that these cases are 
rejected for prosecution. That this is, in fact, what 
is occurring was confirmed by our analysis of the 
detective’s decision to present the case to the dis-
trict attorney for a pre-arrest charge evaluation. 
Detectives were significantly more likely to bring 
the case to the district attorney before arresting 
the suspect if the victim engaged in risky behav-
ior, did not report the crime promptly, and was 

unwilling to cooperate as the case moved  forward; 
if the suspect did not use a weapon; if there was 
no physical evidence, and if there were no or few 
witnesses. In fact, we found that the various mea-
sures of the strength of evidence in the case had a 
positive effect on whether the suspect would be 
arrested and whether the case would be cleared 
by arrest, but a negative effect on whether the 
case would be presented to the district attorney 
for charge evaluation prior to the arrest of the 
suspect. Coupled with the fact that all but 9 of the 
147 cases evaluated by the district attorney prior 
to the arrest of the suspect were rejected for pros-
ecution, this suggests that pre-arrest charge eval-
uation is an important component of both police 
and prosecutorial decision making.

Several of our other findings merit comment. 
We found that only one variable—whether the 
victim was willing to cooperate in the investiga-
tion and prosecution of the case—affected all five 
of the outcomes we examined. In fact, victim 
cooperation had a substantial effect on each out-
come. The police were six times more likely to 
arrest the suspect and were nearly 10 times more 
likely to clear the case by arrest if the victim was 
cooperative; they were significantly less likely to 
present the case to the district attorney for a pre- 
arrest charge evaluation if the victim was willing 
to cooperate. The effect of victim cooperation on 
charging decisions was even more pronounced; 
cases with a cooperative victim were almost 15 
times more likely to result in the filing of charges 
before or after the suspect’s arrest and were 
almost 19 times more likely to result in the filing 
of charges following the arrest of the suspect. 
These findings, although not surprising, point to 
the importance of the individual-level dynamic 
between victims and detectives and between 
 victims and prosecutors.

Our results have important policy implications. 
We found that law enforcement officials in Los 
Angeles overuse (in fact, misuse) the exceptional 
clearance in two important situations: when an 
arrest does not lead to the filing of felony charges 
and when cases are rejected for prosecution dur-
ing the pre-arrest charge evaluation. Regarding 
the first situation, cases that result in the arrest of 
a suspect should be cleared by arrest, as these 
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cases do not meet the fourth requirement for 
clearing cases by exceptional means. Given that 
the suspect was arrested, there is by definition 
nothing beyond the control of law enforcement 
that prevents an arrest. Thus, cases in which a sus-
pect is arrested should be cleared by arrest. The 
second situation in which cases may be cleared 
incorrectly by exceptional means is where proba-
ble cause to arrest the suspect exists but the detec-
tive chooses instead to present the case to the 
district attorney’s office, where charges are 
rejected based on insufficient evidence. Like the 
first scenario, this situation is problematic in that 
it does not involve something beyond the control 
of the law enforcement that prevents the arrest of 
the suspect. There is probable cause to make an 
arrest but the case is cleared exceptionally because 
a prosecutor determined that the evidence is 
 insufficient to prove the case beyond a reasonable 
doubt to a jury.

Whether a suspect is arrested should not be 
contingent on whether the prosecuting attorney 
believes that the evidence meets the standard of 
proof beyond a reasonable doubt and that the 
case therefore would result in a jury conviction. 
Doing so subjects the decision to arrest to a 
higher standard of proof than is required by law 
and effectively gives the prosecutor control over 
the decision to arrest. It also means that individu-
als who may have committed a serious crime are 
not held accountable for their behavior and denies 
justice to victims who made a difficult decision to 
report the crime and are willing to cooperate with 
the police and prosecutor as the case moves 
 forward. Failure to make an arrest in spite of 
probable cause to do so is reminiscent of police 
inaction in response to domestic violence prior to 
the implementation of mandatory arrest policies. 
Although we are not suggesting that police 
departments should adopt mandatory arrest poli-
cies for sexual assault cases, they should make an 
arrest when there is sufficient evidence that a 
crime occurred and that the suspect is the person 
who committed the crime.

Clearly, there are cases where the police 
 cannot—indeed should not—make an arrest. If 
probable cause to arrest does not exist or if the 
prosecutor rejects the case for further investigation 

as a result of a pre-arrest screening process, the 
case should be left open and investigated further. 
These cases should not be cleared by exceptional 
means, as they do not meet the UCR criterion that 
there must be “enough information to support an 
arrest, charge, and turning over to the court for 
prosecution.” The case cannot be solved—that is, 
cleared—if probable cause to make an arrest does 
not exist. Cases in which the police know who and 
where the suspect is and in which probable cause 
exists to make an arrest, but the victim refuses to 
cooperate with the police can legitimately be 
cleared by exceptional means if the victim’s lack 
of cooperation means that the police cannot make 
an arrest.

We believe that our study, which was 
 conducted in one of the largest and most diverse 
cities in the United States, makes important theo-
retical and methodological contributions to our 
understanding of police and prosecutorial 
 decision making. However, our approach is not 
without limitations, the most important of which 
stems from our reliance on the information 
 contained in official case files. Although we were 
provided with redacted copies of all documents 
in the case files, the material contained in the files 
ultimately reflects the perceptions and biases of 
individual law enforcement officers, who 
describe the incident, recount the victim’s allega-
tions, and document the results of interviews 
with victims, witnesses, and suspects. Although 
we have no reason to believe that their accounts 
were slanted or written in such a way as to make 
the department “look good,” there is obviously a 
possibility of “biased reporting,” which we 
 cannot measure or take into consideration.

 Conclusion

The findings of our study illuminate the ways in 
which the decisions of police and prosecutors 
overlap and influence one another. Our findings 
also illustrate that, at least in the context of sexual 
assault, it is misleading to assume that data on 
cases cleared by arrest accurately reflect police 
arrest decisions and that data on cases that were 
evaluated for charging following the arrest of the 
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suspect accurately capture prosecutors’ charging 
decisions. More importantly, our findings illus-
trate that the conclusions we draw about the fac-
tors that influence sexual assault case outcomes 
depend to some extent on the conceptualization 
and operationalization of decisions to arrest and 
charge. Our research has attempted to disentangle 
these complicated relationships in one jurisdic-
tion and with respect to one type of crime. Future 
research should focus on determining whether 
these overlapping decision rules are found in 
other jurisdictions and for other types of crimes.

 Notes

 1. To enhance our understanding of policies 
and practices that guided the handling of 
sexual assault cases and to enable us to more 
accurately interpret the quantitative data, we 
also conducted interviews with LAPD and 
LASD detectives who had experience inves-
tigating sexual assaults, and DDAs from the 
Victim Impact Program. During June and 
July of 2010, we interviewed 52 detectives 
from the LAPD, 24 detectives from the 
LASD, and 30 attorneys from the Los 
Angeles County District Attorney’s Office. 
For a more detailed description of the poli-
cies and procedures in Los Angeles, see 
(AUTHOR’S CITE).

 2. This refers to a police booking procedure; not 
a prosecutorial filing decision (FBI Section 
Chief R.  Casey, Personal Communication, 
January 14, 2011).

 3. The LAPD currently has 21 divisions in 4 
bureaus, but in 2008 there were only 19.

 4. Our goal was to select 6 cases from each case 
closure type from each of the 19 divisions 
that existed in 2008. This would have pro-
duced a sample of 456 cases. Because each 
division did not necessarily have 6 cases 
from each case closure type in 2008, the final 
sample included 401 cases. We created a 
weighted sample that divided the percentage 
of each stratum (that is, each case closure 
type for each division) in the population of 
cases by the percentage of each stratum in 

the sample. We use the unweighted data 
when we are focusing on a particular type of 
case closure (e.g., unfounded cases or cases 
that were cleared by exceptional means). We 
use the weighted data when discussing 2008 
case outcomes and when providing descrip-
tive statistics for these cases. 5.

 5. We were unable to separately analyze cases 
that were presented to an DDA for a pre- arrest 
charge evaluation due to the fact that all of 9 of 
these 147 cases were rejected for prosecution.

 6. This variable was coded 1 if the case file 
indicated that the victim was currently or had 
been in the past a patient at a mental health 
facility, that the victim was taking medica-
tion for a mental health problem, or if a fam-
ily member or friend told the responding 
officer or the detective that the victim had a 
mental illness or mental health issues.

 7. Information about whether the victim had a 
motive to lie was obtained either from the vic-
tim’s statement, the interview of the victim by 
the investigating officer, or the statement of 
witnesses. Examples of the types of state-
ments found in the case file regarding the vic-
tim’s motive to lie are the following: “all 
informants interviewed said the victim fabri-
cated the incident because her parents found 
out she was sexually active,” “victim was 
angry with suspect because he would not give 
her crack cocaine,” “the victim was angry that 
the suspect returned to his wife,” “the victim 
is involved in a custody dispute with the sus-
pect,” “victim was angry with suspect because 
he broke off the affair with her,” “victim did 
not want her mother to find out what she did,” 
“victim was cheating on her husband with the 
suspect,” “suspect (victim’s boyfriend) was 
flirting with another woman at a party,” “sus-
pect has nude photos of victim and victim 
found out that suspect has another girlfriend,” 
“the girls were afraid that they would get in 
trouble for coming home late.”

 8. This information was obtained from the report 
of the sexual assault examination, from the 
responding officer’s description of the victim’s 
physical condition, and/or from the victim’s 
and/or witnesses’ statements in the case file.
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 9. The type of resistance was obtained from the 
victim’s statement. We originally coded six 
types of verbal resistance (cried, screamed, 
refused/protested/said stop, attempt to dis-
suade/fool, calls names/denigrates suspect, 
passive/saying nothing) and five types of 
physical resistance (fled/attempted to flee, 
resisted/struggled, fought (hit, scratched, 
bit), used a weapon to defend, passive/did 
nothing to resist). Because there could be 
multiple types of verbal and physical resis-
tance, we coded verbal resistance 1 if the 
case file indicated that there was any type of 
verbal resistance; similarly, we coded physi-
cal resistance 1 if the case filed indicated that 
there was any type of physical resistance.

 10. Whether the victim was willing to cooperate 
with the detective assigned to the case was 
determined from the case file. If the victim 
was uncooperative, it would be noted in the 
file by the investigating officer (IO). For 
example, the IO might have noted that he/she 
had attempted to contact the victim but the 
victim refused to talk to him/her (either via 
telephone or in person), that the victim stated 
that she did not want anything to happen to 
the suspect/that she did not want the suspect 
arrested, that the victim said (for a variety of 
reasons) that she did not want to take the 
case to court, that the victim stated that she 
was no longer interested in pursuing a crimi-
nal prosecution, or that the victim refused to 
participate in a pre-filing interview with the 
district attorney’s office.
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Reporting Sexual Assault: Process 
and Barriers Victims Experience

William T. O’Donohue

Sexual assault is a prevalent problem, with 18.3% 
of women and 1.4% of men endorsing an experi-
ence of sexual victimization within a single year 
(Basile et al., 2011). However, research has sug-
gested that less than half of victims disclose the 
assault during the first 3  days post-assault, and 
approximately 33% wait over a year to do so 
(Ahrens, Stansell, & Jennings, 2010). Further, 
there is also evidence that less than half of all sex-
ual assault incidents are ever reported to law 
enforcement (Greenfield, 1997; Rennison & Rand, 
2002; as cited Zinzow & Thompson, 2011). 
Various explanations have been advanced to 
account for these findings, including a lack of 
awareness of what sexual assault is (e.g., Littleton, 
Rhatigan, & Axsom, 2007) and fear of being 
blamed or disbelieved (e.g., Tjaden & Thoennes, 
2000). In addition, it has been alleged that if sexual 
assault reporting is handled poorly, a “second trau-
matization” can occur for the victim (Brown, 
Hamilton & O’Neill, 2007). Given these findings, 
further examination of the literature on the report-
ing of sexual assault, including a review of barriers 
victims experience that influence their decision to 
report, is warranted. The purpose of this chapter is 
to examine the definitions of sexual assault, how 
victims report an incident, and what factors make 
the process of reporting difficult for victims.

 What Is Sexual Assault?

Littleton et  al. (2007) conducted a literature 
review of “unacknowledged rape” to address the 
large percentage of undisclosed sexual assault, 
arguing that non-reporting may be at least par-
tially attributable to a lack of awareness on the 
victim’s part that the experience was indeed a 
sexual assault. These researchers found that as 
few as 42% and as high as 73% of participants in 
the reviewed studies were considered “unac-
knowledged victims.” In one particular study, it 
was found that 44% of women had, by the legal 
definition in California, been victims of sexual 
assault based upon a series of 38 questions 
assessing for sexual assault history, but only 
22% participants responded yes to the question 
“at any time in your life, have you ever been the 
victim of a rape or attempted rape?” (Russell, 
1982). Koss, Gidycz, and Wisniewski Koss, 
Gidycz, and Wisniewski (1987) found similar 
findings, as their results indicated there was a 
100–150% greater rate of self-reported sexual 
victimization in their sample than data gathered 
in the National Crime Statistics, which may be 
due to wording used by Koss and colleagues 
(Koss et al., 1987). Specifically, the researchers 
asked questions that avoided using the term 
“rape” and instead asked specific questions 
assessing whether participants had ever engaged 
in sexual intercourse without consenting. Given 
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these findings, it may be that people’s definition 
of what constitutes a sexual assault differs from 
state laws and researchers, which makes it trou-
bling to accurately explore the rates of these 
crimes and assist victims with the recovery pro-
cess and adjudication of perpetrators.

 The Process of Reporting Sexual 
Assault

 Reporting Sexual Assault to Law 
Enforcement

For victims of sexual assault, one pathway to 
reporting the incident is to disclose the assault to 
law enforcement. This pathway has a number of 
advantages including possibly increasing the vic-
tim’s immediate safety and possible prosecution 
of the perpetrator which can have advantages for 
the victim and perhaps prevent further victimiza-
tion. However, victims more frequently report the 
assault to informal sources (e.g., friends/family; 
40–100%; Sabina & Ho, 2014) than to law 
enforcement (0–40%). The experience of report-
ing sexual assault to police is highly variable, 
with some victims affirming higher mean posi-
tive experiences than the overall victim popula-
tion and others affirming more negative 
experiences (e.g., secondhand trauma), as dem-
onstrated by retrospective, quantitative studies 
about victims’ attitudes towards police and the 
legal system (Frazier & Haney, 1996). For exam-
ple, some victims reported feeling that the detec-
tives they interacted with were “concerned”, 
“respectful”, and informative, whereas others felt 
the criminal justice system overall grants perpe-
trators more rights than victims. To assuage these 
potential concerns and gaps in overall satisfac-
tion with reporting to police and then subsequent 
involvement with the criminal justice system, 
upon reporting the assault to the police, victims 
are typically provided the option to have a victim 
advocate assist them in their testimony and foren-
sic medical examination. Research has demon-
strated that utilization of victim advocates can 
help to increase victims’ willingness to partici-
pate with law enforcement through an increase in 

victims’ confidence (Patterson & Tringali, 2014), 
though this has not yet been tested with a sample 
of victims of sexual assault and Patterson and 
Tringali’s (Patterson & Tringali, 2014) study 
relied on victim advocates’ perceived benefits of 
their advocacy based upon their own field experi-
ence. Nonetheless, the victim is typically pro-
vided with an ally to help them navigate the 
criminal justice system, which may be especially 
helpful for victims who do not have family or 
friends providing support and might experience 
further harm or fear of doing so alone.

During the initial stage of the police investiga-
tory process, victims typically provide a video- 
or audio-recorded statement usually obtained in a 
forensic interview, detailing the allegation and, if 
possible, details about the perpetrator (Heydon & 
Powell, 2018). However, due to victims’ con-
cerns with confidentiality, there is also often an 
option for a victim to hand-write their initial, 
confidential, anonymous statement for the pur-
poses of obtaining some initial information that 
can later be utilized for an official report once the 
victim is more willing to testify and assist in the 
adjudication process (see Heydon & Powell, 
2018 for a detailed review). If the victim requires 
medical assistance, the initial interview may be 
very brief, or even delayed until after their physi-
cal recovery. Often, victims will also be provided 
the option to have a medical examination to 
check for sexual transmitted infections (STIs), 
provide emergency contraception, check for and 
treat physical damage, as well as collect forensic 
evidence to be used in court (e.g., sperm, skin 
under nails; Campbell, Patterson, & Bybee, 
2012). After these initial steps, as well as inter-
views with any witnesses and the alleged perpe-
trator, law enforcement can advance this 
information to a district attorney who then makes 
the decision of whether or not to prosecute (see 
Kreiger chapter in this volume), which is a multi-
faceted process (Alderden & Ullman, 2012). It is 
important to note, however, that it is up to the law 
enforcement discretion about how to conduct the 
forensic interview. Therefore, not all of these 
steps necessarily occur in all investigations, thus 
the validity or reliability of the interview process 
is unknown.
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 Reporting Sexual Assault on College 
Campuses

For students attending a government-funded uni-
versity, a separate pathway for reporting sexual 
assault is guided by Title IX of the Education 
Amendments of 1972 that states: “No person in 
the United States shall, on the basis of sex, be 
excluded from participation in, be denied the 
benefits of, or be subjected to discrimination 
under any education program or activity receiv-
ing Federal financial assistance” (34 CFR 
106.51(a)(1)). The amendment mandates public 
institutions to investigate allegations of sexual 
assault and sexual harassment involving enrolled 
students (Walker, 2010). The process of reporting 
sexual assault includes disclosing the assault to a 
Title IX officer, or mandated reporter on campus 
(e.g., professor, office staff), which then initiates 
an investigation by the Title IX office (Nisenson, 
2015). This process of investigation is similar to 
that of law enforcement, but does not require an 
in-depth gathering of evidence (e.g., sexual 
assault response team medical examination kit) 
and does not carry any criminal implications. 
Instead, there is a reliance on the victim and 
alleged perpetrator to present their own state-
ments and evidence at a hearing, with the option 
of having assistance of an advisor present. The 
Title IX office then makes a ruling about whether 
or not the alleged sexual conduct occurred and, if 
so, determines the necessary steps to end the sex-
ual violence, reduce the hostile environment, and 
prevent it from occurring again. The Title IX 
office will then provide a formal written docu-
ment to both parties, indicating the decision 
made, rationale for the decision, and sanctions 
imposed if any. Schools do have the ability to 
provide the option to students who wish to appeal 
the decision, but the process is up to each school’s 
discretion. If there is a preponderance of evi-
dence (i.e., it is more likely than not the respon-
dent is or is not responsible), the Title IX office 
can instill sanctions, such as rearrange the vic-
tim’s class schedule to avoid any encounters with 
their accuser and even expel the perpetrator, sus-
pend the perpetrator, or put them on academic 
probation if the investigation suggests that the 

allegation is valid (Nisenson, 2015). Despite the 
option to pursue this process, victims may still be 
hesitant to report to the college, as there has been 
recent criticism of the investigatory process 
guided by the Title IX mandate, driven by law-
makers’ struggle to derive and pass rules that bal-
ance providing protections for those accused 
while also attempting to make the process fair 
and likely to find the truth (Anderson, 2015).

 Reporting Sexual Assault to Informal 
Sources

Due to stigma with being a victim of sexual 
assault (see below about barriers), victims may 
often disclose the assault to informal personal 
supports (i.e., friends, family, religious leaders) 
and rely on them to provide assistance and sup-
port following the assault, instead of law enforce-
ment or other specialty-trained individuals, such 
as Title IX officers (Baker, Campbell, & 
Straatman, 2012). In a recent review of sexual 
assault disclosure by college students, Sabina and 
Ho (2014) found across 45 studies that 41–100% 
students reported at least one incidence of sexual 
assault to informal sources, including friends, 
family, and other confidants. Fisher, Daigle, 
Cullen, and Turner (2003) found that individuals 
who were sexually assaulted (i.e., nonconsenting 
sexual contact was made) were more likely to dis-
close to informal sources than those who were 
verbally harassed. Additionally, those sexual 
assaults that resulted in physical injury were more 
likely to be disclosed than those that did not 
include injury (Fisher et  al., 2003). Further, 
women (85%) were more likely than men (67%) 
to disclose to an informal source (Banyard, Ward, 
Cohn, & Plante, 2007), and those who were unac-
knowledged victims (Littleton, Axsom, Breitkopf, 
& Berenson, 2006) and had higher rape myth 
acceptance (Paul, Gray, Elhai, & Davis, 2009) 
were less likely to disclose (Littleton et al., 2006). 
Last, previous sexual victimization (Orchowski & 
Gidycz, 2012), self-blame (Orchowski, Meyer, & 
Gidycz, 2009), level of acquaintance (Orchowski 
& Gidycz, 2012), and substance use prior to the 
assault (Fisher et al., 2003; Orchowski & Gidycz, 
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2012) were also negatively associated with likeli-
hood of disclosing to an informal source.

With the high rate of informal disclosure, the 
responses victims experience have been demon-
strated to impact adjustment post-assault, with 
negative reactions (e.g., pressuring the victim to 
end the relationship, joking about the incident, 
giving bad advice) having a greater association 
with post-traumatic stress symptoms, depressive 
symptoms, anxiety, poor self-esteem, and poor 
reassurance of worth (Orchowski et  al., 2009; 
Sabina & Ho, 2014). Combined, the findings 
reviewed provide strong evidence of the routine 
usage of informal supports for victims of sexual 
assault.

 Barriers to Reporting Sexual 
Assault

Though the study of sexual assault has spanned 
several decades, little research has been conducted 
regarding specific reasons victims of sexual assault 
either delay their disclosure of the incident(s) or 
even decide to never disclose the assault. Often, 
researchers and other professionals instead rely on 
barriers previously explored by researchers Tjaden 
and Thoennes (2000) to guide their understanding 
of the victim’s thought process. Therefore, a 
greater exploration of these variables is warranted 
to help guide public education, victim resources, 
and other efforts targeted at reducing the distress 
victims face post-assault with deciding whether or 
not to report the crime. This section will review the 
few studies that have explored potential barriers to 
reporting sexual assault.

Zinzow and Thompson (2011) conducted a 
study examining the endorsement of various bar-
riers to reporting sexual assault victimization, 
using a sample of 127 female sexual assault vic-
tims enrolled as undergraduates at a university. 
All participants had experienced the sexual assault 
within their freshman year of college, as mea-
sured using the Sexual Experiences Survey (Koss 
et al., 1987). The findings demonstrated that 85% 
(n = 108) of victims had not reported the assault to 
law enforcement. Using barriers identified in the 
National Violence Against Women Survey 

(Tjaden & Thoennes, 2000), the researchers asked 
participants to identify if any of the following 12 
barriers contributed to their decision to not report: 
thinking they would not be believed, belief that 
the incident would be viewed as their fault, belief 
the police could not do anything, fear of the 
offender, belief that it was not serious enough to 
be a crime, shame/embarrassment, not wanting 
anyone to know, not wanting involvement in the 
legal system, not wanting the perpetrator to be 
arrested/deported/stressed, desire to handle it 
themselves, not wanting the relationship to end, 
or reporting the incident to some other person 
except law enforcement (e.g., friend, therapist). 
Of the barriers explored, the most frequently 
endorsed barriers were wanting to handle it them-
selves (70%), believing the incident was not seri-
ous enough to report (68%), not wanting anyone 
to know (45%), not wanting involvement with law 
enforcement (43%), and personal shame/embar-
rassment (42%). Further, the researchers found 
that 8 of the 12 barriers, which were endorsed by 
at least 20 people, loaded onto two factors. Items 
from the first factor (“shame/not wanting others 
involved”) were significantly and positively asso-
ciated with various predictor variables of report-
ing, including physical injury from the assault 
(p = 0.05), relative as the perpetrator (p < 0.01), 
and self-blame (p < 0.001). Items from the second 
factor (“acknowledgment/handled it myself”) 
were significantly and negatively associated with 
the victim’s relative being the perpetrator 
(p < 0.05). The authors concluded that addressing 
help- seeking outside of law enforcement and pub-
lic education/acknowledgement of sexual assault 
as a crime are both important to reduce delayed 
disclosure of rape. Specifically, they called for 
increased public knowledge of resources avail-
able for victims of sexual assault, as well as 
decreased victim blaming, especially in both 
informal and formal support networks. However, 
simply calling for this is insufficient for actually 
achieving these goals.

Miller, Canales, Amacker, Backstrom, and 
Gidycz (2011) conducted a similar study of 144 
female victims of sexual assault while attending 
a university, only one of whom had reported the 
incident to law enforcement. The researchers 
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were particularly interested in investigating how 
stigma threat, including fear of blame, doubt 
and insensitive treatment by the public, law 
enforcement, and/or one’s social support net-
work, influenced victims’ nondisclosure and 
later revictimization. Therefore, they gathered a 
sample of women with a history of sexual 
assault (as determined via the Sexual 
Experiences Survey) and had them complete an 
interview and questionnaires assessing barriers 
to reporting, peri- and post-traumatic character-
istics, and sexual experiences, then conducted a 
follow-up assessment at the end of the academic 
quarter to assess sexual revictimization. Barriers 
to reporting were assessed using open-ended, 
qualitative data from the interview and responses 
were coded into four categories: event minimi-
zation, self- responsibility taking, fear of getting 
the perpetrator in trouble, and minimization of 
the perpetrator’s behavior, as well as stigma 
threat. Of particular relevance to this chapter 
was the finding that each barrier category was 
endorsed by victims, with 48.2% endorsing 
event minimization reasoning (e.g., “it wasn’t 
that big a deal”), 34.8% endorsing self-respon-
sibility reasons (e.g., “I felt I made a bad deci-
sion”), 22% endorsing stigma threat (e.g., 
“figured people wouldn’t believe me”), 13.5% 
endorsing fear of trouble for the perpetrator 
(e.g., “I didn’t want to screw things up for him”), 
and 12.8% endorsing minimization of the per-
petrator’s behavior as a reason (e.g., “he didn’t 
mean to do anything wrong”). Miller and col-
leagues’ study (2011) also built on prior research 
(e.g., Gibson & Leitenberg, 2001; Mackey et al., 
1992) demonstrating that stigma threat-moti-
vated nondisclosure was associated with poorer 
well-being and poorer coping, but extended the 
literature by examining its association with sex-
ual revictimization.

Sable, Danis, Mauzy, and Gallagher (2006) 
conducted a study of 215 male and female col-
lege students, exploring a list of commonly 
reported barriers to reporting sexual assault. 
Specifically, the researchers asked participants to 
rate their perceived importance of 13 barriers to 
reporting on a 5-point Likert scale, then calcu-
lated participants’ mean score of importance for 

each by gender. The findings demonstrated that 
respondents rated “shame, guilt, embarrassment,” 
“confidentiality concerns,” and “fear of not being 
believed” as the main barriers they perceived 
would make female and male victims hesitant to 
report the assault, though these were significantly 
more frequently endorsed as being potential 
problems for male victims than female victims. 
Additionally, participants perceived “fear of 
retaliation” and “financial dependence on perpe-
trator/perpetrator interference in seeking help”, 
“does not want family member or friend to be 
prosecuted”, “lack of resources to obtain help”, 
and “cultural or language barriers to obtaining 
help” as being more likely barriers for female 
victims than male victims. Combined, the find-
ings suggested that there are multiple barriers 
acknowledged by people who may later be vic-
timized. Sable et  al. (2006) concluded that the 
rape reform movement, which started 30  years 
prior to the study, has not yet appropriately 
addressed the barriers to reporting sexual assault, 
demonstrating a need to address these shortcom-
ings in the field.

Thompson, Sitterle, Clay, and Kingree (2007) 
conducted a study of 492 college females at an 
undergraduate institution, 141 of which were vic-
tims of sexual assault (i.e., completed rape, 
attempted rape, sexual coercion—“intercourse 
subsequent to verbal pressure or misuse of 
authority”—and unwanted sexual conduct), to 
examine predictors of non-reporting of sexual 
violence, as derived by the National Violence 
Against Women Survey (Tjaden & Thoennes, 
2000). Of the 141 victims, only 2 (1.4%) had 
reported that assault to police. The researchers 
found that, of those who did not report their sex-
ual assault to law enforcement, belief that the 
assault would be viewed as their own fault 
(27.6%), belief that the police could not do any-
thing (21.6%), belief that the crime was not seri-
ous enough (79.9%), shame/embarrassment 
(39.6%), not wanting the perpetrator to get into 
trouble (32.1%), not wanting anyone to know 
(48.5%), and not wanting police to be involved 
(47.0%) were most commonly endorsed as being 
barriers to reporting. Additionally, when the 
assault occurred on campus and/or the incident 
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was more severe, victims were less likely to 
report the incident. The researchers concluded 
that college women have a low reporting rate, 
which is consistent with prior literature, and con-
firmed the purported reasons for nondisclosure to 
law enforcement, as outlined by the National 
Violence Against Women Survey (Tjaden & 
Thoennes, 2000).

Sabina and Ho (2014) conducted a literature 
review of 45 studies, examining the extant litera-
ture regarding disclosure of sexual assault and dat-
ing violence to informal and formal sources and 
utilization of services (e.g., healthcare providers, 
crisis center), 15 of which directly assessed barri-
ers to reporting sexual assault to any source or ser-
vice provider (Amar, 2008; Finkelson & Oswalt, 
1995; Fisher et al., 2003; Fisher, Cullen, & Turner, 
1999; Guerette & Caron, 2007; Kilpatrick, 
Resnick, Ruggiero, Conoscenti, & McCauley, 
2007; Krebs, Lindquist, Warner, Fisher, & Martin, 
2007; Littleton et  al., 2006; Nasta et  al., 2005; 
Orchowski et  al., 2009; Orchowski & Gidycz, 
2012; Paul et  al., 2009; Sable et  al., 2006; 
Thompson et al., 2007; Walsh, Banyard, Moynihan, 
Ward, & Cohen, 2010). For the purposes of this 
chapter, the overall results of the review will be 
discussed (please see the full review for detailed 
descriptions). The researchers found that across all 
studies of barriers to reporting to law enforcement, 
the most common barrier identified was disbelief 
that the assault was serious enough to report 
(Fisher et al., 2003; Krebs et al., 2007; Thompson 
et al., 2007). Additionally, lack of understanding 
that the assault was a crime and that the perpetrator 
wanted to harm them, fear of a lack of evidence, 
not wanting people to know, not wanting to be 
involved with law enforcement, fear of retaliation 
from the perpetrator, and belief of personal fault 
(e.g., being intoxicated, not keeping oneself safe) 
were all found to be significant barriers (Finkelson 
& Oswalt, 1995; Fisher et  al., 2003; Kilpatrick 
et al., 2007; Krebs et al., 2007; Thompson et al., 
2007). Further, shame/embarrassment (Sable 
et  al., 2006) and not wanting to be labeled as a 
“victim” (Karjane, Fisher, & Cullen, 2002), as 
well as financial dependence on the perpetrator, 
lack of resources, and fear of not being believed 
(Sable et  al., 2006) were additional barriers 
reported across studies. One particular study 

(Krebs et al., 2007) investigated factors that would 
increase a victim’s willingness to report a sexual 
assault to law enforcement, which demonstrated a 
need for public education that rape can involve 
acquaintances as perpetrators, additional counsel-
ing and advocacy resources, free health services to 
address the health problems associated with sexual 
assault (e.g., pregnancy counseling, STI testing), 
and policy reform to provide victims more confi-
dentiality when reporting.

In regard to barriers to reporting to service pro-
viders (i.e., medical doctors, religious officials, 
lawyers, psychiatrists/psychologists, social work-
ers), shame and embarrassment (Guerette & 
Caron, 2007; Nasta et  al., 2005; Walsh et  al., 
2010), as well as desire/belief of it being a private 
matter, belief that the sexual interaction was not 
serious enough, fear of lack of privacy/confidenti-
ality, fear of the perpetrator, not wanting to deal 
with the assault any further, and denial of the 
assault (Guerette & Caron, 2007; Nasta et  al., 
2005; Walsh et al., 2010) were all negatively asso-
ciated with likelihood of seeking these supports/
services. Last, lack of knowledge of the services 
(e.g., campus rape crisis center, campus counsel-
ing center) available was a large predictor of ser-
vice usage (Banyard et  al., 2007). Given the 
findings, Sabina and Ho (2014) concluded that 
victims very often report sexual assault to informal 
sources (e.g., friends and family), but rarely to for-
mal sources (e.g., law enforcement) and service 
providers, which demonstrates a need for addi-
tional exploration of the issue and increased avail-
ability of resources to be provided for victims.

Littleton et  al. (2007) conducted a literature 
review to explore various predictors of being an 
unacknowledged rape victim (i.e., individual 
who has experienced unwanted sexual contact as 
reported on a survey, but do not label that experi-
ence as being sexual assault) and found that these 
individuals were more likely to be assaulted by a 
romantic partner and have prior consensual inti-
mate experiences with the perpetrator. 
Additionally, they found that the incidents had 
less physical force involved, the victims were 
less resistant (e.g., physical restraint was not 
used) and more incapacitated (e.g., use of drugs/
alcohol), and the incident usually resulted in less 
physical injury. They also found a general lack of 
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understanding about sexual assault and its defini-
tion, and the fewer people in participants’ social 
support network that have experienced a sexual 
assault, the higher likelihood that the participant 
will not disclose the assault. Last, Littleton et al. 
(2007) argued that rape script theory explains the 
difference between unacknowledged versus 
acknowledged rape, with unacknowledged vic-
tims having more disjunction in their experience 
of rape and their own person schema or “script” 
of rape. For example, those who are unacknowl-
edged victims often presume that rape “script” 
solely involves an attack with severe physical 
force and sexual violence perpetrated by a 
stranger, whereas acknowledged victims include 
nonviolent, acquaintance rape within their rape 
“script.” Rape script theory purports that the 
larger the mismatch in one’s personal rape script 
and their experience of sexual assault, the less 
likely they are to consider the incident a sexual 
assault, which, in turn, results in reduced likeli-
hood of reporting the crime. Given the findings, 
the researchers call for the examination of unac-
knowledged rape, as the research reviewed sup-
ports some unique experiences in comparison to 
those of acknowledged rape victim.

The studies reviewed provide insight into the 
commonly reported barriers to sexual assault; 
however, there are limitations in the studies 
reviewed. First, studies used a variety of defini-
tions and questions to assess sexual assault. 
Many of the women whom researchers labelled 
as ‘victims’ would not self-identify as such. 
Furthermore, most studies (Thompson et  al., 
2007; Zinzow & Thompson, 2011) provided 
participants with a list of barriers, as outlined in 
the National Violence Against Women Survey 
(Tjaden & Thoennes, 2000) and did not allow 
for open-ended prompts. Therefore, there may 
be additional barriers victims face that are not 
otherwise identified in the extant literature. 
Additionally, the majority of samples used were 
college students (Miller et  al., 2011; Sable 
et al., 2006; Thompson et al., 2007; Zinzow & 
Thompson, 2011), freshman (Sable et al., 2006; 
Zinzow & Thompson, 2011), mainly Caucasian 
(Miller et  al., 2011; Sable et  al., 2006; 
Thompson et  al., 2007; Zinzow & Thompson, 

2011), females (Miller et al., 2011; Thompson 
et al., 2007; Zinzow & Thompson, 2011), and 
none were large representative samples, thus 
the findings may not generalize to the general 
population. Additionally, Miller et  al. (2011) 
only included sexual assaults that included oral, 
vaginal, or anal penetration, thus their findings 
may not translate to other forms of sexual vio-
lence (e.g., sexual harassment, fondling). 
Further, Sable et  al. (2006) did not inquire 
whether participants had ever experienced a 
sexual assault, so it is unclear whether their 
findings would translate to actual victims who 
have not disclosed the assault experience. Last, 
Zinzow and Thompson (2011) did not assess 
for previous trauma history, and research dem-
onstrates there is an increase in risk of victim-
ization after an individual experiences a single 
sexual assault incident (Messman-Moore & 
McConnell, 2018). Despite these limitations, 
the research provides a preliminary understand-
ing of the problems victims anticipate facing if 
they report and can help guide future efforts 
towards understanding potential barriers to 
reporting. One such effort is in the process of 
being conducted (O’Donohue, Chap. 35, this 
volume) and includes the testing of a barrier 
screen to be used routinely in investigations of 
sexual assault. This screen includes commonly 
reported barriers (see Appendix 1), with the 
option of listing any additional ones and pro-
vides pathways for addressing each (e.g., psy-
choeducation about sexual assault and common 
responses, referral to a victim advocate for 
information about the prosecutorial process; 
see Appendix 2).

 The Effects of Delayed Disclosure

As previously stated, a large percentage of sexual 
assaults are not reported immediately post- assault 
(Ahrens et  al., 2010), and there are multiple 
effects of the delay for the victim and the general 
public. One often cited effect of delayed disclo-
sure is the considerable rate of recidivism of sex-
ual assault. Hanson and Morton-Bourgon (2005) 
stated that there was a 13.7% rate of recidivism 

35 Reporting Sexual Assault: Process and Barriers Victims Experience

https://doi.org/10.1007/978-3-030-23645-8_35


598

(i.e., re-offending upon release) of sexual assault, 
specifically across studies of sexual and nonsex-
ual recidivism by child and adult sexual offenders. 
However, this rate is likely an underestimate and 
does not capture those sexual assaults where the 
perpetrator is never arrested. Immediate disclo-
sure of the sexual assault may, theoretically, 
decrease the likelihood of serial perpetration, at 
least during the period that the offender is impris-
oned. Therefore, addressing the problem of 
delayed disclosure is imperative for public health 
and safety.

Though victims often delay disclosure to 
avoid negative consequences (see above), lack of 
disclosure often still results in negative effects in 
the individual. In their study, Littleton et  al. 
(2007) examined aftereffects associated with 
lack of self-acknowledgment of the assault and 
found equivocal findings in terms of whether the 
distress was higher than that in victims who did 
report their assault. Nonetheless, unacknowl-
edged victims were highly likely to have more 
emotional turmoil, engage in riskier behavior 
(e.g., use alcohol), and suffer from post-traumatic 
stress disorder. Additionally, unacknowledged 
victims were likely to blame themselves for the 
assault (e.g., at fault for miscommunication, use 
of drugs/alcohol prior to the incident) and were 
likely to be revictimized later in life. Given these 
findings, there is a clear need to address these 
barriers to improve victim well-being and poten-
tially provide some degree of personal comfort 
post-assault, as well as increase rates of perpetra-
tors being held accountable for the crimes they 
commit.

Absence of Forensic Interview Protocol with 
Known and Acceptable Psychometrics.

Currently, investigation is hampered by the 
absence in the literature of a forensic protocol to 
use with adults that has known and good psycho-
metric properties such as sensitivity, specificity, 
interrater reliability, social validity, and cultural 
appropriateness. Victims ought to expect to expe-
rience high-quality forensic tools but unfortu-
nately there are no data to suggest that victims 
can expect this. Surprisingly, there has been 
much more effort to develop and test forensic 
interview protocols with child victims than with 

adult victims (see for example, O’Donohue & 
Fanetti, 2015).

Semi-structured protocols need to be developed 
and then tested on a number of dimensions (see 
O’Donohue, Chap. 35, this volume) for one such 
protocol. Protocols are necessary because psycho-
metric investigations can only be conducted on a 
relatively fixed measurement process. However, 
given the large number of variables that can create 
variance in the reporting (age of victim, level of 
intoxication, number of perpetrators, mental health 
status of victim, etc.), the protocol can only be 
semi-structured as it needs to allow for latitude and 
flexibility to cover this variability.

For example, the following might serve as a 
basis for the major questions in such a semi- 
structured forensic interview protocol 
(O’Donohue, Chap. 35, this volume):

 Victim-Centered Sexual Assault 
Forensic Interview Protocol

 Preparation For the Interview

 (a) Determine whether interviewer matching 
is needed: Ask the victim if she or he has a 
preference of the demographics of the inter-
viewer, including gender or race/ethnicity. 
Emphasize that while matching may be 
desired, it may not always be possible. If 
matching is not possible, as determined by 
adequate attempts at accommodating, the 
interview may proceed, but let the inter-
viewee know prior to the interview.

 (b) Assess the level of intoxication/ability: (Is 
this problematic that interview cannot occur 
later?)

 (c) Assess the level of trauma: If the victim has 
acute psychological or medical concerns, 
refer them to the appropriate professional. 
Psychological concerns may be determined 
by whether they are unable to speak coher-
ently (e.g., in shock), if she or he is crying 
profusely, or express suicidal/homicidal ide-
ation. Medical concerns may be determined 
by whether they have any open wounds or 
express large amounts of pain anywhere that 
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are distracting or just need immediate medi-
cal attention.

 (d) Assess whether there are cognitive disabil-
ities: Use smaller words and shorter sen-
tences in the interview. Cognitive disabilities 
may be determined by whether the victim 
speaks very slowly, appears confused, cannot 
speak in coherent sentences, or has a known 
history of developmental disabilities, etc.

 (e) Assess whether a language interpreter is 
required: This can be determined by asking 
what their primary language is (i.e., what lan-
guage they use at home, work, etc.) as well as 
assessing the victim’s preferences. Request 
the appropriate interpreter, as needed. If there 
is a language barrier and one is not immedi-
ately available, reschedule the interview for 
when there will be one. Family members are 
not recommended as interpreters.

 (f) Ensure recording equipment is obscured 
and the room is comfortable, free from 
distractions, and does not have extreme 
temperatures. Gain victim’s consent to 
have interview recorded.

 (g) Ensure adequate amounts of water and 
Kleenex are available.

 Interview Steps

 Introductions/Rapport Building
Hello, my name is (enter your name here) and I 
am a(n) (enter your profession). I am here today 
to obtain your detailed statement of what 
occurred. I will ask questions but in a minute I 
will ask you first to give me a descriptive narra-
tive of everything you remember from beginning 
to end. I know this can be an intimidating task. 
This is difficult and I realize that. I will try to make 
it as less difficult for you as I can. We will do this 
together. By the end of today, I will be able work 
with you to build a plan of what can happen next, 
although this is largely up to you, if you decide to 
move forward. I am here to help you decide what 
next steps are best for you and to support you in 
your decision. I may also be able to provide you 
with appropriate resources that you might find of 
help and we will identify those later. If you need 

breaks at any point, please let me know. Do you 
have any questions or concerns at this point? 
Here you will want to provide reassurance if she 
or he is visibly upset. EXPLAIN VIDEOTAPING 
OR ONE WAY MIRROR.

 Guidelines for the Interview
I know this is an unusual and difficult experience 
for you. If at any time you have any questions or 
concerns, please let me know. Also, if you want a 
break at any time just let me know. It is best if you 
can first tell me everything from beginning to end. 
I want you to tell me the truth and not to guess or 
exaggerate. It is very important you tell me, as 
they say in court, “the whole truth and nothing 
but the truth.” Eventually, I will prompt for more 
details if you can remember these. I do not want 
to encourage you to guess and saying you are not 
sure is perfectly okay. If you do not understand 
one of my questions, please just let me know. Just 
say something like, “I don’t understand that 
question”. Also I want you to correct me if I am 
wrong or misunderstand what you say at any 
point. So if I try to summarize what I think I heard 
and say, so it was 8am but what you said was 
8pm—just correct me. Also it is okay if you 
become emotional during parts of the process—
most people do, so it is perfectly normal. I need to 
hear about difficult things as it is part of my job. 
I am going to record this so it can be referred to 
at a later time. Most importantly, I want you to 
know that you are in charge and you will make 
decisions about the next steps you want, if any.

 Free Narrative

I want you to understand what I mean by a free 
narrative—essentially it means that you tell 
everything that happened from beginning to end 
without me saying much—I don’t want to inter-
rupt you. Later I will ask you some follow-up 
questions.

Here you will provide an example of a free 
narrative so the interviewee has a sense of what 
you’re expecting in this section. Last year on 
March 6th, 2016 it was my birthday. I woke up, 
but I’m not sure what time exactly. I brushed my 
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teeth and took a shower. I drove to work in my 
Honda Civic and got there at 8:30 am as usual at 
111 South Creek Street. My coworkers, Janet and 
Malcolm greeted me and gave me a chocolate 
cake with chocolate icing to celebrate my birth-
day. I left work at 5:30  pm and went to a bar 
down the street, though I cannot recall the name 
of it. I had a glass of wine with Malcolm, Janet, 
and Janet’s husband, Michael. I then drove home 
where I had a glass of prosecco, steak, and 
 potatoes. I went to sleep around 10:30 pm. This is 
an example of what a free narrative would look 
like. It is important to incorporate who, what, 
where, when, why, and how. Do you understand? 
Answer questions as needed.

Okay, now I would like for you to start from 
the beginning—whatever beginning may make 
sense for you—maybe when you first met this per-
son, and go through step by step as many details 
as you can remember until the end. In as much 
detail, tell me what happened from beginning to 
end. If there are multiple incidents, ask for them 
to tell you about the first incident and have them 
provide narratives for each event chronologically. 
After the end of each event, ask what happened 
next until the last event.

This is a chance for the interviewee to provide 
their own narrative with minimal prompts. The 
only prompts used should be: Is there anything 
else you remember? You will want to inquire 
about if they can remember vivid details (i.e., the 
five senses: sight, smell, touch, sound, and taste). 
This could include asking for example: Do you 
remember anything else you heard?

When they are finished, summarize what 
they have told you. Let me see if I have this 
straight. Correct me at any point if I am wrong 
or left something out. Here you will provide the 
summary.

 Follow-up with Specific Questions

Thanks. You did a great job. I do have some fol-
low- up questions. I want to go over specific 
details. Here you will go over gaps in the inter-
view or anything that is not clear. You will want 
to ensure you have gathered all the elements of 
the possible crime.

You might want to start with the beginning—
the first thing they said that was unclear or insuf-
ficiently detailed and then go through one by one 
until the end.

A good way to query is “So I remember when 
you said x—can you tell me a bit more about x if 
you remember?” or “You said y—I wasn’t clear 
where y happened, can you tell me that if you can?”

By the end of this step, you will want to be 
clear on:

 1. The jurisdiction, date, and time of the crime(s), 
the person(s) involved, and what forms of 
assault have been committed (i.e., vaginal 
penetration, oral sex, etc.)

 2. Whether lack of consent was demonstrated 
and how. Possible specific follow-up ques-
tions to ask include:
 (a) How was it clear that you did not give 

consent?
 (b) How did you express that you were not 

consenting?
 (c) Was consent or lack thereof demonstrated 

by your emotions? Facial expressions? 
Body motions? Verbal dissent?

 (d) If they state that they pushed the perpetra-
tor: How did you push them? Can you 
show me?

 (e) If they disclose consenting to certain sex-
ual acts, but not others: What acts did you 
give consent to and how did you express 
this?

 (f) If there are multiple perpetrators involved: 
Who did you give consent to and for what 
act? Who did you not give consent to and 
for what act?

 (g) If the perpetrator is unknown: Describe 
what he or she looked like. What color 
and length of hair did they have? Can you 
remember their eye color? Did they have 
any distinguishing marks or tattoos, etc.?

 3. Whether there were any witnesses. Did any-
body witness any part of what happened? If 
yes: What did they see? Could you provide me 
with their identity and contact info? Did any-
one witness what happened before, or imme-
diately after?

 4. Whether medical evaluation is needed. If 
there was physical contact in the assault and 
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medical examination has not yet occurred: We 
want to make sure you are okay. We would like 
to provide you access to have a rape kit done 
with a medical provider. With this we can col-
lect evidence, as well as check for any physi-
cal trauma or STDs.

 5. The amount of drugs or alcohol use, if any. 
Assure the victim that there typically is no 
need to worry about legal charges if they are 
underage or there was a usage of illegal sub-
stances. You will want to inquire about:
 (a) Exactly what substances, how much, 

when, where, witnesses.
 (b) Do you think you might have been slipped 

a rape drug?
 (c) Tolerance: If you have ever used drugs or 

alcohol prior to the incident, how much 
would you typically have? How much 
would it typically take to become 
intoxicated?

 (d) Body weight/height: To further under-
stand the standard influence of drugs or 
alcohol on someone similar to the same 
build as you, could you provide us with 
your body weight and height?

 (e) Indicators of intoxication: Were you visi-
bly intoxicated? If they do not understand 
the question, you may elaborate by ask-
ing: Was there any slurring of words, 
stumbling while walking, or other signs of 
intoxication?

 (f) The level of intoxication. Here you are 
trying to distinguish between whether 
they were tipsy or drunk to the point 
where consent was impossible to give. On 
a level of 1 to 10 (with 1 being sober and 
10 being passed out drunk/high), how 
intoxicated would you say that you were 
at the time of the assault?

 6. Aftermath
What did you do following the assault(s)? Here 
you want to get an idea of how the interviewee 
responded to the events. For example, for med-
ical examination purposes, you will want to 
know did they shower. You will want to know 
who they disclosed to or who witnessed their 
behavior immediately after the assault—you 
will want to get contact information for these 
individuals. Additionally, you want to know 

what negative consequences they may be able 
to identify as a result of these experiences.

 (a) First you should look for signs of anxiety, 
PTSD, suicide/homicide. Sometimes people 
who have been victims of experiences such as 
yours report having physiological or psycho-
logical responses as a result of the assault(s), 
such as fear, sadness, or other emotions. Have 
you experienced any of these responses? If so, 
tell me about each of them:

 (b) Provide the Modified Mini Screen (see 
Appendix 3) tool to assess for any mental 
health issues present. Refer to a specialist if 
“yes” is circled on any items.

 (c) You should create a safety plan as needed.
If the victim suggests in their narrative that there 

is any fear of retaliation from the perpetrator 
(both physical or verbal/emotional) ask would 
you like me to help you to file a restraining 
order or gaining police protection?. If yes, 
then provide them with information about 
how to do so at the end of the interview. If no, 
proceed to the next step.

If the victim suggests in their narrative that they 
are having financial issues as a result of the 
assault (i.e., damages to home, car, etc.), pro-
vide them with information about how to 
access victims of crime funds, shelters, or any 
other resources if available.

If the victim suggests in their narrative that they 
will need to seek somewhere else to live to avoid 
contact with the perpetrator, give them referrals 
to local options for temporary housing.

Referral to a therapist.

 Explore Plausible Alternative 
Hypotheses

If you have any belief that one of the following 
alternative hypotheses may apply, say I have to ask, 
because people accused of this may claim this, and 
I need to know what your response would be.

 1. The interviewee is mentally ill and it could be 
a false allegation.
 (a) Are you under mental health treatment?
• If they say yes: What is your diagnosis?
• If they say no: move to the next section.
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 2. Attention seeking.
 3. Vindictiveness.
 4. Misconstrued of consent.
 5. False memories.

 (b) Have you talked to anyone else about 
this?
• If they say yes:
• If they say no: move to the next section.

 6. Lying.

 Assessing Potential Barriers 
to Further Steps

You did a good job. I want to remind you that you 
are in control of what happens next. Here is my 
contact information. Feel free to contact me if 
you remember anything else and want to provide 
more information or if you have any questions. I 
will contact you ___ (provide with a realistic 
amount of time, such as once weekly). Here is 
what we can do next. In this section, you will 
begin by discussing the next steps in the process 
(i.e., talking to a medical examiner, interviewing 
witnesses, doing a line-up with possible perpetra-
tors, testifying in court). The purpose is to pro-
vide forensic literacy for the victim about the 
entire process of prosecution. Next, you will 
present various barriers they may identify.

How do you feel about doing these steps? If 
you move forward with pressing charges, what 
are your thoughts about pressing charges? Of 
testifying?

Note whether any issues with the next steps 
are included on the barriers sheet.

Now can I help you with any barriers that you 
may encounter. Provide the victim with a list of 
barriers (see Appendix 1). Allow them time to 
review the list and when they are finished, iden-
tify which ways to counteract those barriers 
applies to the individual. Write down on a pad of 
paper their “support plan,” which will include the 
identified ways to counteract all barriers they 
identify with, so they can remember what to do 
after the interview.

 Closing
You have done a good job today. Here, you will 
summarize the interview. Be sure to include 

details of the crime, details about the perpetrator, 
witnesses, consent, identified barriers and ways 
to counteract, and the next steps in the process. 
Ask if the interviewee has any questions and 
answer as necessary. Provide connections with 
your local victim’s advocates. Inform them that 
different team members may contact them in the 
future and thank them for coming in.

 Research Agenda 
regarding Forensic Interview 
Protocols

It must be emphasized that this is a proposed pro-
tocol that is in development. It would be useful to 
further study this protocol as well as others. 
There is some preliminary information regarding 
its content validity (as rated by various experts) 
as well as its social validity in that both male and 
female undergraduates rated it as inoffensive and 
generally as positive (O’Donohue, Chap. 35, this 
volume). These data were heartening, especially 
as this protocol contained questions about alter-
native hypotheses to actual sexual assault—but 
both males and females generally rated this fea-
ture positively. However, more research needs to 
be conducted. First, social validity ratings of 
actual sexual assault victims need to be con-
ducted and modifications made to improve this. 
Second, its sensitivity (ability to detect actual 
abuse) and its specificity (ability to detect nona-
buse) need to be determined. Information on its 
legal adequacy also needs to be collected (e.g., 
does it supply all the information desired by pros-
ecutors). Information about whether it adequately 
identifies and effectively addresses these barriers 
also needs to be collected. Research into whether 
this can be taught to actual forensic interviewers 
and their fidelity to the protocol also needs to be 
done. Finally, the cultural appropriateness and 
any cultural accommodations need to be 
researched. However, it is important to empha-
size that a forensic protocol with adults that has 
been investigated in this way currently does not 
exist.

Finally, more research is needed to devise and 
evaluate programs to combat both non-reporting 
and not proceeding with prosecution of perpetra-
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tors. Part of this would need to deal with a wide 
variety of barriers and also devising steps to 
address these barriers. In Appendices A and B, 
we have provided an example of this.

 Conclusions

Sexual assault is a prevalent problem that affects 
victims, their families, and society as a whole. 
However, victims are faced with several problems, 
including a lack of awareness of what sexual assault 
is, what resources are available for them (e.g., vic-
tim advocates), and the process of how to report. 
These problems, combined with the other previ-
ously reviewed barriers to reporting, explain the 
large number of unreported sexual assaults. Given 
the literature reviewed, there is a need to increase 
public awareness and anticipate/counteract the bar-
riers and problems victims have been found to face 
both immediately after the incident and in the long 
term. This may include providing victims with a 
barriers screen once they report and intervening in 
those that victims endorse, as well as incorporate 
educational efforts into colleges, high schools, and 
community forums about the resources available to 
victims. Without these efforts, the number of unre-
ported sexual assaults will continue to grow, result-
ing in negative psychological and emotional 
outcomes for victims, as well as a large number of 
perpetrators who are never reprimanded.

 Appendix 1: Barriers Screen

 Sexual Assault Reporting/
Prosecution Barriers Screen

Below is a list of commonly reported barriers to 
reporting sexual assault and/or proceeding with 
prosecuting a sexual assault case. Please carefully 
read each item in the list. Indicate which, if any, 
you are currently experiencing or anticipate may be 
a possible future barrier for you assisting with the 
reporting and/or prosecution of your sexual assault 
case. By “reporting” we mean telling a legal pro-
fessional, such as a police officer, attorney, or 
human resource professional, about the problem. 

By proceeding with legal action, we mean being 
willing to be interviewed and being willing to tes-
tify in court if needed. Please answer honestly and 
think about anything that will stop you from going 
all the way through the reporting/legal process.

 1. I am afraid of how I will be treated by mem-
bers of the criminal justice system.

True False Not Sure
 2. I am afraid how my coworkers or supervisors 

will treat me.
True False Not Sure

 3. I believe the situation is a private matter and 
do not want it to become public.

True False Not Sure
 4. I do not believe there is enough evidence for 

the case to be successfullyprosecuted.
True False Not Sure

 5. The police/law enforcement has been unsat-
isfactory during my contacts with them (i.e., 
from when I first contacted them to now).

True False Not Sure.
 6. I have not been provided with enough infor-

mation about the prosecution process, or have 
not been given up-to-date information about 
my case, or have not been referred to support 
resources, and this makes me inclined to stop.

True False Not Sure
 7. The police or prosecutor’s office has not han-

dled my case to my satisfaction.
True False Not Sure.

 8. I have been encouraged by police or prosecu-
tors to drop the charges or been told by them 
that my case is not winnable.

True False Not Sure
 9. I am scared, fearful or anxious, or 

traumatized.
True False Not Sure.

 10. I am depressed or feeling down, helpless, or 
hopeless.

True False Not Sure.
 11. I believe that the criminal justice system is 

unfair; perpetrators have more rights than 
victims; or victim’s rights aren’t protected.

True False Not Sure.
 12. I am scared of the actual trial process, testify-

ing in court, or seeing the perpetrator in court.
True False Not Sure.

35 Reporting Sexual Assault: Process and Barriers Victims Experience



604

 13. I reunited with the perpetrator following the 
assault and do not want to make them go to 
court.

True False Not Sure
 14. I have felt pressure from my family to not 

continue with the prosecution.
True False Not Sure.

 15. I am still afraid of being revictimized, threat-
ened, or hurt by the perpetrator.

True False Not Sure.
 16. I am scared that the judge, jury, prosecutors, 

or police will not believe me because I am a 
member of a minority group.

True False Not Sure
 17. I am afraid that police involvement will 

result in me being deported.
True False Not Sure.

 18. Society’s attitudes about rape are negative 
and there is a negative stigma associated 
with sexual assault, so I am afraid of being 
embarrassed or judged.

True False Not Sure
 19. I am scared of being blamed by others for 

being sexually assaulted.
True False Not Sure.

 20. I do not believe the crime was serious enough 
to prosecute.

True False Not Sure.
 21. I feel embarrassed or ashamed.

True False Not Sure.
 22. I don’t have a good enough support network 

to help me through the reporting process.
True False Not Sure.

 23. I used alcohol or other drugs during the 
assault, so I am afraid of how that will influ-
ence the outcome of the case.

True False Not Sure.
 24. I don’t want to tell people about the assault 

because people may think I’m gay/lesbian/or 
bisexual.

True False Not Sure
 25. I don’t want to tell people about my sexual 

life or interests.
True False Not Sure

 26. Please list any other barriers you are cur-
rently experiencing or believe you may in the 
future:

 Appendix 2: Barriers Screen 
Resources

 Resources for Combatting Sexual 
Assault Reporting/Prosecution 
Barriers

Below is a list of resources to refer sexual assault 
victims to following the “explore plausible alter-
native hypotheses” step of the interview proto-
col. Please refer to the victim’s completed barrier 
screen. For each item that they responded “true” 
to, find the corresponding referral source(s) for 
that item (e.g., if they responded “true” to “fear 
of lack of evidence,” refer them to a victim’s 
advocate and provide education about the vari-
ous forms of evidence that may be used). 
Continue down the list until you have provided 
the victim with all resources that may be useful. 
You will want to be sure these resources are 
available in your local area, prior to suggesting 
the victim seek these resources

Reasons for attrition Ways to counteract the barriers

Fear of how they will be treated by members of the 
criminal justice system (secondary victimization)

1.  Referral to victim’s advocate, training of justice system 
members (prevention)

2. Psychoeducation
3. Provide stress coping assistance
4. Further meetings with prosecution

Perceptions of the situation as “private” and not 
wanting it to become public

1. Cognitive restructuring;
2.  Assertiveness training regarding: rights; social phobia 

interventions; acceptance of negative
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Reasons for attrition Ways to counteract the barriers

Fear of lack of evidence 1. Referral to victim’s advocate
2.  Provide education about the various forms of evidence that 

may be used (i.e., rape kit, text messages)
Police were perceived as less effective at 6 to 
12 months post-rape than at two weeks post-rape

1. Referral to victim’s advocate
2.  Increase contact with law enforcement (e.g., check-in with 

victim more)
Not provided with enough information about the 
process (i.e., not given up-to-date info or referred 
to support organizations)

1.  Provide a general outline of the timeline of cases, 
communicate weekly with victim about the progress of the 
case

2. Referral to victim’s advocates
3. Provide videos of the process

Cases not handled adequately by prosecutor’s 
office

1. Referral to victim’s advocate
2. Provide connection with the prosecutor

Encouragement by police or prosecutors to drop 
the charges (lack of “winnability”)

1. Victim’s advocate
2. Assertion skills
3. Social support

Fear, anxiety, depression 1. Normalization
2. Provide psychoeducational tools
3. Referral to a psychologist,

Belief that rapists have more rights than victims/
victim rights aren’t protected/unfair system

1. Referral to victim’s advocate
2. Meetings with law enforcement/DA
3. Cognitive reprocessing

Fear of actual trial process (i.e., testifying in court, 
seeing the assailant)

1.  Referral to victim’s advocate to help guide/advocate for the 
victim through the process and prepare them for each step

Reunited with the accuser/not wanting to make 
them go to court

1. Revictimization information
2. Values clarification work

Pressure from family 1.  Provide family with educational tools about the court 
process, responses to rape (i.e., PTSD), and family therapy

2. Refer the family to a family therapist
Fear of further victimization by accuser 1.  Offer help with filing a restraining order (i.e., provide 

information with how to do it)

Fear of not being believed because they are a 
minority

1.  Ethnicity matching with police officer who will lead the 
process

Immigrant status (fear that police involvement will 
result in deportation)

1. Referral to legal aid/lawyer

Societal attitudes about rape/embarrassment and 
stigma associated with the crime

1.  Provide information about the prevalence of the crime; 
psychoeducation

2. Cognitive restructuring

Fear of being blamed by others 1. Cognitive restructuring
Felt that crime was not “serious enough” 1.  Provide information about the various types of sexual 

crimes
Use of alcohol or drugs during the assault 1. Psychoeducation

2. Referral to alcohol and drug counseling, if needed

 Appendix 3: Modified Mini Screen

Section A—Please Circle “yes” or “no” for 
Each Question.

 1. Have you been consistently depressed or 
down, most of the day, nearly every day, for 
the past two weeks? Yes No.

 2. In the past two weeks, have you been less 
interested in most things or less able to enjoy 

the things you used to enjoy most of the time? 
Yes No.

 3. Have you felt sad, low, or depressed most of 
the time for the last two years? Yes No.

 4. In the past month, did you think that you 
would be better off dead or wish you were 
dead? Yes No.

 5. Have you ever had a period of time when you 
were feeling up, hyper, or so full of energy or 
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full of yourself that you got into trouble, or 
that other people thought you were not your 
usual self? (Do not consider times when you 
were intoxicated on drugs or alcohol? Yes No.

 6. Have you ever been so irritable, grouchy, or 
annoyed for several days that you had argu-
ments, had verbal or physical fights, or 
shouted at people outside your family? Have 
you or others noticed that you have been more 
irritable or overreacted, compared to other 
people, even when you thought you were right 
to act this way? Yes No.

Section B – Please Circle “yes” or “no” for 
Each Question.

 7. Have you had one or more occasions when 
you felt intensely anxious, frightened, uncom-
fortable, or uneasy, even when most people 
would not feel that way? Did these intense 
feelings get to be their worst within ten min-
utes? (If the answer to both questions is “yes,” 
circle “yes”; otherwise circle “no.”) Yes No.

 8. Do you feel anxious or uneasy in places or 
situations where you might have the panic- 
like symptoms we just spoke about? Or do 
you feel anxious or uneasy in situations where 
help might not be available or escape might be 
difficult? Examples: ● being in a crowd, ● 
standing in a line, ● being alone away from 
home or alone at home, ● crossing a bridge, 
● traveling in a bus, train, or car? Yes No.

 9. Have you worried excessively or been anx-
ious about several things over the past six 
months? (If you answer “no” to this ques-
tion, answer “no” to Question 10 and pro-
ceed to Question 11.) … Yes No.

 10. Are these worries present most days? Yes No.
 11. In the past month, were you afraid or embar-

rassed when others were watching you or 
when you were the focus of attention? Were 
you afraid of being humiliated? Examples: ● 
speaking in public, ● eating in public or with 
others, ● writing while someone watches, ● 
being in social situations. Yes No.

 12. In the past month, have you been bothered 
by thoughts, impulses, or images that you 
couldn’t get rid of that were unwanted, dis-
tasteful, inappropriate, intrusive, or distress-

ing? Examples: ● being afraid that you 
would act on some impulse that would be 
really shocking, ● worrying a lot about 
being dirty, contaminated, or having germs, 
● worrying a lot about contaminating oth-
ers, or that you would harm someone even 
though you didn’t want to, ● having fears or 
superstitions that you would be responsible 
for things going wrong, ● being obsessed 
with sexual thoughts, images, or impulses, ● 
hoarding or collecting lots of things, ● hav-
ing religious obsessions Yes No.

 13. In the past month, did you do something 
repeatedly without being able to resist doing 
it? Examples: ● washing or cleaning exces-
sively, ● counting or checking things over and 
over, ● repeating, collecting, or arranging 
things, ● other superstitious rituals. Yes No.

 14. Have you ever experienced, witnessed, or had 
to deal with an extremely traumatic event that 
included actual or threatened death or serious 
injury to you or someone else? Examples: ● 
serious accidents, ● sexual or physical 
assault, ● terrorist attack, ● being held hos-
tage, ● kidnapping, ● fire, ● discovering a 
body, ● sudden death of someone close to 
you, ● war, ● natural disaster. Yes No.

 15. Have you reexperienced the awful event in a 
distressing way in the past month? Examples: 
● dreams, ● intense recollections, ● flash-
backs, ● physical reactions.

Section C – Please Circle “yes” or “no” for 
Each Question.

 16. Have you ever believed that people were 
spying on you, or that someone was plotting 
against you, or trying to hurt you? Yes No.

 17. Have you ever believed that someone was 
reading your mind or could hear your 
thoughts, or that you could actually read 
someone’s mind or hear what another person 
was thinking? Yes No

 18. Have you ever believed that someone or 
some force outside of yourself put thoughts 
in your mind that were not your own, or 
made you act in a way that was not your 
usual self? Or, have you ever felt that you 
were possessed? Yes No.
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 19. Have you ever believed that you were being 
sent special messages through the TV, radio, 
or newspaper? Did you believe that someone 
you did not personally know was particularly 
interested in you? Yes No.

 20. Have your relatives or friends ever considered 
any of your beliefs strange or unusual? Yes No.

 21. Have you ever heard things other people 
couldn’t hear, such as voices? Yes No.

 22. Have you ever had visions when you were 
awake or have you ever seen things other 
people couldn’t see?
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The Forensic Sexual Assault 
Medical Legal Examination: 
The SANE Exam

Cari Caruso RN SANE-A

 The SANE

The Sexual Assault Nurse Examiner (SANE) is 
an experienced Registered Nurse who has 
expanded their knowledge and skills, that come 
naturally for the time-honored nurse, and transi-
tioned those proficiencies into the specialty of 
forensic nursing. The Sexual Assault Nurse 
Examiner will conduct comprehensive, compas-
sionate, and exemplary forensic sexual assault 
medical legal examinations on reported victims 
and suspects of sexual assault events. It is an 
examination that requires distinct professional 
boundaries, nursing judgment, critical thinking, 
and the objectivity necessary for an independent, 
nonbiased forensic examination.

The “N” in “SANE” is for “Nurse.” The first 
consideration, for the SANE, is the patient’s 
health and well-being. The forensic nurse is 
always an advocate for the patients’ health and 
well-being but not necessarily an advocate for the 
circumstances. That way, the nurse examiner will 
remain objective throughout the process, from 
the forensic examination to the courtroom, should 
the case should go to trial.

“SANE” is the designation for a Registered 
Nurse who has completed the 40-hour-plus 
didactic education, the 40-hour-plus preceptor-
ship, and a clinical internship until competency 

has been achieved, to conduct an exemplary 
forensic medical legal examination, indepen-
dently, and can be available for the “on-call” 
schedule. The “SANE” acronym can go under 
the nurse’s name, indicating a Certificate of 
Completion.

The designations of SANE-A and SANE-P 
acronyms can go beside the nurse examiner’s 
name; it is an earned credential of Board 
Certification. This is attained by sitting for a 
formal examination and passing, therefore 
earning the credential of SANE-A for adult/
adolescent examiners and, with additional edu-
cation, SANE-P for the credential in pediatric 
examiners. The age ranges overlap for the 
pediatric and adolescent examinations. The 
Board Certification examinations are given 
twice a year and require a fee. Board 
Certification is awarded to those nurse examin-
ers who pass the examination. This chapter 
focuses primarily on the adult/adolescent 
examination.

The education, standards, and performance of 
the SANE, and others who conduct forensic 
examinations, are the same, regardless of degrees 
or positions held. The quality of the forensic 
medical legal examination should be complete, 
objective, and competent regardless of the desig-
nation held by the nurse examiner.

SANE programs strive to have someone on-
call 24/7 unless otherwise arranged due to staff-
ing or distance issues. The time frame for an 
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acute forensic examination is up to 5 days to 7 
days. The program will structure the call schedule 
according to policy.

The sexual assault nurse examiner position 
will most likely be a part-time position, which 
requires a full-time knowledge base. It is well 
worth it and rewarding for the registered nurse 
who is objective and detail oriented.

It is a capital mistake to theorize before you have 
all the evidence.
It biases the judgment.—Arthur Conan Doyle

 Our Patients

The terms used by the SANE should reflect 
objective, understandable language and incor-
porate the words of the patient in quotation 
marks. As nurses, the interaction will be with 
patients. Persons are brought to the SANE, 
characterized as “victims” (v) by law enforce-
ment. To the SANE, “reported victims” may 
present alone or with law enforcement (LE). 
“Reported victim,” or, “Patient,” is the terminol-
ogy preferred by many practitioners, over 
“Survivor.” “Survivor,” is a term that may not 
reflect the objective language that is suitable for 
scientific medical professionals, at this place in 
time. The patient may become a survivor, at 
some point, but at the time of the examination, 
they are a patient reporting a crime of sexual 
assault or a patient being accused of a sexual 
offense.

The term, “suspect” (s), “accused,” or 
“patient,” is more appropriate than “perpetrator,” 
or “assailant,” for those suspected of committing 
a crime, because those persons have not been 
convicted of any crime; they have merely been 
accused, at this time.

The face of the sexual assault patient encom-
passes a wide variety of individuals. Most people 
imagine victims as they are portrayed on TV or in 
movies; the stereotypical encounter with a 
stranger. The fact is that the stranger assault is the 
rarest kind. Most reported sexual assaults are by 
someone the patient knows or has briefly encoun-
tered. Most cases are related to long- or short-
term acquaintances and domestic events. 

Interpersonal and domestic violence are among 
the most dangerous and violent calls that law 
enforcement (LE) ever responds to.

For statistical purposes, the relationship 
between those involved in sexual assault events 
can be useful for classification purposes. 
Classifications may be:

• Stranger
• Nonstranger/Acquaintance
• Brief Encounter
• Interpersonal/Domestic Violence

The most recent category, by Dr. Sue Lindsay 
PhD, MSW, is the “brief encounter” 
(Archambault, 2001). This is when those involved 
have only known each other for a short time, 
usually under 24  h. That could mean that the 
persons had met and interacted but did know each 
other well and then, an untoward event occurred 
between them.

Many patients are ordinary people who lead 
seemingly safe, unassuming lives, interrupted by 
a random event. Particularly among the vulnerable 
are children, the elderly, the disabled, and the 
mentally challenged. The LGBTQ (Lesbian- 
Gay- Bisexual-Transgender-Queer) community 
are also subjected to violence and sexual assault. 
“According to the Centers for Disease Control 
and Prevention (CDC), lesbian, gay and bisexual 
people experience sexual violence at similar or 
higher rates than heterosexuals.” The CDC’s 
National Intimate Partner and Sexual Violence 
Survey found for LGBT people:

• 44% of lesbians and 61% of bisexual women 
experience rape, physical violence, or stalking 
by an intimate partner, compared to 35% of 
heterosexual women

• 26% of gay men and 37% of bisexual men 
experience rape, physical violence, or stalking 
by an intimate partner, compared to 29% of 
heterosexual men

• 46% of bisexual women have been raped, 
compared to 17% of heterosexual women and 
13% of lesbians

• 22% of bisexual women have been raped by 
an intimate partner, compared to 9% of het-
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erosexual women
• 40% of gay men and 47% of bisexual men 

have experienced sexual violence other than 
rape, compared to 21% of heterosexual men

Within the LGBTQ community, transgender 
people and bisexual women face the most 
alarming rates of sexual violence. Among both of 
these populations, sexual violence begins early, 
often during childhood.

• The 2015 U.S. Transgender Survey found that 
47% of transgender people are sexually 
assaulted at some point in their lifetime.

• Among people of color, American Indian 
(65%), multiracial (59%), Middle Eastern 
(58%), and Black (53%) respondents of the 
2015 U.S.  Transgender Survey were most 
likely to have been sexually assaulted in their 
lifetime

• Nearly half (48%) of bisexual women who 
are rape survivors experienced their first 
rape between ages 11 and 17 (Human Rights 
Campaign, 2015) (Placeholder3) https://
www.hrc.org/resources/sexual-assault-and-
the-lgbt-community; National Center for 
Lesbian Rights, April 30, 2014 http://www.
nclrights.org/sexual-assault-in-the-lgbt-
community (National Center for Lesbian 
Rights, 2014)

Many patients are at higher risk due to age and 
lifestyle. Victims and suspects come from all 
walks of life, all socioeconomic levels, all educa-
tional levels, all cultures, all languages, all 
beliefs, all vocations, and don’t necessarily fit the 
stereotypes. It is very important to be Culturally 
Competent (Lynch & Duval, 2011a). Patients 
may have engaged in behaviors that make them at 
higher risk for untoward actions, such as those 
who have mental health issues, either diagnosed 
or undiagnosed, runaways, homeless people, sex 
workers, those who use drugs and alcohol 
(ETOH), and those who fail to accurately assess 
their own safety.

It is vital that the SANE be knowledgeable 
about interacting with patients who have varied 

social, cultural, language, legal, and identity 
differences.

It is important to acknowledge that there are 
those who make reports of sexual assault which 
are not authentic. The fact that false reports do 
occur, regardless of frequency, should be an 
adequate reminder, to the forensic examiner, to 
remain objective and aware that all patients are 
not candid and forthcoming. It is not the role of 
the forensic nurse examiner to believe or to not 
believe the patient; the examiner’s role is to 
document the patient’s account of the event. 
Some patients may have motive or be otherwise 
troubled with issues that may have precipitated 
the report of sexual assault. The SANE may not 
be aware of the authenticity of the patient’s report 
but regardless, exploring issues the patient may 
have and making appropriate referrals may be of 
great value to this patient. Sometimes, a report of 
sexual assault can be a gesture for attention or to 
cover up some type of transgression; sometimes, 
it is intentional that may or may not reveal itself, 
at a later time. Regardless, any false report of 
sexual assault is damaging for victims, accusers, 
and the falsely accused, and perpetuates 
skepticism among law enforcement and the 
community. No patient will be judged, or the 
objectivity of the examiner will be lost. All 
patients will be treated with the same compassion 
and professionalism.

 Role of the Forensic Nurse Examiner

The sexual assault nurse examiner is the link 
between nursing and the law (Link Between 
Nursing and the Law, Lynch-Duval,  2005). The 
forensic nurse examiner will obtain a detailed 
event medical and history from the reported vic-
tim and gather vital evidence that will be analyzed 
by other forensic experts. The examination 
includes a carefully detailed account of the 
reported event, by the patient. There will be dia-
grams and photodocumentation of the any related 
findings observed on the patient, as well as appro-
priate specimen collection and collection loca-
tions, medication administration, and aftercare 
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instructions (ACI). It is not the role of the SANE 
to come to any conclusions or pass judgment on 
whether anyone is being forthcoming or not; 
guilty or not guilty. That would cause the SANE 
to lose objectivity; being objective is the main 
point of being the neutral healthcare professional. 
The SANE, as an expert, does not give opinions 
or testimony to try to “help the case,” for the pros-
ecution; for whom the SANE will likely be called 
to trial, if that SANE has conducted the examina-
tion. SANEs who are appearing at the request of 
prosecution or consulting for defense, should not 
exaggerate, overstate, or appear biased toward 
one side or the other. However, the SANE’s ethi-
cal opinion and testimony, regarding the forensic 
examination findings, may benefit one side of the 
aisle or the other, in the end. Many SANEs are 
defense consultants. They will be reviewing the 
forensic sexual assault examination and docu-
mentation for accuracy, quality, and complete-
ness. The records can also be used for Peer 
Review, Chart Review, Quality Improvement, 
education, and annual competency evaluations. A 
SANE is an objective gatherer of reported infor-
mation and potential scientific evidence; not a 
representative of the reporting patient or a victim 
advocate. The forensic exam is a neutral scien-
tific process. The forensic nurse will be among 
other experts, who will be reviewing their aspect 
of the case.

The Sexual Assault Examiner must be objective, 
impartial, and neutral. Of course, in a court of law, 
there is no “innocent”; there is only “guilty” or 
“not guilty.”

 The Intake

 EMTALA MSE

Reported victims present to the forensic setting 
in a variety of ways. Many are accompanied by 
law enforcement (LE) after a report of sexual 
assault has been made.

That is the best scenario because law enforce-
ment knows where their SANE Centers are 
located.

Some patients enter via a hospital emergency 
department, alone or are accompanied by a 
partner, friend, or parent. If that particular facility 
does not have a SANE to do the examination, the 
patient should have a brief Medical Screening 
Examination (MSE) and be discharged. Then that 
patient can go to the SANE facility for the 
forensic Medical Legal Examination.

The urgent medical needs of the patient always 
take priority over the sexual assault evidentiary 
examination.

Very few (fewer than 2–3%) sexual assault 
patients need emergency medical care. This was 
specifically addressed by the Emergency Medical 
Treatment and Labor Act (EMTALA, 1986). 
EMTALA mandates that every patient who enters 
an Emergency Department receives a Medical 
Screening Examination (MSE). There are 
exceptions to EMTALA (Constantino, Crane, & 
Young, 2012). Most modern programs have set 
up protocols to bypass the Emergency Department 
(ED) completely. Many institutional programs 
have designated spaces which are, ideally, 
separate and away from the ED.  Some have 
related programs but housed in separate facilities 
on or off campus, and there are those nurses in 
private forensic practice who offer a number of 
services to LE and the community.

EMTALA states, “When services are 
requested for a nonmedical condition or evidence 
of a crime has occurred and the patient is 
considered walking-well (E.G. sexual abuse/
assault, blood alcohol) the facility is not obligated 
to conduct a MSE under EMTALA. However, if 
the individual, brought in by law enforcement 
may have sustained injury a MSE may be required 
to determine if the patient needs further medical 
treatment.” Local policy will apply.

It is not uncommon for victims of Domestic 
and Interpersonal Violence to experience more 
physical body injury than other types of relation-
ships. Interpersonal Violence evaluations, victim 
or crisis advocates (not the same as “patient advo-
cates”; which is the role of the RN), offerings for 
counseling, and the provision of other services, 
are often included within the resources of forensic 
nursing programs and affiliates.
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It is imperative that the SANE be attentive to 
the possibility of human trafficking. It is a special 
segment of awareness that should not be 
overlooked. The SANE will be familiar with 
indicators that their patient could be a victim of 
trafficking.

 Patient Confidentiality

 HIPAA

Patient personal information is protected by laws 
regarding who may access such personal infor-
mation. The Health Information Portability and 
Accountability Act (HIPAA: Health Information 
Portability and Accountability Act, 1996; 2003 
F.R. 82462) created privacy regulations for per-
sonal health information. Under this privacy 
regulation, “Covered Entities,” who release 
medical information to unauthorized recipients, 
face heavy fines, whether intentional or unin-
tentional. “Covered entities include healthcare 
plans, healthcare clearinghouses, and healthcare 
providers. Law enforcement officers are not 
considered to be covered entities under HIPAA. 
Although, HIPAA does impact how law enforce-
ment can access healthcare information, police 
officers do not have to follow any HIPAA privacy 
regulations once they have obtained the personal 
health information of a patient” (Lynch-Duval, 
2011; Chasson, 2011).

There are exceptions to HIPAA that relate to 
both reported victims and suspects of criminal 
events. Law enforcement may obtain some per-
sonal health information without the patient’s 
consent for specific, purposes. Those specific 
purposes might include identifying and locat-
ing a suspect, a material witness, or a missing 
person. Some jurisdictions would include a 
welfare check. Some health information 
requires the authority of a court order or a war-
rant. All vital medical and psychiatric informa-
tion, including DNA, dental records, and body 
fluids and their analysis, can be released and 
obtained with subpoena through the justice 
system.

 Consent for the SANE Forensic 
Examination

The SANE should proceed through the examina-
tion with confidence and direction with the com-
passion and understanding of how personal and 
intimate the circumstances can be. If the patient 
chooses, one or more significant others should be 
allowed to remain with her/him, during this ini-
tial period. There will be times when the patient 
should only be with the investigating profession-
als, without any others present. Having other per-
sons present during the interview can cause the 
patient to be inhibited when it comes to talking 
about their sexual history and the history of the 
event.

It is imperative that the patient give consent 
for all proceedings. Implied consent does not 
apply. This is not an emergency procedure; it is 
completely voluntary.

It is necessary for the SANE to be familiar 
with prevailing jurisdictional laws and policies 
concerning the ability of the reported victim to 
give consent for her/his own examination. In 
California, a person, 12 years old and older, can 
consent to her/his own forensic examination and 
should sign her/his own consents. The age one 
may consent to control one’s own reproductive 
health, including a sexual assault examination, 
is not necessarily the same as the Age of 
Consent. It is not the same for every state.

If an adult or adolescent patient is able to 
understand what she/he is consenting to, then the 
exam may commence. The SANE will encounter 
patients who have been drinking, have taken 
drugs, or are otherwise impaired. The criteria for 
conducting an exam is when the patient can show 
desire to have the exam, can understand what will 
be included in the exam, understand the consents 
for the exam, and verbalize understanding to the 
SANE. This is not the same as “being under the 
influence,” as with the intent to drive a car, so 
waiting for a toxicology screening for blood 
alcohol content (BAC) is not assistive, as far as 
consent is concerned. The SANE will explain all 
the aspects of the examination and assess and 
screen the patient for the patient’s ability to 
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understand what the examination involves and 
that the patient has the right to have the forensic 
examination or refuse or decline the exam or any 
parts of the examination.

If the SANE has assessed the patient as being 
unable to consent for the forensic examination, 
the patient should be allowed to rest for a period 
of time or come back when the patient is able to 
consent.

The time frame for an acute examination is up 
to 7 days so the patient should not be pressured to 
have the examination if not fully able to consent. 
The patient, having taken a shower, does not 
preclude that patient from having an examination 
and evidence collection.

It is the right of adolescent and adult patients 
to have, to decline, or delay the forensic 
examination. The patient should be informed that 
the more time that passes since the event, it 
decreases the possibility for the availability of 
biological evidence.

“However, the informed consent process 
includes making patients aware of the impact of 
declining a procedure, as it may negatively affect 
the quality of care and the usefulness of evidence 
collection” (U.S. Department of Justice, 2013). 
It may also have a negative impact on a criminal 
investigation because evidence that was not col-
lected may have been useful. It is not the concern 
of the SANE to show partiality for either side of 
the aisle. Evidence may be of assistance to either 
party and should be introduced in an objective 
manner without overstating or editorializing. If 
the SANE appears biased the objectivity is lost. 
The SANE provides information and education; 
not conclusions. Consents will be required for 
the examination itself, which should include 
photography, the use of deidentified information 
for statistics, education, data collection, epide-
miological studies, with whom the information 
will be shared. Also, consent for the administra-
tion of prophylaxis medications to prevent STI 
(Sexually Transmitted Infections) and emer-
gency contraception (EC) to prevent pregnancy, 
screening for HIV, and any other procedure that 
might be assessed by the SANE or required by 
protocol.

A HIPAA authorization should also be 
included to inform the patient that her/his 
information is subject to disclosure, to law 
enforcement, the judicial system, and that a 
subpoena may be issued for records and 
photographs (U.S. Department of Justice, 2013).

 History

The history of the event will be the words of the 
patient. It is best not to ask questions from a list 
but to allow the patient to tell her or his account 
of the event(s) in his/her own words, with little 
interruption except to clarify points and keep the 
patient focused. The attention should be on the 
patient; not a computer or a list of questions. It is 
not he nurse examiner’s role to believe or not 
believe the history; the role is to assess the 
patient, physically, document what the patient 
states, using quotation marks, diagram, and 
photograph any physical findings, and to collect 
physical evidence.

There is a difference between the history that 
is taken by the SANE and a Forensic Interview. 
One does not necessarily replace the other 
although Forensic Interviews are recommended, 
if not mandated, for children/prepubescent 
patients. The SANE gathers information that will 
be specialized and contain different information 
than the interviews conducted by other forensic 
partners, who are not medical professionals. The 
medical history and the history of the event, taken 
prior to performing a forensic medical legal 
examination, is an integral part of the forensic 
examination and will be taken by the SANE. A 
forensic interview is typically conducted by a 
nonmedical person such as trained law 
enforcement officer, investigative social worker, 
or MDIT (Multi-Disciplinary Interview Team) 
(California Medical Protocol for Examination of 
Sexual Assault and Child Sexual Abuse Victims, 
with updates 3-9-2018, p. 23).

The SANE history taking should include 
details such as types of contact, time frames, 
physical locations, body contact locations, types 
of anogenital contact, number of times acts were 

C. Caruso RN SANE-A



615

reported to have occurred, positions employed, 
descriptions of surroundings, conditions and 
circumstances, and other pertinent information. 
Sometimes the SANE must keep the patient 
focused to stay on track. The SANE is the 
objective, medical professional, who collects 
information, potential evidence, and assesses the 
patient (SANE-SART Development and 
Operational Guide, Ledray, 1999).

The examiner’s role is that of medical sci-
entist administering medical care and assess-
ment while collecting and preserving various 
kinds of evidence. These activities may require 
that the examiner testify to her/his observa-
tions, in court proceedings. The examiner 
must be viewed as impartial and objective. 
This should not take away from professional, 
sensitive care. The examiner must define her/
himself as a neutral, compassionate practitio-
ner while maintaining her/his role as a scien-
tific medical professional. Bias, exaggeration, 
and overstatement will be evident if the case 
should go to trial. The forensic nurse examiner 
is always the “patient advocate” but, in 
California, for example, it is legislated that a 
“crisis advocate” must be called to accompany 
any reported victims to any interviews, exami-
nations, or court proceedings (California 
Codes: Title 17 Penal Code Section 679.04 
(California. Office of Criminal Justice 
Planning, 1987)).

 The Forensic Examination

The forensic medical legal examination includes 
the thorough “head-to-toe” patient assessment by 
the SANE. The patient must be stable and free of 
any urgent medical issues. The forensic 
examination is not an urgent or lifesaving process. 
Should there be any emergent medical issues, 
clearly, those will take priority over the forensic 
examination.

For the rare patient who presents as a serious 
trauma victim, the patient’s medical condition is 
always the first concern over the voluntary sexual 
assault exam. Trauma protocols can be initiated 

under the rule of “implied consent” but the sexual 
assault exam is not a priority and is not covered 
by implied consent. In these cases, the evidence 
collection is deferred until the patient is stabilized 
and able to give consent, or other approved legal 
protocols that have been put into place. Since it is 
most desirable that physical evidence be collected 
as soon as possible after a reported sexual assault, 
there is currently a window of opportunity, for 
biological evidence collection, for an acute 
examination, of about 120–168 h (5–7 days), for 
biological evidence collection. Clothing, 
vegetation, and other physical evidence can be 
held, in some cases, until consent can be obtained. 
California was among the first to institute State 
protocol and procedures with documentation 
forms for sexual assault events, for pediatric, 
adolescent, and adult reported victim exams, and 
a suspect examination (CA Penal Code Section 
13823.5) (California Medical Protocol for 
Examination of Sexual Assault and Child Sexual 
Abuse Victims, with updates, 3-9-2018) 
(California Codes Title 17, 1986).

A nonacute examination would be one that is 
done after the time frame for the collection of 
viable biological evidence has passed. The same 
examination as the acute examination would take 
place, as far as interview, physical examination, 
and photography. Only the collection of samples 
would be omitted. Possibly STI testing would be 
done, depending on the timing and circumstances.

Forms can always use improving as the exam 
techniques improve and the progression of 
scientific methods advance. It is always best 
practice to make the examination observations 
and documentation as objective and nonbiased as 
possible. If the forensic exam can be said to be 
“consistent with the history,” it could equally be 
consistent with something other than the history.

The forensic examination will include routine 
medical information, such as vital signs, 
complaints, illnesses, conditions, surgeries, 
allergies, psychological diagnoses, medications, 
and various other questions, depending upon the 
patient’s age, development, and gender. The first 
day of the last menstrual period [FDLMP] or just 
[LMP], for women and girls, along with Gravida 
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[pregnancies] Para [live births], Ab [abortions], 
M [miscarriages].

There is always the possibility that the foren-
sic patient has engaged in recent consensual 
sexual activity. There will be no way to differ-
entiate one finding from another. Forensic report 
forms ask about the last consensual intercourse 
(LCI) within 5–7 days. If the response is positive, 
there could be multiple samples of DNA present. 
It may be necessary for the patient’s consensual 
partner to have an exemplar submitted as known 
DNA. If all persons agree that they were present 
and had had sexual contact, DNA would not be as 
significant in this case. The issue would be con-
sent, which is necessary to note, since there could 
be more than one sexual contact or consensual 
partner, that could have resulted in anogenital 
findings, which would be indistinguishable from 
any current report of sexual assault.

The same way that DNA of the suspect can be 
found on the patient’s body; the patient’s DNA 
could be found on the suspect’s body. The foren-
sic nurse examiner should ask if the suspect (s) 
has been detained and if there might also be a 
suspect exam to be conducted. There is absolutely 
no reason that the suspect examination could not 
be done at the same facility and by the same 
SANE as the reported victim (RV) examination. 
If the facility maintains the same cleaning routine 
between patients, there should be the same rou-
tine applied for the next patient regardless if it is 
a suspect or reported victim. The nurse examiner 
will not ask the suspect any details of the event 
for which he/she is being examined. This could 
interfere with law enforcement business.

Sometimes, there are medical findings, 
hygiene issues, and skin conditions that can 
mimic and be mistaken for injury. The SANE 
will ask about anything that may interfere with 
the interpretation of the current examination 
findings.

 Anatomy and Physical 
Development

The stages of physical growth and development 
affect the anogenital structures. Hormonal 
changes take place as the sexual anatomy 

matures. The anatomical structures that the 
forensic nurse must be familiar with, may be 
more detailed than the standard knowledge. The 
evolution and stages of the female hymen, from 
birth to death, may not be common knowledge to 
all; even some medical professionals.

“Anatomical position” is the patient’s right 
and the patient’s left, rather than the examiner, 
looking at the patient or a photograph in mirror 
image.

The location of anogenital findings are identi-
fied by using the face of the clock (Fig. 36.1).

Introitus also called the Vaginal Orifice: The 
introitus is empty space; it is air, or an opening to 
pass through into the vagina. There can be no 
injuries to the introitus because there is no actual 
structure there. The nearest actual structure is the 
hymen. When documenting findings, the SANE 
will list the physical structures being identified.

Hymen: It is not an indicator of virgin-
ity (Medical Response to Adult Sexual 
Assault-A Resource for Clinicians and Related 
Professionals, Ledray, Burgess, Giardino, p. 22, 
STM 2011). The hymen is the nearest physical 
structure to the Vaginal Introitus. It is a mucous 
membrane that is thick and elastic at birth due 
to estrogen from the mother. It loses the mater-
nal estrogen and develops into a thin, translu-
cent tissue that may tear easily. With puberty, 
the hormonal influence of estrogen causes the 
hymen to become thick and fluffy and elastic. 
There is no such thing as a “virgin exam” or a 
“virgin check.” Minor superficial injury can be a 
natural by-product of consensual sexual contact 
as well as in nonconsensual contact. Whether or 
not the patient is reported to be a virgin is incon-
sequential. Injury can occur at about the same 
rate for both groups and there is no guarantee 
or method to predict when injuries may occur 
in sexual contact. Studies conducted regard-
ing consensual sexual findings render the abil-
ity to tell what might be consensual and what 
might be nonconsensual, not possible from the 
physical examination. The studies from the past 
were less sophisticated and show mixed results 
from the more objective and recent studies. The 
statistical results of the studies reveal that the 
percentage of injuries are not so far apart that it 
could be determined what might be consensual 
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Fig. 36.1 This is the female vulva, also called the external genitalia, the perineum, and the anus. The vagina is not 
visible in this diagram

or nonconsensual or what patients may have 
been virginal. Jones et al. compared anogenital 
injury for adolescents reporting acute sexual 
assault with those following consensual sexual 
contact. Although data may not be completely 
reliable since the veracity of the history may not 
be known and some discrepancy exists regard-
ing the types of findings that were defined as 
injury, both groups had a high rate of anogeni-
tal injury. The consensual group had 73% inju-
ries and the nonconsensual group was at 85%. 
Sommer et al. concluded in their 2005 study that 
they could not differentiate injuries that occur 
as the result of consent versus nonconsent based 
on visual inspection, use of Toluidine Blue Dye, 
or the use of a colposcope (Kaplan, Adams, 
Starling, Giardino, 2011, Medical Response to 

Child Sexual Abuse, Chapter 11, SMT Learning, 
p. 226).

Vestibule: The “valley” or crevice between 
labium.

Fossa Navicularis (FN): This is a slightly 
depressed area between the hymen and the 
Posterior Fourchette. Posterior Fourchette (PF): 
It is where the labia minora join posteriorly and is 
just anterior to the Fossa Navicularis. This area is 
nonelastic and often a common site of injury. 
When viewed without traction or separation, it is 
web-like, similar to the tissue between your index 
finger and the thumb. When viewed with traction 
and separation, it flattens out and appears to be a 
part of the Fossa Navicularis.

Commissure: A site of union for the posterior 
fourchette. This term is used primarily for 

36 The Forensic Sexual Assault Medical Legal Examination: The SANE Exam



618

children whose commissure has not developed 
well enough to call it the Posterior Fourchette.

Perineum/Perineal Body: This is commonly 
referred to as the area between the Posterior 
Fourchette and the anus.

Anus: The anal area which is external to the 
rectum. The Dentate/Pectinate line defines the 
change of tissue types from anus and the Pectin 
Transitional Zone to the rectum of Stratified 
Epithelium (Medical Response to Adult Sexual 
Assault-A Resource for Clinicians and Related 
Professionals, Ledray, Burgess, Giardino, p. 45, 
STM 2011) (Ledray et al., 2011a).

“Internal” and “External”: “External” is 
used to describe structures from the hymen 
forward and “internal” is used to describe 
structures from the hymen, back. The vulva and 
its structures are external, although, it is within 
the labium. The vagina is internal.

Pelvic examination: It is an examination, usu-
ally done annually for a PAP Smear, that includes 
a bimanual examination. It is NOT part of the 
forensic examination.

There are findings that are “normal” or “within 
normal limits” (WNL) and there are Normal 
Variants. The nurse examiner should be able to 
identify normal variants and common conditions 
such as venous pooling or venous congestion, 
which is the collection of venous blood, due to 
gravity, which can be mistaken for bruising by 
the unknowing examiner. If the area is pressed 
on, the blood will dissipate; if it does not dissipate, 
it could be a bruise.

The most common anogenital injury findings 
are superficial abrasions and tears. The 
mechanism of injury for abrasion is two skin 
surfaces rubbing together. The mechanism of 
injury for a tear is the stretching of the tissue, 
beyond its capacity, causing it to split or tear. 
These are common findings for sexual contact; it 
cannot be determined whether that contact was 
consensual or nonconsensual.

When two skin surfaces rub against each 
other, that contact can cause friction and abra-
sion. This is the action of persons having sexual 
intercourse. Sometimes, the external genital tis-
sue is stretched, which is the mechanism of injury 

in sexual contact and can cause tears. Redness is 
nonspecific. Superficial injuries can occur in both 
consensual and nonconsensual sexual contact. 
Using the face of the clock for reference, when 
the participants are in “missionary position,” for 
example, injury findings from penetration, are 
most commonly observed between the 4 and 8 
o’clock position. There is no conclusive method 
to substantiate anogenital force. The degree of 
physical genital injury does not determine 
whether the acts have been consensual or not. 
The same findings can be observed when there 
has been reported nonconsensual intercourse and 
when there has been consensual intercourse.

The penis does not generally “strike” the geni-
tals, as might be inferred in “blunt force trauma,” 
so that is not usually the cause of injury findings. 
As stated above, the mechanism of injury is 
stretching of the tissue causing a tear. The term 
“tear” is preferred, to “laceration,” by many prac-
titioners because of the mechanism of injury and 
to avoid giving an overstated impression.

Injuries to the male may be varied, depending 
on the nature of the situation. Most frequently, 
the examiner will observe redness, abrasions, and 
tears to the anus. Foreign objects or other devices 
may be used on the penis and anus, either to 
constrict or bind or for insertion into the urinary 
meatus or anus. In these cases, ligature marks, 
redness and edema, bruising and/or tears may be 
present. It still cannot be concluded whether 
findings are from consensual or nonconsensual 
anogenital contact.

The suspect (s) examination is similar to the 
other forensic examinations but the suspect will 
not be asked about the reported event.

There can be injury or no injury when there is 
a report of sexual assault. There can be injury or 
no injury in consensual intercourse. There is no 
definitive way to tell them apart. The degree of 
the injury is not dependent upon whether an 
assault took place. There should be no expectation 
of injuries or the ability to substantiate anogenital 
force. The presence or absence of anogenital 
injury does not necessarily confirm or negate the 
possibility of sexual abuse or assault. Often, our 
patients will report that they cooperated to keep 
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from getting hurt. Cooperation is not indicative 
of consent.

Even when injuries appear to be present, 
they may be due to consensual or nonconsen-
sual contact. Some findings can be due to 
hygiene issues, such as tissue friability (break-
down), wiping back to front, infections and 
inflammations, or skin conditions such as 
rashes, excoriation, and dermatitis, which can 
mimic injuries. Naturally occurring findings, 
such as venous congestion, when blood, inside 
the veins, pools, due to gravity, in a dependent 
area of the body, the anus, in this example, 
causing it to have a blue hue and confusing it 
with bruising. Some conditions can mimic inju-
ries.Some findings or lack of findings will 
depend on the timing of the examination. The 
patient’s health and ability to heal will also be a 
factor to consider, along with the character and 
severity of the original injury, should there have 
been one.

When evaluating a patient in a nonacute 
examination, the conscientious examiner knows 
that it would only be speculation to attempt to 
“age” a possible nonacute finding unless the 
original, acute injury was observed and 
documented, at a specific location, and then 
followed-up through the healing process, to the 
nonacute phase, where a general time frame 
could be established. Findings can be naturally 
occurring, within normal limits (WNL), related 
to maturity and development, medical and skin 
conditions, hygiene, and can otherwise be 
misidentified and should always be included in 
differential diagnosis.

The forensic Examiner cannot substantiate 
anogenital force.

Of course, there is different criteria for prepu-
bertal child exams because there is no consent for 
small children.

The adult and adolescent patient may choose 
to have a forensic examination but not partici-
pate in the investigation or the justice system 
and are not ready to make a decision about 
what they want to do. Rather than discourage 
any report at all, the patient may have the 
forensic medical legal examination with evi-

dence collection and prophylaxis provided and 
have that exam held, for a limited amount of 
time, designated by the program, with limita-
tions and notifications clearly defined. Then 
the patient will have time to decide what action 
to take and if action is taken the investigation 
will proceed. If not, the evidence kit will be 
destroyed.

It may not be known, at the time of the exam, 
what may or may not be valuable to the 
investigation.

All health care providers should be aware 
of the reporting requirements in the jurisdic-
tion in which they work. In jurisdictions in 
which mandatory reporting by health care per-
sonnel is required, patients should be informed 
of the legal obligations of health care person-
nel, what triggers a mandatory report, that a 
report is being made, and the contents required 
to be contained in the report. Patients should 
understand that even if health care personnel 
make a mandatory report, they are not obli-
gated to talk with law enforcement officials. 
Some jurisdictions mandate reporting for 
some or all violent crimes, requiring health 
care workers to notify law enforcement in 
cases involving a gunshot or knife wound, 
strangulation/choking, or other serious bodily 
injury. They vary, however, in whether they 
require acts of sexual violence without serious 
physical injuries to be reported. In addition, 
under VAWA 2005 as a condition of STOP 
Formula Grant funding, states must also cer-
tify that law enforcement officers, prosecu-
tors, and other government officials do not ask 
or require victims of sex offenses to submit to 
polygraph exams or other truth telling devices 
as a condition for proceeding with the investi-
gation or prosecution of the offense (VAWA, 
2005).

In response to VAWA 2005, many jurisdic-
tions have implemented alternatives to standard 
reporting procedures. Many SANE programs 
have joined with law enforcement and 
implemented alternatives to traditional reporting 
procedures, such as anonymous or blind 
reporting. These procedures are used when 
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patients do not want to immediately report, do 
not want to cooperate with LE, or are undecided 
about reporting with their own name and contact 
information (but are willing to report 
anonymously) (U.S.  Department of Justice, 
2013).

 Biohazards Associated 
with the Forensic Examination

There are few risks of biohazard contamination 
in the sexual assault forensic exam. There is a 
minimal amount of blood and body fluids, 
handled by the SANE and the nature of the 
examination makes the risk of exposure 
practically nil. Most exam rooms are not even 
required to have a red biohazard bag and all 
materials can be safely discarded in the general 
trash.

The evidence sets of swabs, collected for 
DNA analysis, must be protected from contact-
ing one another and transferring DNA from one 
set of swabs to another. The samples, them-
selves will maintain their DNA, even if dropped 
on the ground, as evidenced from samples that 
are collected from less than pristine crime scene 
surfaces and locations. Fundamental to the 
Blood Borne Pathogen standard is the concept 
of “Standard Precautions.” Once called 
“Universal Precautions,” this concept is the pri-
mary mechanism for infection control. It 
requires medical personnel to treat all human 
blood, body fluids, or other potentially infec-
tious materials as if it were contaminated with 
organisms such as hepatitis B (HBV), hepatitis 
C (HCV) and human immunodeficiency virus 
(HIV). Protective measures should be taken to 
avoid direct contact with these potentially infec-
tious materials by using barrier protection, dis-
posable, gloves without powder and changing 
them often, cover gown and mask, when 
appropriate.

All surfaces and nondisposable equipment 
should be wiped down with a solution of bleach 
diluted 1:10 or commercial 10% bleach 

preparation. The surfaces must be in contact for 
10 min for proper disinfection and destruction of 
DNA.

 The Forensic Exam Process

Generally, a patient, presenting for a forensic 
examination, should be in stable condition.

There are samples that will be routinely be 
collected. The patient history can guide any 
additional or unusual collections, when 
warranted.

When a patient states that, at the time of the 
event, she/he had experienced a loss of memory, 
for example, due to intoxication, or a loss of 
consciousness, due to a blow to the head, the 
SANE should use her/his experience and 
judgment to collect samples from every 
imaginable point of contact.

The goal is to conduct a proficient, objective, 
and meaningful examination for the patient and 
one that is appreciated by the justice system.

 Elements of the Sexual Assault 
Examination

 1. Initial Contact
 2. Intake and Consents
 3. Medical Assessment & Medical History
 4. The History of the Event
 5. Exam, Documentation, Photography, and 

Evidence Collection Procedures
 6. Evidence Labeling, Drying, and Packaging
 7. Sexually Transmitted Infections, Pregnancy 

Risk, other screenings: Prophylaxis, 
information, and resources

 8. Discharge and Follow-up
 9. Trial appearance as a neutral, objective wit-

ness who will educate the court and the jury.

There is no charge to the patient for the foren-
sic examination.

In most circumstances the SANE will be 
“built in” to the prosecution’s case, as an expert 
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witness, and will likely be called by the prosecu-
tor if the forensic medical legal examination 
becomes a significant element to be introduced. 
Unless other arrangements have been made, the 
district attorney’s office does not compensate the 
SANE for the appearance at trial. However, the 
program for which the SANE works should have 
a system of compensating the SANE when a 
court appearance is warranted.

Of course, since the SANE would not say any-
thing different should the SANE be called by 
prosecution or defense, the SANE could be called 
as a witness for either prosecution or defense.

SANEs who act as consultants and expert wit-
nesses for defense should establish a fee schedule 
for review of the forensic medical legal examina-
tion documentation and photographs, along with 
other documents the SANE would likely review, 
pertinent to the case, such as transcripts, DNA 
and toxicology reports, CVs of opposition wit-
nesses, law enforcement reports, and applicable 
medical records. SANE experts will likely charge 
by the hour for records review and have a daily 
rate and various rates for work product, travel, 
and expenses. A retainer and a time limit on the 
allotted hours for review, may be applicable.

We must remember that it is the ‘Criminal 
Justice System,’ not the, ‘Victim Justice 
System.’ (MADD May 17, 2017 DRUGGED 
DRIVING) (Drunk Driver, 2017)

Most sexual assault adolescent and adult 
forensic examinations are conducted on females. 
The report forms are mainly focused on the 
female patient, but males are also subject to sex-
ual assault and report forms should be created 
and modified to accommodate reports of acute 
and nonacute examinations of males, females, 
adult, adolescent, patients who do not want to 
cooperate with LE, at the time, pediatric patients, 
LGBTQ patients, and elderly patients. In some 
locations, consents should be made in more than 
one language

Most importantly, the SANE should think 
through the forensic examination using the 
patient history, critical thinking, nursing 

judgment, and applying evidence-based practice. 
“Evidence based practice (EBP) is the 
conscientious use of current best evidence in 
making decisions about patient care (Sackett, 
Straus, Richardson, Rosenberg, & Haynes, 
2000).” (Improving healthcare quality, patient 
outcomes, and costs with evidence-based 
practice, Bernadette Mazurek Melnyk, p.  2, 
10/23/2016) (Ledray, Burgess, & Giardino, 
2011b).

The information gathering dialogue between 
the SANE and the patient takes about 45 min to 
an hour; a little longer if translation is needed or 
other barriers  are  encountered. The physical 
examination, with evidence collection, can take 
another 45  min to an hour. For the patient, the 
examination is about 2 h. For the SANE, it could 
be an average of about 4  h or more depending 
upon the complexity of the situation and the 
efficiency of the examiner.

 Collections

A reference sample or exemplar. This is the 
known sample from the patient. Today, the most 
common form of DNA collection is with Buccal 
Swabs, which is a rubbing of the inside of the 
cheeks of the oral cavity, with a set of swabs to 
collect cells (not saliva) for an exemplar sample 
of the patient’s own DNA.

The collection time has been expanded from 
72  h to 5 to 7 days, since the early 2000s. 
Amazingly, the time frame was only recently 
updated in the California Protocol (2018). There 
are several methods that are passing trends and 
soon disappear as being unnecessary, outdated, 
or causing potential injury to the patient [dental 
tape flossing, using toothpicks or manicure sticks 
to scrape under fingernails] Neither of those 
things are currently approved.

Nasal swabs became popular, for a short 
while, as the exemplar or reference sample, but 
are not endorsed. A set of Buccal swabs is the 
current recommended method for the exemplar 
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over liquid blood or blood cards (CCFMTC, 
03-09-2018) (Sackett et al., 2000).

Control swabs and plucked head or pubic 
hair have not been necessary since the late 1990s 
when the advanced techniques for DNA analy-
sis had evolved and a hair follicle root was no 
longer needed. Through the years, the tech-
niques for collections and analysis have changed 
but they are slow to move ahead in policies, pro-
cedures, and protocols, leaving the older infor-
mation “on the books.” The use of antiquated 
collection methods and the citing of old litera-
ture, some of which has been invalidated, does 
not reflect well on the examiner, who is expected 
to keep up with current literature and Standards 
of Care.

Many changes that have been made, over time, 
and long-ago adopted, by the astute SANE who 
maintains contact with peers and affiliates and 
keeps current through professional organizations 
specifically the IAFN (International Association 
of Forensic Nurses), The Academy of Forensic 
Nurses, conferences and other educational venues 
and with the current  literature. Some of the 
updated methods, annotated for the California 
State Protocol, March 2018) (Sackett et al., 2000):

• Eliminate all control swabs
• Eliminate routine head and pubic hair collec-

tions for reference or evidence unless a sub-
stance is suspected to be in the hair

• Eliminate oral and genital aspirate, wet mount 
exam, and all dry mount slides

• Collection for oral sample is expanded from 
12 to 24 h [not the same and the exemplar]

• NO oral dental tape flossing
• Urine Toxicology expanded to 5 days
• Blood Toxicology/ETOH expanded to 24 h
• Alternate Light Source (ALS at least 450 nm, 

for use with orange goggles) has always been 
superior and recommended over the indis-
criminate Wood’s Lamp. Neither of those 
tools are specific for body fluids.

• Do not cut fingernails, use manicure sticks 
(orange sticks) or toothpicks [or anything else 
that may scrape or disrupt the tissue]. Use sets 
of moistened cotton-tipped swabs; preferably 
micro-tipped swabs.

• When there is an incomplete history or no his-
tory provided, collect sets of swabs  from all 
imaginable points of contact:
 – Both sides of the neck
 – Both breasts
 – Perioral area
 – External genitalia (Vulva)
 – Vaginal swabs (4) and cervix (2) when 

appropriate for age]
 – Perianal and anal area
 – Rectal swabs if anoscopy is warranted 

[case-by-case basis]

The swabs will be identified, labeled, and 
placed in a swab dryer for an hour. It is the 
most efficient method, made specifically to dry 
forensic samples (Kinderprint, Martinez, CA). 
While the swabs are drying, the SANE will be 
going through the samples, sorting and label-
ing them, diagraming the location of collec-
tion, and filling out the forensic report form 
using the notes the SANE will have taken or 
recorded during the interview, so full attention 
could be given to the patient. After all the han-
dling and packaging of the evidence, the exam 
room and all nondisposable equipment will be 
wiped down with a 10% bleach solution. The 
room should be ready for the next SANE and 
patient.

Law enforcement will sign Chain of Custody 
to receive the evidence, at the conclusion of the 
examination. Other arrangements can be made as 
long as Chain of Custody is maintained.

 Taking Samples

Swab samples are collected by holding two swabs 
together, as a unit, lightly moistened with sterile 
or distilled water, and moved or rolled together, 
over the area of interest. This method is used for 
samples collected on dry areas. To collect from 
moist areas, distilled water is not needed. Some 
samples, like bite marks, can be collected using 
the double swab method where the set of moist 
swabs are followed by a set of dry swabs and 
labeled accordingly. Swabs are collected in twos, 
fours, or at least even numbers so there may be 

C. Caruso RN SANE-A



623

equal sample for the prosecution and defense to 
have tested independently.

The swabs must be dry for extended storage. 
The classic forensic swab dryer is ideal for this 
purpose, especially in areas of higher humidity 
where moisture may encourage mold growth. 
After drying, the swabs should be labeled, placed 
in designated boxes or envelopes, properly 
labeled with patient ID, contents, location of 
collection, and date.

If slides are used, a small, dime size sample 
should go onto the center of the slide.

The SANE will document all specimens col-
lected and from where they were collected, on the 
forensic medical legal report form.

A urine sample (a few drops) will be used for 
a pregnancy test and the rest of the sample (the 
amount to be determined by the crime lab) can be 
used for toxicology, when appropriate.

Blood drawn to test for drugs, prescription 
medications, and for blood alcohol content 
(BAC), must be timely; those samples will also 
go to the crime lab for analysis.

The urine pregnancy test will not go to the 
crime lab and will not determine pregnancy from 
the existent event but will rule out current preg-
nancy, ensuring that it will be safe to provide the 
prophylaxis medications for STIs and pregnancy. 
If the patient has allergies to the proposed stan-
dard medications, alternative regimens can be 
ordered and consultation can be sought.

Generally, any testing for STIs, for the adoles-
cent and adult patient, would be done at the two-
week follow-up appointment since prophylaxis 
will be provided at the acute examination. 
However, any samples that are taken for medical 
purposes will go to the hospital lab. STI testing 
may be done for nonacute examinations. No 
forensic samples are collected, routinely, in non-
acute examinations.

Underwear (panties) should be collected for 
evidence in an acute examination. If the patient 
has changed or washed the panties they should 
still be collected because semen can be detected, 
sometimes, even after an article of clothing has 
been laundered (Kafarowski, Lyon, & Sloan, 
1996; Lynch & Duval, 2011b). Clothing can be 

photographed and may contain evidence of tears, 
rips, or debris. The patient may refuse to release 
articles of clothing for evidence, which is her/his 
privilege, as it is her/his option to refuse any parts 
of the examination.

Clothing is packaged separately in paper bags 
and sealed with evidence tape with the SANE’s 
initials and the date, overlapping the tape edges. 
Body findings and anogenital findings may not 
be related and should be evaluated separately. 
One may have nothing to do with the other.

Sets of neck swabs, breast swabs, and external 
anogenital swabs are among the standard 
collections.

Other collections should be guided by history: 
suction marks, fingernail swabs, the abdomen, 
sites of piercings, and other areas of possible 
touch DNA or body fluids.

Accurate documentation and clear photogra-
phy of visible injury, dirt, and debris on the body, 
could be assistive in the investigation. For 
the patient with an unknown history due to intoxi-
cation or other reasons, all imaginable points of 
contact should be swabbed. “Unknown history” 
refers to a patient who may have been too intoxi-
cated with drugs or alcohol to know exactly what 
occurred at the time of the event. They may wake 
up later with a foggy memory and think that 
something may have happened. These patients 
can sometimes be unsure what, if anything untow-
ard occurred. Regardless, the examination is con-
ducted the same objective manner and it will be 
unknown if consent was given.

External genital or vulvar swabs will be taken 
separately from vaginal samples. Vaginal samples 
are taken with four swabs, held together as a unit 
which do not need moistening with distilled 
water. Two cervical swabs within the time 
parameters, will not need to be moistened. Each 
program will have their own policies, procedures, 
and protocols, that will be created to meet the 
needs of their community.

Nursing judgment and critical thinking, along 
with evidence-based practice, will guide the 
SANE throughout the exam. Some things are rou-
tine collections and some things could have been 
missed except for the astute forensic nurse exam-
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iner, who assesses the patient and the history pro-
vided in order to convert the intake information 
into individualized significant collections. The 
investigation is early; at this point, it is not known 
what might become significant, at a later time.

The forensic documentation and narrative 
should be complete with as much detail as possi-
ble but not so voluminous that it becomes bur-
densome to read by law enforcement, attorneys, 
jurors, reviewers, and other involved entities. The 
next people who are going to read the sexual 
assault forensic examination report and narrative 
will be law enforcement, not medical people. The 
anatomical structures have specific names and 
the correct terminology should be used. However, 
some terms can be used that are familiar to non-
medical persons. After all, the purpose of an 
expert witness, in the courtroom, is to educate the 
court and the jury so they can come to a fair and 
equitable decision. For example, “erythema” is a 
medical word for “redness,” and “bruise” could 
be used instead of “ecchymosis.” When the 
SANE knows who will be addressed, it is best to 
use the most understandable terms that to which 
the listener is accustomed.

 Medical Photography

Medical photography is essential to the foren-
sic process. It can be accomplished with a good 
quality digital camera. SANE programs should 
have a colposcope with a mounted camera or 
some other set-up for anogenital medical photog-
raphy, and a handheld camera and even with use 
of a monopod. There are now a variety of meth-
ods for photographic and imaging software that 
are alternative to the colposcope with camera. 
Some are more portable but whatever the meth-
ods the program chooses, the photos should be 
clear, with good lighting, and enlarge well with-
out losing quality. There is really no excuse for 
poor photography or for limiting the number of 
photographs. As many photos should be taken to 
demonstrate the observed finding.

The purpose of medical photography is to pro-
duce a fair and accurate representation of what 
was observed during the forensic SANE exami-

nation. These photographs will be reviewed for 
any potential value for use in legal proceedings. 
The examining SANE will be the expert called 
by prosecution. The SANE records and 
photographs will likely be reviewed by an expert 
working with defense.

The value of medical photography is to record 
and communicate that which cannot be 
communicated with the written word alone, since 
time will have passed since the reported event 
was acute. It is the responsibility of the SANE to 
take enough photographs to demonstrate the doc-
umented findings.

The controversy of using digital photogra-
phy in the courts is long past. It was once 
thought, that with the ability to alter photos, the 
evidence was unreliable. There are many ways 
to authenticate the photos but first and fore-
most, it is the integrity of the photographer that 
brings ethical practice to the use of digital 
technology.

There are filters and software programs that 
can be used to amplify minor and superficial find-
ings and can make them exaggerated and intensi-
fied in appearance. For example, a small area of 
redness can appear much worse and could be 
misleading if it is not made clear that it is being 
viewed with the use of a filter. It is not the same 
as photoshop, where you can actually change 
what is in the photo.

A head shot of the patient should be taken for 
patient identification. Body photos need not be 
taken if there are no injuries with one exception. 
If a patient has reported that an injury occurred 
to a body part, for example, being stabbed in the 
shoulder, and no evidence of injury is present on 
the shoulder, it would be prudent to take a few 
photos to show there is no injury on the shoulder.

Genital and anal photos should be taken with 
every SANE exam whether there are findings or 
not. This demonstrates that the examiner did a 
thorough examination and inspected all the 
anogenital structures. The anus should be always 
be inspected whether or not a report of anal pen-
etration had been made.

Informed consent must be obtained for pho-
tography. It could be built into your consent for 
examination or a separate consent. The consent 
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can ask for permission to use the photos for edu-
cational purposes, used in the investigation, and 
if the patient is a minor but has the ability to sign 
for her/his own examination, it would be neces-
sary to ask consent from the patient before the 
SANE can share the information with the 
patient’s mother, for example. That would be a 
violation of HIPAA so a separate release, should 
be signed and acknowledged by the patient.

The forensic report forms and the evidence 
collected will already have been collected by law 
enforcement with the chain of custody 
maintained. A copy of the forensic report should 
accompany the evidence in the sexual assault 
evidence kit (SAEK). Photographs can be held 
with the forensic records, in the secure SANE 
office, separate from medical records, until such 
a time that a trial is pending. Then a copy of the 
photos can be released, along with the entire file, 
to the subpoenaing body; usually the District 
Attorney’s Office. Defense will obtain the 
documentation through discovery through the 
District Attorney’s Office.

 Forensic History and Evidence 
Collection

 Information

• Date and time of arrival
• Date and time of event
• Patient name, age, date of birth, contact infor-

mation, ethnicity, language spoken (translator 
name and position, if utilized)

• Vital statistics
• Location of the event: geographical area and 

physical location
• Acts reported
• What hygiene activities have been done since 

the reported event. Patients should be encour-
aged to have a forensic examination whether 
or not they have washed.

• Last menstrual period (LMP) (first day of last 
menstrual period: FDLMP)

• Pregnancy history: Pregnancies, Live Births, 
abortions, miscarriages (Para, Gravida, AB, 
Mis)

• Any other procedures, surgeries, unrelated 
injuries, or findings that WOULD AFFECT 
THE INTERPRETATION of the current exam 
findings

• Preexisting conditions
• Last consensual sexual contact within 5–7 

days
• Alcohol (ETOH) or drug (prescription or 

street drugs) use
• Loss of memory
• Any of the reported acts consensual
• Pertinent physical surroundings
• Name of alleged suspect, age, gender, ethnic-

ity, relationship (known, brief, unknown, 
interpersonal/domestic violence)

• Weapon
• Threats
• Physical assault
• Physical restraints (Ropes, duct tape, zip ties, 

handcuffs, other physical items of restraint; 
NOT a person).

• Strangulation
• Injuries inflicted on suspect by reported 

victim
• The history should indicate the number of 

times something occurred and whether any of 
the reported acts were completed, attempted, 
or the patient was unsure.

• If more than one suspect is reported to have 
been involved, they should be identified with a 
number (s-1), or by name.

The location of collections should be docu-
mented on body diagrams (Table 36.1).

Speculum examinations are done on female 
patients who have entered puberty as tolerated 
(case-by-case basis) and older. Speculum exams 
are not done on prepubertal females. Speculum 
exams will only be done on pubertal females 
when judged by the SANE to be accomplished 
without undue discomfort or injury to the patient.

In an extreme situation where the location 
of the reported sexual assault is unknown or 
the patient presents with debris of unknown 
origin on the clothing or body, have the patient 
stand and undress on two sheets of exam table 
paper. The patient will remove items of cloth-
ing, if it was the same clothing worn at the 
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Table 36.1 Possible forensic collections

History Location Collection
Kissing Mouth, lips, 

neck, breasts
Circumoral, 
perioral, lip swabs, 
oral, if within 12 h 
of the reported 
event
Neck swabs right, 
neck swabs left
Breast swabs 
including nipples

Oral contact: 
fellatio, 
cunnilingus

Oral cavity, 
lips

Oral samples up to 
24 h

Genital 
penetration, 
genital contact, 
attempted, 
unsure

Vulva, 
vagina

Genital swabs (2), 
vaginal swabs (4), 
cervical swabs (2).

Digital genital 
penetration

Vulva, 
vagina

Swabs, as above

Anal/rectal: 
digital, 
penetration, 
contact, 
attempted, 
unsure

No report of 
contact
Anal 
penetration

Anal swabs (2)
Rectal swabs (2)

Ejaculation Location Set of swabs
Condom use Yes [ ] No [ 

]
Collected

Foreign object Yes [ ] No [ 
]

Collected

Other
Other

time, and each item will be placed in its own 
paper bag, labeled and sealed. This process is 
not useful if the location is known or it is some-
where where the environment is not in ques-
tion. Retain the top sheet of paper, where the 
debris has fallen, and bindle it and place in a 
paper bag. Label with patient’s personal data 
and forensic evidence label and initial. Discard 
bottom sheet of paper. This process is not usu-
ally necessary.

 Adjuncts to the Forensic Examination

 The Colposcope
The colposcope is an instrument with low 
power magnification but a high-power light for 

visual inspection, using a system that can go 
from 4 to 35 X (or greater) magnification poten-
tial. It does not touch the patient or go inside of 
the patient. Once used only by gynecologic 
practitioners to visualize areas of cervical and 
vulvar tissue, using filters and screening meth-
ods, to aid in the diagnosis of vulvar and cervi-
cal pathology. The use of the colposcope with 
camera has been employed by the SANE, for 
forensic pediatric, adolescent, adult, male and 
female examinations for at least 25 years. When 
describing the SANE’s use of the colposcope, 
in court, for example, it is not described as 
“colposcopy” by the forensic nurse. This is to 
differentiate it from the “diagnostic colpos-
copy” in women’s health, as described above, 
rather than for forensic purposes. The SANE 
uses of the colposcope for its magnification 
purposes.

Regardless of whether a colposcope is used, a 
separate digital camera should be used for body 
photos, soiled or torn clothing, and other items 
that may become significant.

 Alternate Light Source

Wood’s Lamp
Some programs may still be using the Wood’s 
Lamp, also called the “black light” or the “UV 
(ultraviolet) light.” In a dark room, shining the 
ultraviolet light on an area of interest about 
4–12 in. away, the examiner will look at the skin 
to see if there is any absorption, also called 
“fluorescence.” The exam is painless and there 
are no adverse side effects.

The skin does not normally illuminate under 
the ultraviolet light. Fingernail beds, teeth, 
scars and the white of the eyes will. Things that 
will “fluoresce” are jewelry, soaps, make-up, 
creams, lotions, drinks, sodas, foods, acne, 
dust, lint, fibers, scars, fungal and bacterial 
infections, and many, many more substances, 
including the possibility of body fluids contain-
ing DNA, such as semen, sperm, amylase, and 
epithelial cells.

False negatives and false positives can be pro-
duced. There may be illumination of an area that 
has no sample and there may be no illumination 
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where a valuable sample may be present. That is 
why the “results” of the UV lights are unreliable 
for any specific findings. The range of the Wood’s 
Lamp ultraviolet light is about 360 nm and not 
very discriminating (Lynch  & Duval, 2011a, 
2011b).

The SANE will not know what substance, if 
any, is being collected.

 Alternate Light Source

An alternate light source (ALS) is also an ultra-
violet device but it is much more discriminating. 
It cuts down on the fine debris of lint, fibers, and 
dust that are commonly found on clothing that 
the Wood’s Lamp does not. ALS are available in, 
small, handheld versions, up to the most power-
ful types used by crime labs. Orange goggles 
must be worn using this wavelength range. Other 
wavelength ranges may be visualized with vari-
ous colors of goggles, to visualize absorption or 
“fluorescence,” in a darkened room.

A forensic light source (ALS) is made up of a 
lamp containing the ultraviolet, visible, and 
infrared components of light at 400–475 nm or 
greater, where the Wood’s Lamp is 360 nm.

 Toluidine Blue Dye

Toluidine Blue Dye is a 1% aqueous solution of 
thiazine metachromatic nuclear stain, with an 
affinity for acidic tissue components. It is applied 
to determine the presence of nucleated squamous 
cells. Surface cells are nonnucleated cells and 
will not stain. Nucleated cells that are exposed 
will stain a dark blue, purplish color. The dye will 
adhere to any disruption of the tissue where 
nucleated cells are exposed, whether it is from an 
acute injury, hygiene issue, medical, or skin 
condition. Many observations are mistaken for 
injury.

The dye is applied with two cotton swabs to 
the genital and anal areas. It is not used to “find 
injury”; it is used to highlight findings observed 
by the SANE. It is NOT applied to mucous mem-

branes (hymen) or internally. After the dye is 
applied and allowed to settle, the dye is removed. 
To remove the excess dye, it is decolorized with a 
1% acetic acid (vinegar and water) solution spray, 
or some prefer a water- based lubricant. 4  ×  4 
gauze squares are used to gently pat the excess 
dye away. Baby wipes have also been success-
fully employed for this use.

Photos should be taken before application of 
the dye, after application of the dye, when the 
dye is present, and after the decolorization 
process. Some residue dye may be left on the 
skin, in folds, or textured skin surfaces. A skilled 
and experienced SANE will be able to recognize 
whether the tissue has been disturbed or not.

Accurate interpretation of the post-dye find-
ings takes competence to avoid misinterpretation. 
Sometimes, the dye remains in tissue folds and 
adheres to tissue when there is no injury (residual 
dye). If the dye gets on mucous membrane, such 
as the hymen, it should not be “interpreted” at all.

Light blue, diffuse, and “weak uptake,” should 
be interpreted as negative. Only dark purple/blue 
uptake will be considered positive. “Artifacts” 
may exist (Lynch & Duval, 2011b).

 Anoscopy

Every patient should have an anal/perianal 
inspection, whether or not anal contact was 
reported. If, for no other reason, to make a record 
that the area was observed. In addition to 
separation and traction, of the anal folds, a 
photograph or two should be taken to document 
that you examined the anal area. If anal 
penetration is reported, external and internal 
swabs are collected. An anoscopy may be 
conducted, on a case-by-case basis, to examine 
the internal, mucosal surfaces of the anus and 
rectum.

It is not necessary to conduct anoscopy for 
every report of anal/penile penetration but, if 
there is active bleeding in which the SANE 
cannot visualize the source, an anoscopy may be 
in order. It also makes it easier to obtain the 
internal swabs, if desired.
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The process is minimally uncomfortable, for 
the patient.

 Baseline Status and Prophylaxis

The patient will be offered prophylaxis to prevent 
sexually transmitted infections (STI) (Gonorrhea, 
Chlamydia, and possibly Trichomonas, depend-
ing on local protocols) and screened for HIV post 
exposure (CDC Guidelines, 2015).

Female patients will be offered prophylaxis 
for pregnancy, when appropriate.

Aftercare instructions will be provided, and a 
2-week follow-up examination should be 
recommended, with the patient’s provider, for 
STI and pregnancy testing for the efficacy of the 
prophylaxis.

All female victims of childbearing age should 
be offered prophylaxis for pregnancy. Even the 
most conservative institutions, who do not favor 
birth control, make allowances in cases of sexual 
assault. Emergency contraception is not an 
abortifacient and should be taken as soon as 
possible after an event of unprotected sexual 
intercourse. Levonorgestrel (Plan B One Step) is 
one such emergency contraceptive which is one 
tablet (1.50  mg), or the newest emergency 
contraceptive, ELLA  (AFAXYS Pharma, 
Charleston, SC), which is a progesterone agonist/
antagonist called ulipristal which can be taken up 
to 5 days or 120  h after an unprotected sexual 
encounter.

Additional information on sexually transmit-
ted infections/diseases and recommendations can 
be obtained from the Centers for Disease Control 
and Prevention, refer to Sexually transmitted 
diseases treatment guidelines, click on http://
www.cdc.gov/STD/

 Secure the Evidence

Each item collected by the SANE must be identi-
fied by patient number, name, or both, with date 
and time of collection, item description, from 
where it was collected, by whom, and the collec-
tor’s initials.

Once evidence collection has commenced, 
the evidence should not be left out of the con-
trol of the examiner until chain of custody is 
signed, with the transfer of the evidence to LE 
or other secure arrangements are made with the 
program.

 The Suspect Examination

The accused is a suspect until, he/she is desig-
nated as the defendant. He/she should not be 
referred to as a perpetrator or “perp” until he/she 
is proven to be so. He/she will be referred to as a 
defendant in a court trial. This suspect is a patient 
and should be treated with the same professional-
ism and respect as any patient, regardless of what 
he/she is accused. If we remember that anyone; 
our brothers, husbands, sons and fathers, could 
be accused of sexual assault, we will have a better 
grasp of keeping our objectivity.

There is absolutely no reason that the SANE 
should not collect evidence from both reported 
victims and suspects; even at the same facility 
and with the same examiner. The exam room is 
cleaned with the same regime between patients, 
regardless of whether the next patient will be a 
reported victim or a suspect.

Suspects will generally be brought to the facil-
ity in handcuffs with one or two law enforcement 
officers. The examiner will never be left alone 
with the suspect and LE will never leave the sus-
pect alone. In California, it is not necessary to get 
the suspect’s consent for the evidentiary exam, if 
the suspect is in custody. Check your local laws 
and State laws regarding a suspect in custody.

The suspect exam begins with the SANE 
introducing her/himself to the patient and the 
explanation that we are objective evidence 
collectors and have no bias toward the patient. A 
brief medical history is obtained, vital statistics 
(ht. wt., color hair and eyes), vital signs and 
information as to whether the patient is right or 
left handed and whether he is circumcised or has 
had a vasectomy.

The routine areas for specimen collection are 
the reference sample, fingernail/hand swabs, sets 
of swabs of penile shaft and glans (two swabs), 
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and scrotum (two swabs). Other evidence should 
be considered as is appropriate. Although, pubic 
hair plucking has long been (or should be) 
eliminated for the reported victim, it is still 
occasionally done on the suspect (required by old 
school crime labs, like “control swabs”).

The examiner should be thinking through 
every exam, whether the patient is a reported (v) 
or (s). The only difference between the exam for 
a reported (v) and a (s) is that only a health history 
will be taken; an interview about the circumstances 
of the event, is NOT done. Only law enforcement 
should talk to the suspect about the alleged 
accusations. The forensic nurse conducts and 
interview; not an interrogation. There could be 
severe legal repercussions, Miranda Rights, for 
one, should the forensic examiner be involved in 
this aspect of the investigation. Law enforcement 
interrogations must be conducted in a controlled 
environment and, in many jurisdictions, must be 
recorded.

Should the in-custody patient have the need 
for medical care or require routine medications, 
LE should be advised, in writing, and signed and 
dated, as acknowledged, on the advisement of the 
SANE’s recommendations that the patient may 
need further care or treatment. The suspect 
exam takes much less time, than the reported (v) 
exam because no interview is conducted other 
than the patient’s health and hygiene history.http://
www.ccfmtc.org/pdf/calema_forms/SA%20
Suspect%202-950.pdf http://www.cmtc.tv/
forensic.asp

 Forensic Examination 
Interpretation

The Forensic SANE will be responsible for rec-
ognizing, accurately identifying, and objectively 
documenting examination findings. The exam-
iner will be utilizing contemporary scientific 
methods, and continually keeping pace with the 
most current literature. The anogenital photo-
graphs, taken during the examination, should 
depict the findings described by the examiner in 
the documentation and on the accompanying dia-

grams. The photographs should be clear, a fair, 
and an accurate representation of what the SANE 
exam reveals. The SANE who has had experience 
seeing patients with a variety of anogenital mani-
festations, knows what is within normal limits 
(WNL), what is a normal variant, what might be 
findings related to hygiene, what might be 
genetic, a medical or skin condition, and what 
might be related to a recent injury.

Patients do not look exactly alike, anatomi-
cally. There will be findings related to growth and 
development in the child, adolescent, and adult 
patient. There could be residual findings from 
naturally occurring findings such as hymenal 
remnants or labial adhesions. There may be 
misinterpretation of such findings as venous 
congestion and Linea Vestibularis (https://law.
duke.edu/sites/default/files/ccjpr/cb_adams_
classification_2015_update.pdf).

There might be no findings, upon physical 
examination, though genital penetration has been 
reported. It is possible that there was skin to skin 
contact but perceived penetration when none 
actually occurred. In the patient who has no 
physical anogenital injuries, the examiner still 
cannot say, positively, that there was no 
penetration; it may not be known if there was any 
actual penetration. Some persons might have 
expectations that there would be injury if there 
had been genital or anal penetration, especially in 
the child. It is not an unreasonable expectation 
but there are several factors that should be 
considered. There are certain sexual acts that 
have a low expectation of injury, as in most 
digital penetration and oral contact to the male 
and female patient, although bruises can 
sometimes be seen if there has been suction 
activity reported, to the genitalia.

Another point that will undoubtedly enter in to 
the options of differential assessment, is that the 
contact never occurred.

Misinformation regarding the presence or 
absence of injury might come from those who 
believe that there would be no injuries with con-
sensual sexual contact. Anogenital abrasions and 
tears are equally common findings in consensual 
and nonconsensual sexual contact. In fact, vulvar 
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tears and abrasions can be natural by-products 
from sexual contact, by the fact that two skin 
surfaces are rubbing against each other.

SANE examinations can and should be exem-
plary and objective. Some SANE exams can con-
tain faulty information and show the bias of the 
examiner in the documentation and the manner of 
testimony in court. Sometimes anatomical find-
ings can be misidentified, misinterpreted, over-
stated, and editorialized. It is possible that a 
knowledge deficit is the reason. It is hopeful that 
this is the case, rather than being intentionally 
misleading. Some examiners may believe that 
their role is to “help” the prosecution and defeat 
the defense, but like the crime lab, the SANE is a 
neutral, scientific entity, and is not subject to 
hyperbole. In court, the SANE role is to educate 
the court and jury with unbiased information.

Some exam findings will be designated as 
“normal” without physical findings and cannot 
confirm nor negate sexual contact or abuse. That 
doesn’t mean nothing happened; it means that 
there is no evidence of anything that may have 
happened. Of course, the timing from the reported 
event, to the time of the exam will be a factor in 
whether the exam will be acute or nonacute.

Some examinations will be “nonspecific,” 
meaning that the anogenital findings may be 
caused from sexual abuse/assault or other 
mechanisms. “Redness” would be an example of 
a nonspecific finding. It does not signify anything 
exclusive to sexual contact.

If the interpretation by the examiner is that 
there was “sexual abuse/assault by history,” that 
means that the gatherer of information was 
merely told that something had happened, usually 
without physical evidence. Still, sexual abuse 
cannot be dismissed whether or not there are 
findings.

Keep in mind that people who frequent or live 
in the same household can leave one another’s 
DNA throughout the residence.

Some summaries use verbiage such as “the 
exam is consistent with the history,” whether or 
not there are findings. Anything that could be 
consistent with the history could also be 
consistent with something other than the history. 
“Consistent with …,” only means “could be.” 

Anything could be consistent with the history. It 
might be best practice not to make those types of 
statements. It is not the role of the SANE to come 
to any opinions or conclusions, that are the 
providence of the jury; rather the role is to provide 
education to assist the jury forming their decision 
(Federal Rules of Evidence, Rule 702, 704, 2018 
version) (Lynch & Duval, (2005, 2011), Forensic 
Nursing Science, p. 555, 2011).

Some sexual assault cases carry with them a 
minimum of body injury charges. Body injuries 
should be evaluated separately from anogenital 
findings. Body findings may not be directly 
related to a sexual act. For example, a bruise on 
the patient’s arm is not a sexual finding. Body 
injuries may have been sustained hours or days 
prior to or at a time after the actual sexual contact. 
Patients who are most likely to sustain body 
injuries are those related to violent interpersonal 
relationships. Some patients avoid body injuries 
by cooperating. Cooperation does not imply 
consent.

The forensic examiner cannot substantiate 
anogenital force.

Editorial statements made by the SANE that 
conclude that sexual assault did or did not occur 
are improper and for the trier of fact, alone 
(Federal Rules of Evidence 704). It is permissible 
for the SANE to say a particular finding may be 
indicative of sexual contact or common findings 
for sexual penetration but cannot come to the 
ultimate conclusion that there was or was not 
consent or a sexual assault; or that someone is 
guilty or not guilty. Best practice would be to 
accurately describe the physical findings 
observed to the patient without embellishment.

Case example: patient presents with a large 
(est. 3–4 cm × 2 cm) bruise to the external geni-
talia on the anterior Labia Majora. The history is 
that the patient fell in the bathtub while intoxi-
cated. The location of the finding is not in a pen-
etrable location and is typical, if not textbook, of 
a straddle injury. However, the examiner still can-
not declare that there was no sexual contact; only 
that the finding is not indicative or characteristic 
of sexual contact. In this case, the finding would 
be “consistent with” or significant for a straddle 
injury;’ a finding that is nonsexual in nature. The 
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misidentification of this finding and errors of this 
type can have devastating consequences.

Case example: An adult/adolescent patient is 
examined and observed to have the finding of an 
acute hymenal tear and an abrasion to the Fossa 
Navicularis. These findings are observed in con-
sensual and nonconsensual sexual contact. The 
examination reveals a hymenal transection. This 
finding may be indicative of a penetration injury; 
possibly sexual contact if that is the history, but it 
will not be known, from the physical examina-
tion, whether the transection was the result of 
nonconsensual or consensual contact.

Some cases involve patients who have had 
recent sexual contact, with someone other than 
the accused. Although, “rape shield” laws may be 
in place, in trial, there are exceptions that apply to 
the forensic examination (Federal Rules of 
Evidence 412). While findings in the examination 
may be related to either “partner” they will com-
plicate the ability to assess the current findings.

 One More Thing…

If a case should go to trial, it will be assigned to a 
prosecutor from the District Attorney’s office. 
The SANE will be a very important resource for 
educating the prosecutor regarding the SANE 
medical legal examination. The SANE might 
even suggest some questions for the prosecutor to 
ask her/him since this is the SANE’s area of 
expertise. It is the SANE’s role to maintain objec-
tivity and to educate the court; the attorneys, the 
judge, and the jury. The SANE should not have 
anything different to say whether called by pros-
ecution or defense.

Some sexual assault/abuse forms may have 
items listed that can be construed as less than 
objective. For example, if the examiner is asked 
to list “assault-related findings.” The examiner 
would not know if the findings were the result of 
the reported event or something else (consensual 
sexual contact, hygiene, medical/skin condition). 
The examiner does not come to a conclusion 
whether or not a sexual assault occurred. That is 
the providence of the jury.

 Conclusion

Forensic nurses have taken the forefront and 
expanded their practice roles, using their extraor-
dinary skills, to include overlapping specialties 
such as domestic and interpersonal violence, cor-
rectional nursing, child physical abuse, elder 
abuse and neglect, death investigation, human 
trafficking, public health, research, and the devel-
opment of innovative roles to respond to issues 
affecting worldwide health, mass disasters, and 
violence prevention.

The science of nursing has emerged with the 
forensic sciences and the justice system to pro-
vide a distinctive discipline: forensic nursing sci-
ence. This scientific discipline incorporates 
numerous applications to the major status of the 
registered nurse at all levels of practice, ranging 
from the basic or generalist role to advanced 
practice in forensic nursing (Lynch & Duval, 
2011a, 2011b)

The Forensic Sexual Assault Medical Legal 
Examination: The SANE Examination Cari 
Caruso RN SANE-A.
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Decision Making in Title IX 
Investigations: A Hypothesis 
Testing Approach to Overcome 
Cognitive Bias

William T. O’Donohue

Investigations into allegations of sexual assault 
and sexual harassment, including Title IX inves-
tigations, can be considered to be comprised of 
several phases. However, all phases are essen-
tially about gathering relevant information (and 
defining what is “relevant”) and then processing 
this information in some way to arrive at a final 
decision regarding the truth of the allegations. 
For example, an investigation may begin with 
some information about a pertinent issue, such 
as a formal complaint of sexual harassment or 
sexual assault and then gather information from 
the complainant, the respondent, as well as other 
witnesses judged relevant or materials judged 
relevant (e.g., a torn dress). This chapter will not 
examine the problems of victims not reporting 
actual assault or experiencing problems in fol-
lowing through with either the entire investiga-
tion or a police investigation or a criminal 
prosecution (see Cummings & O’Donohue, 
2019; Richards, 2019). It has been well docu-
mented that many sexual assault or sexual 
harassment victims will not make a formal report 
due to being traumatized, fears of not being 

believed, concerns about retaliation, feelings of 
shame and embarrassment or even not wanting 
to hurt the perpetrator (see Cummings & 
O’Donohue, 2019). However, after an initial 
report of sexual misconduct is made, the next 
steps in the investigation can be informing the 
respondent and the collection of additional infor-
mation, the processing of this information, and 
then using this information to arrive at some sort 
of ultimate judgment. All interested parties of 
course desire that this entire process be fair, 
comprehensive, and accurate.

Title IX investigations have been going on 
since 1972 when Title IX was initially passed 
into law. However, these investigations have been 
controversial as many have been subsequently 
overturned in courts of law (see Chap. 10 in this 
volume) often because the courts have deter-
mined that due process rights of the accused were 
violated. Moreover, officials associated with the 
most recent two Presidents have modified Title 
IX procedures—however in opposing ways. For 
example, during the Obama administration, the 
Department of Education Office for Civil Rights’ 
2011 ‘Dear Colleague Letter’ suggested the 
investigator should tell the complainant that he or 
she is believed by the investigator; while under 
the Trump administration, Secretary of Education 
Betsy Devos has increased the due process rights 
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of the accused, for example, by allowing for 
cross-examination of the alleged victim. Although 
there are indications that many respondents 
believe that it is difficult to defend themselves 
against the charges they face in Title IX investi-
gations, these concerns need to be balanced for 
the consideration that increasing those rights may 
expose victims to harsh questioning, increased 
stress, and possibly even renewed trauma, and 
feelings that they are not believed (Triplett, 
2012). One set of scholars (Harper, Maskaly, 
Kirkner, & Lorenz, 2017) has pointed to the 
intersectionality of legal problems, methodologi-
cal problems, and psychological problems asso-
ciated with current Title IX investigations:

“In developing Title IX adjudication policies 
and procedures, IHEs (institutions of higher edu-
cation) are left with the seemingly impossible 
task of balancing victims’ rights under Title IX 
with respondents’ constitutional due process 
rights. The result is unstandardized adjudication 
systems employing varying procedures that often 
fail to meet legal obligations to both parties. Title 
IX adjudication systems are bound by competing 
and conflicting student conduct policies, consti-
tutional due process rights, Title IX, federal laws, 
case law, and contract law. The Constitution man-
dates the accused are provided with due process 
of law, while the OCR (Office for Civil Rights) 
requires that due process should not restrict or 
delay Title IX’s protections for victims (Triplett, 
2012). This latter requirement enhances victim 
safety and eliminates educational gender ineq-
uity, but also curbs due process protections for 
respondents, infringing on their ability to main-
tain innocence” (p. 305).

No doubt that these investigations are com-
plex and difficult. But it is also important to point 
out that these have not been studied scientifically: 
to date there is no evidence of Title IX investiga-
tions’ sensitivity (rate of false negatives) or spec-
ificity (rate of false positives). Thus, currently 
there is little evidence of the error rates of these 
Title IX investigations.

Most of the debate about how to effectively 
construct and conduct a Title IX investigation has 
been through a legal lens (see for example, 
Harper et al., 2017). Critics of the current prac-

tice of Title IX investigations have debated 
important legal issues involved with due process 
such as right to legal representation, standards of 
proof, subpoena powers, right to cross- 
examination, admissible evidence, and so on. 
This is reasonable as these legal issues have a 
great deal of bearing on defining a proper and just 
investigation. However, this chapter will examine 
the investigatory process from the lens of psy-
chology, particularly common cognitive biases 
that can bias the investigator’s decision making 
such as confirmation bias. Psychologists have 
constructed a large body of research showing that 
humans are prone to make errors in judgments—
e.g., humans tend to seek out, recall more easily, 
favor, and overvalue evidence that conforms to 
prior beliefs—the so-called “confirmation bias”. 
However, humans are also prone to a number of 
other cognitive biases which may interact with 
this confirmation bias: for example, humans use 
the availability heuristic to falsely conclude that 
airplane travel is more dangerous than car travel 
because air accidents are covered more exten-
sively (i.e., are more available) in the media. The 
Princeton psychologist Daniel Kahneman (2011) 
won a Nobel prize for this work and has identi-
fied a few dozens of these heuristics (see 
Table 37.1 for those potentially most relevant to 
Title IX investigations). Some research has also 
indicated heuristic biases are stronger for emo-
tionally charged issues and, certainly, sexual 
assault and the threats of punishment make Title 
IX investigations an emotionally charged process 
(Kahneman, 2011).

This chapter will suggest that Title IX investi-
gations ought to be seen as a hypothesis testing 
process that needs to be done with some care so 
that common cognitive biases, particularly con-
firmation bias, do not distort the results. The 
investigator ought to collect and process informa-
tion to test competing hypotheses regarding the 
allegation. This helps both focus on the investiga-
tion and, if done properly, make the investigation 
fairer and thorough, particularly as this process 
can help combat common heuristic errors. We 
will turn next to a discussion of the most frequent 
and perhaps pernicious heuristic error: confirma-
tion bias.

W. T. O’Donohue
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Table 37.1 Other cognitive heuristics that may interact 
with confirmation bias

Anchoring effect: The order a human learns 
information biases their beliefs such that first things 
learned have more of an influence: does hearing the 
complainant first bias toward believing the complainant?
Availability heuristic: Human judgments are 
influenced by what springs more easily to mind. Are 
true allegations more easily recalled and therefore 
influence unduly investigatory judgments?
Group think: Do pervasive beliefs in some group 
unduly bias the investigation? For example, does the 
belief that “victims must be believed” influence 
investigatory judgments?
Backfire effect: When beliefs are challenged, this can 
cause you to believe them more strongly. Does the 
respondent’s challenge of the complainant’s claims 
cause the investigator to believe these more strongly?
Framing effect: Humans are influenced by context 
and delivery. Does an emotionally distraught narrative 
unduly influence the investigator’s belief?
In-group bias. Humans unduly favor members of their 
own group. Does identification or non-identification 
with one of the key actors influence the investigator’s 
judgment?
Halo effect: Humans are unduly influenced by 
attractiveness and their liking of someone. Does one 
of the participants create a positive halo that unduly 
affects judgments?
Attitude polarization: When a disagreement becomes 
more extreme, even though the different parties are 
exposed to the same evidence.

 Confirmation Bias: Philosophical 
and Epistemological Background

Philosophers of science such as Sir Karl Popper 
(2005) and Carl Sagan (2011) have suggested 
science is essentially an antidote to confirmation 
bias. The seventeenth century philosopher Sir 
Francis Bacon once told a story about a church in 
which sailors, before their journeys, would pray 
for their safe return. When they did indeed return 
safely, they would hang in the church a picture of 
themselves in gratitude for the efficacy of their 
prayers. Some took all these paintings as indica-
tions that prayers do in fact work. However, 
Bacon (as quoted in Urbach, 1987) stated:

And therefore it was a good answer that was made 
by one who when they showed him hanging in a 
temple a picture of those who had paid their vows 
as having escaped shipwreck, and would have him 

say whether he did not now acknowledge to the 
power of the gods,—“Aye,” asked he again. “but 
where are they painted that were drowned after 
their vows?” (p. 88)

Thus, every good hypothesis should divide the 
set of all statements derivable from it into two 
subsets: one subset contains observation state-
ments that are consistent with the hypothesis 
(e.g., after prayer, sailors return). This set is less 
interesting from an epistemological point of 
view. However, the complementary set that for 
every hypothesis should be nonempty, is the set 
of potential falsifiers (e.g., after prayer sailors fail 
to return). Hypothesis testing consists of effi-
ciently and ardently attempting to see if one of 
these potential states of affairs actually happens. 
A successful hypothesis has what Popper (2005) 
called verisimilitude—literally “truth likeness” 
because the hypothesis has survived these 
attempts at falsification.

Popper pointed out that hypotheses can differ 
on the degree to which they are potentially falsifi-
able. Hypotheses that make point predictions 
(e.g., the average IQ of females is 106.4) are 
extremely falsifiable because their sets of falsifi-
ers include as elements all points except the par-
ticular point predicted by the hypothesis in this 
instance. In general, the more precise the state-
ment is, the more falsifiable the statement is. 
Popper also valued severe testing in which we 
attempt to deduce the most improbable conse-
quences of the hypothesis and check on whether 
these happen. The general notion is that if one 
wants to falsify the claim that “Priests don’t 
swear”, it is better to observe them at a golf 
course or after jamming their toe than when they 
are in the pulpit or at a church social.

However, unfortunately, there is evidence from 
cognitive psychology that humans are not particu-
larly good at attempting to falsify their hypothe-
ses. It is worthwhile to examine how confirmation 
bias can affect hypothesis testing (see Poletiek, 
2015 for an extended treatment). A classic series 
of experiments was based on Wason’s (1960) rule 
discovery task or the “2-4-6 task”. Wason asked 
subjects to discover the rule for the generation of 
a series of 3 numbers. Participants could test their 
hypotheses concerning the rule by providing 3 
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numbers and then the experimenter would tell 
them if these three numbers were in accordance 
with the real rule or not. The real rule was simply 
a sequence of three ascending numbers. The sub-
jects’ task was to generate the series of numbers 
until they discovered the real rule. Wason (1960) 
found that many participants formed the hypoth-
esis that the real rule was a sequence of ascending 
even numbers and would generate series of three 
even numbers to “confirm” this hypothesis—for 
example, their response would be 12, 14, 16. The 
experimenter would tell them that their answer 
was correct (because these three numbers are 
ascending); however, the participants would inter-
pret this as a “confirmation” of their hypothesis of 
the real rule being 3 ascending even numbers. 
Wason also categorized subjects’ responses by 
confirming or falsifying attempts: e.g., the 
response “6-8-10” would be a confirming test of 
the rule ascending even numbers, while “7-9-11” 
would be a falsifying test. He then calculated the 
ratio of falsifying to confirming probes. Wason 
found that subjects who discovered the true rule 
had a higher ratio of falsifying tests to confirming 
tests (1.79) as compared to subjects who did not 
discover the real rule (.22). Wason concluded that 
“very few intelligent young adults spontaneously 
test their beliefs” (1960, p. 139).

 Complications in Falsificatory 
Testing

This argument for the importance of attempting 
to gather potential falsificatory evidence to com-
bat confirmation bias toward favored beliefs is 
complicated, however, by two factors: (1) the fact 
that even scientists who are supposed to be 
engaging in a process to prohibit confirmation 
bias can engage in what are known as 
Questionable Research Practices (QRP) that give 
the appearance of a scientific test without any or 
much of the substance—thus failing to actually 
combat confirmation bias; and (2) the so-called 
Quine-Duhem problem. Let’s briefly examine 
these two problems as these are relevant to under-
standing how an investigator ought to conduct a 
Title IX investigation.

 Questionable Research Practices 
and Confirmation Bias

Recently, there has been a crisis associated with 
replication failures in science and in psychology 
(see John, Loewenstein, & Prelec, 2012; as well 
as O’Donohue, Snipes, and Soto (2015) for a 
case of this in psychotherapy) as well as other 
scientific fields. Although this matter is complex, 
one of the key threads for this problem is that 
scientists are actually trying to confirm their 
favored beliefs instead of really trying to fairly 
test these. This again supports the general view 
that testing favored beliefs is hard for humans—
even when that is exactly what they are supposed 
to be doing when conducing science. QRPs 
include key (mis)steps to favor beliefs 
including:

 1. Reanalyzing data until confirmations are found.
 2. Stopping data collection when a confirmation 

of favored belief is found.
 3. If multiple observations are predicted from 

favored beliefs selectively reporting only the 
outcome variables that confirm the belief.

 4. Using the “file drawer”, i.e., simply not report-
ing failures to confirm.

 5. Reporting an unexpected confirmatory finding 
as if it was predicted from the start.

The point is not to provide a detailed overview 
of QRPs and their role in science. The point sim-
ply is that even in science—the paradigm of rig-
orous hypothesis testing and what is designed to 
be the most thoroughgoing check against confir-
mation bias, some scientists still have found ways 
to consciously or unconsciously allow confirma-
tion bias to protect favored beliefs. A key pro-
posal to combat QRP is that scientists preregister 
their studies so that hypothesis and their mode of 
testing can antecedently and transparently be 
advanced. This safeguards against use of ad hoc 
strategies to “explain away” anomalous observa-
tions as well as decreases the bias use of confir-
mation bias by precommitting the investigator to 
a logic of research. This antecedent specification 
of the logic of testing will be explored further in 
the next section.

W. T. O’Donohue
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 The Quine-Duhem Problem

The logic of falsifying hypothesis testing is based 
on the valid logical inference rule called modus 
tollens:

 1. If Hypothesis, then Observation.
 2. Not Observation.
 3. Therefore, Not Hypothesis.

However, the logical problem is that it is never 
the hypothesis alone that is under test because the 
hypothesis alone does not entail the observation 
statement. There are a number of auxiliary 
hypotheses that are also necessary to the test, 
e.g., claims like, “The laboratory device is func-
tioning properly”, to “The sample is adequate 
and uncontaminated”, to “My recording of the 
results are accurate and unbiased” and so on. In 
fact, Quine (e.g., Quine & Ullian, 1978) has con-
vincingly argued that one’s entire web of belief is 
directly or indirectly involved in the test. Thus, 
the actual logic of falsification hypothesis testing 
is more accurately depicted as:

 1. Hypothesis and Auxiliary Hypothesis 1 and 
Auxiliary Hypothesis 2 … and Auxiliary 
Hypothesis n, therefore Observation.

 2. Not Observation.
 3. Therefore, Not Hypothesis or Auxiliary 

Hypothesis 1 or Auxiliary Hypothesis 2 … or 
Auxiliary Hypothesis n.

Logic alone no longer indicates what belief or 
beliefs are responsible for the prediction failure. 
The investigator is free to use judgment to allo-
cate blame for the prediction failure. Quine and 
Ullian (1978) stated:

“Just about any hypothesis, after all, can be 
held unrefuted no matter what, by making enough 
adjustments in other beliefs- though sometimes 
doing so requires madness. We think loosely of a 
hypothesis as implying predictions when, strictly 
speaking, the implying is done by the hypothesis 
together with a supporting chorus of ill- distin-
guished background beliefs” (p. 48)

Quine and Ullian (1978) suggested that in 
revising beliefs in one’s web of belief, five virtues 

of hypotheses should be kept in mind: (1) conser-
vatism (roughly, coherence with other beliefs in 
the web); (2) modesty (the hypothesis entails less 
than alternative hypotheses); (3) simplicity (parsi-
mony is to be favored); (4) generality (a wide 
scope is better); and (5) refutability (a falsifiable 
hypothesis is to be preferred). Here is an example 
of how ad hoc hypothesis could be used to 
“explain away” a prediction failure in a Title IX 
investigation and protect a favored hypothesis 
(i.e., the allegation is true). For example, if an 
investigator reasons along the following lines:

 1. “This alleged sexual assault described in the 
allegation was so severe that if it is true, I 
would expect to observe the victim to show 
significant emotion when recounting it during 
the investigation”.

 2. “The sexual assault claimant displayed no 
emotion when recounting the sexual assault”.

 3. Therefore, the sexual assault allegation is 
false.

However, this argument can be rejected 
because, due to the Quine-Duhem problem, the 
lack of emotion can also be taken not to be evi-
dence that falsifies the allegation because, 
instead, the investigator can rely on one of more 
auxiliary hypotheses such as:

 (a) Not all individuals who are severely sexually 
assaulted are emotional when recounting 
their abuse, and this individual is simply one 
who is not.

or
 (b) The claimant was not comfortable with me 

during the investigatory interview and this 
decreased the likelihood that she would show 
emotion when recounting the abuse.

or
 (c) Some significant time has passed and she has 

received support from key individuals, so 
now she can recount the abuse without 
intense emotion due to this passage of time 
and support.

or
 (d) Although I did not see any intense emotion 

displayed, I did see attempts to control her-

37 Decision Making in Title IX Investigations: A Hypothesis Testing Approach to Overcome Cognitive Bias



638

self which resulted in no emotion being 
displayed.

Propositions a–d are examples of what are 
known as ad hoc hypotheses—beliefs from one’s 
web of belief that are called on to “explain away” 
the failure to observe what is expected. These ad 
hoc hypotheses serve to protect the favored belief 
from falsification—e.g., to allow confirmation 
bias to work.

Therefore, a true test is an information gather-
ing procedure which in principle can result in 
both confirming or disconfirming evidence. If the 
information gathering can result in only confirm-
ing evidence—it is not really a test at all—it is 
simply an exercise in confirmation bias. So let us 
take an example of a medical exam of a sexual 
assault victim: if the medical exam cannot, in 
principle, falsify the claim that the complainant 
was sexually assaulted, it can then in principle 
provide no confirmatory evidence that the com-
plainant was sexually assaulted. For example, 
suppose the complainant states that, after a period 
of consenting sexual contact, he or she withdrew 
consent and yet the respondent persisted and thus 
engaged in non-consenting sexual contact. The 
respondent agrees that consensual sex took place, 
but states that the complainant never withdrew 
consent. Let’s further suppose that a medical 
exam is conducted and the medical exam finds 
(to state it without jargon) both the respondent’s 
DNA and physical evidence that sexual inter-
course took place (by, for example, swelling or 
redness or irritation) and concludes: “the medical 
evidence is consistent with sexual abuse”. 
However, the medical evidence could not even in 
principle rule out assault as this medical evidence 
is also entirely consistent with the consensual sex 
that the respondent claims happened. Therefore, 
in no way should it be counted as a “test” of the 
hypothesis that assault occurred.

What is necessary is that, antecedent to evi-
dence gathering, the investigator needs to commit 
to something along these lines:

 1. If values a–c are found, then this evidence will 
be judged to support the claim.

 2. If values d–f are found, then this evidence will 
be judged to be inconsistent with the claim.

 3. If values g–i are found, then this evidence will 
be judged to be neutral: it is neither supportive 
or inconsistent.

Let’s explore this decision format with another 
example. Suppose the investigator gathers infor-
mation about the complainant’s behavior after 
the alleged assault. Suppose the decision rule that 
will be used is the following:

 (a) If the complainant appears traumatized after 
the allegation, then this is consistent with 
sexual abuse claim.

 (b) If the complainant does not appear trauma-
tized, then this is also consistent with the 
abuse claim as some assault victims can cope 
with the abuse, or have delayed reactions.

Again, where is even the possibility of dis-
confirmatory evidence—and if there is none, 
how again is this part of the investigation actu-
ally a “test”—isn’t the evidentiary outcome 
preordained?

One final example: suppose the investigator 
inquires whether the complainant disclosed the 
abuse relevantly co-temporaneous to the alleged 
abuse, but will reason along the following lines:

 (a) If the complainant discloses to someone rela-
tively soon after the assault, then this pro-
vides some confirmation that the assault took 
place.

 (b) If the complainant does not tell anyone after 
the assault, then this also provides evidence 
that the assault took place because many indi-
viduals delay reporting because of barriers to 
reporting such as feeling shame or that they 
will not be believed and therefore tell no one.

Again, where is even the possibility of discon-
firming evidence—all values of the inquiry are 
interpreted to provide confirmatory support for 
the sexual misconduct claim—i.e., the very defi-
nition of confirmation bias.

The view of the proper way to handle ad hoc 
hypothesis is to design the investigation anteced-
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ently so that no ad hoc hypotheses will be used to 
“explain away” anomalous observations, so that 
there are values of the test that can both confirm 
or disconfirm hypotheses. That is, it is important 
that the investigator take utmost care to ensure 
that the auxiliary conditions associated with the 
Quine-Duhem problem do not come into play. In 
the next section, more details will be provided 
regarding how this can be done in Title IX 
investigations.

 Overcoming Confirmation Bias 
in Title IX Investigations

Confirmation bias in Title IX investigations may 
be due partly to the robust human tendency to not 
properly test initial favored beliefs, but also to the 
well-intentioned aim to not harm victims in the 
adjudication procedure. It may also be a well- 
intentioned act to correct the historical wrongs 
done to rape victims of not believing them. In 
fact, part of the historical wrongdoing may have 
been due to confirmation bias operating against 
legitimate victims (e.g., seeing the way the 
woman dressed as confirming the belief that she 
was “asking for it”).

Step 1: Forming two competing hypotheses.
One step that can help combat confirmation 

bias is not exploring one hypothesis, but rather 
two competing hypotheses related to both con-
firming and disconfirming the allegation of sex-
ual misconduct as this forces evidence to be 
gathered and judgments to be made on both sides 
of the issue. Thus, the investigator should first 
form two competing hypotheses (note that this 
recommendation is in some tension with the Dear 
Colleague Letter, which recommends that the 
complainant be told that she or he is believed). 
The two hypotheses are broadly:

 (a) The complainant’s allegations are true.
 (b) The complainant’s allegations are false.
Three notes here: (1) These are taken to be logi-

cally contradictory hypotheses and, therefore, 
one of these must be false; and it is the inves-
tigator’s job to find out which one is indeed 
most likely false. It is beyond the scope of this 

chapter, but subjectivist approaches to truth in 
which contradictory propositions are consid-
ered as possibly true due to each participant’s 
subjective “truth” are rejected here as irratio-
nalist. (2) There can be a third alternative, i.e., 
that some of the complainant’s allegations are 
true and some are false, but, for purposes of 
illustration, here this possibility will be 
ignored but still can be handled with the same 
principles. Considering a third hypothesis, 
however, is still consistent with unduly focus-
ing on only one hypothesis. (3) These hypoth-
eses can have different expressions, but would 
still be logically equivalent. For example, the 
second hypothesis could be reformulated as 
“The respondent’s denials are true”—how-
ever, in general, this would be logically equiv-
alent expressions of the same underlying 
proposition.
Step 2: Identifying a favored hypothesis: 

Does the investigator have a favored 
hypothesis?

This step requires some intellectual honesty 
on the part of the investigator. It would seem that 
in the Obama “Dear Colleague Letter”, the inves-
tigator’s favored hypothesis would be Hypothesis 
(a)—that the complainant’s allegations are true. 
There can be other reasons for favoring this 
hypothesis: the low base rates of false allegations 
(see O’Donohue, Chap. 32, this volume); the 
compelling nature of the complainant’s state-
ments; the primacy of information from the com-
plainant; and so on. The reason why this step is 
necessary is that the investigator also needs to 
realize that initial “buy in” to any hypothesis may 
allow confirmation bias to have a larger influ-
ence. The investigator needs, therefore, to try 
harder to falsify any favored hypothesis to com-
bat confirmation bias.

Step 3: Antecedently state a data gathering 
and processing plan in which the investigator 
will gather information Ia through In, as well as 
antecedently specify that if the value of I is a–c, 
then this will be judged confirmatory of one 
hypothesis; if d–f neutral; and if g–j, then dis-
confirming one hypothesis, then gather this evi-
dence. Note: values should always exist for both 
confirming and disconfirming the competing 

37 Decision Making in Title IX Investigations: A Hypothesis Testing Approach to Overcome Cognitive Bias

https://doi.org/10.1007/978-3-030-23645-8_32


640

hypotheses. No “test” can occur when only one 
kind of evidence can, in principle, be gathered.

This is an important but difficult step and really 
illustrates some of the key difficulties of investi-
gating sexual assault claims. The difficulty may be 
stated this way: Given the state of the  science of 
sexual assault, there are few falsifiers related to 
sexual assault claims. Those falsifiers that do exist 
may largely be related to pragmatic considerations 
and not part of the knowledge of science of sexual 
assault—e.g., alibis. An additional part of the 
problem with finding falsifiers may also be due to 
the use of the Quine-Duhem problem described 
above. That is, protecting the favored hypothesis 
by placing blame on some auxiliary hypothesis is 
one way that confirmation bias manifests itself. A 
prediction failure can simply be blamed on some 
auxiliary hypothesis. This is the reason that the 
interpretation of the evidentiary value of the infor-
mation will be stated antecedently.

Let us consider some candidates for domains 
that the investigator might gather evidence on 
and the difficulties of antecedently committing to 
falsifying evidence. What evidence ought to be 
gathered to rule this in or out—how would this 
evidence need to be properly analyzed—how 
ought pieces of it be weighed to meet or not meet 
standard?

Dimension 1: Delay in disclosing to authori-
ties. Many individuals delay in reporting to 
authorities, but some do not (see O’Donohue, 
Chap. 35, this volume for a review). In addition, 
“delay” is a relatively imprecise word: if 3  h 
pass is this a delay? 3 days? 3 weeks? 3 years? 
These seem to all involve a different order of 
magnitude, yet all could be properly considered 
a delay. Is the only event that is not a delay either 
a contemporaneous report or a report at the ear-
liest possible moment, e.g., as soon as the claim-
ant gained access to a phone? It would seem 
that, even though most victims delay, there is not 
a sufficient scientific regularity to specify values 
that would provide disconfirmatory or confirma-
tory evidence for the competing hypotheses. 
However, if an investigator is planning to exam-
ine delay in reporting, then he or she ought to 
antecedently precisely define the time period 
that counts as a delay and how this will be used 

to either confirm and disconfirm the competing 
hypotheses.

Dimension 2: Disclosing the sexual assault to 
another person (such as a friend). Some sexual 
misconduct victims do this; some do not (and 
again a false accusation could contain, or not 
contain, this characteristic). It would appear that 
there is not a sufficient scientific regularity that 
this dimension could provide evidence to rule in 
or rule out either competing hypothesis. However, 
again, if a Title IX investigator plans to gather 
evidence regarding this dimension, then he or she 
needs to state antecedently the values of this 
dimension that will confirm as well as the values 
that will disconfirm the competing hypotheses.

Dimension 3: Obvious psychological symp-
toms occurring at some time period after the sex-
ual misconduct. Most sexual assault victims will 
be distressed and traumatized, but whether others 
correctly observe this is another matter (see Chap. 
10 this volume). Moreover, not all sexual miscon-
duct victims will display obvious psychological 
symptoms because they have the resources to 
cope and be resilient. Some have even offered the 
notion of post-traumatic growth (e.g., Calhoun & 
Tedeschi, 2014) and suggest that some victims 
will even be healthier after the assault. Therefore, 
again, any Title IX investigator planning to collect 
information regarding this dimension needs to 
antecedently state the values of this dimension 
that will count for and which ought to count 
against the competing hypotheses.

Dimension 4: The claimant recants. This 
dimension essentially shifts the question—
from, is the abuse allegation true? to, is the 
recantation true? That is, individuals can recant 
a true allegation (e.g., due to pressures for oth-
ers or due to an unwillingness to continue the 
stressful investigatory process) or individuals 
can recant a false allegation. There is some sta-
tistical evidence in child sexual abuse that chil-
dren rarely recant a true allegation. Bradley and 
Wood (1996) found in an examination of over 
240 cases in CPS records that only 3% of true 
allegations were recanted. The recantation rate 
of adult sexual misconduct victims is less clear. 
However, again, if this dimension is judged rel-
evant by the investigator, they must anteced-
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ently specify what values count for or against 
the competing hypotheses.

Dimension 5: Presence of mental illness. Engle 
& O’Donohue (2012) have suggested that mental 
illnesses such as psychotic disorders and person-
ality disorders are pathways to false allegations of 
sexual assault. However, individuals with these 
disorders can also be sexually assaulted. 
Therefore, the mere presence of a mental disorder 
is not decisive regarding the truth or falsity of the 
allegation. Again, if this dimension is to be part of 
the investigation, the investigator ought to ante-
cedently state which values are to be considered 
confirmatory or discomfirmatory for the compet-
ing hypotheses.

Dimension 6: A history of lying (for either the 
complainant or respondent). It would seem to be 
a truism that all people lie, although some lie 
more than others and some lie about more impor-
tant matters than others. An unusual history of 
lying (abnormally frequent or about important 
matters) could be relevant, although again not 
decisive: individuals who generally tell the truth 
can sexually assault and individuals who lie fre-
quently can still be victims of sexual misconduct. 
Thus, again, the investigator needs to explicate 
antecedently how values of information relevant 
to this dimension will be used to confirm or dis-
confirm the competing hypotheses.

Dimension 7: Past false allegations of sexual 
assault or other false allegations. This would be 
a sub-case of the above. The presence of a history 
of false allegations is quite unusual, but again an 
individual who has such as history can still be a 
victim of actual sexual misconduct. Again, the 
investigator needs to antecedently specify how 
values of this variable will be used to evaluate the 
competing hypotheses.

Dimension 8: Past findings or convictions, 
especially for sexual misconduct. This is mainly 
relevant to the respondent. Certainly, having past 
findings or convictions of sexual misconduct is 
unusual and indicates that the person is capable 
of such wrongdoing. However, again, just 
because an individual committed these acts in the 
past does not entail that this person committed 
the acts under investigation. The investigator 
needs to antecedently specify the values of this 

dimension that will be judged to confirm or dis-
confirm the competing hypotheses.

Dimension 9: The respondent’s memory of 
details of the assault. Most sexual misconduct 
victims remember key details of their rape 
(who, what, when, where), but can forget other 
more peripheral details, especially after the 
passage of time or if there were many incidents 
(see memory chapter this volume as well as 
McNally, 2003). If the investigator will use 
information about how key events are remem-
bered, then again they need to antecedently 
specify the values that from this dimension will 
confirm or disconfirm the competing 
hypotheses.

Dimension 10: No further contact with their 
perpetrator. Many victims do try to avoid their 
perpetrator, but some cannot (e.g., the perpetrator 
is a close relative) and research into date rape has 
surprisingly found that a large percentage of date 
rape victims have further contact with their rap-
ist, especially in so-called date rape (Koss, 
Gidycz, & Wisniewski, 1987). Thus, again, the 
investigator, if they will gather information from 
this dimension, ought to state antecedently what 
values confirm and what values disconfirm the 
competing hypotheses.

Dimension 11: Fighting back during the 
assault. Again, research shows that for a variety 
of factors (fear that fighting back could result in 
increased injury or even result in death), some 
victims do, and some victims don’t, fight back 
against their perpetrator. Also, some victimiza-
tion might be so quick that fighting back is not an 
option (a quick grope and then the perpetrator 
flees). Thus again, if the investigator is to gather 
information about this dimension, he or she needs 
to specify antecedently which values will con-
firm and which values will disconfirm the com-
peting hypotheses.

Dimension 12: A single vs. multiple indepen-
dent complainants regarding the same respondent. 
In the recent case of the movie producer Harvey 
Weinstein, dozens of women have apparently 
independently claimed that he has committed 
some form of sexual abuse. How likely would this 
happen if all the allegations are false? This is a 
much sounder form of reasoning, but still it has 
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significant limitations: it does not mean that each 
and every allegation is true (a particular allegation 
can be caused by jumping on the bandwagon for 
some personal gain); and second, the converse is 
not true: i.e., it would be fallacious to reason that a 
single complainant means the allegation is false—
serial rapists all necessarily must have a first vic-
tim. Thus, if the investigator plans to consider 
evidence regarding the number of victims, then he 
or she needs to antecedently state how values on 
this dimension will confirm and disconfirm the 
competing hypotheses.

Dimension 13: Affiliative behavior that seems 
inconsistent with the aftermath of sexual assault 
such as affectionate text messages. Koss et  al. 
(1987) found that many women who reported 
unwanted sexual contact on dates continued to 
date the individual responsible for the unwanted 
contact. Thus, although many women will stop 
all contact, and avoidance is a diagnostic crite-
rion of Post-Traumatic Stress Disorder which is a 
common diagnosis after sexual assault (see Chap. 
10 in this volume), some women will have con-
tact with their perpetrator. Thus, this criterion too 
fails to be a marker for abuse or for a false allega-
tion. Thus, the investigator needs again to ante-
cedently specify what values of the dimension 
will count as confirmatory or disconfirmatory for 
the competing hypotheses.

Dimension 14: History of aggressive or sexist 
behavior. What if the respondent has a history of 
problematic behavior that seems similar to sexual 
misconduct? What if the respondent, for exam-
ple, has made sexist comments or if they were in 
fights or made threats against someone? Of 
course, prior misbehavior does not entail that the 
specific acts being alleged actually occurred. And 
it is possible that if the claimant had prior knowl-
edge of this, then the claimant could come to 
believe that a false allegation would be more 
likely to be believed. Therefore, again, the inves-
tigator needs to make decisions about the values 
of this dimension that will count as supportive 
and disconfirming evidence.

Dimension 15: Presence of a stake or ulterior 
motive. What if the claimant has something to 
gain by the allegation—either revenge (e.g., for a 
failing grade or a relationship that ended), or 

attention, or monetary reward due to a lawsuit? 
Although these sorts of motivations can induce a 
false allegation, a true allegation can still be made 
in these contexts; so therefore again, the investi-
gator needs to antecedently state how values on 
this dimension will be used for both disconfirm-
ing and confirming the competing hypotheses.

Dimension 16: Problematic behavior sur-
rounding the sexual misconduct such as limiting 
autonomy. What if the claim also involves other 
problematic behavior such as isolating the claim-
ant, or a temper outburst, or refusing to let her 
leave a car? Some of these behaviors themselves 
might constitute other crimes and may need to be 
reported to the proper authorities, but, again, just 
because someone committed one bad action 
doesn’t mean they are necessarily guilty of 
another bad act. The investigator needs to make 
antecedent decisions about how to handle the val-
ues of these variables.

Dimension 17: Intoxication. Many sexual 
assaults involve substance use, particularly alco-
hol (see Chap. 10 this volume). This issue also 
relates to whether consent could be given and 
thus is relevant to the investigation. Again, the 
investigator needs to determine the level of intox-
ication and to indicate how this will be construed 
in supporting or disconfirming the competing 
hypotheses. Parts of this may be relatively 
straightforward: if legal intoxication limits are 
exceeded, then this would support the claim of 
sexual misconduct; and if legal intoxication lim-
its are not exceeded, then this would not support 
the claim of sexual misconduct due to inability to 
give consent (sexual misconduct could still have 
occurred due to other reasons).

This is not to say that there are no other dimen-
sions that might be relevant to at Title IX investiga-
tion. The above is an illustration of how some of 
the major dimensions need to be handled. Finally, 
there are two other steps to the investigation.

Step 4: Not allowing the use of ad hoc strat-
egies to combat the Quine-Duhem problem to 
save favored hypotheses.

That is, switching from antecedent commit-
ments of the evidentiary value of the information 
needs to be done rarely and only under extraordi-
nary circumstances which need to be justified.
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Step 5: Finally, explicating by listing the 
evidence for and against each of the hypothe-
ses and making an argument regarding 
whether preponderance of evidence is met.

Each dimension investigated ought to have 
values that confirm and disconfirm the competing 
hypotheses and these ought to be explicated in 
the report. It is unclear how these will result in a 
quantified result—the so-called 50% and a 
feather. But arguments about the weight of each 
dimension, the number of supportive and discon-
firming values, seem particularly relevant.

 Conclusions

Title IX investigations are both important and 
difficult—a lot rides on these for the parties 
involved. They need to be conducted in a way 
that maximizes their accuracy as well as their 
transparency. Confirmation bias is a particularly 
troublesome source of error in human judgment 
and hypothesis testing. This chapter describes 
this heuristic error as well as provides a frame-
work to attempt to combat it. Unfortunately, little 
research has been conducted on the accuracy of 
Title IX investigations. Hopefully in the future, 
this framework can be evaluated on both its accu-
racy and its consumer acceptability.
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Can We Prevent Sexual Homicide? 
An Examination of Correlates 
of a Lethal Outcome in Sexual 
Assaults

Eric Beauregard and Kylie S. Reale

Cleveland—“A registered sex offender has been 
convicted of raping and killing a 14-year-old Ohio 
girl and could face the death penalty” (Calgary 
Sun, 2018). Such a headline illustrates one of the 
greatest fears in the field of sexual violence, 
namely that individuals who perpetrate sexual 
assaults will not only recidivate in sexual crimes 
but will also increase their level of violence to the 
point where they will eventually end up killing 
their victim. However, research shows that such 
fear is not rational. Only a minority of offenders 
convicted of a sexual crime recidivate (e.g., 
Hanson & Bussiere, 1998), and sexual homi-
cide—the fact of killing a victim in a sexual con-
text (Beauregard & Martineau, 2017)—represents 
only between 1% and 4% of all homicides inter-
nationally, and this trend has been decreasing 
over the past several years (James & Proulx, 
2014). In Canada, Roberts and Grossman (1993) 
found that between 1974 and 1986, sexual homi-
cides comprised 4% of all homicides. This pro-
portion fell to 3% between 1985 and 1995 
(Statistics Canada, 2013) and reached its lowest 
point at 2% between 1991 and 2001 (Kong, 
Johnson, Beattie, & Cardillo, 2003). A similar 
trend was observed in the United States where the 
proportion of homicide with a sexual component 

declined from 0.8% between 1976 and 2004 
(Chan & Heide, 2008) to 0.7% between 1991 and 
1995 (Meloy, 2000) and 0.2% in 2011 
(U.S.  Department of Justice, Federal Bureau of 
Investigation, Criminal Justice Information 
Services Divisions, 2012). Interestingly, a similar 
downward trend has been observed in the United 
Kingdom, where it was reported that in England 
and Wales between 1985 and 1994, 3.7% of homi-
cides involved “sexual circumstances” (Francis & 
Soothill, 2000), whereas this number fell to 2.5% 
between 1995 and 2000 (Francis et al., 2004). A 
low base rate of sexual homicide has also been 
reported in other countries such as Australia 
(0.9%, Mouzos, 2003), Jamaica (5.0%, Lemard & 
Hemenway, 2006), and Finland (2.8%, Häkkänen-
Nyholm, Repo-Tiihonen, Lindberg, Salenius, & 
Weizmann-Henelius, 2009). The only country for 
which data is available and that does not follow 
this trend appears to be South Africa. In 1999, 
16% of female homicides were “suspected” of 
being rape-homicides (Abrahams et  al., 2008), 
which was hypothesized to be related to their 
unusually high crime rate (Seedat, Van Niekerk, 
Jewkes, Suffla, & Ratele, 2009).

Despite their low-frequency occurrence, lethal 
outcomes in sexual crimes—or, more simply, 
sexual homicides—continue to attract a lot of 
attention from the media, the community, and the 
different actors of the criminal justice system. 
Media will often report on cases of sexual homi-
cide due to the seriousness of the crime (see 
Wolfgang, Figlio, Tracy, & Singer, 1985), but 
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also because these often involve unusual acts 
from the offender (e.g., dismemberment, inser-
tion of foreign objects, mutilation of genitalia). 
Moreover, due in part to these gruesome acts but 
also to the apparent randomness of the victim 
selection, the community will rapidly develop 
fear that the perpetrator will strike again, becom-
ing a serial killer. Finally, the different actors of 
the criminal justice system are concerned with 
cases of sexual homicide as few of them possess 
extensive experience handling and managing 
these cases (Beauregard & Martineau, 2017), 
while the decisions taken may carry important 
consequences for both the offender and the com-
munity that needs to be protected from 
these crimes.

Research on sexual homicide comes with an 
unavoidable paradox: despite being an unusual 
and relatively rare sexual crime, its consequences 
are too important to dismiss. At the same time, 
due to the fact that lethal outcomes in sexual 
crimes only represent less than 4% of all homi-
cide, very few practitioners—whether clinicians 
or police investigators—have had contact with 
these offenders, leading to difficulties accumulat-
ing knowledge and experience with these types of 
crimes. This chapter attempts to partly remedy the 
situation by reviewing the different correlates 
associated with a lethal outcome in sexual assault 
cases.

 Definition Problem

One of the first issues related to the study of sex-
ual homicide is its definitional inconsistencies. 
Due in part to the absence of a legal definition 
(Roberts & Grossman, 1993), several authors 
have proposed different ways to define this spe-
cific form of sexual violence. At the broader level, 
Burgess, Hartman, Ressler, Douglas, and 
McCormack (1986) suggest that sexual homi-
cides “result from one person killing another in 
the context of power, control, sexuality, and 
aggressive brutality” (p.  252). Similarly, others 
have simply proposed that sexual homicide should 
be defined as the intentional killing of a person 
where there is evidence of a sexual element to the 

murder (e.g., Beech, Fisher, & Ward, 2005; 
Douglas, Burgess, Burgess, & Ressler, 1992; 
Folino, 2000; Meloy, 2000; Myers, 2002; Porter, 
Woodworth, Earle, Drugge, & Boer, 2003). Some 
have also specified that sexual activity is not nec-
essary for the murder to be sexual, as the act of 
killing itself may be sexually gratifying for the 
offender (Money, 1990; Schlesinger, 2004; Von 
Kraft-Ebing, 1886), whereas others have empha-
sized that certain acts performed by the perpetra-
tor provide evidence of sexual homicide (e.g., 
mutilation, displacement of breasts, rectum, and/
or genitals; Hazelwood & Douglas, 1980).

Another aspect implicitly related to the defini-
tion of sexual homicide is the motivation. 
According to Grubin (1994), it is crucial to distin-
guish between homicides that are sexually moti-
vated and homicides associated with sexual 
activity. For instance, it is possible that offenders 
were not driven to kill their victim to satisfy sex-
ual desires, but rather to eliminate a witness after 
a rape, to overcome victim resistance during a 
rape, or accidently killed the victim during a rape. 
Kerr, Beech, and Murphy (2013) argue that with-
out a proper definition, this leaves considerable 
room for error as some cases might constitute 
false positives (e.g., staging a domestic homicide 
to appear as a sexual by removing the victim’s 
clothing and exposing the genitals). These cases 
illustrate how some homicides may be associated 
with sexual activity without being necessary sex-
ually motivated. This is problematic because it 
makes comparisons across studies difficult and 
creates inconsistencies in prevalence rates.

One problem with studying sexual homicide 
is that offenders’ motivations and most of the 
definitions presented thus far rely on information 
known only to the offender and do not provide 
operationalized criteria that one may utilize in 
the classification process. For example, deviant 
sexual fantasies have been identified in research 
as a precipitating factor in sexual homicide; how-
ever, assessing deviant sexual fantasies relies 
entirely on the reliability and honesty of the 
offender. In order to remedy the situation, Ressler 
and Burgess (Ressler & Burgess, 1988) proposed 
a pragmatic definition of sexual homicide. 
According to such definition, to be considered 
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sexual, a homicide has to present at least one of 
the following: (a) victim partially or completely 
undressed; (b) exposure of the sexual parts of the 
victim’s body; (c) sexual positioning of the vic-
tim’s body; (d) insertion of foreign objects into 
the victim’s body cavities; (e) evidence of sexual 
intercourse; or (f) evidence of substitute sexual 
activity, interest, or sadistic fantasy. This defini-
tion is without a doubt the most widely used in 
the research on sexual homicide and encom-
passes the broadest range of factors.

 Different Types of Sexual Homicides

The issues surrounding the definition of sexual 
homicide and how some could be sexually moti-
vated while others not highlight the fact that sex-
ual homicide constitutes a heterogeneous type of 
crime. When examining typological studies of 
sexual homicide, four main types are revealed, 
with each study describing between two and four 
types (see Beauregard, Proulx, & St-Yves, 2007 
for an extensive review). However, the two types 
of sexual homicide that are consistently reported 
in the various studies are the angry and sadistic 
offender (Beauregard & Proulx, 2002).

The sadistic sexual homicide is often charac-
terized by the offender having very elaborate and 
overwhelming fantasies, which are often used in 
the premeditation of the crime. These offenders 
use surveillance to select a specific victim who 
matches certain criteria. They often use alcohol 
before committing the crime and usually kill fol-
lowing a blow to their self-esteem or a situational 
stressor. Sadistic sexual murderers often use 
manipulation to approach an unknown victim 
and use a vehicle during the crime, and they often 
select an isolated crime scene, which is chosen in 
advance and one that is far from their home base. 
Their crime is characterized by the use of torture 
instruments or a so-called rape kit, tying up and 
gagging the victim, and the crime is also charac-
terized by a prolonged and ritualized torture (e.g., 
mutilations to genitals). The sexual acts commit-
ted (i.e., fellatio, vaginal and anal penetration) 
may be recorded along with the murder, which is 
most often caused by strangulation. Sometimes, 

their homicides will include some unusual acts 
such as the insertion of objects into body cavities, 
dismemberment, and the retention of trophies or 
souvenirs belonging to the victim. They may also 
engage in behaviors during the crime commis-
sion process that indicate a conscious effort to 
avoid detection. For example, following the mur-
der, offenders committing a sadistic sexual homi-
cide may decide to move the victim’s body, 
hiding it to delay or prevent recovery. These 
offenders may decide to move to a different city 
or change their job after the crime, while others 
may volunteer to help during the investigation. 
Some of these offenders may show some interest 
in the media coverage of the crime, but their 
behavior remains relatively normal following 
each crime. They usually show no remorse and 
even get some pleasure from describing the hor-
ror of their acts.

As to angry sexual murderers, the homicide is 
usually characterized by the absence of planning 
and a desire to kill, which often comes from 
some form of rage that is displaced toward the 
victim. The victim is usually selected opportu-
nistically, often during the offenders’ daily activ-
ities and from a location familiar to them. Before 
the crime, the offenders report suicidal ideations, 
depressive moods, and feelings of anger 
(Beauregard et al., 2007). The crime is charac-
terized by the explosive and violent attack of a 
known victim who is usually older than the 
offender. The offender walks to the crime scene 
and is familiar with the location. There is a mini-
mal use of restraints, but a weapon found at the 
crime scene may be used during the crime, even 
if death is usually caused by strangulation, just 
as in the sadistic sexual homicide. The homicide 
is often provoked by the victim’s words or 
actions, resulting in humiliation and extreme 
violence (e.g., blows directed toward the vic-
tim’s face, overkill). Sexual assault of the victim 
is possible (especially postmortem sexual acts), 
although no semen is found at the crime scene 
(Beauregard et  al., 2007). After the murder, 
offenders committing an angry sexual homicide 
usually leave the victim’s body on her back and 
in plain view at the crime scene. These offenders 
show no interest in media coverage of the crime, 
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and they often report a feeling of relief after the 
murder (Beauregard et al., 2007).

As can be seen, although sadistic and angry 
sexual homicide may sometimes be difficult to 
distinguish due to the extreme violence of the 
acts and the cause of death by strangulation, the 
context, modus operandi, and behaviors follow-
ing the crime are very different. As mentioned 
previously, another type of sexual homide has 
been identified in several studies; the offender 
whose primary intent is to sexually assault their 
victim and only kill the victim to eliminate wit-
nesses. In these cases, the murder is merely 
instrumental. This type of offender is often 
described as seldom having long-term emotional 
relationships, and his victims are usually younger 
than 30 and unknown to him. The sexual assault 
is characterized by penetration of the victim and 
some sadistic elements. The murder may or may 
not be premeditated and is panicky or cold- 
blooded, depending on the murderer’s criminal 
experience. Usually, the victim’s wounds are 
restricted to a single site on the body, and the 
 victim is found lying on her back. Often, the 
 victim’s corpse is found at the site at which first 
contact beween the murderer and the victim 
occurred (Beauregard et al., 2007).

More recently, another type of sexual homicide 
offender was identified: the forensically aware 
sexual homicide offender. Reale, Beauregard, and 
Martineau (2017a) found that some sexual homi-
cide offenders are forensically aware, in that they 
will adapt their modus operandi or take precau-
tions, before, during, or post- crime commission to 
decrease their chances of apprehension. The sadis-
tic homicide offenders in this study were signifi-
cantly more likely than non-sadistic sexual 
homicide offenders to engage in forensic aware-
ness strategies such as destroying or removing evi-
dence, taking precautions at the crime scene (e.g., 
disabling home alarms, wearing gloves or a mask), 
and dismembering the victim’s body. Taking a dif-
ferent approach, Reale, Beauregard, and Martineau 
(2017b) used cluster analysis to separate sexual 
homicide offenders into distinct groups based on 
their crime scene behaviors. They identified three 
groups of sexual homicide offenders: (1) non- 
sadists; (2) mixed, engaged in sadistic offending 

behaviors but to a lesser frequency; and (3) severe 
sadists, engaged in the most sadistic behaviors. 
These three groups were then examined to deter-
mine whether forensic awareness would be associ-
ated with only the severe sadists or if it would be a 
feature of the mixed sadists as well. Findings indi-
cated that when considering non-sadists, mixed, 
and severe sadists together, forensic awareness is 
still most associated with severe sadistic sexual 
homicide offenders.

Among the differences found in sexual murders 
of women, some studies have suggested that perpe-
trators of sexual homicide against children were 
different from those who targeted women. Firestone 
and colleagues (Firestone, Bradford, Greenberg, & 
Larose, 1998; Firestone, Bradford, Greenberg, 
Larose, & Curry, 1998; Firestone, Bradford, 
Greenberg, & Nunes, 2000) conducted three stud-
ies comparing sexual murderers of children to 
other groups of perpetrators of sexual crimes. Their 
findings showed that sexual murderers were rated 
significantly higher on the Psychopathy Checklist-
Revised (PCL-R); had a greater incidence of psy-
chosis, personality disorders (antisocial), 
paraphilias (sadism), and addictions; and showed 
more deviant phallometric responses to depictions 
of sexual assaults of children and adults. Moreover, 
findings revealed that sexual murderers were sig-
nificantly more likely to have victimized strangers 
and  to have been charged or convicted  with 
past  violent nonsexual and sexual offenses, 
when  compared to a nonhomicidal group of sex 
offenders.

Following these studies, Beauregard, Stone, 
Proulx, and Michaud (2008) compared a group of 
11 sexual murderers of children to a group of 66 
sexual murderers of adults. Although their study 
did not find many differences between the groups 
of offenders, they did however identify differ-
ences in the pre-offense behavior and intent to 
commit the offense. For instance, sexual murder-
ers of children were more likely to report having 
deviant sexual fantasies and to use pornography 
(deviant or not) prior to the crime and premediate 
their offense. Perhaps more interesting is the fact 
that sexual murderers of children were more 
likely to establish contact with the victim prior to 
the crime, to commit the crime during the day, to 
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use strangulation to kill the victim, and to dis-
member and hide the victim’s body, as compared 
to sexual murderers of adults. These behaviors 
are largely consistent with the literature of sadis-
tic offending, which suggests a unique relation-
ship between child sexual homicide offending 
and sadistic traits. Furthermore, in terms of pre- 
offense behavior, Beauregard et  al. (2008) 
hypothesized that sexual murderers of children 
would spend time at home watching pornogra-
phy—deviant or not—and then go to places that 
attract children (e.g., playgrounds, schools, and 
convenience stores) to establish prior contacts 
with victims (e.g., grooming). They are opportu-
nistic and will wait for the absence of parents or 
guardians and then attract the child victim to an 
isolated location to commit the offense. 
According to Beauregard et  al. (2008), most of 
the differences observed between sexual murder-
ers of children and adults could also be explained 
through a routine activity perspective (Cohen & 
Felson, 1979).

Similarly, a study by Spehr, Hill, Habermann, 
Briken, and Berner (2010) compared a group of 
35 sexual murderers who targeted children to a 
group of 100 sexual murderers who targeted adult 
victims. Findings revealed that sexual murderers 
of children were less likely to report alcohol abuse 
and drug dependency, as well as to present sexual 
dysfunctions or narcissistic personality disorders. 
There were no significant differences between the 
two groups on risk assessment scores, Psychopathy 
Checklist- Revised (PCL-R) scores, and rates of 
release and reconvictions. However, sexual mur-
derers of children were more likely to have com-
mitted sexual abuse prior to the crime, although 
they were less likely to have committed rape or 
have caused bodily injury, than sexual murderers 
of adults. Unlike sexual murderers of adult vic-
tims, those who murdered children were more 
likely to have purposefully carried out the crime 
without any provocation from the victim (Spehr 
et al., 2010).

In a more recent study, Beauregard and 
Martineau (2015) compared a group of 79 sexual 
murderers of children to a group of 271 sexual 
murderers of adult women. Their findings also 
revealed a number of important differences 

between the two groups. For instance, sexual 
murderers of children were less likely to abuse 
drugs/alcohol and to leave the body in a residence, 
and the crimes were more like to be solved by the 
police, compared to cases against adult women. 
Further, the study showed that in cases of sexual 
homicide of children, the victims were more 
likely to be at home prior to the crime or outside 
on the street and living with an adult compared to 
sexual cases involving adult women. However, 
sexual murderers of children were more likely to 
beat the victim and kill using strangulation, com-
pared to sexual murderers of adult women.

Once again, these findings illustrate the het-
erogeneity among perpetrators of sexual homi-
cide. However, this heterogeneity has also been 
observed among serial and nonserial sexual mur-
derers. Two important studies conducted by 
James and Proulx (2014, 2016) have highlighted 
several differences between the two groups. To 
summarize, the authors found that sexual preoc-
cupations and sadism were key features of serial 
sexual murderers. Their modus operandi reflects 
sadistic sexual fantasies and organization which 
often results in these offenders planning their 
crimes to make them as congruent as possible 
with their fantasies. At the same time, these serial 
murderers are socially isolated, rejected, and 
humiliated and will often take refuge in compul-
sive masturbation. As to the nonserial sexual 
murderers, they are typically versatile criminals 
who are easily angered when their immediate 
needs are not met. They are also impulsive and 
extremely violent and use sexual homicide to 
diminish their internal tension. These sexual 
murderers often view themselves as the victim, 
and the sexual homicide serves as a way of exact-
ing vengeance and an outlet for their anger. This 
is why their modus operandi is characterized by 
an explosion of anger.

Another study by Chan, Beauregard, and Myers 
(2015) also found several important differences 
between serial and nonserial sexual homicide 
offenders. In terms of crime characteristics, find-
ings revealed that in comparison to nonserial sex-
ual murderers, serial sexual murderers were more 
than twice as likely to choose victims based on 
physical features or personality characteristics and 
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were more likely to target strangers. Serial sexual 
homicide offenders were also more likely to report 
having deviant sexual fantasies 48 hours prior to 
the crime, and a higher percentage of serial offend-
ers also humiliated their victim, a behavioral indi-
cator commonly associated with sadism. 
Interestingly, serial murderers were more than 
twice as likely than nonserial sexual murderers to 
have narcissistic personality features and to have 
comorbid personality disorders (e.g., obsessive-
compulsive, schizoid, and narcissistic personality).

 Comparing Sexual Homicide 
to Other Crimes

According to Felson and Messner (1996), there 
are two main perspectives to explain the lethal 
outcome in sexually violent crimes (see 
Beauregard & Mieczkowski, 2012). In the first 
perspective, homicide and other criminal vio-
lence are representative of the same type of 
behavior and involve the same processes, differ-
ing only in the outcome (Doerner & Speir, 1986; 
Harries, 1990). Consequently, based on such a 
perspective, one would expect no distinct pat-
terns of behavior when examining sexual assaults 
that result in either physical injury or the death of 
the victim. The alternative perspective suggests 
that there are distinct factors that differentiate 
those who kill and those who do not. According 
to this perspective, some homicide offenders are 
motivated and have the intention to kill the vic-
tim, which differentiates them from sexual 
aggressors. Therefore, the lethal outcome is not 
incidental nor is it due to situational factors 
(Beauregard & Mieczkowski, 2012; Felson & 
Messner, 1996). This last perspective suggests 
that the sexual homicide offender is a unique type 
of offender. This perspective has been the focus 
of several recent studies. If we are going to pre-
dict sexual homicide, we need to be able to 
answer the following question: is the sexual 
homicide offender a unique type of offender?

To better understand sexual homicide offend-
ers (SHOs) and their crimes, several studies have 
compared this group to a group of nonhomicidal 
sex offenders (NHSOs). The assumption under-

lying most of these studies is that by comparing 
these two groups, it is possible to identify factors 
that are related to a lethal outcome in a sexual 
crime. For instance, studies have shown that 
SHOs are more likely to target stranger victims 
who are older (Chene & Cusson, 2007; Firestone, 
Bradford, Greenberg, Larose, & Curry, 1998; 
Oliver, Beech, Fisher, & Beckett, 2007; not in 
Langevin, Ben-Aron, Wright, Marchese, & 
Handy, 1988). Contextually, SHOs more fre-
quently live alone at the time of the crime 
(Grubin, 1994; not in Milsom, Beech, & Webster, 
2003) and present a motive of anger or of both 
sex and anger (Chene & Cusson, 2007; Langevin 
et al., 1988). As to the criminal event, prior stud-
ies have shown that SHOs are more likely to use 
and/or abuse drugs and alcohol prior to crime 
(Chene & Cusson, 2007; Davis & Langevin, 
2003), to use a weapon (Chene & Cusson, 2007; 
Firestone, Bradford, Greenberg, & Larose, 1998; 
Salfati & Taylor, 2006), and to engage in expres-
sive violence (Firestone, Bradford, Greenberg, 
Larose, & Curry, 1998; Langevin et  al., 1988; 
Salfati & Taylor, 2006). SHOs have also been 
shown to more frequently use strangulation 
(Langevin et al., 1988) as well as anal penetration 
and the insertion of an object in a body cavity 
(Salfati & Taylor, 2006).

Similar studies have investigated the “risk” of 
a lethal outcome in sexual crimes by considering 
the combination of factors instead of individual 
comparisons of one factor at a time. Mieczkowski 
and Beauregard (2010) used conjunctive analysis 
to look at the combination of victim, situation, 
and crime characteristics that are associated with 
a lethal outcome in cases of sexual assault. Their 
study findings revealed that the most lethal com-
bination of factors involved actions taken by the 
offender during the crime, not victim or situa-
tional factors. More specifically, results indicated 
that a victim was almost 25 times more likely to 
be killed if the offender had brought a weapon, 
was intoxicated, and took more than 30 minutes 
to complete the offense but did not force the vic-
tim to commit sexual acts or commit any sexual 
intrusive acts on the victim. Although this may 
appear counterintuitive for the crime of sexual 
homicide—i.e., no sexual activity between the 
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offender and the victim during a “sexual” homi-
cide—it may be hypothesized that an inchoate 
sexual assault linked to a weapon in hand may be 
the worst possible combination of factors in the 
criminal situation leading to a lethal outcome.

Despite a modest effect of the situational fac-
tors on the lethality of the sexual assault, some 
victim characteristics were noteworthy. For 
instance, when a victim comes from a crimino-
genic environment (e.g., sex trade worker) and is 
less than 14 years old, his/her chances of survival 
are greater. Once again, it was hypothesized by 
Mieczkowski and Beauregard (2010) that coming 
from a criminogenic environment acted as a pro-
tective factor for potential victims, in the sense 
that they may be more effective at detecting early 
indicators of potentially dangerous behaviors or 
they may be better able to escape the circum-
stances at an earlier moment. This could be a 
result of having experienced socialization 
through other criminals. Alternatively, they may 
be more equipped to handle the circumstances 
once an assault has begun, which in turn leads 
them to act in ways more strategically likely to 
save their lives. Children, on the other hand, were 
hypothesized to be more likely to comply with 
sexual assaults, presenting less resistance, and 
thus may escape homicidal outcome as a result.

Using risk estimation as an alternative analyti-
cal strategy to look at the combination of factors 
leading to a lethal outcome in sexual assault cases, 
Beauregard and Mieczkowski (2012) found that 
several factors consistently contribute to the homi-
cidal risk and appear distinctly separate from fac-
tors historically considered important. For example, 
a particularly dangerous situation is when the 
offender targets a stranger victim or is intoxicated 
during the crime. In fact, out of the ten most dan-
gerous scenarios involving the event and context, 
targeting a stranger occurred seven times. Their 
study also highlighted potential factors that may 
serve to “protect” the victim. In addition to coming 
from a criminogenic environment, as identified in 
Mieczkowski and Beauregard (2010), the comple-
tion of a sexual act—either the victim completing a 
forced sexual act on the offender or the offender 
successfully initiating sexual contact with the vic-
tim—is associated with a greater chance of survival 

during a sexual assault. Beauregard and 
Mieczkowski (2012) hypothesized that in these 
cases the offender’s primary motivation is sexual 
activity, which is not intrinsically related to violent 
behavior beyond the sexual activity itself. 
Moreover, the absence of a weapon appears to be 
important in increasing the victim’s chance of sur-
vival during the sexual offense. This is likely 
because a weapon would make it easier for the 
offender to commit a homicide, but it also gives the 
offender an advantage if the victim resists.

Despite the fact that by comparing SHOs to 
NHSOs some factors appear to be related to a 
lethal outcome in sexual crimes, most of the 
existing studies have shown that overall, both 
groups of offenders present more similarities 
than differences (Langevin et  al., 1988; Proulx, 
Beauregard, Cusson, & Nicole, 2007). However, 
it is important to point out that most of these pre-
vious studies did not use multivariate analyses in 
their design. Moreover, several of these studies 
suffered from small sample size. But more impor-
tantly, these studies have divided their sample 
into SHOs and NHSOs, leaving the NHSO group 
to include both violent and nonviolent perpetra-
tors of sexual crimes. Such strategy may have 
introduced noise in the analyses, which resulted 
in finding more similarities than differences 
between the two groups of perpetrators.

In order to counteract these limitations, 
Beauregard and colleagues have conducted a 
series of studies comparing three groups of 
offenders who have committed sexual crimes: the 
nonhomicidal offender, the violent nonhomicidal 
offender, and the homicidal offender. Beauregard 
and Martineau (2017) have examined differences 
among these three groups of offenders on several 
offender characteristics. Among the factors inves-
tigated, they have looked specifically at the dif-
ferences related to paraphilias and personality 
disorders. Results showed that perpetrators of 
sexual homicide significantly differ in terms of 
paraphilic behaviors. These offenders are signifi-
cantly more likely to have engaged in paraphilic 
behavior both as a juvenile and as an adult. 
Although individuals who have perpetrated sex-
ual homicides are significantly more likely to 
have engaged in a lifetime of paraphilic behavior, 
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they are significantly less likely than the two 
other groups of sex offenders to be involved in 
the paraphilias involving nonconsenting adult 
and child partners (i.e., rape and pedophilia). 
Interestingly, it was the group of nonhomicidal 
offenders who were most likely to engage in 
pedophilia, whereas the violent nonhomicidal 
offenders were most likely to engage in rape.

In terms of personality disorders and con-
structs, several significant differences emerged 
between the three groups of offenders. Offenders 
who have committed a sexual homicide are sig-
nificantly more likely than both groups to have 
diagnoses of schizoid and borderline personality 
disorders. The group of nonhomicidal offenders 
are more likely than the two other groups to pres-
ent with avoidant personality, whereas both the 
nonhomicidal offenders and the violent nonho-
micidal offenders were more likely than offend-
ers who have committed a sexual homicide to 
present with avoidant personality, dependent per-
sonality, passive-aggressive personality, and 
immature personality. The violent nonhomicidal 
sex offenders were more likely than the two other 
groups to present with antisocial and impulsive 
personality disorders.

Although interesting, these findings were 
mainly exploratory and did not involve multi-
variate analyses. Beauregard and DeLisi 
(2018a, 2018b) further investigated the issue of 
personality in perpetrators of sexual homicide 
by comparing the same three groups, but this 
time using multivariate analyses and control-
ling for other factors that have been associated 
with the commission of sexual homicide. They 
determined that the personality profile of the 
perpetrators of sexual homicide is comprised 
primarily of schizoid and borderline personal-
ity disorders. These offenders were also signifi-
cantly more likely to select a victim, use a 
weapon, and use drugs and alcohol before their 
offenses, but less likely to force their victim to 
engage in sexual acts or humiliate them. 
Beauregard and DeLisi (2018a, 2018b) argued 
that the comorbidity of schizoid, borderline, 
and antisocial personality disorder features 
presents unique personality dysfunction that 
facilitates the lethal sexual violence of SHOs 

relative to their nonhomicidal sexual offender 
counterparts.

In a different study, Beauregard, DeLisi, and 
Hewitt (2018) have examined differences among 
the three groups of offenders on their criminal 
career. Despite the fact that all three groups have 
extensive and serious offending records, some 
important distinctions were found. The nonhomi-
cidal offenders had more convictions for rape/
sexual abuse and other sexual offenses relating to 
exhibitionism as well as more specialization in 
their offending repertoires. Violent nonhomicidal 
offenders were more versatile in their offending 
patterns and had more assaults, homicides, kid-
nappings, and aggravated sexual assaults. 
Offenders who have committed sexual homicides 
were similarly versatile and had extensive histo-
ries of armed robbery, kidnapping, and homicide. 
Interestingly, the group that presented with the 
most prolific criminal career profile was the vio-
lent nonhomicidal offenders, characterized with 
the greatest number of prior convictions and the 
most varied criminal career. They were more likely 
to be versatile, as they committed a wide variety of 
crime, going from nonviolent nonsexual crimes to 
violent sexual crimes (see Lussier, 2005).

In another study, Beauregard and DeLisi 
(2018a, 2018b) compared the same three groups 
of offenders but this time on several developmen-
tal factors. Their analyses identified a number of 
developmental factors that are more likely to be 
found in offenders who have committed sexual 
homicide. The findings show that offenders who 
commit sexual homicide present a background 
characterized by abuse and a variety of problem-
atic behaviors. For instance, of the 12 behavioral 
indicators examined in the study, 10 proved to be 
statistically different. Specifically, offenders who 
commit sexual homicides experience more prob-
lem behaviors such as chronic lying, angry tem-
perament, running away, and recklessness. 
Moreover, they are more likely to report cruelty 
against animals, whereas the violent nonhomicidal 
offenders are more likely to report rebellious atti-
tude and neuropsychological deficits compared to 
offenders committing sexual homicides. Such 
findings show that offenders committing sexual 
homicides learn specific sexual behaviors early in 
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childhood that suggest a strong need for sexual 
gratification, and they also may not adequately 
address their sexual needs, which potentially con-
tributes to the seriousness of their sexual offend-
ing. Beauregard and DeLisi (2018a, 2018b) 
hypothesized that this investment in solitary, ille-
gal, or obsessive sexual behaviors is the result of 
their need to regain some control over their lives, 
as suggested by several of the theoretical models 
of sexual homicide.

Recently, Chopin and Beauregard (2018) have 
taken a similar approach to answer the same 
question but this time including a group of non-
sexual homicidal offenders. Comparing a large 
sample of sexual homicide offenders, violent 
sexual abusers, and nonsexual homicidal offend-
ers, they found that perpetrators of sexual homi-
cide presented several differences that were 
consistent with the other two groups. These con-
vergent differences suggested that offenders who 
perpetrated a sexual homicide were different not 
only from perpetrators of sexual crimes but also 
from individuals who had committed a nonsexual 
homicide. Even more interesting was the fact that 
these differences were not only identified as to 
the crime characteristics but on the offender char-
acteristics as well.

Taken together, these findings suggest that 
perpetrators of sexual homicide present several 
differences with other perpetrators of sexual 
crimes as well as nonsexual homicides. The dif-
ferences observed are not only related to the way 
the crime is committed but mainly consist of dif-
ferences in personality and developmental char-
acteristics. These differences have important 
implications for homicide investigations, correc-
tions, and offender management and treatment. 
Finally, as Chopin and Beauregard (2018) have 
concluded, it appears that perpetrators of sexual 
homicide represent a unique type of offender that 
should be examined on its own.

 Implications

If we are correct in assuming that the perpetra-
tors of sexual homicides represent a unique type 
of offender, this may have several potential 

implications for the different actors of the crimi-
nal justice system and their practices. Looking at 
law enforcement first, although cases of sexual 
homicide are suggestive that the police should be 
looking for offenders who have previous sexual 
convictions, previous studies show that such a 
recommendation would be ill-advised. Most 
individuals who have committed sexual homi-
cides do not have prior convictions for sexual 
crimes and have only a few prior convictions for 
violent crimes. Therefore, focusing exclusively 
on known sex offenders represents an ineffective 
strategy and constitutes a waste of valuable 
resources for the police.

However, this is not to say that the criminal 
career of perpetrators of sexual homicide cannot 
be useful to the criminal investigation. For exam-
ple, Beauregard et  al. (2018) have found that 
sexual murderers could be distinguished from 
violent and nonviolent nonhomicidal sex offend-
ers by one particular offense: armed robberies. 
Before having committed their sexual homicide, 
many of these individuals committed other 
crimes—predominantly property crime—but it 
seems that a large proportion of them also com-
mitted armed robberies. Similar to the study by 
Soothill, Francis, Sanderson, and Ackerley 
(2000), some offenses are related to a higher risk 
of committing homicide. What these researchers 
found was that manslaughter, blackmail, and kid-
napping increased the relative risk of homicide 
by 19, 5, and 4 times, respectively. Moreover, 
the offense of robbery—not necessarily armed 
robbery—doubled the risk of homicide. These 
findings are important for the police in charge of 
investigating these cases. Instead of exclusively 
focusing on known sex offenders, the findings 
suggest that sexual murderers may in fact have 
modest to no sexual criminal histories but are 
instead are more often characterized by property 
offenses, especially armed robberies. Such findings 
suggest that an offender’s criminal history gains 
great investigative importance when one goes 
beyond simply examining the presence or 
absence of prior convictions for sexual crimes.

Arguably more important are the implications 
for corrections. The fact that sexual murderers 
represent a unique type of offender, different 
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from both sex offenders and homicide offenders, 
has practical implication from the admission of 
the offender to his supervision if/when returned 
to the community. As suggested by Chopin and 
Beauregard (2018), individuals convicted of sex-
ual homicide pose specific challenges for correc-
tions, and this starts right at their admission. For 
instance, perpetrators of sexual homicide do not 
typically enter the correctional system with a 
label of “sex offender.” Being considered as mur-
derers first and foremost, these offenders will 
typically be incarcerated within the general pop-
ulation. However, in some cases, offenders who 
have been widely publicized in the media will 
face a different reality. Instead of seeing their 
homicidal act being the focus of correctional 
administrators and other inmates, it is the sexual 
nature of the act that will be predominant. As sex 
offenders do not typically benefit from the same 
status inside as other inmates, a decision will 
need to be made by correctional authorities as to 
whether the sexual murderer should be put in 
protective custody with sex offenders or if they 
can risk a placement in the general population. 
Such decision will have an impact not only for 
the security of the inmate but also for the security 
in the institution.

Knowing that the sexual murderer represents 
a unique type of offender also has implications 
for the treatment programming, inside as well as 
outside prison. The fact that the sexual murderer 
does not follow the same trajectory of a typical 
sex offender seems to suggest that the “one-size- 
fits-all” treatments for sex offenders would be 
ineffective. At the same time, we believe it would 
be a mistake to assume that these offenders do 
not require treatment adapted to their specific 
problems. As previous studies have shown, sex-
ual murderers present several problems that are 
unique to them, some of which are of a sexual 
nature (e.g., sexual preoccupations). This sug-
gests that correctional authorities should con-
sider the adoption of more tailored or 
individualized treatment programs, instead of 
the more generic ones. This may be even more 
important for juvenile sexual murderers as they 
have a greater opportunity to be released back 
into the community.

Beyond the correctional functioning of sexual 
murderers, findings of previous studies may 
inform the assessment of these offenders as well 
as the decision-making involved in such cases. 
As mentioned previously, studies on the develop-
mental factors of sexual murderers (Beauregard 
& DeLisi, 2018a, 2018b; Beauregard & 
Martineau, 2017; DeLisi & Beauregard, 2018) 
have shown that these offenders present specific 
problems during their childhood. In fact, the find-
ings suggest that it is not enough to identify 
whether or not the offender has experienced vic-
timization in childhood. Instead, they show the 
importance of detailing these experiences and to 
take into account the variety of these adverse 
childhood experiences. Therefore, it would be 
important for risk assessment tools to consider 
this crucial piece of information to not only pre-
dict the risk of recidivism but also to predict the 
risk of a lethal outcome in the case of a sexual 
recidivism. As to the contribution of the findings 
to decision-making by correctional officials, the 
findings suggest that it would be important to 
identify cases which present a myriad of adverse 
childhood experiences in order to offer them an 
intensive treatment intervention to “solve” some 
of these traumas before being released back to 
the community. Establishing intervention strate-
gies that adequately address the resultant issues 
to attempt to prevent relapse—or worse a homi-
cidal relapse—seems to be of the utmost impor-
tance to interfere with the cycle of violence.

Finally, it is important to consider that in some 
cases, sexual murderers will eventually be 
released back into the community and that super-
vision conditions will need to be put in place. 
What type of supervision will be required for this 
specific type of offender is something that 
remains unknown as no study has investigated 
this aspect of sexual homicide yet. However, this 
is still an important question. Myers, Chan, Vo, 
and Lazarou (2010) looked specifically at juve-
nile sexual murderers and found that of the 11 
cases for which follow-up community recidivism 
data was available, 5 remained free of further 
convictions for an average of 8.9 years, whereas 
6 offenders recidivated after only 4.4 years later 
on average. While three of the offenders who 
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recidivated committed nonsexual offenses, the 
three other offenders survived an average of 
5.3  years before committing additional sexual 
homicides (Myers et  al., 2010). This suggests 
that despite sexual homicide being rare and 
uncommon, some of these offenders will eventu-
ally reintegrate society and will need to be moni-
tored adequately if we want to avoid recidivism 
for the same type of crime. Further the public 
response to recidivism in a previously convicted 
sexual homicide offender would have drastic 
public policy implications and would likely result 
in moral panic. In order to promote public confi-
dence in community corrections, more research 
on reintegration is essential. Moreover, protective 
factors are equally important to consider as early 
intervention efforts tailored to the unique needs 
of high-risk offenders could help to ensure the 
risk of escalation to homicide is reduced.

 Conclusion

Ultimately, although researchers have shed light 
onto correlates of lethal outcomes in sexual 
homicide, there are still many unanswered ques-
tions. The extant literature has been limited by 
small sample sizes, incomplete comparison 
groups, and a lack of more complex statistical 
analyses. As a result, more research that uses 
larger samples and more complex models are 
needed and should not only compare perpetra-
tors of sexual homicide with perpetrators of 
nonsexual homicide but also nonhomicidal sex-
ual crimes. Further, cross-cultural comparisons 
of sexual homicide offenders would be benefi-
cial to determine whether culture influences, 
victim selection, crime scene behaviors, and 
other aspects of the crime commission process.

Although future studies need to continue com-
paring differences between types of sexual and 
nonsexual and violent and nonviolent homicide 
offenders, more research is needed that examines 
a wider range of clinical features associated with 
these offenders as well. For instance, despite the 
interest and usefulness of police data, they are 
often limited in terms of the offender characteris-
tics. Clinical data such as personality diagnostics 

(e.g., personality disorders, psychopathy, sadism) 
would be important to consider as well in the 
comparisons of these three types of offenders. 
Further, most studies are retrospective in nature, 
and the utility of longitudinal studies that include 
sexual homicide offenders is imperative to identi-
fying pathways to sexual homicide.

Similarly, future studies should focus on the 
identification of the different pathways leading to 
sexual homicide paying specific focus to devel-
opmental risk factors. Despite the sexual mur-
derer being a unique type of offender, there exists 
different types of sexual homicides (e.g., 
Beauregard & Proulx, 2002), and it is possible 
that different pathways have led these offenders 
to commit these different types of sexual homi-
cides. To achieve this, it will be important to con-
duct qualitative interviews with individuals who 
have committed sexual homicide, from their 
childhood to the moment of their crime. Such 
information would also be valuable to investigate 
the decision-making involved in the killing of the 
victim during or following a sexual assault.

DeLisi and Wright (2014) have highlighted the 
fact that mainstream criminological research has 
by and large refused to scientifically investigate 
sexual homicide. The result of this large slight has 
been an almost quasi absence of sexual homicide 
research by mainstream criminologists. Future 
studies need to test some of the main concepts of 
criminological theories to explain sexual homi-
cide (e.g., low self-control, strain, opportunity). In 
addition, instead of looking at sexual homicide as 
a distinct category of sexual violent crime, future 
studies need to look at the lethal outcome in sex-
ual crimes as a continuum of violence.

Furthermore, as confusion still persists as to 
the definition of sexual homicide and what con-
stitutes a real sexual homicide, future studies 
need to test different ways to compare cases of 
sexual homicide where the perpetrator clearly 
indicated his intent to kill the victim with cases 
where such intent was absent.

Chan and Frei (2013) also contend that female 
sexual homicide offenders have been largely 
ignored in the extant literature of sexual homicide. 
This is in part due to the rarity of these offenses; 
however this does not discredit the need for more 
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research as studies that have examined female 
sexual homicide offenders have identified unique 
characteristics associated with these offenders.

Finally, we shall return to the question with 
which we began. Can we predict sexual homi-
cide? Unfortunately, previous findings do not 
provide us with a definitive answer to this ques-
tion. However, when considering the findings 
reviewed in this chapter, we can conclude that the 
sexual murderer is a unique type of offender, one 
that presents with specific characteristics. 
Although it is still too early to do, we believe that 
after replicating some of these findings and tak-
ing into account the interactions between some of 
the important factors related to a lethal outcome 
in sexual crimes, it will be possible to at least 
suggest “red flags” or risk factors associated with 
the commission of a sexual homicide.
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Sexual Violence in LGBTQ 
Communities

Adam M. Messinger and Sarah Koon-Magnin

It is really daunting to talk about sexual abuse that happened when you were presenting 
as your birth gender after you have transitioned. I was not ready to talk about it for a 
long time after it had happened. However, when I was ready to disclose, I was presenting 
as a man and then I encountered two problems; one) I didn’t want to remember when I 
was a girl and two) men are perceived as not having experienced sexual abuse so I wasn’t 
sure how I would be received.

Rymer and Cartei (2015), p. 158

The scale of prevention efforts, survivor support 
services, and public awareness regarding sexual 
violence has increased dramatically over the past 
40  years. The majority of sexual assaults and 
rapes are perpetrated by cisgender (i.e., non- 
transgender) men against women (e.g., see Black 
et al., 2011; Planty, Langton, Krebs, Berzofsky, & 
Smiley-McDonald, 2013). Perhaps understand-
ably, most published research and societal inter-
ventions focus on sexual violence involving this 
pairing. Unfortunately, as a consequence of this 
nearly singular focus, scholarship and societal 
efforts to address sexual violence are severely 
lacking in their consideration of lesbian, gay, 
bisexual, transgender, and queer (LGBTQ)-
identified individuals (Girshick, 2002; Menning 
& Holtzman, 2014). This is despite the fact that 
research repeatedly concludes that LGBTQ 
people are at an elevated risk of sexual violence 
victimization (Coulter et al., 2017; Katz-Wise & 

Hyde, 2012; Walters, Chen, & Breiding, 2013). It 
is the very invisibility of LGBTQ lives within the 
public discourse on sexual violence that makes 
this problem seemingly so intractable. As exem-
plified in the story above about a transgender vic-
tim’s quandary of whether to disclose, LGBTQ 
survivors too often face a minefield of risks when 
seeking help: from service providers turning 
them away, to having their experiences and iden-
tities devalued, to being outed, or worse (Girshick, 
2002; Messinger, 2017). In this chapter, we 
review the research literature on the experience of 
sexual violence within LGBTQ communities: its 
prevalence, risk factors, interpersonal contexts, 
and barriers to help-seeking. We conclude with 
recommendations for future research, policy, and 
service provision.

 Prevalence of LGBTQ Sexual 
Violence

 Methodological Concerns

Prevalence estimates of LGBTQ sexual violence 
are necessarily influenced by methodological 
decisions in how to operationalize sexual vio-
lence. There is substantial variation in the way 
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that people understand the words “rape” and 
“sexual assault” and what acts are involved in 
each (Schulze, Koon-Magnin, & Bryan, 2019). 
However, this is not surprising, given that there is 
also significant variation in the meaning of these 
terms across jurisdictions. Definitions of what 
constitutes a sexual offense, as well as the name 
and assigned severity of the offense, differ across 
jurisdictions and have changed significantly over 
time. For instance, through 2012, the federal 
definition of rape for the purposes of data 
collection in the United States was “Carnal 
knowledge of a woman forcibly and against her 
will” (Federal Bureau of Investigation, 2014). 
This narrow definition limits who can be 
recognized as a victim (a woman), or a perpetrator 
(a man), and what sexual acts constitute rape 
(penile-vaginal penetration). As a result, under 
this definition, many acts of sexual violence 
against an LGBTQ victim would not be legally 
recognized as “rape.” The new and much more 
inclusive federal definition of rape—“Penetration, 
no matter how slight, of the vagina or anus with 
any body part or object, or oral penetration by a 
sex organ of another person, without the consent 
of the victim” (Federal Bureau of Investigation, 
2014)—has important implications for all victims 
of rape, but it is particularly impactful for those 
in LGBTQ communities in two ways. First, the 
definition is now gender-neutral and recognizes 
that both men and women can be victims of rape 
and that both men and women can be perpetrators 
of rape. Second, the revised definition reflects a 
more accurate understanding of sexual violence 
by including various penetrative violations (oral, 
anal, or vaginal) and not requiring that a penis be 
the penetrating object.

An additional benefit of the updated defini-
tion is that the use of force is no longer a 
requirement in this definition. Rather, the focus 
is on a lack of consent. This difference is criti-
cal because a victim may be unable to provide 
consent to sex for a variety of reasons that 
would not require the offender employ physical 
force (e.g., the victim may be asleep, uncon-
scious, or incapacitated by alcohol or other 
drugs). Recent research indicates that some 
individuals in traumatic situations like sexual 

assault experience a complete though tempo-
rary paralysis, a phenomenon termed “tonic 
immobility” (for an excellent discussion, see 
Campbell, 2012). Individuals who experience 
this “freeze” response are unable to fight back 
against an assailant, negating the need for force 
by the attacker (Bucher & Manasse, 2011). 
However, statutes that emphasize lack of con-
sent rather than physical force still recognize 
these violations as rape because they are being 
completed against the will of the victim. 
Importantly, not all state statutes are as inclu-
sive as the new federal definition, meaning that 
certain sexual acts that are more likely to affect 
sexual minority victims of sexual assault are 
not recognized as “rape” in all states. While 
such acts are usually still illegal and can be 
prosecuted as sexual offenses, in many states, 
they are given a label other than “rape” (e.g., 
“forcible sodomy” or “sexual battery”), which 
may make a victim feel marginalized in their 
experience.

Scholars of sexual violence tend to take a 
broader view of rape and sexual assault than 
many legal codes and may define sexual vio-
lence as any non-consensual sexual activity, 
including sexual touching or penetration without 
permission, through coercion, by force or threat 
of force, or with a victim who is unable to con-
sent. Despite the absence of force in such cases, 
non-consensual sexual touching or penetration 
can still have extremely serious effects on vic-
tims (Tark & Kleck, 2014).

In addition to the question of whether to define 
sexual violence as non-consensual versus force- 
facilitated sexual activities, researchers also have 
to decide which sexual activities to assess: non- 
consensual, non-penetrative sexual contact and 
oral sex (often termed “sexual assault”) or 
 non- consensual sexual penetration of the vagina 
or anus by a penis, finger, or object (often termed 
“rape”). Even among the most highly regarded 
studies for measuring crime prevalence (e.g., 
Uniform Crime Reports, National Crime 
Victimization Survey, National Violence Against 
Women Survey, and National Intimate Partner 
and Sexual Violence Survey), there are differences 
in the ways that rape and sexual assault are defined 
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and measured (Panel on Measuring Rape and 
Sexual Assault in Bureau of Justice Statistics 
Household Surveys 2014). Criminal justice 
researchers, mirroring many criminal statutes, 
often narrow this definition of sexual violence to 
include only sexual activity involving force or 
threat of force (Girshick, 2002; Messinger, 2017). 
Such force-based sexual violence survey mea-
sures risk excluding equally troubling cases of 
non-forced, non-consensual sexual activities. 
Despite the absence of force, unwanted and 
coerced sexual activity can be extremely harmful 
to the victim, as much psychological literature 
demonstrates. Moreover, studies of rape may 
overlook a substantial portion of LGBTQ sexual 
violence given that sexual penetration is not 
always as central to conceptions of sexual inter-
course and rape in female same-gender relation-
ships. Ultimately, decisions about how to measure 
sexual violence—whether as non- consensual or 
force-facilitated, as sexual contact or sexual pen-
etration—will have a significant impact on 
LGBTQ sexual violence prevalence estimates. 
Specifically, studies that focus exclusively on the 
older definition of “rape” as penile-vaginal pene-
tration will likely have lower prevalence estimates 
than those that include a more inclusive definition 
of sexual violence. With that in mind, as reviewed 
in the following section, research finds LGBTQ 
individuals to be at an elevated risk of sexual vio-
lence victimization, particularly bisexuals, cis-
gender women, and transgender and nonbinary 
individuals assigned female at birth.

 Prevalence of Sexual Violence 
Victimization Among Sexual 
Minorities

Regarding sexual minorities (i.e., lesbian, gay, 
bisexual, queer, and other non-heterosexual- 
identified individuals), the National Intimate 
Partner and Sexual Violence Survey is a recent 
nationally representative study (N = 16,507, 97% 
heterosexual) that offers some of the most 
accurate estimates available of sexual violence 
prevalence among sexual minorities in the United 
States (Walters, Chen, & Breiding, 2013). 

Findings indicated that, relative to heterosexual 
women (17.4% victimization rate), lesbian 
women were at similar risk (13.1%) and bisexual 
women were at substantially higher risk (46.1%) 
of experiencing forced or substance-facilitated 
rape in their lifetimes (measured as oral, vaginal, 
or anal penetration or attempted penetration 
using a penis, fingers, or object, with either force 
or the use of substances). Rates for those 
experiencing coerced rape (penetration through 
the use of coercion but not force), sexual assault 
(measured as unwanted non-penetrative sexual 
contact), or non-contact unwanted sexual 
experiences (such as exposing sexual body parts 
or being made to participate in sexual movies or 
photos) were again similar for heterosexual 
(43.3%) and lesbian women (46.4%) and higher 
for bisexual women (74.9%). Because of low 
base rates of male sexual victimization within the 
sample, male estimates of rape could not be 
provided across sexual orientations. However, 
regarding coerced rape, sexual assault, and non- 
contact unwanted sexual experiences, gay men 
(40.2%) and bisexual men (47.4%) were at 
approximately double the risk of victimization as 
compared to heterosexual men (20.8%; Walters 
et al., 2013). Thus, with the exception of lesbian 
women being at a similar risk of forced and 
substance-facilitated rape as compared to 
heterosexual women, sexual minorities were 
generally at higher risk of sexual violence than 
heterosexuals. In the United Kingdom, an 
analysis of the 2007–2010 British Crime Survey 
was consistent with these findings in that bisexual 
men and women were at significantly higher risk 
of sexual assault victimization than heterosexual 
men and women (Mahoney, Davies, & Scurlock- 
Evans, 2014). The 2015 Asexual Community 
Census (N = 8663 people on the asexual spectrum, 
including asexual, demisexual, or graysexual) 
found similarly alarming rates of lifetime sexual 
violence victimization among asexual individuals, 
43.5% of whom reported rape or sexual assault 
(Bauer et al., 2017).

These findings are echoed by past research. 
For instance, a meta-analysis of 65 studies found 
that sexual minorities were significantly more 
likely to experience sexual violence than hetero-
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sexuals (Katz-Wise & Hyde, 2012), and a review 
of 25 population-based studies confirmed that 
sexual minority women experienced sexual 
violence in their lifetimes at greater rates than 
sexual minority men (Rothman, Exner, & 
Baughman, 2011).

An emerging area of research explores methods 
used by perpetrators. Coercion and pressure are 
often key tools in sexual violence, but research 
suggests that they may be used significantly more 
often with bisexual victims compared to victims of 
other sexual orientations (Menning & Holtzman, 
2014). Relatedly, both gay and bisexual men often 
report that they participate in unwanted sexual 
activity out of a sense of guilt (i.e., feeling that 
they owed something to the assailant) or because 
they feel like they deserve to be treated badly—yet 
neither of these reasons for engaging in unwanted 
sex are typically expressed by heterosexual men 
(Menning & Holtzman, 2014). Research also indi-
cates that sexual minorities are significantly more 
likely than heterosexuals to experience sexual 
assault while incapacitated due to substance use 
(Martin, Fisher, Warner, Krebs, & Lindquist, 
2011; Richardson, Armstrong, Hines, & Palm 
Reed, 2015).

 Prevalence of Sexual Violence 
Victimization Among Transgender 
Individuals

Regarding sexual violence among transgender 
individuals, the US Transgender Survey is the 
largest national study to date (N  =  27,715 
transgender people), albeit a study using a less 
representative and thus potentially less accurate 
non-probability sampling design (James et  al., 
2016). Findings revealed that 47% of respondents 
reported that they had experienced a sexual 
assault or rape within their lifetime (measured as 
“unwanted sexual contact, such as oral, genital, 
or anal contact, penetration, forced fondling, or 
rape”; James et al., 2016). Furthermore, the US 
Transgender Survey indicated that male-identified 
(i.e., transgender men) as well as nonbinary- 
identified transgender people assigned female at 
birth (51% and 58%, respectively) were more 
likely to experience sexual assault or rape within 

their lifetimes than female-identified (i.e., 
transgender women) as well as nonbinary- 
identified transgender people assigned male at 
birth (37% and 41%, respectively; James et al., 
2016). Gender identity also played an important 
role in the 2015 Asexual Community Census, in 
which trans (22.0%) and nonbinary (17.9%) 
respondents reported higher rates of sexual 
violence than women (12.6%) and men (8.9%).

These prevalence rates are similar to those 
found in a review of 11 studies on transgender 
samples (rates ranged between 14% and 66%; 
Stotzer, 2009). Limited research also suggests 
that transgender people are substantially more 
likely to experience sexual violence than 
cisgender people. For instance, according to 
analyses of the 2012–2014 National College 
Health Assessment (N  =  71,421 undergraduate 
students from 120 schools, 99.75% cisgender), 
transgender people experienced sexual assault 
(measured as non-consensual sexual contact) or 
rape (measured as attempted or completed non- 
consensual oral, vaginal, or anal penetration) in 
the past year (20.9%) at rates 2–6 times greater 
than that of cisgender women (8.6%) and 
cisgender men (3.6%; Coulter et al., 2017).

 Risk Factors for LGBTQ Sexual 
Violence

Cross-sectional studies—which gather data only 
once from a sample—inhibit the ability of schol-
ars to establish the time order of risk factors and 
victimization (Messinger, 2017). In some 
instances, risk factors may be true outcomes, 
caused by the victimization itself (e.g., a victim 
begins abusing alcohol specifically to cope with 
past victimization). In other instances, risk fac-
tors may actually precede and contribute to the 
likelihood of victimization (e.g., an attacker 
intentionally targets a victim experiencing alco-
hol abuse issues because the victim is perceived 
to be less likely to resist). Still in other instances, 
the associations between victimization and risk 
factors may be purely coincidental (e.g., an 
attacker intentionally targets a victim engaging 
in sex work because such victims are perceived 
to be less likely to report victimization to police, 
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and the victim’s alcohol abuse preceded the sex-
ual violence victimization because it was 
intended to be used to cope with the trauma asso-
ciated with sex work; Messinger, 2017). Thus, 
given that research to date on LGBTQ sexual 
violence has largely been cross-sectional rather 
than longitudinal, it remains unclear whether 
identified risk factors are precipitating factors 
for or outcomes of LGBTQ sexual violence vic-
timization—or perhaps both.

That said, according to research on predomi-
nantly heterosexual cisgender samples, victims 
of sexual assault or rape are likely to experience 
a variety of negative mental and physical health 
issues (see Campbell, Dworkin, & Cabral, 2009). 
The severity of outcomes may vary between indi-
viduals, but it is common for sexual violence sur-
vivors to suffer both acute, immediate problems 
and long-term consequences of the assault. The 
psychological sequelae of sexual violence are 
known to include post- traumatic stress disorder 
(PTSD), depression, anxiety, substance abuse, 
and suicidal thoughts and behaviors (Campbell 
et al., 2009). Negative health covariates of sexual 
violence victimization likely extend beyond het-
erosexual-cisgender survivors to LGBTQ survi-
vors. Regardless of whether these are precipitating 
factors or outcomes for a particular victim, the 
unfortunate reality is that LGBTQ survivors 
often contend with debilitating mental health and 
medical issues that clearly warrant increased 
attention by scholars and service providers. This 
section reviews this still-emerging yet critically 
important body of research.

 Risk Factors for Sexual Violence 
Victimization Among Sexual 
Minorities

Research on sexual minorities suggests that adult 
sexual violence victimization predicts sexual 
risk-taking (e.g., a greater number of sexual 
partners) and alcohol abuse (Hequembourg, 
Livingston, & Parks, 2013; Hequembourg, Parks, 
Collins, & Hughes, 2015). Among sexual 
violence survivors, research on undergraduates 
indicates that sexual minorities are more likely 
than heterosexual respondents to report that an 

injury resulted from the assault, which may 
indicate that their assaults involved more violence 
(Richardson et al., 2015).

Research remains inconclusive as to the exact 
role played by the acceptance of homophobic 
attitudes by sexual minorities (often termed 
“internalized homophobia”). Conflicting studies 
have found that internalized homophobia and 
sexual violence victimization do not covary in a 
sample of sexual minority men (Hequembourg 
et  al., 2015), do covary in a sample of 
undergraduate sexual minority students 
(Murchison, Boyd, & Pachankis, 2017), and, 
specifically within intimate relationships, covary 
among sexual minorities in the United Kingdom 
and South Africa but not in Australia, Brazil, 
Canada, or the United States (Finneran, Chard, 
Sineath, Sullivan, & Stephenson, 2012). Further 
research is clearly needed to better understand 
the role of internalized homophobia in the lives 
of LGBTQ victims of sexual violence.

Finally, little research on the experience of 
sexual assault among sexual minorities has 
examined whether health-based risk factors tend 
to covary with one another. However, as one 
indication that risk factors may indeed cluster 
together, studies of sexual minority sexual 
violence survivors suggest that higher levels of 
internalized homophobia covary with more 
severe depression and PTSD symptoms (Gold, 
Dickstein, Marx, & Lexington, 2009; Gold, Marx 
& Lexington, 2007). In addition, in a study of 
lesbian women, heterosexual women, and gay 
men, Balsam, Lehavot, and Beadnell (2011) 
found that experiencing repeat sexual assault 
victimization was associated with an increase in 
multiple negative mental health consequences 
(e.g., suicidal thoughts, self-harm).

 Risk Factors for Sexual Violence 
Victimization Among Transgender 
Individuals

In comparison to research on sexual minorities, 
research on sexual violence among transgender 
individuals has lagged considerably farther 
behind, including with regard to risk factors. 
For instance, unlike the comparatively robust 
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literature emerging on the risk factor internalized 
homophobia, the literature is largely silent on 
whether the internalization of transphobic atti-
tudes serves as a risk factor for sexual violence 
victimization among transgender individuals. 
That said, Testa et  al. (2012) identified several 
important risk factors for sexual violence victim-
ization among transgender individuals, including 
an increased risk of suicide attempts and sub-
stance abuse (Testa et  al., 2012). In addition, 
hinting at the possibility that perpetrators target 
victims who are perceived to be less likely to 
resist or report victimization, the aforementioned 
US Transgender Survey concluded that rates of 
lifetime sexual violence are higher for transgen-
der people who have a disability, are homeless, or 
have engaged in sex work (James et  al., 2016). 
Findings such as these underscore the need for a 
nuanced understanding of sexual assault. The 
contexts in which individuals are situated impact 
the experience of sexual violence, as the next sec-
tion demonstrates.

 Interpersonal Contexts for LGBTQ 
Sexual Violence

Contrary to popular stereotypes in society of 
the unknown rapist who jumps out of bushes, 
victims usually know their attacker personally 
prior to the assault (e.g., Planty et  al., 2013). 
According to the National Intimate Partner and 
Sexual Violence Survey, most victims of rape 
reported that the offender was an intimate part-
ner (51.1%) or acquaintance (40.8%). In far 
fewer cases was the offender reported to be a 
stranger (13.8%) or family member (12.5%; 
Black et al., 2011). Likewise, research on sex-
ual minorities (Tjaden, Thoennes, & Allison, 
1999) and transgender individuals (James et al., 
2016; Stotzer, 2009) finds that sexual violence 
against LGBTQ people is far more often perpe-
trated by someone the victim knows than by a 
stranger. With this in mind, four interpersonal 
contexts for LGBTQ sexual violence are briefly 
reviewed in this section: hate crime sexual vio-
lence, sexual violence among the incarcerated, 
childhood sexual violence, and sexual intimate 
partner violence.

 Anti-LGBTQ Hate Crime Sexual 
Violence

At least two unique methodological issues hinder 
the study of anti-LGBTQ hate crime sexual 
violence. First, as Messinger (2017) notes, hate 
crimes—crimes motivated by a bias against the 
actual or perceived demographic identity of the 
victim—are often difficult to disentangle from 
other interpersonal crimes in research. This is 
due to the fact that anti-bias motivations can be 
held not only by strangers but also family 
members, intimate partners, peers, and other 
acquaintances (Messinger, 2017). Thus, in the 
absence of research more clearly delineating 
anti-LGBTQ sexual hate violence that is stranger- 
perpetrated versus acquaintance-perpetrated, it is 
unclear whether this crime is largely a subtype of 
or wholly distinct from LGBTQ child abuse, 
sibling abuse, intimate partner violence, and peer 
bullying.

In addition, complicating research further is 
that hate crimes have the potential to be motivated 
by a bias against multiple demographic identities 
intersecting in the same victim, and victims 
participating in studies may not always be aware 
of which bias was the primary motivator of their 
attacker. For instance, some research suggests 
that, among those who have experienced an anti- 
LGBTQ bias-motivated hate crime, LGBTQ 
people of color may be less likely than white 
LGBTQ people to perceive that their attacker was 
motivated by an anti-LGBTQ bias rather than an 
anti-racial minority bias (Meyer, 2008).

Importantly, because hate crime perpetrators 
are motivated by a bias against an entire demo-
graphic community rather than a single victim, 
hate crimes have the potential to generate high 
degrees of fear among targeted communities. 
Indeed, according to the Trans Mental Health 
Survey (N  =  889 transgender individuals in 
Scotland), over 40% of transgender people self- 
reported knowing someone who had experi-
enced anti-LGBTQ bias-motivated sexual 
violence, and 42% personally feared becoming 
a victim in the future (McNeil, Bailey, Ellis, 
Morton, & Regan, 2012). These fears may be 
founded, as research indicates that anti-LGBTQ 
bias-motivated sexual violence is startlingly 
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common. One review of five studies in the lit-
erature found median prevalence rates of 14% 
for sexual minority men and 5% for sexual 
minority women (Rothman, Exner, & 
Baughman, 2011). Regarding transgender peo-
ple, findings from the Trans Mental Health 
Survey indicate that 20% of transgender people 
have experienced anti- transgender bias-moti-
vated sexual violence in their lifetimes (McNeil 
et  al., 2012). While not nationally representa-
tive, the lifetime victimization rate identified by 
the Trans Mental Health Survey may be given 
more credence because the study’s past-year 
victimization rate (4%; McNeil et al., 2012) is 
strikingly similar the past-year rate found in the 
much larger, national US Transgender Survey 
(approximately 2.6%, arrived at by extrapolat-
ing from the reported rates of past-year anti-
transgender attacks and rates of past-year sexual 
violence; James et al., 2016).

Given disturbingly high rates lifetime rates, as 
well as high rates of those knowing a victim, it is 
disconcerting that hate crime laws often do not 
recognize anti-LGBTQ bias-motivated violence 
as a type of hate crime. While the Matthew 
Shepard and James Byrd, Jr. Hate Crimes 
Prevention Act criminalizes federal-level hate 
crimes in the United States motivated by an anti- 
LGBTQ bias, the majority of criminal hate crime 
prosecutions occur at the state level where federal 
law is less relevant (Human Rights Campaign, 
2014). As of this writing, 20 US states still do not 
have hate crime laws covering anti-sexual minor-
ity bias (including Wyoming, where Matthew 
Shepard was murdered), and 32 states do not have 
hate crime laws covering anti- transgender bias 
(Human Rights Campaign, 2018).

 Sexual Violence Among Incarcerated 
LGBTQ People

Sexual violence is an ongoing concern in correc-
tions systems throughout the United States. 
According to The National Former Prisoner 
Survey (N = 18,526 former state prisoners under 
active supervision), during their most recent 
period of incarceration, gay (38.6%) and bisexual 

men were significantly more likely than 
heterosexual men to experience sexual assault or 
rape perpetrated by another inmate (38.6% of gay 
male inmates, 33.7% of bisexual male inmates, 
and 3.5% of heterosexual male inmates) and 
were significantly more likely to be sexually 
assaulted or raped by prison staff (11.8%, 17.5%, 
and 5.2%, respectively). Lesbian women were at 
similar risk and bisexual women were at 
significantly greater risk as compared to 
heterosexual women of being sexually assaulted 
or raped by another inmate (12.8% of lesbian 
inmates, 18.1% of bisexual female inmates, and 
13.1% of heterosexual female inmates), and both 
lesbian and bisexual women were at signifi-
cantly greater risk than heterosexual women of 
being sexually assaulted or raped by prison staff 
(8.0%, 7.5%, and 3.7%, respectively; Beck & 
Johnson, 2012).

By comparison, according to the US 
Transgender Survey, 17% of transgender people 
incarcerated in the past year had been sexually 
assaulted or raped by another inmate, and 11% 
had been sexually assaulted or raped by facility 
staff. To place these rates in context, relative to 
comparable past-year sexual violence 
victimization rates in the predominantly 
cisgender general incarcerated population, 
transgender people are over nine times more 
likely to experience sexual violence by another 
inmate and over five times more likely to 
experience sexual violence by facility staff 
(James et  al., 2016). Moreover, of those 
transgender individuals who had been sexually 
assaulted or raped while incarcerated in the past 
year, approximately half had been victimized 
more than once in that same time period (James 
et al., 2016).

These high rates of sexual violence victimiza-
tion among LGBTQ inmates must be understood 
in the broader context of discrimination in cor-
rections systems. Research finds that LGBTQ 
people experience a wide variety of discrimina-
tion and assaults while incarcerated (Beck & 
Johnson, 2012; James et  al., 2016). The 2012 
update to the Prison Rape Elimination Act 
(PREA) was designed in part to improve many of 
the discriminatory conditions facing transgender 
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inmates that may give rise to increased sexual 
violence risk. For instance, PREA requires the 
corrections system to place transgender inmates 
in wings corresponding with their gender identity 
rather than sex assigned at birth, prohibiting the 
use of isolation units (traditionally used as pun-
ishment) as a means of protection for transgender 
inmates, and permitting transgender inmates 
wishing to do so to shower separately. However, 
a major flaw in PREA is that its requirements are 
limited to corrections systems receiving federal 
funding. Because state corrections systems often 
receive the majority of their funding from state 
governments, it is financially possible for state 
corrections systems to forgo federal funding and 
the accompanying PREA regulations (American 
Civil Liberties Union, 2015).

 Childhood Sexual Violence 
Against LGBTQ People

Estimates of the prevalence rates of LGBTQ 
childhood sexual violence are necessarily 
impacted by methodological decisions. For 
instance, a recent meta-analysis found that rates 
may be artificially depressed when researchers 
choose to limit the tactics assessed, require that 
participants identify the abuse as against their 
will (despite such a requirement not being 
included in most statutes of sexual violence 
against minors), narrow the assessed age range 
during which victimization can occur, and use 
telephone interview methods (rather than face-
to- face interviews or questionnaires; Xu & 
Zheng, 2015).

With this in mind, across 25 population-based 
studies included in their review, Rothman and 
colleagues found that a median of 21% of sexual 
minority men and 28% of sexual minority women 
experienced sexual violence in childhood 
(Rothman, Exner, & Baughman, 2011). These 
rates are similar to a meta-analysis of 32 studies, 
which concluded that 28% of sexual minorities 
have experienced sexual violence perpetrated by 
a family member not including an intimate 
partner (Katz-Wise & Hyde, 2012). These rates 
are also nearly identical to the rate of childhood 

sexual violence victimization (27%) among men 
who have sex with men, as found in a meta- 
analysis of 12 studies (Lloyd & Operario, 2012). 
Two meta-analyses have also confirmed that 
sexual minorities were significantly more likely 
than heterosexuals to experience childhood 
sexual violence (Friedman et  al., 2011; Katz- 
Wise & Hyde, 2012). Research suggests that 
sexual minority women were at an increased risk 
of childhood sexual violence victimization 
relative to sexual minority men (Rothman, Exner, 
& Baughman, 2011; Xu & Zheng, 2015).

Childhood sexual violence victimization 
among LGBTQ people is associated with a vari-
ety of negative health-related covariates. 
Research on men who have sex with men finds 
that childhood sexual violence victimization is 
positively associated with substance abuse, HIV- 
positive status, and sexual risk-taking behaviors 
(e.g., more frequent sexual partners, having sex 
under the influence of substances, and having 
recent unprotected sex; Lloyd & Operario, 2012). 
Whether physical force was present may also 
impact the likelihood of negative sequelae, as 
research indicates that the presence of force is sig-
nificantly associated with a host of negative health 
covariates, including anxiety, depression, unsafe 
sex practices, and suicidality (Arreola, Neilands, 
& Diaz, 2009; Welles et  al., 2009). In addition, 
individuals who experienced sexual violence as 
children are also at increased risk of sexual vio-
lence victimization as adults (Hequembourg 
et al., 2015).

 Sexual Intimate Partner Violence 
Against LGBTQ People

Intimate partner violence (IPV)—psychological, 
physical, or sexual abuse in a romantic or sexual 
intimate relationship—has been found to be 
more prevalent in same-gender relationships 
(relative to different-gender relationships) as 
well as in relationships involving at least one 
LGBTQ- identified partner (Messinger, 2011, 
2017; Walters et al., 2013). A recent comprehen-
sive review of the LGBTQ IPV literature by 
Messinger (2017) found a broad range of rates of 
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lifetime sexual IPV victimization for sexual 
minority women (4–33%) and men (1–29%; 
Messinger, 2017). The most accurate estimates 
currently available come from the nationally rep-
resentative National Intimate Partner and Sexual 
Violence Survey, which found that 22% of bisex-
ual women experience sexual IPV victimization 
in their lifetimes, as compared to just 9.1% of 
heterosexual women. Interestingly, prevalence 
rates were so low as to not be accurately esti-
mated for lesbian women, bisexual men, gay 
men (likely due to the limited sample size of 
these groups), and heterosexual men (likely due 
to the low base rate of victimization of this group 
in the broader population; Walters et al., 2013). 
The finding that sexual minorities are more 
likely than heterosexuals to experience sexual 
IPV has been confirmed by several other proba-
bility-sampled studies (McLaughlin, 
Hatzenbuehler, Xuan, & Conron, 2012; Porter & 
Williams, 2011), as has the finding that sexual 
minority women are at an increased risk relative 
to sexual minority men (Blosnich & Bossarte, 
2009; Messinger, 2011). Limited research sug-
gests that sexual IPV can take on unique forms 
with sexual minority victims, such as when per-
petrators justify raping or sexually assaulting 
bisexual victims by relying on false myths that 
bisexuals are hypersexual and thus must always 
want sex (Girshick, 2002).

Regarding transgender people, studies find 
lifetime sexual IPV victimization rates for 
transgender people range between 8% and 47% 
(Messinger, 2017). The US Transgender Survey, 
which offers arguably the most accurate data 
available, found that 19% of transgender people 
experience sexual IPV in their lifetimes (James 
et  al., 2016). Compare such rates with those of 
the predominantly cisgender National Intimate 
Partner and Sexual Violence Survey, for which 
9.4% of all female participants reported sexual 
IPV victimization in their lifetimes and for which 
rates were too low to calculate accurate estimates 
among all male participants (Black et al., 2011). 
One Australian study suggests that transgender 
men (14%) may be more likely than transgender 
women to experience sexual IPV victimization 
(8%; Pitts, Mitchell, Smith, & Patel, 2006). 

Scholars suggest that sexual IPV may exhibit 
unique tactics with transgender victims, such as 
when perpetrators intentionally sexually assault 
pieces of a transgender victim’s body that had or 
have gendered meaning (such as genitals or 
breasts) or when perpetrators justify raping 
transgender victims by arguing that “real” women 
or men prefer rough sex (Goodmark, 2013; 
Messinger, 2017; Tesch & Bekerian, 2015). 
These types of pervasive beliefs about gender, 
sexual orientation, and sexual assault also have 
important implications for the availability of and 
likelihood of utilizing support services following 
a sexual assault.

 Barriers to Help-Seeking

Research shows that most people disclose their 
sexual violence victimization to a friend or family 
member (Ullman & Filipas, 2001a), a finding 
that has been replicated in a sample of LGBTQ 
respondents (Koon-Magnin & Schulze, 2016). 
These disclosure experiences have important 
implications for the victim’s eventual healing. If, 
upon disclosure, a victim is disbelieved, judged, 
or blamed for the assault, that victim is likely to 
experience more severe PTSD symptoms 
(Ullman & Filipas, 2001b). The risk of receiving 
such negative reactions is higher for victims who 
disclose their assaults to formal support networks 
(e.g., medical professionals, law enforcement) 
than those who disclose only to informal support 
networks (e.g., friends, family; Starzynski, 
Ullman, Filipas, & Townsend, 2005). Perhaps 
reflecting the fear of secondary victimization, the 
rates of reporting sexual violence in the United 
States to law enforcement are extremely low 
(e.g., Sinozich & Langton, 2014). In Richardson 
et al. (2015) study, none of the sexual minority 
respondents whose survey responses indicated 
that they had experienced sexual violence 
reported that they sought help from a formal 
on-campus support provider, as compared to 
nearly 11% of heterosexual respondents. Sexual 
minorities were also less likely than heterosexual 
respondents to report that they had sought help 
from formal sources off campus, but this 
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difference was not significant. When asked why 
they did not seek help, sexual minority 
respondents were nearly three times more likely 
than heterosexual respondents to report that they 
thought they would be blamed for the assault, a 
statistically significant difference (Richardson 
et al., 2015).

In a study of mental health help-seeking 
among sexual violence survivors, lesbian and 
bisexual women were more likely than 
heterosexual women to seek help from mental 
health professionals (Starzynski, Ullman, 
Townsend, Long, & Long, 2007). The authors 
attributed this finding to a general trend among 
sexual minority women to seek mental health 
treatment at higher rates than heterosexuals. 
Though there are few studies addressing the post- 
assault experience for LGBTQ victims of sexual 
violence, existing works suggest that there are 
important considerations that must be addressed 
in order to adequately serve this population.

A key problem facing LGBTQ sexual vio-
lence survivors is that many existing programs 
and services have been designed from a cisnor-
mative and heteronormative perspective. This in 
turn may generate mistrust and decreased help- 
seeking by LGBTQ sexual violence victims. For 
instance, in a primarily LGBQ-identified sample 
of college students, a substantial number of 
students were not aware of any services available 
to victims following a sexual assault (Schulze & 
Perkins, 2017). After disaggregating by sexual 
orientation, heterosexual respondents had the 
highest rates of awareness of both on-campus 
(76.5% of heterosexual respondents were aware 
of a resource, compared to 65.5% overall) and 
off-campus services (64.7% of heterosexual 
respondents were aware of a resource, compared 
to 51.8% overall).

A mixed method study that assessed existing 
responses to LGBTQ survivors of sexual violence 
points to three major themes that may contribute 
to low reporting and low rates of service use 
among LGBTQ communities (Todahl, Linville, 
Bustin, Wheeler, & Gau, 2009). First, participants 
reported feeling that LGBTQ communities were 
poorly understood or not accepted within the 
larger society. It is a difficult experience for any 

victim of sexual violence to disclose or report, 
but the experience would be even more 
intimidating if the victim felt that they may be 
judged for their sexual orientation or gender 
identity while in this vulnerable position. Second, 
respondents cited a lack of available resources 
that were LGBTQ-friendly. A survivor feeling 
secure to come forward with an assault is a 
necessary first step for help-seeking, but if they 
have nowhere to go or no one that they believe 
will help them, they are unlikely to receive help 
or support. Third, respondents emphasized the 
need for better training for first responders (e.g., 
law enforcement) who are likely to encounter 
victims following a sexual assault. If not trained 
in how to speak with LGBTQ victims in a 
respectful and sensitive way, the interactions 
between victims and practitioners can be 
unproductive and potentially harmful.

Lastly, a potentially valuable yet underex-
plored avenue for improving societal responses 
rests with LGBQ-specific rape myths. A theme 
throughout this handbook is the existence of 
victim blaming and the harm that it can cause, 
both to sexual violence victims personally and to 
society more broadly in the form of case attrition 
from the criminal justice system. The most 
widely used rape myths instruments (e.g., the 
Illinois Rape Myth Acceptance Scale; Payne, 
Lonsway, & Fitzgerald, 1999) focus on statements 
depicting female victims of male perpetrators, 
though there are a handful of other instruments 
that depict male victims of sexual violence (e.g., 
the Male Rape Survey; Struckman-Johnson & 
Struckman-Johnson, 1992). However, the sexual 
orientations of the individuals depicted in these 
scenarios are never specified and in most cases 
are implied to be heterosexual. The first 
instrument to take both gender identity and sexual 
orientation into account, the Identity-Inclusive 
Sexual Assault Myth Scale (IISAMS; Schulze, 
Koon-Magnin, & Bryan, 2019) will provide 
researchers with the ability to better understand 
how sexual assaults involving lesbian, gay, 
bisexual, transgender, and queer individuals are 
perceived. Such information will allow empirical 
evaluation of beliefs about sexual violence 
committed within or against members of LGBTQ 
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communities. Only once the precise content of 
such myths is understood can programs be 
designed and implemented to address those 
beliefs. The pilot test of IISAMS indicated that 
respondents were significantly more likely to 
support myths depicting LGBTQ individuals 
than heterosexual victims (as depicted in the 
IRMAS). If these beliefs are prevalent throughout 
society, they serve to undermine the victimization 
experience of sexual minorities and gender 
minorities by trivializing the assault, placing 
blame on the victim, and removing culpability 
from the perpetrator. All of these outcomes are 
problematic in that they devalue, delegitimize, 
and deny justice to LGBTQ victims of sexual 
violence.

 Conclusions

The studies outlined in this chapter demonstrate 
that the prevalence of sexual violence is higher 
for sexual minorities compared to heterosexuals. 
National samples, community samples, and 
meta-analyses all suggest a disproportionate risk 
of sexual violence among sexual minorities. This 
trend was consistent regardless of the 
operationalization of sexual violence (e.g., rape, 
sexual assault, coercive or unwanted sex). 
Research discussed in this chapter also indicates 
that transgender people are at a greater risk of 
sexual violence than both cisgender men and 
women.

A small but growing body of literature focused 
on sexual violence in LGBTQ communities 
suggests that the risk and contextual factors 
associated with sexual violence warrant further 
exploration. While there are important similarities 
with the experience of sexual violence in both the 
LGBTQ and heterosexual-cisgender communities 
(e.g., the perpetrator is usually known to the 
victim, drugs or alcohol are often used to facilitate 
the assault), there are also important differences 
that remain poorly understood (e.g., the role of 
anti-LGBTQ bias in motivation for the assault, 
the impact of internalized homophobia on 
victimization risk and post-assault healing). 
Additional research is needed to address these 

issues and others that may be unique to the 
experience of sexual violence in LGBTQ 
communities.

These foundational studies illustrate the need 
not only to identify differences between how 
sexual violence is experienced by LGBTQ and 
heterosexual-cisgender people but also among 
LGBTQ subgroups. A fuller understanding of 
these differences will require intentional 
oversampling of LGBTQ respondents in research 
samples, providing a more exhaustive list of 
choices and an open-ended response option for 
both sexual orientation and gender identity in 
survey research, and the use of more inclusive 
sexual violence instruments (e.g., IISAMS; 
Schulze, Koon-Magnin, & Bryan, 2019).

Future research should continue to explore 
how people define the terms “rape” and “sexual 
assault.” Instruments like the Sexual Experiences 
Survey (Koss & Gidycz, 1985) circumvent this 
issue by describing specific sexual acts without 
attaching a label such as “rape.” However, some 
surveys ask respondents to self-report whether 
they have ever been raped or sexually assaulted, 
and, because people define these words 
differently, the validity of such measurements is 
undermined. It may be that the terms “rape” and 
“sexual assault” hold different meanings for 
sexual minorities than they do for heterosexuals. 
If this is the case as research suggests (Schulze, 
Koon-Magnin, & Bryan, 2019), then additional 
work is needed to identify these differences and 
their implications for disclosure, reporting, and 
service provision.

A major issue that impacts sexual violence in 
the LGBTQ community is the way that such acts 
are legally defined. Jurisdictions that have not 
yet incorporated more inclusive statutes should 
do so. Failure to broaden these statutes likely has 
a disproportionate impact on the LGBTQ com-
munity, but all victims of sexual violence are 
better served by laws that reflect a more com-
plete picture of sexual violence and its various 
forms.

Another problem faced by many sexual minor-
ity and transgender victims of sexual violence is 
the lack of available resources following an 
assault. The resources that do exist are typically 
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designed to address the most common type of 
sexual assault: a penetrative act committed by a 
cisgender male perpetrator against a cisgender 
female victim. However, the emphasis on this 
type of sexual assault may result in the exclusion 
or marginalization of individuals who experience 
victimization that does not fit this paradigm 
(e.g., same-gender victims, transgender victims). 
The risk of secondary victimization following a 
negative disclosure experience and the harm that 
it causes the victim is too significant to disregard. 
To truly address the phenomenon of sexual vio-
lence, laws, policies, and programs must be 
responsive to and supportive of all victims. There 
is substantial work to be done by researchers and 
practitioners alike to ensure that all survivors of 
sexual violence receive the respect and justice 
that they deserve.
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Sexual victimization is a public health concern for 
all women in our society and particularly for sex-
ual minority women (e.g., lesbian, bisexual). 
Approximately 4% of the US population identi-
fies as lesbian, bisexual, or gay, which equates to 
about 9 million people (Priola, Lasio, De Simone, 
& Serri, 2014). Sexual minority women report 
rates of sexual victimization between 21% and 
40%, rates that are higher than those reported by 
heterosexual women (e.g., Balsam, Lehavot, & 
Beadnell, 2011; Rothman, Exner, & Baughman, 
2011). Although sexual minority women are more 
likely to be victimized relative to heterosexual 
women, the majority of research has examined 
heterosexual women’s experiences of sexual vic-
timization, leading to a significant gap in the lit-
erature regarding sexual minority women.

Although the literature is limited, research 
indicates additional discrepancies in rates of sex-
ual victimization among lesbian and bisexual 
women (Heidt, Marx, & Gold, 2005; Hughes, 
McCabe, Wilsnack, West, & Boyd, 2010). For 
instance, Krahé and Berger (2013) found that 
women who had sex with both men and women 
had a victimization rate of 47.4%, as compared to 

8.7% of women who had sex with only women. 
This finding is consistent with other studies that 
have found that bisexual women experience 
higher rates of sexual victimization than lesbian 
women (Hequembourg, Livingston, & Parks, 
2013; Hughes, McCabe, Wilsnack, et al., 2010).

It is well documented that sexually victimized 
women are at increased risk of developing long- 
term negative psychological sequelae as a result of 
their sexual victimization (Campbell, Dworkin, & 
Cabral, 2009; Simmons & Granvold, 2005). This 
relationship appears particularly relevant for les-
bian and bisexual women who report greater nega-
tive mental health consequences post- victimization 
relative to heterosexual women (Jorm, Korten, 
Rodgers, Jacomb, & Christensen, 2002), including 
higher rates of depression (Acierno et  al., 2002), 
drug and alcohol use (Resnick et  al., 2012), low 
self-esteem (Campbell et al., 2009), posttraumatic 
stress disorder (PTSD) (Littleton & Ullman, 2013; 
Roberts, Austin, Corliss, Vandermorris, & Koenen, 
2010), and sexual dysfunction (Faravelli, Giugni, 
Salvatori, & Ricca, 2004).

In this chapter, we will review the current state 
of the literature regarding sexual minority wom-
en’s experiences of sexual victimization, their 
post-victimization recoveries, and the major gaps 
in the literature regarding these experiences. We 
then will discuss theoretical frameworks that elu-
cidate additional psychosocial stressors that sexual 
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minority and triple minority (e.g., both sexual and 
racial/ethnic minority) women may encounter dur-
ing their victimization and post- victimization 
recovery experiences. While there is an abundance 
of interventions aimed to decrease the rates of 
sexual assault, interventions specifically tailored 
for sexual minority women who have been sexu-
ally victimized have yet to be developed. Thus, we 
will not review the literature on sexual assault 
interventions. Finally, we will discuss cultural and 
ethical considerations for working with sexual 
minority women and avenues for improving cul-
tural humility (i.e.,  cultural competence) among 
clinicians who may work with this population.

 Coping

Because of the negative and long-term sequelae 
associated with sexual victimization, research has 
sought to identify factors that may influence wom-
en’s post-victimization recovery. Coping is a cru-
cial factor that has been explored extensively in 
victimized heterosexual populations but remains 
an understudied factor among sexual minority 
women. Women can use various coping strategies 
after they have been victimized, and these strate-
gies are important because they have been shown 
to affect women’s post-victimization psychologi-
cal health (Campbell et al., 2009). There are two 
general categories of coping: adaptive and mal-
adaptive. Adaptive coping can be conceptualized 
as positive and helpful coping; examples include 
expressing emotions, reducing stress, and seeking 
social support and/or mental health services 
(Campbell et  al., 2009; Ullman, 2010). On the 
other hand, maladaptive coping can be best con-
ceptualized as “negative” coping and includes 
behaviors such as alcohol use and withdrawal 
from others (Campbell et al., 2009). Engaging in 
maladaptive coping, as opposed to utilizing more 
adaptive coping strategies, has been shown to hin-
der women’s post- victimization recovery by exac-
erbating negative psychological symptoms (e.g., 
depression and anxiety) (Campbell et  al., 2009; 
Ullman & Najdowski, 2011).

Not only can maladaptive coping hinder wom-
en’s post-victimization recoveries; it is also asso-

ciated with increased risk of being revictimized 
(Najdowski & Ullman, 2011; Ullman, 1996). For 
instance, Najdowski and Ullman (2011) found 
that individuals who had been sexually victimized 
and engaged in maladaptive coping were twice as 
likely to be revictimized, as compared to individ-
uals who did not engage in maladaptive coping. 
Furthermore, maladaptive coping has been shown 
to be a significant predictor of psychological dis-
tress in sexually victimized women (Filipas & 
Ullman, 2006). Therefore, how a woman copes 
with her sexual victimization experience can lead 
to increased psychological symptoms, making 
coping an important factor to consider during 
post-victimization recovery (Ullman, 1996).

 Seeking Social Support 
and Disclosure

Seeking positive social support, such as having 
supportive friends and/or family members to turn 
in times of need, can strengthen women’s ability 
to adaptively cope, which can protect against the 
effects of trauma (Ullman, 2010). A specific 
example of how women may seek social support 
is by disclosing their sexual assault experience to 
others and having people validate that disclosure 
(Ullman, 1999); disclosure is an adaptive coping 
strategy that women can employ to assist them 
during their post-victimization recovery. 
However, negative social support (e.g., blaming 
the victim, taking away control from the victim) 
has various harmful effects to women recovering 
from a sexual assault (Relyea & Ullman, 2015). 
Women who receive more negative social sup-
port when they disclose are more likely to utilize 
maladaptive coping (i.e., less engagement in 
problem-focused coping), which can lead to 
increased symptoms of PTSD, depression, and 
anxiety (Orchowski, Untied, & Gidycz, 2013).

Indeed, Relyea and Ullman (2015) found sup-
port for an association between social support and 
coping, such that women who had others turn 
against them (e.g., victims were blamed, stigma-
tized, and/or infantilized) reported more maladap-
tive coping as compared to women who received 
unsupportive acknowledgment (e.g., trying to dis-
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tract the victim regarding the sexual assault, trying 
to hurt the perpetrator) or positive supportive reac-
tions (e.g., believing the victims, supporting their 
decisions). Women who disclosed and had others 
turn against them reported more maladaptive cop-
ing (e.g., social withdrawal, self-blame, decreased 
sexual assertiveness) compared to women who 
disclosed and received unsupportive acknowledg-
ment or positive supportive reactions. On the other 
hand, women who disclosed and had others 
responded with unsupportive acknowledgement 
reported more maladaptive coping and also sought 
additional adaptive individual coping strategies 
(e.g., planning or reframing the assault in a posi-
tive way) compared to women who disclosed and 
had others turn against them. Receiving positive 
supportive reactions was associated with more 
adaptive social and individual coping strategies 
and less maladaptive coping. These findings dem-
onstrate that although disclosure is an adaptive 
coping strategy for sexual assault victims, it can be 
detrimental to their post-victimization recovery if 
others respond negatively.

Sexual minority women also use disclosure as 
a strategy to attempt to cope positively with their 
traumatic experiences, but there are both differ-
ences and similarities in disclosure between les-
bian and bisexual women (Long, Ullman, Long, 
Mason, & Starzynski, 2007). For example, bisex-
ual women are more likely to disclose to a formal 
source, but they also tend to receive fewer posi-
tive reactions than lesbian or heterosexual women 
(Long et  al., 2007). On the other hand, lesbian 
women, relative to bisexual women, are less 
likely to disclose their victimization experiences 
to anyone (Lehavot, Molina, & Simoni, 2012). In 
addition, both lesbian and bisexual women often 
perceive that they receive unequal medical treat-
ment based on their sexual minority status. This 
perception may color their outlook of resources 
available to them, both personal and professional, 
and add an additional layer to the recovery pro-
cess (Long et  al., 2007). Bisexual women also 
express being dissatisfied by the support they 
receive from mental health professionals (Long 
et al., 2007). For example, bisexual women face 
unique challenges when seeking help as most of 
the services targeted for sexual minority women 

are generally focused on the needs of lesbian 
women (Balsam, 2003). This finding is alarming 
as bisexual women have been found to encounter 
more adverse life events, less support from fam-
ily, more negative support from friends, and more 
financial difficulties than lesbian women (Jorm 
et al., 2002). These are important differences that 
may be harmful to a bisexual woman’s ability to 
seek more individualized treatment or support 
(Jorm et al., 2002).

 Resiliency

Resiliency is a phenomenon that may occur dur-
ing women’s post-victimization recoveries. To 
place resiliency into the context of sexual assault, 
it is important to first consider posttraumatic 
stress disorder (PTSD), a debilitating mental 
health disorder that can occur for people who 
experience a traumatic or stressful life event 
(e.g., sexual assault, physical assault, perceived 
death) (Masho & Ahmed, 2007). Only about 
15–24% of individuals exposed to a traumatic 
event will develop PTSD (Simmons & Granvold, 
2005). In other words, most women who experi-
ence sexual assault do not develop PTSD 
(Simmons & Granvold, 2005).

One hypothesis used to explain this is that 
women who do not develop PTSD may have 
been more resilient at that time in their life. 
Resiliency is a difficult construct to define, and 
there is no universally accepted definition for 
resiliency in the literature (Thompson, et  al., 
2016). Bonanno (2004) defines resiliency as the 
ability to maintain relatively stable and healthy 
levels of psychological and physical functioning 
after experiencing a traumatic event. He posits 
that resiliency is conceptually different from 
recovery, in which an individual’s healthy levels 
of psychological and physical functioning are 
temporarily disrupted, causing threshold or sub-
threshold psychopathology (e.g., anxiety, depres-
sion, PTSD) for a period of time, with the 
individual gradually returning to pre-traumatic 
levels of psychological and physical functioning. 
Other researchers, such as Smith and Trimble 
(2016), have posited that although resiliency 
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does entail the ability to bounce back or recover 
from stress, personal and social resources are 
important in facilitating recovery. That is, resil-
iency should be considered within a person’s 
ability to access resources (e.g., access to health, 
mental health care, and social support).

Although resiliency can occur following a 
sexual victimization, some women do experience 
a disruption of psychological and physical func-
tioning following sexual assault (Calhoun & 
Tedeschi, 2006). This disruption in functioning is 
best characterized as experiencing a change in 
cognitions (e.g., thinking that the world is unsafe) 
and emotions (e.g., having a difficult time regu-
lating emotions) following the traumatic event 
(Calhoun & Tedeschi, 2006). Once the person is 
able to redefine their cognitions and emotion in 
an adaptive way (e.g., “I can handle difficult situ-
ations”), it is thought that people experience pos-
itive changes that results in posttraumatic growth. 
For example, experiencing any positive psycho-
logical change (e.g., personal strength—feeling 
more confident in one’s ability to handle difficult 
emotional situations) that occurs as a result of the 
struggle with traumatic events (e.g., sexual 
assault, being the victim of a violent crime) is an 
example of posttraumatic growth (Tedeschi & 
Calhoun, 2004).

Posttraumatic growth has been explored 
among female sexual assault victims (Grubaugh 
& Resick, 2007; Ullman, 2004), but sexual iden-
tity was not assessed and/or reported as part of 
the study demographics; thus, this process 
remains understudied and unclear among sexual 
minority women. Frazier, Conlon, and Glaser 
(2001) examined levels of distress and posttrau-
matic growth among adult women who had been 
sexually victimized. Most of the women in the 
sample reported experiencing positive changes 
such as increased empathy, better relationships, 
and greater appreciation of life only 2 weeks after 
their sexual assault. Women who had reported 
more positive life changes 2 weeks and 12 months 
after their sexual victimization had lower levels 
of distress during the 12-month follow-up. This 
finding demonstrates that posttraumatic growth is 
beneficial for sexual assault victims in decreasing 
their levels of distress long term or helping them 

return to their original levels of psychological 
functioning.

 Mental Health Disparities

Although not every woman who has been sexually 
victimized develops PTSD, there are certain psy-
chosocial factors (e.g., abusive family members, 
abusive partners, child sexual abuse, overall levels 
of stress in women’s environment) that make 
women particularly vulnerable to developing 
PTSD and other forms of psychopathology 
(Ullman, Peter-Hagene, & Relyea, 2014). Notably, 
research suggests that sexual minority women 
experience more negative psychosocial factors 
relative to heterosexual women (Jorm et al., 2002). 
These differences in psychosocial factors might 
contribute to the mental health disparities demon-
strated between sexual minority and heterosexual 
women (Hughes, Szalacha, & McNair, 2010).

Notably, numerous research studies have pro-
vided compelling evidence of mental health dis-
parities among nonvictimized lesbian, bisexual, 
and heterosexual women (Bostwick, Boyd, 
Hughes, & McCabe, 2010; Hughes, Szalacha, & 
McNair, 2010; Kuyper & Vanwesenbeeck, 2011; 
Meyer, 2003). Bisexual women report higher lev-
els of perceived stress, depression symptoms, 
anxiety symptoms, self-harm, binge drinking, 
and use of illicit drugs than lesbian and hetero-
sexual women (Hughes et al., 2010). Consistent 
with this finding, Duncan and Hatzenbuehler 
(2014) found that bisexual women were at higher 
risk for poorer health-related quality of life com-
pared to lesbian women. Bisexual women were 
also twice as likely as lesbian women and four 
times as likely as heterosexual women to report 
suicidal ideation (Hughes, Szalacha, Johnson, 
et al., 2010; Hughes, Szalacha, & McNair, 2010).

Indeed, suicidal ideation is a pervasive prob-
lem in sexual minority populations and the third 
leading cause of death for youth between the ages 
of 15 and 24 in the USA (Grossman & D’Augelli, 
2007). D’Augelli et al. (2005) found that about 
one-third of a community-based sample of 529 
lesbian, gay, and bisexual (LGB) youth, ages 
15–19, had attempted suicide. This rate is consid-

G. López et al.



679

erably higher than the 8.5% attempted suicide 
rate in a recent survey of high school students 
(Center for Disease Control and Prevention, 
2004). Higher rates of psychopathology might 
place lesbian and bisexual women at a higher risk 
for developing additional negative psychological 
sequelae post-victimization, compared to hetero-
sexual women (Eaton, 2014).

Research has also demonstrated mental health 
disparities between sexually victimized and non-
victimized lesbian, bisexual, and heterosexual 
women. Heidt et al. (2005) found that lesbian and 
bisexual nonvictims reported significantly less 
depression, symptoms of PTSD, and general dis-
tress compared to lesbian and bisexual women 
who had experienced child sexual victimization 
only, adult sexual assault only, or sexual revic-
timization. Likewise, Jorm et  al. (2002) found 
that bisexual women reported poorer mental 
health compared to heterosexual women on dif-
ferent measures of psychological distress (e.g., 
anxiety symptoms, depression symptoms, suicid-
ality, alcohol misuse, negative affect, positive 
affect), with lesbian women falling in between 
the two with respect to distress. Thus, it appears 
that experiencing sexual victimization places 
sexual minority women at a higher likelihood for 
experiencing additional negative mental health 
symptoms.

Alcohol use. It is common for women to use 
alcohol as a form of maladaptive coping to man-
age the mental health problems experienced as a 
result of sexual victimization (Bryant-Davis, 
Chung, & Tillman, 2009; Carlson & Dalenberg, 
2000; Filipas & Ullman, 2006; Littleton & 
Ullman, 2013; Messman-Moore, Ward, & Brown, 
2009; Resnick et  al., 2012; Ullman, 2003). 
Alcohol use is a particularly harmful coping 
mechanism, as studies show that women who 
consume more alcohol are less likely to seek 
additional help from sexual assault services (e.g., 
therapy) and less likely to report their assault to 
police (Cohn, Hagman, Moore, Mitchell, & 
Ehlke, 2014; Wolitzky-Taylor et al., 2011).

Alcohol use also plays an important role in 
women’s sexual assault experiences. Women 

who report consuming alcohol prior to their sex-
ual victimization experience report more self- 
blame, experience more stigma, receive fewer 
positive reactions when disclosing their victim-
ization experience, and experience more violent 
assaults (e.g., greater number of injuries, greater 
use of force) (Bedard-Gilligan, Kaysen, Desai, & 
Lee, 2011; Koss, Figueredo, & Prince, 2002; 
Littleton, Axsom, & Grills-Taquechel, 2009) rel-
ative to women who do not report consuming 
alcohol prior to their sexual victimization 
experience.

López and Yeater (2018) examined the contex-
tual features of sexual minority and heterosexual 
women’s victimization experiences and found 
that there were no differences with respect to the 
frequency by which alcohol was involved in their 
assaults. However, they did find that sexual minor-
ity women were more likely to cope through sub-
stances (i.e., alcohol) relative to heterosexual 
women, with sexual minority women reporting 
more substance use than heterosexual women.

Notably, alcohol use and hazardous drinking 
are higher among victimized sexual minority 
women than victimized heterosexual women 
(Drabble, Trocki, Hughes, Korcha, & Lown, 
2013). Hazardous drinking among sexual minor-
ity women also has been shown to be associated 
with a history of child and adult sexual victimiza-
tion experiences (Han et  al., 2013; Hughes, 
Johnson, & Wilsnack, 2001; Hughes, Szalacha, 
Johnson, et al., 2010). Bisexual women are also 
thought be at higher risk for victimization 
because they report higher rates of hazardous 
drinking than lesbian women (Hughes, Szalacha, 
& McNair, 2010). For example, Hequembourg 
et al. (2013) assessed child and adult sexual vic-
timization history, risky drinking patterns (e.g., 
having more than four drinks at a time), and num-
ber of lifetime sexual partners among lesbian and 
bisexual women. They found that bisexual 
women, relative to lesbian women, reported sig-
nificantly more severe victimization experiences 
both in childhood and adulthood, more heavy 
episodic drinking days, and more lifetime male 
sexual partners.
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 Child Sexual Abuse

Child sexual abuse (CSA) disproportionately bur-
dens sexual minority women (Balsam, Molina, 
Beadnell, Simoni, & Walters, 2011; Hughes et al., 
2001; Hughes, McCabe, Wilsnack, et al., 2010). 
Although the mechanisms responsible for this 
disparity among groups still remain unclear, stud-
ies have highlighted other types of abuse that 
could contribute to these increased rates such as 
childhood physical abuse (e.g., not having enough 
to eat, being physically punished) and emotional 
abuse (e.g., being told they are not loved, called 
names). Childhood physical and emotional abuse 
have been found to be strongly associated with a 
higher likelihood of being sexually victimized in 
childhood (Gold, Feinstein, Skidmore, & Marx, 
2011). Lesbian and bisexual women have been 
found to have higher rates of childhood physical 
and emotional abuse compared to their hetero-
sexual siblings (Balsam, Rothblum, & 
Beauchaine, 2005). Not only does a history of 
childhood abuse and physical abuse predispose 
sexual minority women to an increased likelihood 
of being sexually victimized in childhood; it also 
predisposes them to being sexually victimized 
again in adulthood, relative to women who do not 
report a history of childhood abuse and physical 
abuse (Heidt et al., 2005).

Sexual Revictimization. Sexual revictimiza-
tion is commonly defined as experiencing sexual 
victimization during childhood and subsequent 
sexual revictimization in adulthood or as having 
two or more sexual victimization experiences 
after the age of 14. Although the mechanisms 
responsible for revictimization are not well 
understood, the literature demonstrates that once 
women have been victimized, their chances of 
being victimized again are significantly higher, 
relative to women who have never been victim-
ized (Banyard, Williams, & Siegel, 2001; 
Gidycz, Coble, Latham, & Layman, 1993; 
Messman- Moore, Long, & Siegfried, 2000). As 
noted previously, women who are victimized 
during childhood are also more likely to be vic-
timized in adulthood; in fact, they are four times 
more likely to be revictimized in adulthood 
(Gidycz et al., 1993).

Research has demonstrated that lesbian and 
bisexual women are more likely to be revictim-
ized than heterosexual women (Martin, Fisher, 
Warner, Krebs, & Lindquist, 2011). That is, a his-
tory of CSA is strongly associated with a higher 
risk of future sexual assaults in adulthood among 
lesbian and bisexual women (Gilmore et al., 2014; 
Morris & Balsam, 2003). For instance, Heidt et al. 
(2005) assessed the severity of CSA and its asso-
ciations with revictimization in a sample of les-
bian and bisexual women. They found that lesbian 
and bisexual women who reported more severe 
CSA experiences were more likely to be revictim-
ized than lesbian and bisexual women who 
reported less severe CSA experiences. Moreover, 
research suggests that rates of revictimization 
between lesbian and bisexual women are dispa-
rate, with bisexual women being at greater risk 
than lesbian women for being revictimized 
(Hequembourg et al., 2013). One explanation for 
this discrepancy in revictimization rates is that 
bisexual women are more likely to have male sex-
ual partners in adulthood, which might explain 
their higher rates of revictimization as men are the 
primary perpetrators of sexual violence (Heidt 
et al., 2005).

 Summary of Sexual Minority 
Women’s Experiences of Sexual 
Victimization

While there is a growing body of literature investi-
gating sexual minority women’s experiences of 
sexual victimization, many questions remain 
unanswered with respect to this group of women 
(Balsam, 2003; Gold, Dickstein, Marx, & 
Lexington, 2009; Han et  al., 2013). Researchers 
are often forced to collapse bisexual and lesbian 
women into one group due to difficulties recruit-
ing this population, thereby obscuring important 
differences that likely exist between these groups 
of women (Balsam, 2003; Gold et al., 2009; Han 
et al., 2013). This practice is particularly problem-
atic as research suggests that bisexual women, 
relative to lesbian women, report more maladap-
tive coping, mental health symptoms post- 
victimization, CSA, adult sexual victimization, 
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and revictimization (Heidt et  al., 2005; 
Hequembourg et  al., 2013; Long et  al., 2007; 
Martin et al., 2011). In other words, they appear to 
be a particularly high-risk group for experiencing 
both victimization and the negative psychological 
consequences of sexual violence; thus, in research 
studies, bisexual women should be studied sepa-
rately from lesbian women. Although it is clear 
that bisexual women are a high-risk group, it 
remains unclear what factors might be placing 
bisexual women at risk of having higher rates of 
substance use, CSA, and revictimization. 
Longitudinal work with bisexual women might 
profitably examine potential causal factors respon-
sible for their increased risk for adverse events. In 
the section that follows, we discuss additional 
theoretical explanations for these negative out-
comes among victimized sexual minority women.

 Theoretical Explanations 
for Increased Risk for Adverse 
Outcomes Among Sexually 
Victimized Sexual Minority Women

Minority stress, as defined by Meyer (2003), is 
“excess stress to which individuals from stigma-
tized social categories are exposed as a result of 
their social position, often a minority, position” 
(Meyer, 2003, p.  675). Meyer originally devel-
oped the theoretical framework of minority stress 
to explain the mental and health disparities 
unique to sexual minorities, but it is commonly 
used to explain the experience of other minority 
groups. The minority stress theory posits that les-
bian and bisexual women are at greater risk for 
mental health problems because of the constant 
stress associated with living in a heterosexist 
society (Meyer, 2003). For example, sexual 
minority women may experience physical 
attacks, job discrimination, microaggressions 
(verbal or nonverbal negative messages due to 
their sexual identity), negative expectations, and 
difficulties with “coming out” to various people 
because of living in a heteronormative world 
(Meyer, 2003). The constant stress that arises 
from worrying about experiencing discrimina-
tion, or actual experienced discrimination, is 
thought to result in minority stress.

 Minority Stress, Sexual Minority 
Women, and Sexual Victimization

Research has focused on examining factors that 
might explain physical health discrepancies 
among sexual minorities (Meyer, 2003). In one 
longitudinal study, Frost, Lehavot, and Meyer 
(2013) examined the effects of minority stress on 
the physical health of lesbian women, gay men, 
and bisexual men/women. Frost et  al. (2013) 
found that health problems between baseline and 
follow-up were associated with having experi-
enced prejudice events and more daily discrimi-
nation, as well as holding higher expectations of 
rejection. At the 1-year follow-up, sexual minori-
ties who experienced a prejudice event were three 
times more likely to report a physical health 
problem than sexual minorities who did not expe-
rience a prejudice event.

In addition to physical health problems, men 
and women identifying as sexual minorities are at 
greater risk of interpersonal violence (Eaton, 
2014). Research suggests that LGB adults and 
youth are more likely to experience violence 
related to their sexual identity (i.e., verbal abuse, 
verbal threats, physical threats, physical attacks, 
and sexual assault) compared to heterosexual 
adults and youth (D’Augelli & Grossman, 2001). 
In fact, a recent survey assessing experiences of 
violence in sexual minority youth found that 72% 
of participants reported having experienced verbal 
abuse, 11% had been victims of physical attacks, 
and 3% of the participants had experienced verbal 
and physical threats. Notably, participants reported 
they were targets of this violence because they 
identified as sexual minorities (Dragowski, 
Halkitis, Grossman, & D’Augelli, 2011).

These findings are particularly alarming because 
being the victim of violence increases the risk of 
negative mental health consequences. As noted, 
sexual minority women experience both sexual 
victimization and negative mental health issues at 
higher rates than heterosexual women (Balsam, 
et al., 2011; Bostwick, Boyd, Hughes, & McCabe, 
2010). Given that nonvictimized sexual minority 
women report higher rates of negative mental 
health symptoms, being a victim of sexual assault 
might exacerbate preexisting psychopathology 
(Balsam, et  al., 2011). Indeed, minority stress 
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theory posits that sexual victimization experienced 
by sexual minority women might lead to more neg-
ative mental health consequences, as compared to 
sexually victimized heterosexual women, due to 
the additional psychosocial stressors that these 
women face as a result of their minority identity 
(Meyer, 2003).

 Minority Stress and Other 
Psychosocial Stressors

Microaggressions. According to minority stress 
theory, sexual minority women are at heightened 
risk for experiencing microaggressions, which 
are thought to increase levels of stress. 
Microaggressions are usually brief demonstra-
tions of implicit bias toward minority individuals, 
which can be social or environmental, verbal or 
nonverbal, as well as intentional or unintentional 
(Sue et  al., 2007; Robinson & Rubin, 2016). 
Individuals who engage in microaggressions 
often are not aware that their interpersonal inter-
actions are discriminatory. In fact, many individ-
uals believe that microaggressions are innocent 
and harmless, and they may not understand the 
potential negative impact of these acts on recipi-
ents (Sue, Capodilupo, Nadal, & Torino, 2008). 
Regardless of individuals’ intent or understand-
ing of the impact of microaggressions, research 
has demonstrated that microaggressions are asso-
ciated with more negative mental health conse-
quences (e.g., depression, perceived stress, PTSD 
symptoms) among sexual and racial/ethnic 
minority groups (Balsam, et al., 2011; Robinson 
& Rubin, 2016).

Being the victim of sexual identity microag-
gressions also can exacerbate existing mental 
health problems for sexual minorities. Robinson 
and Rubin (2016) examined the association 
between sexual identity microaggressions and 
PTSD symptoms in a sample of lesbian, gay, 
bisexual, and heterosexual adults. They found 
that participants who experienced a higher num-
ber of microaggressions (i.e., being told that sex-
ual identity was a choice, being sexualized for 
being gay, experiencing homophobia, and experi-
encing heterosexist language or terminology) 

were more likely to report a higher number of 
PTSD symptoms. Furthermore, sexual minorities 
reported a higher negative impact (e.g., self- 
reported intensity of the perceived impact) of 
microaggressions compared to heterosexual par-
ticipants, and this discrepancy in negative impact 
was significantly associated with more trauma- 
related symptoms.

Coming out. “Coming out” is a process that 
occurs for sexual minorities because of the 
assumption of heterosexuality in our society 
(Coleman, 1982). The “coming out” process 
includes sexual minorities disclosing their sexual 
identity to others, which plays a key role in sex-
ual identity development (Balsam, 2003). 
However, this process can be disrupted by sexual 
assault or violence that can either slow down or 
speed up the process, which has potential detri-
mental effects such as experiencing violence or 
negative mental health symptoms (Balsam, 
2003). For example, “coming out” can be accel-
erated if a sexual minority woman experiences a 
sexual assault and disclosing her assault would 
force her to also “come out” to others (Balsam, 
2003). Relatedly, the process of “coming out” 
and maintaining a positive concept of your self- 
identity may be disrupted if a sexual minority 
woman is targeted because of recent disclosure of 
her sexual identity. The “coming out” process is 
important for sexual minority women, and this 
process is made difficult by the heteronormative 
assumptions of the extant society (Balsam, 2003).

Overall, there is general disagreement in the 
literature as to whether “coming out” is a protec-
tive factor for sexual minorities or an additional 
psychosocial stressor. For instance, the identifi-
ability/vulnerability hypothesis posits that disclo-
sure of sexual identity, appearing more obviously 
gay or lesbian to others, and being more gender 
atypical increases the likelihood of victimization 
(Pilkington & D’Augelli, 1995). Pilkington and 
D’Augelli (1995) tested this hypothesis and found 
that when sexual minority youth disclosed their 
sexual identity at an earlier age, their “coming 
out” process did not serve as a protective factor, 
but rather increased their chances of being abused 
by others around them. They found that 22% 
(n = 41) of the sample of youth that self-identified 
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as lesbian, bisexual, or gay and who had disclosed 
their sexual identity to others reported a conse-
quent sexual assault, and 1 in 10 youth had been 
sexually assaulted on more than once occasion 
(Pilkington & D’Augelli, 1995). Approximately 
40% (n  =  78) of the youth experienced verbal 
attacks by immediate family members because of 
their sexual identity. Most of the youth expressed 
fear about being out at home, work, or school and 
interacting with professionals in their community 
such as police officers and doctors. Youth that had 
self- identified as lesbian or bisexual from a 
younger age or who disclosed their sexual identity 
earlier reported more victimization relative to 
youth who self-identified and disclosed their sex-
ual identity at a later age. These findings provide 
support for the target identifiability/vulnerability 
hypothesis (Pilkington & D’Augelli, 1995).

Balsam (2003) discussed a more holistic 
approach to “coming out” for sexual minority 
women; she acknowledged that traumatic events 
such as sexual assault might hinder women’s 
ability/desire to come out. However, she also 
argued that “coming out” after a sexual victim-
ization experience might help women regain a 
sense of control that may facilitate their post- 
victimization recovery. Although Balsam’s argu-
ment is based on a contextual approach and is 
intended to inform and educate clinicians work-
ing with lesbian and bisexual sexual assault sur-
vivors, her individualistic approach to the 
“coming out” process highlights that it is a unique 
process for each sexual minority woman and that 
disclosure of sexual identity can either serve as a 
protective or risk factor. In sum, it remains 
unclear what role the “coming out” process plays 
for sexual minority adult women who have expe-
rienced sexual victimization.

Internalized homophobia. Internalized 
homophobia is an additional psychosocial stressor 
that can have a negative impact on LGB identity 
and “coming out.” Internalized homophobia is a 
psychological phenomenon in which people take 
on negative societal attitudes toward sexual iden-
tity minorities as part of their own self-concept 
(Herek, Gillis, & Cogan, 2009). Internalized 
homophobia is relevant to sexual minority women 
and sexual victimization because internalized 

homophobia is associated with increased guilt 
and shame and poorer physical and mental health 
for these women (Frost & Meyer, 2009; Greene & 
Britton, 2012; Herek et  al., 2009; Ueno, 2010). 
Given that internalized homophobia exacerbates 
negative physical and mental health symptoms in 
nonvictimized sexual minority women, it may 
have even more deleterious effects on the physical 
and mental health of victimized sexual minority 
women who are also experiencing mental health 
difficulties (Robinson & Rubin, 2016).

 Race/Ethnicity, Sexual 
Victimization, and Triple Minority 
Status

Minority stress  theory can also be used as a 
framework to further understand racial and ethnic 
minority women’s experiences of sexual victim-
ization. Indeed, it appears that there are signifi-
cant differences among racial and ethnic groups 
in victimization rates. American Indian/Alaska 
Native (AI/AN) women consistently have higher 
rates of victimization compared to non-Hispanic 
White, African American, Asian, and Hispanic 
women (Lehavot, Walters, & Simoni, 2010; 
Morris & Balsam, 2003). Hispanic women also 
have higher rates of sexual coercion relative to 
non-Hispanic White women (Basile et al., 2015). 
These discrepancies are not well understood; 
however, according to minority stress theory, 
racial/ethnic minority women would be more 
likely to have negative mental health outcomes 
relative to their Caucasian counterparts (Meyer, 
2003).

It is also possible for women to hold more 
than one minority identity, such as being a sex-
ual, racial/ethnic, and gender minority, which is 
called a triple minority status. Women who are 
both racial/ethnic and sexual minorities might be 
at greater risk of sexual victimization and 
increased negative consequences associated with 
sexual victimization due to the burden of experi-
encing homophobia, racism, and sexism. Indeed, 
triple minority women have been identified as a 
population that has the highest risk for sexual 
victimization compared to their non-Hispanic 
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White heterosexual counterparts (Gold et  al., 
2009). However, research indicates that triple 
minority women who are relatively young (i.e., 
18–25) appear to be particularly resilient to expe-
riencing the negative psychological sequelae of 
trauma exposure (Balsam et al., 2015).

Research on triple minority women and their 
experiences of sexual victimization is scarce. 
Balsam et al. (2015) examined the rates of sexual 
victimization in a racially/ethnically diverse sam-
ple of 1106 lesbian, bisexual, and heterosexual 
women. Balsam et al. (2015) found that although 
there were statistically significant differences 
across racial and ethnic groups for socioeco-
nomic variables, degree of “outness” to family, 
CSA (child sexual abuse), and forcible rape, 
there were almost no differences between groups 
(e.g., non-Hispanic White, African American, 
Latina, Asian) with respect to mental health and 
substance use (i.e., smoking and marijuana). 
These findings are the opposite of what one 
would expect from minority stress theory and 
suggest instead that triple minority women might 
be resilient to the negative physical and mental 
health consequences that often are associated 
with a sexual victimization experience. The rea-
sons for these findings are unclear; thus, future 
research should examine resiliency and protec-
tive factors among sexual minority women, par-
ticularly sexual minority women of color who 
have experienced sexual victimization.

 Cultural Considerations when 
Working with Sexual Minority 
Women

It is important to conduct research that is cultur-
ally and ethically appropriate for sexual minority 
women in order to improve this populations’ par-
ticipation and retention in research studies. 
Similar considerations need to be taken when 
working with sexual minority women in mental 
health settings. One cultural consideration is a 
concept called intersectionality, which posits that 
sexual minority women hold memberships in 
other minority groups, such as race/ethnicity, 
gender, social class, cultural background, reli-

gion, and disabilities (Cole, 2009; Crenshaw, 
1989). Combinations of several minority identi-
ties may lead to diverse clinical presentations 
(Sue & Sue, 2012). For instance, a bisexual 
Latina woman might report more somatic com-
plaints than a bisexual non-Hispanic White 
woman when presenting for treatment. This dis-
crepancy in clinical presentation might be due to 
Latina populations unknowingly somaticizing 
psychological complaints because it is more cul-
turally appropriate (Sue & Sue, 2012). Indeed, it 
is a cultural and ethical necessity to use intersec-
tionality theory to conceptualize sexual minority 
women who are seeking treatment for sexual 
assault (Zea & Nakamura, 2014).

Furthermore, research indicates that lesbian 
and bisexual women are not a homogenous group 
and perceive mental health differently (Daley, 
2010). To assess these differences in perception, 
Das (2012) conducted in-person interviews with 
a sample of LGBTQ (e.g., lesbian, gay, bisexual, 
transgender, and queer) women and asked them 
to define the term mental health recovery, a term 
often used in mental health treatment centers. 
Das (2012) found three distinct responses across 
the sample group’s definitions: (1) some women 
were unable to define it, (2) some women were 
sensitive to the medical field’s drive to “fix” 
patients and its use to shame people for not pro-
gressing toward being mentally healthy, and (3) 
some women report that they needed extra time 
to recover from the stigma of being a minority 
before being able to address their mental health 
recovery. Overall, the study highlights the com-
plexity of treating sexual minority women and 
the importance of using cultural and ethical sen-
sitivity in regard to terminology they might use to 
describe mental health and recovery.

Given that clients who have diverse cultural 
identities are seeking treatments at higher rates 
than previously (Rutter et  al., 2016), graduate 
programs should strongly encourage rigorous 
training in cultural competence (i.e., cultural 
humility) (Boroughs, Bedoya, O’Cleirigh, & 
Safren, 2015). The American Psychological 
Association (APA), an accreditation system for 
psychology graduate and internship programs, is 
cognizant of the complex presentation of sexual 
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minority women and has published 21 guidelines 
for psychological practice with lesbian, gay, and 
bisexual (LGB) clients (APA, 2012). APA’s 
guidelines are aspirational and not standards, 
which does not guarantee that clinical psycholo-
gists from APA-accredited training programs 
have achieved LGB client cultural competence. 
One potential strategy to help bridge the gap 
between guidelines and practice, and subse-
quently improve clinical competence with sexual 
minorities, might be to (1) introduce theoretical 
models of cultural competence to clinical psy-
chologists during the beginning of their training 
[e.g., multicultural competence framework 
(Inman & Ladany, 2014)], (2) model behaviors 
that are judged as competent (i.e., use all- 
inclusive pronouns, not assume heterosexuality, 
etc.) by a supervisor, and (3) receive ongoing 
feedback on ways to improve culturally compe-
tent behavior. A discussion of the implementation 
of these theoretical models is beyond the scope of 
this paper but should be considered when dis-
cussing cultural and ethical considerations for 
working with sexual minority women in clinical 
and research settings.

 Suggested Avenues for Future 
Research with Sexual Minority 
Women

Research on the prevalence of sexual assault 
among sexual minority women highlights the 
need for additional studies to examine risk fac-
tors for and consequences of sexual assault 
among this vulnerable population. By examining 
additional risk and protective factors for sexual 
victimization, it might be possible to identify 
variables that mediate and/or moderate the rela-
tionship between these risk factors and sexual 
assault experiences. However, in order to facili-
tate future research with sexual minority women, 
efforts need to be made to improve recruitment 
among this population. Currently, most methods 
of recruitment for studies on sexual minority 
women involve snowball sampling (i.e., asking 
enrolled study participants to recruit their friends 
or acquaintances into the study). This sampling 

method is convenient but ultimately limits the 
generalizability of the findings. For example, 
most studies that have used snowball sampling 
recruit women who are actively involved within 
the LGB community or have indicated on their 
social media web page (i.e., Facebook) that they 
are interested in women. Although this method 
can recruit a large number of women relatively 
efficiently, it does not offer the opportunity for 
women who are not out (i.e., who may not have 
indicated that they are interested in women 
through social media or who are not involved 
with the LGB community) to participate in this 
important research. This is a significant limita-
tion of snowball sampling. However, random 
probability sampling is still not feasible for this 
population of women due to low base rates and 
stigma associated with having a sexual minority 
identity.

Longitudinal Research. Longitudinal research 
is needed to determine potential causation between 
identified risk factors and sexual assault victimiza-
tion. Likewise, longitudinal research could also 
establish whether certain risk factors (i.e., alcohol 
use) are a cause or consequence of sexual victim-
ization. Further, given the high occurrence of sex-
ual assault and sexual revictimization in this 
population, measures of sexual assault that incor-
porate both severity and frequency may be able to 
provide more sensitive predictors of health conse-
quences (Rhew, Stappenbeck, Bedard-Gilligan, 
Hughes, & Kaysen, 2017).

Qualitative Research. In addition to longitudi-
nal study designs, research on sexual minority 
women would benefit from qualitative research. 
Qualitative methods have the capacity to explore 
the meaning, lived experiences, and complex rela-
tionships between factors that are often ignored in 
quantitative research designs. Qualitative research 
on the victimization experiences of sexual minor-
ity women would allow for the study of character-
istics of the sexual assault not traditionally 
captured by quantitative measures, but also the 
victim’s perspective and perceptions which may 
differ from those of the researchers (López & 
Yeater, 2018). These perceptions are particularly 
relevant when examining help-seeking behaviors 
and barriers to receiving both formal and informal 

40 Sexual Victimization and Sexual/Ethnic Minority Women



686

social support. Additionally, qualitative data on 
sexual minority women’s coping strategies could 
provide researchers with new insights regarding 
sexual minority women’s protective factors 
against mental health symptoms. By providing 
open-ended in-person interview questions that 
could be answered in a qualitative fashion, par-
ticipants presumably would have free reign to 
describe their victimization experiences and post-
victimization recoveries in detail.

Help-Seeking Behaviors and Social Support. 
Seeking help and social support following sexual 
victimization may ameliorate some of the long- 
term consequences of sexual assault, with a 
majority of sexual minority women not disclos-
ing their sexual assault experiences to any formal 
or informal sources (Sylaska & Edwards, 2014). 
In the context of sexual assault, low levels of 
social support have been found to be associated 
with more severe PTSD and depression symp-
toms for sexual minority women (Weiss, Garvert, 
& Cloitre, 2015). Furthermore, there may be a 
lack of resources perceived to be safe for sexual 
minority survivors of sexual assault (National 
Coalition of Anti-Violence Programs, 2012; as 
reported in Ollen, Ameral, Palm Reed, & Hines, 
2017). When reporting anti-LGBT violence, sex-
ual minority women may fear that authorities will 
mistreat them, they will not be believed, services 
will not be culturally sensitive, and disclosing 
their sexual identities will have negative conse-
quences (Dworkin & Yi, 2003). These fears may 
be amplified (and for valid reasons) in our current 
sociopolitical climate. A qualitative study found 
that sexual minority students have concerns that 
others in their lives may generalize specific infor-
mation about their sexual assault to the entire 
sexual minority community, and thus would be 
reluctant to disclose victimization to others 
(Ollen et al., 2017). Additionally, LGBTQ survi-
vors of color may face additional barriers to seek-
ing criminal or civil legal services for 
interpersonal violence due to fear of experienc-
ing anti-LGBTQ, racist, and/or xenophobic vio-
lence by law enforcement (National Coalition of 
Anti-Violence Programs (NCAVP), 2016).

Coming Out. Many have suggested that the 
“coming out” process is an important step for 

sexual minority women. While early theoretical 
models of sexual identity development suggest 
this process unfolds in a linear manner, more 
recent work proposes that sexual identity devel-
opment may follow various pathways (Rosario, 
Schrimshaw, & Hunter, 2008; Savin-Williams, 
2001; Schneider, 2001). Although there is some 
research to suggest that there is variability in the 
development of sexual identity, it is still unclear 
as to which individual factors (e.g., sexual vic-
timization) may impact the expression of these 
different patterns. Additionally, little is known 
about how sexual victimization experiences 
influence sexual identity integration over time 
(Rosario et al., 2008).

There appears to be disagreement among 
researchers as to whether the “coming out” pro-
cess serves as a protective factor or as an addi-
tional source of stress for sexual minority women, 
with some suggesting that disclosing one’s sexual 
identity may increase the likelihood of being vic-
timized (e.g., Pilkington & D’Augelli, 1995) and 
others positing that “coming out” may promote 
healthy recovery post-victimization (e.g., Balsam, 
2003). More research is needed to investigate the 
complex relationship between “coming out” and 
victimization experiences among sexual minority 
women. Robohm, Litzenberger, and Pearlman 
(2003) examined the relationships between child-
hood sexual abuse and the “coming out” process 
among lesbian and bisexual women. Results sug-
gested that over half of women in the study did 
not report an association between CSA and feel-
ings of their sexual identity or their “coming out” 
process, suggesting that there is still much we do 
not know about various protective factors that are 
associated with resiliency.

Internalized Homophobia. In addition to 
“coming out” considerations, special consider-
ation should be taken for internalized homopho-
bia in sexual minority clients. Internalized 
homophobia should be assessed through mea-
sures developed for sexual minority populations 
prior to treatment for the effects of sexual victim-
ization because these patients are at greater risk 
for more negative mental health (i.e., anxiety and 
depression) that may interfere with treatment or 
need to be addressed in treatment. Understanding 
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levels of internalized homophobia in lesbian and 
bisexual women might be useful to better effec-
tively target their experience of negative 
 psychological sequelae post-victimization and to 
individualize treatment.

Intersectionality Theory. To address sexual 
minority women’s treatment barrier concerns, 
service providers should strive to be sensitive to 
the specific identities, and how these identities 
interconnect, for the particular individual they 
are providing services to. Intersectionality theory 
attempts to identify how various forms of social 
stratification (i.e., race/ethnicity, gender, sexual 
orientation, class, age, etc.) interlock to margin-
alize members of society (Crenshaw, 1989). 
Thus, sexual minority women may experience 
discrimination based on multiple facets of their 
identity, not only based on their sexual identity. 
Racial/ethnic minority women have been found 
to experience discrimination and marginalization 
based on the interplay of multiple social catego-
ries following sexual assault (Leung, 2017). 
Further attention is warranted around the inter-
sectionality of culture, race/ethnicity, and sexual 
identity of sexual assault survivors.

To address potential multifaceted discrimina-
tion, service providers might include measures of 
cultural and racial/ethnic identity in order to ade-
quately care for the needs of sexual assault survi-
vors. By examining the survivor’s cultural 
identity and how their identities may affect treat-
ment, clinicians may be able to address some of 
the client’s concerns of being understood by 
mental health professionals. Psychologists, social 
workers, and any other mental health providers 
working with minority individuals should con-
sider a comprehensive framework for addressing 
multicultural competence such as the framework 
proposed by Inman and Ladany (2014). This 
framework conceptualizes multicultural compe-
tence as incorporating an understanding of how 
social contexts and larger ecosystems intersect 
with multiple identities to influence psycholo-
gist’s knowledge, skills, and self-awareness.

In sum, acknowledging that women’s experi-
ences with sexual victimization might be different 
across race/ethnicities and sexual identities could 
aid researchers in further understanding various 

contexts in which diverse women experience sex-
ual victimization. Using culturally appropriate 
approaches could also help foster a stronger rela-
tionship between minority women and investiga-
tors that, in turn, would increase participation and 
retention in research studies and ultimately 
improve services for sexual minority populations 
(Long et al., 2007).
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Homelessness and Sexual Assault

Kimberly A. Tyler and James D. Wright

Homeless individuals, people who lack a perma-
nent place to live, are difficult to count because 
their housing dynamics are very fluid. On a single 
night in January 2017, using the Department of 
Housing and Urban Development’s point-in-time 
estimation procedures, it was found that over 
553,000 people were experiencing homelessness 
in the United States (Henry, Watt, Rosenthal, 
Shivji, & Abt Associates, 2017). Approximately 
39% of these individuals were women, and 70% 
were over the age of 24 (Henry et al., 2017). The 
National Network for Youth (2018) estimates that 
between 1.3 and 1.7 million youth have experi-
enced at least one night of being homeless within 
a specific year. Some of the main reasons youth 
leave home include family conflict (Tyler & 
Cauce, 2002), child abuse (Bender, Brown, 
Thompson, Ferguson, & Langenderfer, 2015), 
and parental drug abuse (Tyler & Melander, 
2015). Among adults, there are also numerous 
reasons for becoming homeless such as domestic 
violence, job loss, divorce, and physical and 
mental health problems (Lee, Tyler, & Wright, 
2010). Experiencing homelessness is also a well- 

known risk factor for sexual assault (Jasinski, 
Wesely, Wright, & Mustaine, 2010).

Each year, millions of women and men experi-
ence sexual violence.1 In the United States alone, 
it is estimated that 23 million women (19.1%) 
and 1.6 million men (1.5%) have been the victim 
of rape or an attempted rape at some point in their 
lives (Smith et al., 2017). Moreover, in the United 
States, approximately 1 in 3 women (36.3%) and 
nearly 1  in 6 men (17.1%) have experienced 
some form of contact sexual violence during their 
lifetime. Contact sexual violence refers to rape, 
being made to penetrate, sexual coercion, or 
unwanted sexual contact2 (Smith et  al., 2017, 
p. 17). Sexual violence is a serious public health 
issue that can have long-term effects including 
poor physical and mental health. Moreover, expe-
riencing sexual violence early in one’s life 
increases the risk for revictimization. Though 
both men and women experience sexual violence, 
women tend to experience higher rates and more 
serious outcomes compared to men (Kaukinen, 
2014).

1 The terms “sexual violence,” “sexual assault,” and “sex-
ual victimization” are used interchangeably throughout 
this chapter.
2 Unwanted sexual contact is defined as “unwanted sexual 
experiences involving touch but not sexual penetration, 
such as being kissed in a sexual way, or having sexual 
body parts fondled, groped, or grabbed” (Smith et  al., 
2017, p. 17).
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Although these prevalence rates for sexual 
violence among the general population are high, 
rates among homeless individuals often exceed 
general population numbers. Research compar-
ing rates of sexual victimization based on where 
homeless women stay revealed that 27% of 
homeless women living in a shelter had been 
sexually assaulted as an adult compared to 36% 
of homeless women living on the streets 
(Nyamathi, Leake, & Gelberg, 2000). A study of 
adult homeless women found that 34% had been 
raped as adults (Hudson et al., 2010). Similarly, 
among homeless young people ages 18 to 24, 
research has found that 32% have been sexually 
assaulted since being on the street (Tyler & Beal, 
2010).

In this chapter, we review research studies 
focused on outcomes of sexual violence among 
homeless adult women and men, youth and ado-
lescents. Though most research on sexual victim-
ization has examined risk factors (e.g., child 
sexual abuse, mental illness, substance abuse), 
fewer studies have looked at long-term outcomes. 
The studies that do exist on “outcomes” of sexual 
victimization have focused on substance abuse, 
poor mental health, HIV risk behaviors, and 
revictimization. Regarding study inclusion, all 
studies that focused on outcomes of sexual vio-
lence as their main concern are included in this 
review. Additionally, studies that are cross- 
sectional and include findings on associations 
between sexual victimization and one of the out-
comes listed above are also included as direction-
ality of these relationships cannot be assessed 
with cross-sectional data. Though most studies 
included only women, we incorporate findings 
for men if information was provided. Studies not 
included are those that combined different forms 
of violence (e.g., physical and sexual) into a sin-
gle measure, and thus their individual effects 
could not be determined. Finally, the reader 
should keep in mind that though we focus on 
“outcomes” of sexual violence, these studies are 
generally cross-sectional; therefore, causal order-
ing is sometimes ambiguous.

 Theoretical Explanations of Sexual 
Assault

Countless studies have found that the greatest 
risk factor for being a victim of sexual assault 
while homeless is having a history of child sex-
ual abuse (e.g., Edalati, Krausz, & Schütz, 2016; 
Hudson et al., 2010; Tyler & Melander, 2015). 
What is it about early sexual abuse that contin-
ues to put women (and men) at risk for repeated 
sexual assault in later years? Understanding this 
link is important as repeated sexual assault has 
devastating consequences for all victims includ-
ing substance abuse, poor mental health, and 
revictimization. Though few studies include 
theory to explain the link between early sexual 
abuse and later revictimization, there are at least 
four perspectives that have been utilized to 
explain this relationship among homeless and 
general population youth and young adults. The 
first explanation is Finkelhor and Browne’s 
(1985) traumatic sexualization model. This 
model suggests that the trauma of being sexu-
ally abused shapes the child’s sexuality in ways 
that are developmentally inappropriate (e.g., 
promiscuity, sexual aggression), and this nega-
tive self-concept and behavior make these ado-
lescents vulnerable to exploitive males and 
others who may take advantage of them 
(Finkelhor & Browne, 1988). Similarly, those 
who have been abused may also learn maladap-
tive behaviors and have difficulty trusting others 
(Desai et al., 2002). Additionally, because chil-
dren who have been sexually abused often expe-
rience numerous emotional problems, including 
heightened loneliness, anxiety, and depression 
(Turner, Finkelhor, & Ormrod, 2010; Tyler, 
2002), these young people may be at increased 
risk for being taken advantage of socially 
including sexual victimization. Relatedly, it is 
possible that being sexually abused as a child 
increases the likelihood that these youths will 
become involved in high-risk behaviors such as 
substance use and HIV risk behaviors (e.g., hav-
ing multiple sexual partners; Harris, Rice, 
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Rhoades, Winetrobe, & Wenzel, 2017), which 
increases the likelihood for revictimization 
(Simons & Whitbeck, 1991). In terms of gender, 
females are more likely to experience child 
 sexual abuse and subsequent lowered self-
esteem because of this abuse compared to males 
(Tyler, 2002). As such, having lower self-esteem 
may be another risk factor that makes young 
women more vulnerable to sexual revictimiza-
tion once on the street (Harris et  al., 2017; 
Widom, Czaja, & Dutton, 2008).

The risk amplification model (Whitbeck, 
Hoyt, & Yoder, 1999) argues that early negative 
experiences within the family of origin, such as 
child sexual or physical abuse, set in motion a 
negative chain of events that lead to youth run-
ning away from home at an earlier age and 
spending more time on the street, which 
increases their involvement in risky behaviors 
such as trading sex and delinquency, both of 
which increase young people’s chances for 
being a victim of sexual (and physical) assault. 
Research examining child abuse and sexual vic-
timization has found support for this model 
among samples of homeless youth and young 
adults (Tyler, Gervais, & Davidson, 2013; Tyler 
& Melander, 2015).

Social learning theory, a third explanation, 
holds that violence directed at others is learned 
from one’s social environment through the pro-
cess of observational learning (Bandura, 1977). 
Children exposed to violence in their family 
may later imitate the behavior they have 
observed, especially if they witness its positive 
outcomes. Gelles (1997) further argued that 
children who grow up in violent homes learn the 
techniques of being violent and the justifica-
tions for this behavior. Owens and Straus (1975) 
also hold that those exposed to interpersonal 
violence at a young age, either as victims or per-
petrators, report greater approval of interper-
sonal violence as adults. Moreover, early 
exposure to family violence such as sexual 
abuse and witnessing family violence are related 
to the development of unique forms of aggres-
sion in later life (Bevan & Higgins, 2002; Straus, 
Douglas, & Medeiros, 2013).

A related model, the background situational 
model, suggests that those who are more accept-
ing of aggression are more likely to engage in 
perpetration (McNaughton Reyes, Foshee, 
Niolon, Reidy, & Hall, 2016; Temple, Shorey, 
Tortolero, Wolfe, & Stuart, 2013). This accep-
tance is not restricted to exposure to violence 
within the home, but may also be a result of being 
a victim of interpersonal violence as a child 
(Owens & Straus, 1975). Exposure to familial 
violence may lead children to view aggression as 
a normative aspect of relationships and increase 
their tolerance for it and likelihood of using it to 
establish compliance (Foshee, Bauman, & 
Linder, 1999). Previous work supports this notion 
of intergenerational violence, or the creation of 
expectations or norms related to interpersonal 
relationships based on experiences in childhood 
(Straus & Gelles, 1990). Thus, childhood victims 
of violence not only learn how to be perpetrators, 
but they may also be vulnerable to becoming vic-
tims. There has been empirical support for these 
findings as a history of child sexual abuse has 
been linked to street sexual victimization among 
homeless youth (Hudson et  al., 2010; Tyler & 
Melander, 2015).

 Rates of Sexual Violence

Though rates of sexual assault among homeless 
populations vary somewhat, many studies put 
the prevalence rate at approximately one-third. 
For example, in their study of 202 homeless 
women staying in shelters or living on the 
street, 34% had been raped as adults and 31% 
had been sexually harassed as adults (Hudson 
et al., 2010). Similarly, Edalati et al. (2016) in 
their study of 500 homeless adults aged 19+ 
found that 29% experienced adult sexual vic-
timization. Among homeless youth, Bender 
et al. (2015) found that 21% of their sample of 
600 homeless youth (ages 18–24) had been sex-
ually assaulted since being on the street. Among 
homeless adolescents, Tyler et  al. found that 
35% of these young people had been sexually 
victimized at least once since leaving home. 
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Moreover, gender comparisons revealed that 
23% of adolescent females and 11% of adoles-
cent males reported one or more experiences of 
sexual victimization while on the street (Tyler, 
Whitbeck, Hoyt, & Cauce, 2004).

 Outcomes of Sexual Victimization

Prior research has found that various negative 
outcomes are associated with sexual victimiza-
tion among several homeless populations. These 
outcomes have included substance use and abuse 
(e.g., Tyler et  al., 2004; Wenzel, Leake, & 
Gelberg, 2000), poor health (e.g., D’Ercole & 
Struening, 1990; Rattelade, Farrell, Aubry, & 
Klodawsky, 2014), HIV risk behaviors (Harris 
et al., 2017; Melander & Tyler, 2010), and revic-
timization (e.g., Edalati et  al., 2016; Hudson 
et al., 2010). The following section summarizes 
each of these outcomes among samples of home-
less adults, youth, and adolescents.

 Substance Use

Research has examined the link between sexual 
victimization and alcohol, marijuana, and illicit 
drug use, and meeting criteria for substance 
abuse disorder. One of the earlier studies 
(D’Ercole & Struening, 1990) examined corre-
lates of victimization using a representative sam-
ple of 141 sheltered women in New York City. 
In-depth structured interviews were conducted 
with the women, the majority of whom were 
African American (67%) with a median age of 
31. At the bivariate level, the authors found alco-
hol problems to be a significant correlate of both 
lifetime sexual assault and recent sexual harass-
ment. At the multivariate level, however, only 
lifetime sexual assault remained a significant cor-
relate of alcohol problems (D’Ercole & Struening, 
1990).

Another study of adult homeless women, con-
ducted by Wenzel and colleagues (2000), exam-
ined the association between rape and substance 
use or abuse among a probability sample of 974 
adult homeless women in Los Angeles. The 

women completed a 45-minute structured inter-
view and were sampled from shelters and meal 
programs. Approximately one-half (56%) of their 
sample was African American with ages ranging 
from 15 to 44 years. Their results revealed that 
women who experienced rape at least once had 
more lifetime alcohol abuse or dependence and 
more lifetime drug abuse or dependence than 
women who had not been raped. The results from 
logistic regression revealed that alcohol abuse or 
dependence was no longer significantly associ-
ated with rape when controlling for other factors. 
However, lifetime drug abuse or dependence and 
using illicit drugs in the past 30 days were more 
likely to be reported among women who had 
been raped compared to those who had not been 
raped (Wenzel et al., 2000).

Research with homeless youth and young 
adults also has found a positive link between sex-
ual victimization and illicit drug use. Using a 
large sample of 966 homeless youth (71% male) 
aged 14–24 years, Harris et al. (2017) found that 
sexual victimization was positively associated 
with heroin use among males and positively asso-
ciated with methamphetamine use among 
females. The authors note that youth who experi-
enced sexual victimization use substances at 
higher rates and may use them to cope with the 
trauma related to the experience of 
victimization.

Research using a sample of 137 homeless 
female adolescents, ages 14–21 from the 
Midwestern United States, found that though 
alcohol use was not a significant correlate of sex-
ual victimization, adolescent females who had 
more frequent marijuana use experienced higher 
rates of sexual victimization (Tyler et al., 2013). 
Though marijuana use was modeled in this study 
as the dependent variable, the study was cross- 
sectional; thus, marijuana may have led to sexual 
victimization, but the reverse is also plausible 
(Tyler et al., 2013).

A study based in Seattle examined correlates 
of sexual victimization among 372 homeless 
youth ages 13–21 years. The results of this study 
revealed that 35% of the sample had been sexu-
ally victimized. Male acquaintances were the 
main perpetrators of sexual violence against 
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females (41%), whereas male strangers were the 
main sexual perpetrators for victimized males. In 
terms of outcomes, the authors found that sexual 
victimization was associated with the use of 
illicit drugs but only among females (Tyler et al., 
2004).

Finally, a recent review of 23 studies by 
Heerde and Hemphill (2016) revealed that only 
four studies out of a possible 23 investigated the 
association between substance use and sexual 
victimization. Of these four studies, alcohol, 
marijuana, and stimulants were the most fre-
quently reported substances. Overall, their review 
showed that substance use was associated with 
sexual victimization, but the authors note that the 
direction of these relationships remains ambigu-
ous given the cross-sectional nature of the stud-
ies. Moreover, Heerde and Hemphill note that 
studies examining the link between substance use 
and sexual victimization are scarce indicating the 
need for more research in this area.

 Mental and Physical Health

Research on mental and physical health issues as 
outcomes of sexual victimization has focused on 
depression, post-traumatic stress disorder 
(PTSD), self-mutilation, and general mental and 
physical health functioning. The first study, by 
D’Ercole and Struening (1990), conducted in- 
depth structured interviews with a representative 
sample of 141 homeless women staying in shel-
ters in New York City. The majority of their sam-
ple was African American (67%), and the overall 
median age was 31 years. The authors measured 
depressive symptoms using the 20-item CES-D 
scale (Radloff, 1977), as well as a 7-item adapted 
scale to measure psychoticism over the past year. 
Though the authors used a combined scale of 
sexual and physical victimization, they also 
looked at recent sexual harassment. Results from 
correlational analysis revealed that both depres-
sive and psychotic symptoms were positively 
associated with sexual victimization (D’Ercole & 
Struening, 1990).

A probability study of 974 adult homeless 
women examined the association between rape 

and physical and mental health using a 45-min 
structured interview (Wenzel et  al., 2000). Just 
over half (56%) of their sample was African 
American, and 13% of women reported being 
raped in the previous year. Their results showed 
that women who were raped reported overall 
poorer general health, more gynecological symp-
toms, more serious physical health symptoms, 
and more likely to have had at least one physical 
health limitation. Moreover, women who had 
been raped reported more depression in the past 
year and more psychological distress in the past 
month compared to women who had not been 
raped. These results remained significant even 
when controlling for potential confounders at the 
multivariate level (e.g., age, education, ethnicity, 
recruitment site). Though cross-sectional, this 
study highlights the association between rape and 
numerous physical and mental health limitations 
(Wenzel et al., 2000).

The relationship between victimization and 
mental health functioning has also been exam-
ined among homeless youth and adults. Rattelade 
et  al. (2014) conducted interviews with 325 
homeless youth and adults; the average age was 
39 for adults and 19 for youth. The authors used 
a mental health summary measure, which con-
sisted of four subscales on vitality, social func-
tioning, emotional role, and mental health. 
Twenty-eight percent of the total sample experi-
enced child sexual abuse with females being sig-
nificantly more likely to have had this experience 
than males. Taken together, however, rates of 
child sexual abuse did not differ between home-
less adults and youth. Multiple victimization 
experiences also were reported by 39% of the 
sample. Their results showed that those who 
experienced child sexual abuse had lower mental 
health scores than those without this experience. 
Having a recent experience of victimization, 
however, was not associated with mental health 
functioning. The authors note that the lack of sig-
nificant findings between adults and youth is sur-
prising and conclude that perhaps it is not current 
age but rather age at time of victimization that 
matters for mental health. This cross-sectional 
study did not solely examine sexual victimiza-
tion; thus, its relationship with mental health 
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could not be determined in this study (Rattelade 
et al., 2014).

The following study focused on female veter-
ans. Decker, Rosenheck, Tsai, Hoff, and Harpaz- 
Roitem (2013) interviewed 509 homeless female 
veterans including those with and without a 
 history of military sexual assault. The majority of 
their sample (66%) were racial/ethnic minorities 
with a mean age of 43 years. Overall, the authors 
found that 41% of female veterans reported a his-
tory of military sexual assault. Those who 
reported having this experience were more likely 
to have lower self-esteem and greater past year 
victimization (though victimization combined 
physical and sexual items). Their results revealed 
that having experienced military sexual assault 
was associated with greater severity of PTSD and 
other psychiatric symptoms. Given that our 
search only yielded one study on female veterans 
that met our inclusion criteria, more research on 
this population is needed.

The final study examined the association 
between sexual victimization and self-injurious 
behavior (e.g., intentionally cutting oneself) 
using a 16-item scale of self-injury among a sam-
ple of 172 homeless young adults, ages 19–26. 
Results of this study revealed that those who 
experienced more sexual victimization while on 
the street were likely to report engaging in a 
greater number of self-injurious behaviors com-
pared to those young adults with fewer experi-
ences of sexual assault (Tyler, Melander, & 
Almazan, 2010). The authors found no signifi-
cant differences in self-injurious behavior 
between males and females and attribute this to 
the similar levels of stress that homeless males 
and females likely experience due to meeting 
daily survival needs over and above those associ-
ated with gender.

 HIV Risk Behaviors

Only four studies were found that looked at HIV 
risk behavior and its relationship with sexual vic-
timization. Though definitions vary somewhat, 
HIV risk behavior may include having numerous 
sexual partners, unprotected sex, concurrent sex, 

and trading sex for specific items such as food or 
shelter (Harris et  al., 2017; Melander & Tyler, 
2010). Using a large sample of 966 homeless 
youth 14–24 years of age, Harris et al. found that 
for males, experiencing sexual victimization 
prior to being homeless was positively associated 
with numerous HIV risk behaviors including 
multiple partners, unprotected vaginal sex, 
unprotected anal sex, and exchanging sex for 
food, money, drugs, a place to stay, or any other 
commodity. They also found support for media-
tion effects: use of cocaine and crack served as 
mediators between sexual victimization and con-
current sex among males. For females, sexual 
victimization was positively associated with con-
current sex and unprotected vaginal sex. Harris 
et al. also found one mediating effect for females: 
PTSD mediated the relationship between sexual 
victimization and exchanging sex for specific 
items. Overall, the pathways from sexual victim-
ization to HIV risk behavior differed significantly 
for males and females.

A second study by Melander and Tyler (2010) 
examined the relationship between sexual vic-
timization and HIV risk behaviors among 172 
homeless young adults, ages 19–26 years. Their 
results revealed that those who experienced more 
sexual victimization on the street were more 
likely to have engaged in more types of HIV risk 
behaviors, such as having a greater number of 
sexual partners, an earlier age at first voluntary 
sexual intercourse, and ever having traded sex or 
engaged in prostitution.

Based on a sample of 372 homeless youth 
(ages 13–21) in Seattle, Tyler et al. (2004) found 
that over one-third of their sample had been sexu-
ally victimized with the rate more than double 
among females (23%) compared to males (11%). 
In terms of HIV risk behavior, the authors exam-
ined the exchange of sex for specific items of 
necessity. Their results revealed that exchanging 
sex was a significant correlate of sexual victim-
ization for both male and female adolescents.

A final study looking at HIV risk behavior was 
based on data from 150 homeless youth in the 
Midwest where Tyler and Schmitz (2018) exam-
ined the relationship between sexual victimiza-
tion and the likelihood of these youth trading sex 
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for specific items of necessity. Their results 
showed that for each additional type of sexual 
victimization homeless youth experienced while 
on the street, their odds of trading sex for food, 
money, drugs, and shelter increased by 106%, 
66%, 125%, and 147%, respectively. Given the 
cross-sectional nature of this study, it is also pos-
sible that youth who lack basic necessities and 
resort to trading sex are also at high risk for being 
a victim of sexual assault.

 Revictimization

Early life experiences including being a victim of 
child sexual abuse can pave the way to future vic-
timization. Among general population studies, 
research finds that individuals with a history of 
childhood sexual abuse are at much greater risk 
of experiencing revictimization as an adult 
(Aosved, Long, & Voller, 2011; Elliott, Mok, & 
Briere, 2004). For example, Messman-Moore 
et al. found that approximately 30% of child sex-
ual abuse victims experienced subsequent rape as 
an adolescent or adult (Messman-Moore, Walsh, 
& DiLillo, 2010). Moreover, according to Browne 
(1993), women who suffer repeat victimization 
may experience long-term negative outcomes 
such as “emotional numbing, extreme passivity, 
and helplessness” (1993, p.  375). Specifically, 
early victimization may decrease social support 
networks of those who have been victimized and 
thus increase their risk of becoming homeless at 
some future time point (Browne, 1993). Though 
child sexual abuse is a risk factor rather than out-
come, below we review studies that examine the 
link between early sexual abuse and subsequent 
sexual revictimization given that research finds 
that the strongest and most consistent risk factor 
for sexual victimization in both general popula-
tion studies and studies on homeless adolescents 
and adults is a history of child sexual abuse.

In terms of revictimization, the first study 
focused on adult homeless women. Hudson et al. 
(2010) examined the likelihood of sexual revic-
timization among 202 homeless women residing 
in shelters or living on the street in the Skid Row 
area of Los Angeles. Twenty-nine percent of 

these women have been raped and 31% have 
been sexually harassed as adults. Moreover, 22% 
reported being raped prior to the age of 18. 
Results from logistic regression analyses revealed 
that those women who reported rape as a child 
were 3.88 times more likely to have been sexu-
ally assaulted as an adult. Additionally, women 
who reported engaging in trading sex at any point 
in their lifetime, another form of sexual victim-
ization (Tyler & Schmitz, 2018), were over three 
times more likely to have been sexually assaulted 
as an adult. This study reveals the strong link 
between early sexual trauma and risk for subse-
quent sexual assault in the lives of homeless adult 
women.

Additionally, four studies focused on samples 
of homeless young adults. Edalati et  al. (2016) 
gathered data from 500 homeless young adults 
19–25 years of age, 39% of whom were female. 
The authors sampled from three different cities in 
British Columbia, Canada. Their results revealed 
that 29% of young adults had experienced sexual 
victimization, which included “rape, forced sex-
ual advances or non-consensual sexual acts” 
(2016, p. 2496). Additionally, Edalati et al. found 
that child sexual abuse was strongly associated 
with adult sexual victimization, controlling for 
other types of child abuse. No significant gender 
interactions were found in the effect of child mal-
treatment and adult victimization. Though there 
were no differences between men and women 
regarding adult victimization, this study found 
strong support for the link between early sexual 
abuse and subsequent sexual revictimization. 
Three remaining studies, all of which focused on 
homeless young adults 19–26  years of age, all 
found a positive association between child sexual 
abuse and experiencing a greater amount of sex-
ual victimization while on the street regardless of 
control variables used (Melander & Tyler, 2010; 
Tyler et al., 2004; Tyler & Melander, 2015).

The following study combined youth and 
adults into a single sample. Though Rattelade 
et al.’s (2014) sample of 325 homeless youth and 
adults did not examine sexual victimization as an 
adult, they did find that 28% of their total sample 
experienced child sexual abuse, 64% reported 
being victimized, and 10% reported a recent vic-
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timization experience though the specific form of 
victimization could not be disentangled. Overall, 
39% experienced multiple victimizations. 
Though the exact form of victimization is 
unknown, it is relevant that their results show a 
considerable risk for revictimization when 
exposed to child sexual abuse.

The remaining study, which focused only on 
female homeless adolescents (Tyler et al., 2013), 
found a positive correlation between a history of 
child sexual abuse and experiencing more sexual 
victimization while on the street.

 Summary

Most studies on sexual victimization among 
homeless populations have focused on risk fac-
tors rather than outcomes. Of those studies that 
have examined outcomes of sexual assault, we 
included four main areas: substance use/abuse, 
mental and physical health, HIV risk behaviors, 
and sexual revictimization. Overall, the results 
from the studies included in this review are gen-
erally consistent in finding that those who experi-
enced sexual abuse as a child are at greater risk 
for being revictimized and that sexual assault is 
associated with numerous negative health out-
comes, regardless of respondent age (i.e., youth 
versus adult), geographic location (e.g., west 
coast versus the Midwest), and sample size (e.g., 
n = 150 versus n = 500). Though fewer studies 
examined sexual victimization among men, 
results from these studies show that men also 
have this experience, though their prevalence of 
sexual victimization is lower than the rate for 
women.

In considering the overall findings in this 
review, the reader should keep in mind that these 
studies are cross-sectional and even though sex-
ual victimization was generally viewed as an 
independent variable in studies, it is feasible that 
sexual victimization was an outcome of one of 
the four areas examined (e.g., HIV risk behav-
iors). Cross-sectional studies cannot generally 
determine the direction of causation. Also, the 
results should be interpreted in the context of a 
particular study. That is, some studies included 

respondents from shelters (e.g., D’Ercole & 
Struening, 1990), whereas other studies included 
respondents from both shelter and the street (e.g., 
Tyler & Melander, 2015). Definitions of what 
constitutes child sexual abuse and street sexual 
victimization also varied. These issues as well as 
additional limitations are discussed below.

 Limitations of Existing Research

Though there are limitations to the studies 
reviewed in this paper, it is important to keep in 
mind that homeless people are a difficult group to 
sample, to study, and to follow longitudinally 
(Wright, Allen, & Devine, 1995) given their 
nomadic lifestyle (Tyler & Whitbeck, 2004) and 
their multiple housing transitions (Tyler & 
Schmitz, 2013). Study limitations are organized 
into the following categories: samples, study 
design, measures, and theory.

 Samples

Though three studies included only adult home-
less women or female youth, most of the research 
included large enough numbers of males and 
females to allow for gender comparisons (see, 
e.g., the Harris et al., 2017 comparison of male 
and female homeless youth on HIV risk behav-
iors). Given that the majority of sexual abuse vic-
tims tend to be female, focusing only on young 
women is not necessarily a limitation. However, 
a group in which more research is needed 
includes that of lesbian, gay, bisexual, and trans-
gender (LGBT) homeless youth and adults. 
Given that recent research has found that this 
group of homeless young people experience 
higher rates of child sexual abuse and more street 
sexual victimization compared to heterosexual 
homeless youth (Tyler & Schmitz, 2018), this is a 
subsample of the homeless population in need of 
further study. Although there has been more 
research on LGBT homeless youth in the past 
10–15 years (e.g., Gattis, 2013; Rew, Whittaker, 
Taylor-Seehafer, & Smith, 2005; Tyler & 
Schmitz, 2018; Whitbeck, Chen, Hoyt, Tyler, & 
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Johnson, 2004), the samples generally are not 
large enough to examine lesbians or gays, for 
example, individually. Thus, most research has 
combined sexual minority youth (regardless of 
gender) into a single group.

Another potential concern regarding sam-
pling is that although studies combine a wide 
range of age groups such as 13–24 years, some 
studies do not control for age in their analyses. 
For example, it is possible that some older 
youth have been on the street for longer periods 
of time and may have different experiences 
from those who are new to the street. Also, 
those who have been on the street for a longer 
time may also have more knowledge about 
obtaining resources such as shelter, social ser-
vices, and other essentials. Thus, their risk for 
victimization may be lower compared to those 
with little street knowledge who might be 
younger. Though studies include a wide age 
range, this can be managed by controlling for 
age or testing for age interactions between dif-
ferent developmental age groups.

 Study Design

The studies included in this review, as is typical 
with most of the research on homeless popula-
tions, are cross-sectional. Though these studies 
allow researchers to make claims about associ-
ations between variables such as that of sexual 
victimization and substance use, we cannot 
ascertain from these studies which event came 
first. That is, some homeless individuals may be 
using substances to cope with sexual victimiza-
tion and other traumas (Kidd & Carroll, 2007), 
but it is also possible that using substances 
occurred prior to a victimization episode. 
Alternatively, it is also conceivable that sexual 
victimization and substance use occurred 
simultaneously. Moreover, cross-sectional 
studies that use retrospective reporting cannot 
determine which sexual victimization experi-
ence was associated with a specific drinking or 
drug use episode. As such, we can only con-

clude that sexual victimization is associated 
with a range of factors including substance use, 
poorer mental and physical health, HIV risk 
behavior, and revictimization among homeless 
youth and adults.

 Measures

Another limitation is that different definitions 
were used to measure child sexual abuse and 
street sexual victimization; therefore, the preva-
lence rates vary. For example, some studies used 
detailed questions about sexual abuse (see, e.g., 
Hudson et al., 2010), while others left the defini-
tion up to the respondent (e.g., did you experi-
ence sexual abuse while you were a child?). This 
is problematic given that prior research compar-
ing these two formats (i.e., detailed questions 
versus single item) has found that when the defi-
nition is left up to the respondent (i.e., single 
item), they are more likely to underreport child 
sexual abuse (Tyler & Melander, 2009). 
Specifically, Tyler and Melander (2009) found a 
discrepant reporting rate of 38% for noncontact 
sexual abuse and a 27% discrepant reporting rate 
for contact sexual abuse indicating that the way 
questions are asked influences prevalence rates. 
Another limitation is that some studies combined 
sexual, physical, and emotional abuse into a sin-
gle measure of child abuse; therefore, the indi-
vidual effects of child sexual abuse could not be 
examined. Relatedly, some of the studies exam-
ined here also combined both physical and sexual 
street victimizations into a single measure, so we 
were unable to examine the specific outcomes for 
these studies.

 Theory

The final area of limitations surrounds the use of 
theory. Though we outlined four theories that 
have been previously used to examine the link 
between child abuse and revictimization among 
both homeless and general population samples, 
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only one of these theories was utilized by the 
studies in this review. Moreover, several of the 
studies reviewed here did not include any theory. 
As a result, they are unable to explain their find-
ings in a larger context making it more difficult 
for other researchers to build upon their work. 
The theories that were used in the current review 
included the risk amplification model, victimiza-
tion theories (e.g., lifestyle exposure theory), and 
a social stress framework. These three theories 
were used to explain the link between early child 
abuse and subsequent sexual victimization. Given 
the lack of theory in the studies examined, this is 
an area for future research.

 Future Research Priorities

There are several research priorities which we 
believe will improve research in this area and 
continue to move the field forward. First, more 
innovative methods are needed to improve data 
collection with homeless populations and to bet-
ter understand their experiences. Given that 
homeless individuals are regularly on the move, 
using cell phones to collect data from them seems 
a worthy endeavor. Recent work tested the feasi-
bility of using cell phones to collect daily data 
from homeless youth over a 30-day period (Tyler 
& Olson, 2018). Their results revealed that on 
average, homeless youth completed almost 
19 days of texts, but 30% of youth had texting 
data on 28 or more days (out of 30). Moreover, 
youth answered an average of 8.49 texts per day 
(out of a possible 11), and 73% of youth reported 
that responding to texts was very easy or some-
what easy (Tyler & Olson, 2018). Work by 
Freedman and colleagues (2006) tested the feasi-
bility of cell phones and automated telephone 
interviewing to collect daily data from 30 home-
less crack cocaine-addicted adults in treatment; 
80% of adults completed the full 2 weeks of data 
collection. These results reveal that using cell 
phones to collect real-time data from homeless 
populations is feasible. Moreover, this type of 
data collection can be used to address issues of 
time ordering regarding the link between street 
sexual victimization and substance use.

A second priority for future research is the use 
of multiple item scales (standardized if possible) 
so that prevalence rates can be compared across 
studies. Relatedly, studies should avoid combin-
ing different forms of victimization into a single 
measure as previous research finds that the asso-
ciation between child abuse and street victimiza-
tion varies by type (i.e., child sexual abuse versus 
child physical abuse; Tyler & Melander, 2015).

Third, future studies need to incorporate the-
ory so that they can justify the inclusion of study 
variables and offer context for how their findings 
fit into a larger picture. This will also help future 
researchers build upon their work in this area. 
Moreover, the use of theory will aid in providing 
a more holistic understanding of the life histories 
of homeless individuals as well as their present 
situation and future prospects.

Fourth, more research is needed on the topic 
of sexual victimization and both short- and long- 
term outcomes. Heerde and Hemphill (2016), for 
example, noted that studies examining the link 
between substance use and sexual victimization 
were scarce, recalling that their review of the lit-
erature only yielded four studies on this topic, 
making this an area ripe for future studies. 
Additionally, given that our search only yielded 
one study on homeless female veterans that met 
our inclusion criteria, and the high rates of sexual 
assault that many of these women experienced 
while in the military (Decker et al., 2013), this is 
another subgroup in which further research is 
warranted.

Finally, there are numerous other negative 
outcomes that have yet to be explored within a 
homeless population. Some of these outcomes 
are difficult to study (e.g., suicide), and others are 
challenging given the difficulties of longitudi-
nally studying homeless populations (Wright 
et al., 1995). Despite this, fruitful areas for future 
research regarding outcomes of sexual violence 
include suicide ideation, loss of education (drop-
ping out of school), loss of employment and 
income, reduced long-term life chances, difficul-
ties in family formation, marital disruption and 
dissolution, gang involvement, adult criminality, 
and incarceration.
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 Implications and Future Policy

When we consider the policy implications of the 
research we have reviewed, two separate con-
cerns come to mind: (1) how to reduce or elimi-
nate sexual violence against homeless individuals 
in the first place and (2) how to mitigate the 
effects of sexual violence on long-term outcomes 
once the violence has occurred.

One approach to (1) would be to eliminate 
homelessness altogether. If there were no home-
less people, no sexual violence could be perpe-
trated against them. This, unfortunately, is 
unrealistic. The current wave of homelessness 
began in the late 1970s and has been with us for a 
half-century. Very little evidence suggests that 
the problem is abating. Many forces in the politi-
cal economy of capitalism create homelessness 
despite efforts to reduce or eliminate it, among 
them the recurring crisis in low-income or 
“affordable” housing, wage stagnation, and an 
inadequate social safety net. Homelessness will 
be with us for the long run.

How, then, might we reduce the violence (sex-
ual or otherwise) committed against homeless 
individuals? This too is a difficult proposition 
since by definition, homeless people live in envi-
ronments that make them vulnerable to preda-
tion. If we put homeless people in safe, stable, 
permanent housing, then they would no longer be 
homeless. The so-called Housing First model 
(Tsemberis, 2010) would do exactly that 
(Housing First defers providing services to home-
less individuals until they are stably housed and 
has been the official federal homeless policy for 
about a decade), and as Housing First expands to 
more and more cities, we should begin to see 
some decline in the violence that (formerly) 
homeless people experience. But Housing First is 
no panacea, is costly, and is not nearly as suc-
cessful as its proponents sometimes claim 
(Groton, 2013).

Homeless people experience violence at ele-
vated rates because they are often perceived as 
valueless, contemptible human beings. Massey 
(2008) argues that people carry around cognitive 
schemas in their heads that sort others into cate-
gories (usually stereotypical categories) and that 

these schemas form the basis of social stratifica-
tion (the unequal distribution of wealth, income, 
power, prestige, or other valued items). These 
schemas, Massey argues, are aligned across the 
two dimensions of competence and warmth. 
Persons and groups perceived as both warm and 
competent define our “esteemed in-group,” the 
people to whom we feel attracted, people we 
respect. The warm but incompetent are the “pit-
ied outgroup”—the disabled, the elderly, and the 
mentally challenged. Those neither warm nor 
competent are the “despised outgroup.” “Being 
neither likable nor capable, people within these 
outgroups are socially despised, and the domi-
nant emotion is disgust” (2008:13). In modern 
American (and most other) societies, the chroni-
cally homeless are a “despised outgroup” and 
therefore subject to all manner of dehumaniza-
tion, including being subject to sexual victimiza-
tion and degradation.

Stigma is inherent in the process of dehuman-
ization, and homeless individuals are a heavily 
stigmatized group (Belcher & DeForge, 2012; 
Phelan, Link, Moore, & Stueve, 1997). Some 
people stigmatize the homeless because they are 
smelly and ill-kempt; others may stigmatize them 
because, as Ronald Reagan put it, “many are, 
well, we might say, homeless by choice.” In this 
view, the miseries of homelessness are self- 
inflicted, and that makes them beneath contempt. 
The results of this contempt include the well- 
documented practice of bum-bashing (where 
homeless people are set upon, beaten, and other-
wise violated just because they are homeless) and 
the patterns of sexual and physical abuse docu-
mented earlier. Here the apparent antidote is the 
recognition that homeless people are, first and 
foremost, people—each with his or her own his-
tory, talents, desires and aspirations—and this 
too seems unlikely in what seems to be an 
increasingly intolerant age. We are left, then, 
with policies to mitigate the effects of violence 
once it has occurred. Promising developments on 
this front include Safe Housing Partnerships, the 
body of interventions known as Housing First, 
so-called Trauma-Informed Shelters, and a pol-
icy known as Rapid Rehousing.
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Safe Housing Partnerships are intended to 
prevent abused women from becoming homeless. 
Approximately three homeless women in four 
have experienced violence in their homes, and 
about one in four cites domestic violence as the 
cause of their current homeless episode (Jasinski 
et al., 2010). Thus, if we could prevent victimized 
women from becoming homeless, we would 
make a significant dent in the overall homeless 
problem. Safe Housing Partnerships attempt to 
achieve this goal with “flexible funding” and 
“intensive mobile advocacy.” Flexible funding 
provides access to immediate funds that keep vic-
timized women in their homes; advocacy pro-
vides the necessary support and direction. Many 
partnerships embrace some version of a housing 
resource center to help victims locate and obtain 
safe housing. Many are also linked to:

Rapid Rehousing programs attempt to get 
victims out of the shelters and back into safe, 
stable housing as rapidly as possible. Rapid 
rehousing is an acknowledgment that extended 
stays in domestic violence and homeless shelters, 
which many victims turn to for short-term safety 
and relief, are not therapeutic, and probably cre-
ate as many problems as they solve (e.g., extended 
shelter stays promote dependency, interfere with 
job searches, and erode self-esteem; see Housing 
and Urban Development, 2013), although shelter 
operators often disagree with this assessment). 
These programs attempt to stabilize victims 
quickly and get them back into stable housing.

Unfortunately, both Safe Housing Partnerships 
and Rapid Rehousing are relatively recent policy 
innovations. Evaluation studies that would dem-
onstrate their efficacy are at best embryonic. 
Both seem like “good ideas” but have yet to attain 
the status of “best practice.”

Housing First is also a fairly recent policy 
initiative that recognizes that homeless people, 
including homeless trauma victims, need safe, 
stable housing more than they need shelter, coun-
seling, or treatment for mental health and sub-
stance abuse disorders (Padgett, Gulcur, & 
Tsemberis, 2006; Stergiopoulos et  al., 2015). 
Housing First recognizes that victims of violence 

often face discrimination in housing markets and 
acknowledges that safe, stable, and permanent 
housing is often the best defense against future 
violence, another proposition yet to be systemati-
cally investigated in the evaluation research 
literature.

Trauma-Informed Shelters recognize that 
most homeless women (and some homeless men) 
are seeking shelter mainly as relief from violent 
home situations and that the proper care of such 
people requires more than a hot meal and a place 
to sleep for a few nights. Most homeless people 
have clearly been exposed to trauma of various 
kinds, so trauma-informed care can be recom-
mended as a paradigm for all homeless services. 
Alas, “there is no consensus on a definition that 
clearly explains the nature of [trauma-informed 
care]” (Hopper, Bassuk, & Olivet, 2010, p. 80). 
Key elements of a definition include awareness of 
the extent of trauma in homeless peoples’ lives 
and an understanding of its effects, an emphasis 
on safety and on assisting victims to rebuild con-
trol, and a strengths-based vs. needs-based 
approach to intervention. And yet here as in most 
other places, “We do not know whether trauma- 
informed services are effective specifically within 
homeless services” (Hopper et al., 2010, p. 87). 
Much the same as rapid rehousing, safe housing 
partnerships, and Housing First, trauma-informed 
care seems like a “good idea,” but firm evidence 
on its effectiveness as an intervention is lacking.

To conclude, it is obvious beyond all doubt 
that homeless individuals, particularly homeless 
women, suffer from sexual assault and violence 
at starkly elevated rates and that these experi-
ences generate life-long and strongly negative 
outcomes. There are many good reasons to inter-
vene in the ongoing homelessness crisis on both 
the private and public sides, and alleviating the 
short-term miseries and long-term outcomes of 
sexual assault and violence is surely one of them. 
But increasingly, a societal commitment to being 
rid of homelessness once and for all has become 
the dues we are asked to pay for our membership 
in the community of civilized nations.
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Military Sexual Assault

Michelle L. Bourgeois and Brian P. Marx

 Background and History

Awareness of military sexual assault (MSA) and 
sexual trauma has increased significantly in the 
last several decades. These issues first came into 
the national spotlight in 1992, following the sex-
ual harassment and/or assault of 87 female and 
seven male soldiers by Navy and Marine Corps 
officers at the 35th Annual Tailhook Association 
Symposium in Las Vegas, Nevada (Sughrue, 
2013). This event highlighted the dangerous 
intersection of deeply entrenched components of 
military culture, including hypermasculinity, 
strict adherence to rank and authority structures 
(often male dominated), and alcohol use, which 
interacted to promote an environment of hostility 
and aggression towards women. An investigation 
by the Inspector General of the U.S. Department 
of Defense (DoD) directly led to policy revisions 
allowing women to serve in many combat assign-
ments throughout the armed forces, a crucial 
move to establish gender equality and pro-

mote authority and respect for military women. 
In addition, the Sexual Assault Prevention and 
Response Office (SAPRO) was created in 2004 
to improve sexual assault prevention, survivor 
support and advocacy, and reporting and account-
ability for sexual crimes. Still, major incidents of 
sexual assault continue to occur at alarming rates 
in the military and highlight the need to better 
understand, prevent, and treat MSA.

This chapter provides an overview of MSA, 
beginning with operational definitions of MSA 
and related phenomena (e.g., military sexual 
harassment, military sexual trauma); their 
 measurement in active-duty service members, 
reservists, and veterans; as well as prevalence 
estimates. Next, we will examine the impact of 
MSA on survivors by focusing on the known psy-
chological, physical, and psychosocial correlates. 
Finally, we will present current psychotherapeutic 
treatments for MSA and related psychological 
conditions and discuss prevention efforts.

 Definition

Military sexual trauma broadly includes any 
 sexual assault or harassment that occurs during 
military service, including during active-duty ser-
vice, active-duty training, and inactive-duty train-
ing. Historically, definitions of military sexual 
trauma have been inconsistent across the research 
 literature (Williamson, Holliday, Holder, North, 
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& Surís, 2017), with some studies including only 
certain forms of sexual assault and others including 
both assault and harassment under a broad sexual 
trauma category. Definitions of sexual assault and 
sexual trauma also differ across academic and legal 
disciplines. For example, research definitions of 
trauma and assault are generally more inclusive 
than legal definitions in order to capture the preva-
lence and wide-ranging effects of such behaviors. 
Notably, legal definitions of unwanted sexual acts 
have grown in both breadth and specificity over the 
last several years due to the influence of survivor 
 advocacy groups (Ormerod & Steel, 2018). For 
example, some military definitions of sexual 
assault no longer require the use of physical force 
and instead acknowledge other important factors 
 associated with non-consent, such as the use of 
substances that interfere with consciousness or 
behavioral control.

Military definitions of sexual assault are 
derived from the Uniformed Code of Military 
Justice (UCMJ; Manual for Courts-Martial, 
2016), which outlines punitive articles related to 
sex-related offenses including rape, sexual assault, 
and aggravated or abusive sexual contact (e.g., 
Article 120: Rape and Sexual Assault Generally; 
Article 125: Forcible Sodomy; Article 80: 
Attempts). Rape is the most severely punishable 
offense and is defined as the penetration, no mat-
ter how slight, of the vulva, anus, or mouth with a 
body part or object through the use of physical 
force, threat of death, serious bodily harm, or kid-
napping of any person, rendering a person uncon-
scious, or administering a substance that impairs a 
person’s ability to provide consent or control their 
conduct (Manual for Courts- Martial, 2016). In 
contrast, sexual assault refers to any of the above 
unwanted sexual acts that occur through inducing 
fear, using or threatening physical force that 
would not result in grievous bodily harm, misrep-
resenting one’s rank or identity, quid pro quo 
promises of job benefits or threats of job loss, or 
committing sexual acts on people who are 
unaware of the act or unable to provide consent 
due to being asleep, impairment by substances, or 
a mental or physical disability (Manual for 
Courts-Martial, 2016). Attempts to commit any of 
these sexual offenses are also prosecutable. 

Aggravated or abusive sexual  contact refers to 
touching or causing others to touch any body part 
above or below the clothes with the intent to 
arouse or gratify sexual desire. Based on these 
articles, the DoD SAPRO defines MSA as “inten-
tional sexual contact characterized by the use of 
force, threats, intimidation, or abuse of authority 
or when the victim does not or cannot consent” 
(Department of Defense, 2015, p. 122).

Military sexual trauma is defined by the 
Veterans Health Administration (VHA) as “sexual 
harassment that is threatening in character or phys-
ical assault of a sexual nature that occurred while 
the victim was in the military, regardless of geo-
graphic location of the trauma, gender of victim, 
or the relationship to the perpetrator” (Department 
of Veterans Affairs, 2004, p. 1). Sexual harassment 
may take the form of any sexual behavior that is 
intentionally threatening or disturbing, such as 
unwanted sexual attention or advances; engaging 
in threatening verbal or physical behavior that is 
sexual in nature; creating a hostile work environ-
ment through the use of sexual comments, threats, 
or offensive remarks; or attempting to coerce 
 others into engaging in sexual acts for professional 
purposes (Fitzgerald, Swan, & Magley, 1997). 
Although sexual harassment does not qualify as a 
Criterion A event in the diagnosis of post-trau-
matic stress disorder (PTSD), these acts often 
function as a precursor to sexual assault and are 
strongly related to PTSD symptoms (Street, 
Stafford, Mahan, & Hendricks, 2008).

 Measurement

Since 2002, the DoD has administered the 
Workplace and Gender Relations survey to track 
sexual assault and harassment in active-duty 
(WGRA) and reserve (WGRR) service members. 
Within these surveys, sexual harassment and sex-
ual assault have been measured using the Sexual 
Experiences Questionnaire (SEQ; Fitzgerald, 
Magley, Drasgow, & Waldo, 1999), a self-report 
measure with sound reliability and validity. In 
addition, the RAND Corporation has conducted 
independent evaluations of unwanted sexual 
 contact in both active duty and reservists as part 
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of the RAND Military Workplace Study (RMWS; 
Morral, Gore, & Schell, 2015). This survey pro-
vides data about sexual assault, sexual harass-
ment, and gender discrimination. Given that the 
RMWS measure included more descriptive, 
UCMJ-consistent definitions of sexually abusive 
behavior and non-consent factors than the SEQ, 
it was added to the most recent version of the 
WGRA (Davis & Grifka 2017). The strength of 
these surveys is their ability to  provide full popu-
lation estimates through the use of best practice 
sampling and weighting procedures. However, 
these estimates are limited by their low response 
rates and the exclusion of individuals who have 
experienced MSA but left the military prior to 
survey administration.

In 2002, the VA implemented universal 
 military sexual trauma (MST) screening and free 
treatment for MST and related conditions. As a 
result, veterans of Operation Enduring Freedom 
and Operation Iraqi Freedom (OEF/OIF) were the 
first generation of returning VA patients to receive 
comprehensive MST screening and treatment 
(Kimerling, Gima, Smith, Street, & Frayne, 
2007), which allowed for the first national, 
population- based investigations of the prevalence 
and correlates of MST in veterans. Within the VA, 
screenings for MST often, but not always, occur 
in-person during medical appointments. Given 
the stigma related to experiencing sexual trauma 
and that veterans may not be seeking treatment 
specifically for conditions related to trauma expo-
sure, positive screens for MST likely reflect a con-
servative estimate of true MST prevalence in this 
population (Kimerling et al., 2010).

One limitation of the VA’s measurement of 
MST is that medical record documentation of MST 
does not provide information on the specific nature 
of the incident (sexual assault or sexual harass-
ment). As a result, it is difficult to estimate the 
prevalence or differentiate the effects of each type 
of sexual aggression among veterans. Researchers 
have further suggested that several important fac-
tors of the sexual assault incidents be documented, 
such as the relationship between the perpetrator 
and survivor, the specific nature of the unwanted 
sexual behavior, methods used by the perpetrator, 
and the form of non- consent (Cook, Gidycz, Koss, 

& Murphy, 2011; Koss, White, & Kazdin, 2010). 
Further elucidating the nature and context of MST 
in these ways would likely aid in the development 
of more precisely targeted prevention efforts.

 Prevalence

Prevalence estimates of MSA have been shown 
to vary based on the operationalization of sexual 
assault, sampling methods (e.g., anonymous 
 surveys, legal reports of alleged or prosecuted 
crimes, in-person interviews), and type of study 
sample (e.g., active duty, veteran, treatment 
 seeking versus nontreatment seeking) (Hoyt, 
Klosterman Rielage, & Williams, 2011; Surís & 
Lind, 2008; Turchik & Wilson, 2010). The time-
frames of MSA studies also vary significantly, 
with some examining recalled incidents of MST 
within the past 6 months and others examining 
retrospective reports of MST in veterans sepa-
rated from active service for decades. Moreover, 
assessment of MSA can be challenging due to 
reporting biases.

The 2016 WGRA (Davis et al., 2017) included 
151,010 service members and revealed a 12-month 
sexual assault prevalence of 4.3% and 0.6% for 
cisgender women and men, respectively, and 
4.5% for lesbian, gay,  bisexual, or transgender 
(LGBT) personnel. In addition, 21.4% of women, 
5.7% of men, and 22.8% of LGBT personnel 
reported experiencing sexual harassment. In con-
trast, the  prevalences of sexual assault within 
reserve components are significantly lower, with 
3.13% of women and 0.38% of men reporting 
MSA (Morral, Gore, & Schell, 2015). Notably, 
69% of active-duty women and 85% of active-
duty men who endorsed experiencing MSA 
never considered reporting it (Davis et al., 2017). 
These  respondents cited reasons including shame 
and the desire to avoid thinking about the inci-
dent or to conceal it from others. Indeed, MSA 
tends to be underreported (Blais, Brignone, 
Fargo, Galbreath, & Gundlapalli, 2018) due, in 
part, to concerns about negative reactions from 
others, confidentiality, and stigma (Burns, 
Grindlay, Holt, Manski, & Grossman, 2014). 
This  reluctance to report may be moderated by 
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assessment modality, such that more  private 
modes of survey response (e.g., computerized 
self-report measures) may encourage more com-
plete reporting than those associated with less 
privacy (e.g., face-to-face interviews; Kataoka, 
Yaju, Eto, & Horiuchi, 2010).

According to recent WRGA data, roughly one-
quarter of active-duty service members who 
endorsed MST reported taking steps to leave or 
separate from the military as a result of the 
 incident. Given that this survey did not include 
individuals who had already left the military as a 
result of MSA, it is possible that reported preva-
lence of MSA among veterans may more 
 accurately reflect the scope of the problem. One 
comprehensive review of MST in veterans seeking 
treatment at VA facilities concluded that the preva-
lence of MST (including both sexual harassment 
and sexual assault) lies between 20% and 43%, 
with women reporting a higher prevalence of MST 
than men (Surís & Lind, 2008). For example, a 
recent epidemiological study of 125,729 OEF/OIF 
veterans who received healthcare at VA facilities 
between 2001 and 2007 revealed that 15% of 
female and 0.7% of male veterans screened posi-
tive for MST (Kimerling et al., 2010). Taking into 
account the larger number of men serving in the 
military than women, however, the actual number 
of veterans endorsing MST within each gender is 
fairly equal (Kimerling et al., 2007).

Prevalence numbers observed exclusively 
among veterans seeking treatment at VA facilities 
stand in sharp contrast to recent findings from the 
2009 to 2011 National Health Study for New 
Generation of U.S.  Veterans, an anonymous, 
population-based survey of 60,000 OEF/OIF era 
veterans, which included veterans who have not 
sought healthcare at a VA facility (Barth et  al., 
2016). Of the 20,563 survey responders, 41% of 
female and 4% of male veterans reported experi-
encing MST.  In addition, 10% of female and 
0.5% of male veteran endorsed the MST item 
corresponding to experiences of sexual assault. 
These findings were corroborated in a more 
recent nationally representative sample of US 
veterans (n = 1468) collected between September 
and October 2013, in which 32.4% of female and 
4.8% of male veterans reported experiencing 

MST (Klingensmith, Tsai, Mota, Southwick, & 
Pietrzak, 2014). Prevalence numbers observed in 
these samples may have been higher than 
VA-based samples due to anonymous nature and 
Internet administration of the surveys.

Studies of MSA among LGBT service 
 members are only recently emerging, due to the 
military’s repeal of bans related to the open ser-
vice of gay, lesbian, and bisexual personnel 
(“Don’t Ask, Don’t Tell”) in 2010 and transgen-
der personnel in 2016. Prevalence estimates 
from the 2016 WGRA indicate greater endorse-
ment of sexual harassment and sexual assault 
among LGBT personnel compared with cisgen-
der and heterosexual personnel (Davis et  al., 
2017). Studies of MST among LGBT veterans 
reveal similarly high numbers of sexual harass-
ment and sexual assault. For example, VA 
administrative data collected between 2000 and 
2013 of 78 transgender men and 254 transgen-
der women serving in Iraq and Afghanistan 
showed that 19.5% of transgender men and 
13.5% of transgender women screened positive 
for MST (Lindsay et  al., 2016). In an anony-
mous Internet survey of 445 LGBT veteran 
respondents, 8% endorsed experiencing MSA 
(Burks, 2011). Continued assessment of the 
occurrence and effects of sexual assault and 
sexual harassment in this vulnerable population 
is especially important as more personnel 
choose to openly serve as their true gender iden-
tity and/or sexual orientation.

 Risk Factors

One of the most consistently observed risk  factors 
for MST is gender. Specifically, the research 
 literature on MST prevalence provides robust 
evidence that women report significantly greater 
amounts of sexual harassment, coercion, and 
assault than men across studies of active-duty, 
reserve, and veteran samples (Street, Gradus, 
Stafford, & Kelly, 2007). In addition, a develop-
ing literature on LGBT service members indi-
cates that gender and sexual minority status 
confers greater risk for MST (Davis et al., 2017; 
Lindsay et  al., 2016; Mattocks et  al., 2013). 
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Other individual difference factors associated 
with heightened risk for MSA and MST include a 
 history of childhood sexual abuse, enlisted rank, 
younger age, non-married status, lower educa-
tion, and lower socioeconomic status (SES; 
Kimerling et  al., 2007; Surís & Lind, 2008; 
Turchik & Wilson, 2010). Collectively, these 
studies highlight the increased vulnerability of 
service members belonging to groups with lower 
sociocultural power (e.g., gender and sexual 
minorities, younger, non-married, lower SES) 
and lower authority status within the military 
(i.e., enlisted rank, lower pay grade).

Situationally, alcohol and substance use by 
either the perpetrator or the victim is commonly 
associated with MSA, especially among women 
(Morral et al., 2015). However, alcohol and sub-
stance use do not appear to be related to instances 
of MSA that occur in the context of hazing and 
bullying, which are situations more commonly 
reported by men than women (Davis et al., 2017). 
Although deployment in the absence of combat 
exposure has been associated with lower risk for 
MST among male OEF/OIF veterans (Barth 
et al., 2016), combat exposure conferred greater 
risk of MST for both men and women in this 
sample (Adjusted Odds Ratios = 1.57/1.42, men/
women). Lastly, branch of service appears to be 
differentially related to experiences of sexual 
harassment and assault in active-duty men and 
women (LeardMann et  al., 2013; Morral et  al., 
2015). For example, Air Force male and female 
service members reported the lowest estimated 
occurrences of sexual harassment (men = 3.3%, 
women  =  12.4%) and assault (men  =  1%, 
women  =  11.9%) in the past year, even after 
adjusting for demographic variables and certain 
military factors (e.g., months deployed, pay 
grade, years of service, relative proportion of 
men to women across jobs, units, and installa-
tions; Morral et  al., 2015). Compared with Air 
Force members of the same gender, Marine 
Corps women and Navy men were the most likely 
to experience MSA in the past year (unadjusted 
relative risks = 2.71 [Marine Corps women] and 
5.11 [Navy men]). Further analyses revealed that 
demographic variables (e.g., age, marital status, 
education level) accounted for nearly all the 

 difference in relative risk for MSA among men 
and women in the Army, Navy, and Marines. 
Sexual response and prevention efforts would 
likely benefit from research examining possible 
individual difference factors or environmental 
characteristics (e.g., training, policy, aspects of 
work and living conditions) underlying the rela-
tively low prevalence of MSA in the Air Force.

Regarding environmental risk factors, several 
unique aspects of military culture likely 
 contribute to sexual harassment and violence. 
Specifically, military leadership continues to be 
heavily male dominated, and its culture has his-
torically supported highly masculine norms and 
values, such as strength, competition, dominance, 
heterosexuality, and rigid sex and gender roles 
(Turchik & Wilson, 2010). In addition, military 
training includes components of deindividualiza-
tion, violence desensitization, objectification of 
the enemy, and the frequent use of violent and 
sexualized language (Hunter, 2007). Combined 
with a hypermasculine environment, these unique 
components of military training likely contribute 
to problematic negative attitudes towards women, 
tolerance of harassment, and the promotion of 
sexual violence.

 Perpetrators of Sexual Crimes

Little is known about the perpetrators of or risk 
factors for perpetrating sexual violence among 
military service members. One longitudinal study 
of sexual harassment and sexual assault of Navy 
women by male enlisted personnel revealed that 
prior history of male perpetration of sexual 
harassment conferred greater risk for sexual 
assault perpetration (OR  =  4.66; Stander, 
Thomsen, Merrill, & Milner, 2018). Within the 
same sample, male perpetrators of attempted and 
completed rape reported engaging in multiple 
previous incidents of attempted and completed 
rape, using substances rather than physical force 
to incapacitate victims, and targeting known vic-
tims rather than strangers (McWhorter, Stander, 
Merrill, Thomsen, & Milner, 2009). There was 
no significant association between perpetration 
and demographic variables.
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According to 2016 WGRA data gathered from 
sexual assault survivors, alleged perpetrators of 
military sexual harassment and assault over-
whelmingly tended to be fellow male service 
members. In addition, these alleged perpetrators 
were more likely to be enlisted soldiers who were 
of a slightly higher rank than the survivor. One 
recent study modeled perpetration risk with 
machine learning methods using administrative 
data of reported sexual assault crimes from the 
Historical Administrative Data System (HADS) 
of the Army Study to Assess Risk and Resilience 
in Servicemembers (Army STARRS) (Rosellini 
et  al., 2017). Results revealed that prior crime 
perpetration (sexual or violent) and the presence 
and treatment of mental or substance use 
 disorders predicted sexual crime perpetration. 
Furthermore, mental and substance use disorders 
requiring inpatient treatment were only included 
in prediction models of nonfamily sexual assault 
perpetration, whereas prior perpetration of major 
physical violence or nonfamily sexual assault 
was only included in prediction models of sexual 
assault perpetration against family members. The 
findings of this study, however, were limited by 
the lack of available data related to pre- enlistment 
historical factors (e.g., crime perpetration prior to 
military service, child sexual abuse victimiza-
tion) and crimes perpetrated by those who were 
never apprehended. Future research on MSA 
 perpetration would be improved by including 
such historical data and extensively surveying all 
service members to elicit anonymous self-report 
of perpetration.

Taken together, the limited data on military 
sexual crime perpetration suggest a need for 
 careful monitoring of service members for signs 
of threatening or sexually violent behavior. 
Prevention efforts may also be optimally targeted 
at men with any history of sexual or physical 
 violence perpetration.

 Impact of MSA

MSA and MST are strongly associated with 
 psychiatric conditions, most commonly PTSD, 
major depressive disorder (MDD), personality, 

and alcohol or substance use disorders (Kimerling 
et al., 2007, 2010). A recent retrospective study 
of 595,525 OEF/OIF veterans seeking VA health-
care revealed that veterans with a history of MST 
are roughly twice as likely as those without MST 
to develop eating disorder diagnoses within 1 and 
5 years of establishing VA care (Blais et  al., 
2017). In addition, MST increases risk for 
 suicidal ideation, even after taking into account 
age, gender, combat exposure, depressive disor-
der, PTSD, negative affect, and prior suicide 
attempts (Monteith et  al., 2016). Of note, the 
association between suicidal ideation and MST 
was stronger for male veterans than for female 
veterans. Furthermore, a growing body of 
 evidence suggests that male and female veterans 
who screen positive for MST within VA settings 
are at increased risk for attempting and dying by 
suicide (Kimerling et  al., 2007, 2016; Pavao 
et al., 2013). These findings highlight the impor-
tance of better understanding factors contributing 
to higher suicidal ideation risk in veterans, and 
especially men, who have experienced MST.

Despite the fact that many men have experi-
enced MST during their time in the military, much 
of the research on the impact of MST has been 
conducted with female veterans. Multiple studies 
suggest that female veterans with a  history of 
MST have been significantly more likely to 
receive PTSD, MDD, and alcohol use disorder 
diagnoses than female veterans with no MST his-
tory (Breland et al., 2018; Kimerling et al., 2007), 
as well as greater PTSD and MDD symptom 
severity (Street et  al., 2008). One study of 673 
OEF/OIF female Army or Marine veterans found 
that MSA uniquely predicted MDD diagnosis and 
symptom severity (but not PTSD diagnosis or 
severity) after controlling for deployment- related 
stressors (e.g., combat exposure, postbattle expe-
riences), various demographic variables, and gen-
eral harassment (Kearns et al., 2016).

Although there is robust evidence that MST 
increases the odds of developing PTSD for male 
and female veterans (Kimerling et al., 2010), far 
less is known about diagnostic comorbidity in 
veterans with MST and PTSD compared with 
veterans with PTSD and no history of MST. To 
date, the only study of PTSD comorbidity in 
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 veterans with and without MST revealed that the 
presence of MST was related to higher occur-
rence of comorbid mental health diagnoses as 
well as gender differences in patterns of comor-
bidity (Maguen et al., 2012). Specifically, female 
veterans with MST and PTSD were more likely 
to receive comorbid depression, anxiety, and eat-
ing disorder diagnoses, whereas male veterans 
with MST and PTSD were more likely to receive 
comorbid substance use disorder diagnoses. 
Increasing knowledge of the unique clinical pre-
sentations for veterans with MST-related PTSD 
will likely improve person-centered evaluation 
and treatment of veterans seeking trauma-focused 
mental healthcare.

Aside from related psychiatric problems, 
research has consistently linked MST to a wide 
range of physical problems, such as chronic  
pain, cardiovascular disease, gastrointestinal 
 illness, respiratory conditions, genitourinary 
problems, sexually transmitted infections, liver 
disease, and obesity (Cichowski et  al., 2017; 
Kimerling et al., 2010; Surís, Holliday, Weitlauf, 
North, & Veteran Safety Initiative Writing 
Collaborative, 2013; Surís & Lind, 2008; Turchik, 
Pavao, Nazarian, Iqbal, McLean, & Kimerling, 
2012). Regarding impairment in quality of  
life, MST has been associated with increased 
 difficulties adjusting to civilian life and unem-
ployment in female veterans (Skinner et  al., 
2000), as well as increased risk of homelessness 
in both male and female veterans after adjusting 
for the effects of comorbid mental health and 
substance use disorders (Brignone et al., 2016). 
Lastly, MST has been associated with important 
and understudied intimacy problems (Tsai, 
Rosenheck, Decker, Desai, & Harpaz-Rotem, 
2012), decreased sexual satisfaction, and sexual 
dysfunction among male and female veterans 
(Allard, Nunnink, Gregory, Klest, & Platt, 2011).

Given that the majority of research on the con-
sequences of MSA and MST has been conducted 
with female veterans, further research on these 
issues among male survivors is needed to better 
understand their unique healthcare needs. 
Moreover, many of these studies are limited by 
their cross-sectional design and retrospective 
reporting of MST.  Therefore, inferences about 

causality cannot be conclusively drawn. 
Researchers are beginning to employ prospec-
tive, longitudinal methods to study the effect of 
sexual assault and sexual harassment on military 
members’ mental and physical health. One such 
prospective study of 226 female and 91 male 
Marine recruits revealed that incidents of sexual 
harassment within a 6-month timeframe were 
significantly related to PTSD symptoms and 
worse perceived physical health (Shipherd, 
Pineles, Gradus, & Resick, 2009). In this sample, 
MST showed a greater effect on both symptoms 
of PTSD and worse perceived physical health 
among men than among women. The authors 
hypothesize that the nature of MST, which goes 
against male gender expectations and proscribed 
masculine norms, may contribute to these differ-
ences. Collectively, these correlational studies of 
the psychological and physical health effects 
associated with military sexual harassment and 
assault highlight the importance of repeated, 
 universal MST screening across all current and 
former military service members.

 Treatment

VA and DoD recommend the use of individual 
 psychotherapies that incorporate elements of cogni-
tive, emotional, and/or behavioral processing of the 
trauma as the first-line treatment for PTSD 
(U.S. Department of Veterans Affairs & Department 
of Defense, 2017). This recommendation includes a 
wide variety of manualized psychotherapies that 
have demonstrated efficacy for reducing PTSD 
symptoms among male and female veterans with a 
variety of index traumas. In particular, cognitive 
processing therapy (CPT; Resick & Schnicke, 
1992), prolonged exposure therapy (PE; Foa, 
Hembree & Cahill, 2005), and eye movement 
desensitization and reprocessing (EMDR; Shapiro, 
1989) have garnered the strongest evidence for 
reducing PTSD among veterans (Foa, Keane, 
Friedman, & Cohen, 2009). CPT is a 12-session, 
primarily cognitive therapy that focuses on identify-
ing and restructuring negative beliefs related to 
safety, power/control, trust, esteem, and intimacy as 
a result of trauma exposure. In contrast, the main 
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component of PE and EMDR involves repeated 
 sessions of exposure to the trauma memory through 
narrative recall (and in the case of PE, in  vivo 
 exposures assigned outside of session). During in-
session exposures, the client is encouraged to imag-
ine the trauma in vivid detail while observing any 
thoughts, emotions, and physical sensations that 
arise. Exposures are processed afterwards and are 
continued until a significant reduction in Subjective 
Units of Distress (SUDs) occurs within and across 
sessions. EMDR also includes the use of hand 
motions by the therapist to direct the client’s eye 
movements from side to side, or other alternating 
bilateral stimulations (e.g., auditory, tactile), during 
the exposure. Of note, PTSD treatment using one of 
these recommended therapies can be initiated in the 
presence of comorbid psychological disorders (e.g., 
depression, substance use) as long as there are no 
immediate safety concerns (e.g., acute suicidality) 
and the client is able to abstain from using sub-
stances before, during, and shortly after sessions. 
Other recommended trauma-focused therapies 
include specific, trauma-focused cognitive-behav-
ioral therapy protocols, brief eclectic psychotherapy 
(BEP), narrative exposure therapy (NET), and writ-
ten exposure therapy (WET).

Despite the strong evidence of these 
approaches for treating PTSD in veterans (Watts 
et al., 2013), there is a paucity of literature exam-
ining how well these treatments work specifically 
for veterans with a history of MST. One random-
ized clinical trial compared PE with present- 
centered therapy (PCT, a supportive therapy 
control condition) for PTSD in female veterans 
(n = 277) and active-duty personnel (n = 7), 70% 
of whom had a history of MST (Schnurr et al., 
2007). Results showed that both PE and PCT 
were associated with significant reductions in 
PTSD symptoms and self-reported depression 
and anxiety symptoms, as well as improvements 
in quality of life. However, veterans receiving PE 
showed superior reductions in self-reported 
PTSD symptoms during treatment and at 3- and 
6-month follow-up. They were also more likely 
to no longer meet PTSD diagnostic criteria and 
achieve total remission than veterans in the PCT 
group (ORs  =  1.80 and 2.43, respectively). 
Notably, treatment dropout was higher in PE 

(38%) than PCT (21%). Given the high rate of 
MST in this sample and that the majority of 
women across both conditions focused their 
treatment on sexual trauma, these results provide 
promising evidence for the efficacy of PE for 
MST-related PTSD.

In another randomized clinical trial, Surís and 
colleagues (2013) found that both CPT and PCT 
were effective in reducing PTSD and depression 
related to MST among male (n = 13) and female 
(n = 73) veterans. However, CPT demonstrated a 
larger posttreatment effect on PTSD symptoms 
than PCT. In addition, both CPT and PCT were 
associated with significant improvement in 
 psychosocial, emotional, and physical function-
ing. CPT also demonstrated greater reductions in 
self- reported physical limitations than PCT 
(Holliday, Williams, Bird, Mullen, & Surís, 
2015). Notably, neither intervention was associ-
ated with improvements in perceived mental 
health, pain, vitality, or overall life satisfaction, 
all of which represent important areas of recov-
ery and wellness. In addition, 35% of veterans in 
the CPT group and 18% of veterans in the PCT 
group dropped out of treatment, which indicates 
the need for more tolerable and effective psycho-
therapies for MST.

One potential avenue for improving treat-
ments for PTSD involves the use of technology- 
assisted exposures to promote fear habituation. 
There is some preliminary evidence that virtual 
reality exposure therapy (VRET) is tolerable and 
effective for the treatment of MST-related PTSD 
(Loucks et al., 2018). In VRET, the therapist pro-
vides psychoeducation about PTSD and the ratio-
nale for exposure therapy, works with the client 
to create an exposure hierarchy, and then tailors a 
virtual reality simulation to include perpetrator 
and environment characteristics that align with 
the client’s trauma memory. The client then 
 completes exposures using the virtual reality 
simulation, and reactions are processed after-
wards. A recent open trial of VRET with 15 vet-
erans with MST-related PTSD revealed marked 
reductions in clinician-rated and  self-report 
PTSD and depression symptoms (PTSD: Cohen’s 
ds = 1.11–1.14; depression symptoms: d = 0.94) 
following 6–12 sessions of VRET.  At 3-month 
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follow-up, the majority of participants no longer 
met diagnostic criteria for PTSD. However, simi-
lar to attrition rates reported in PE trials, 40% of 
this study’s participants dropped out prior to 
treatment completion.

Despite the high efficacy of evidence-based 
treatments for PTSD, large dropout numbers and 
the significant amount of veterans who retain a 
PTSD diagnosis at posttreatment are concerns. 
Efforts to improve treatment retention could 
include the use of intensive outpatient programs, 
rather than the standard outpatient format of 
meeting once or twice per week for 60–90 min. 
Indeed, emerging research on intensive outpa-
tient programs for PTSD related to combat 
trauma has revealed more favorable treatment 
retention rates (Beidel, Frueh, Neer, & Lejuez, 
2017; Harvey et al., 2017). Future research is also 
needed to better understand which treatments 
work and for whom. The ability to identify client 
characteristics and features of clinical presenta-
tions (e.g., demographic variables, type of MST, 
symptomatology) that best respond to specific 
treatments would help clinicians optimize the 
delivery of interventions.

 Prevention

The DoD (2015) has responded to the problem of 
MSA by creating several large-scale sexual 
assault prevention programs (SAPPs) across all 
military branches. Following evidence from pub-
lic health sexual violence prevention efforts, 
these SAPPs aim to increase knowledge of sexual 
harassment, sexual assault, and gender diversity 
in order to change the behavior of potential per-
petrators (DeGue et  al., 2012). To increase 
accountability, annual prevalence figures of sex-
ual assault and harassment within the Military 
Service Academies and all active-duty and 
reserve military branches (Air Force, Army, 
Coast Guard, Navy, Marine Corps) are generated. 
All service branches are further evaluated on 
their attention to the following five programmatic 
goals: sexual assault prevention, sexual assault 
victim assistance and advocacy, investigation, 

accountability, and assessment (Department of 
Defense, 2015).

Independent, objective evaluations of the effi-
cacy of these SAPPs are lacking (Turchik & 
Wilson, 2010). Furthermore, the DoD primarily 
measures the success of SAPPs on whether rates 
of sexual harassment and assault decrease as a 
result of these programs. Continued high rates of 
MSA suggest a need for increased attention to 
the content and process of SAPPs. For example, 
one recent systematic review of four U.S.  Air 
Force SAPPs revealed no specific guidance on 
the timing of SAPPs (e.g., early versus later in 
service career, during military campaigns), 
potentially inadequate dosing (i.e., one-session 
trainings), potential underuse of professionally 
trained educators, and a lack of robust outcome 
assessment measures (Gedney, Wood, Lundahl, 
& Butters, 2018). These authors suggested that 
SAPP development efforts would benefit from a 
systematic examination of the effect of isolated 
program improvements on outcomes, such as 
changes in bystander helping behaviors, reduc-
tion in risky behaviors (e.g., alcohol consump-
tion), or shifts in the attitudes or behaviors of 
potential perpetrators.

MSA prevention may also benefit from focus-
ing on individual difference factors. For exam-
ple, recent evidence from machine learning 
analyses of ARMY STARRS administrative data 
suggests that targeting a subset of high-risk 
female military service members in prevention 
efforts could significantly reduce the prevalence 
of sexual crimes (Street et al., 2016). However, 
given the relative low proportion of women in 
the military, and even lower number of women at 
high risk for sexual assault, such narrowly 
 targeted prevention efforts could be costly and 
difficult to implement. Nonetheless, additional 
theory-driven development and empirical evalu-
ation of SAPPs tailored to specific subgroups 
within the military known to exhibit risk for 
MSA victimization or perpetration (e.g., gender 
identity and sexual orientation, enlisted status, 
marital status, occupational specialty, personal-
ity factors, prior victimization/perpetration, etc.) 
may improve prevention outcomes.
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 Conclusions

In summary, MSA continues to be experienced by 
large numbers of military service members despite 
the military’s extensive MSA response and pre-
vention efforts. This chapter has outlined a number 
of directions for future research on the nature, 
treatment, and prevention of MSA. First, research-
ers would benefit from using consistent definitions 
across studies and incorporating the use of anony-
mous, computer-administered surveys to more 
accurately estimate prevalence. Second, the major-
ity of research on MSA has occurred using female 
veteran samples. Given that men who experience 
MSA are significantly less likely to report these 
crimes or seek treatment, more research on male 
survivors is needed. In addition, studies should 
further examine the mental, physical, and psycho-
social effects of MSA in racial, ethnic, gender, and 
sexual minorities, especially as military member-
ship and leadership continue to evolve and grow 
increasingly diverse. Third, further research should 
be conducted examining the efficacy and effec-
tiveness of evidence-based treatments specifically 
for MST-related PTSD, with the goal of PTSD 
remission for all active-duty service members and 
veterans. Fourth, prevention research should seek 
to better understand and effectively target individual, 
situational, and environmental factors related to 
the perpetration of MSA. Finally, MSA prevention 
programs could be improved by employing rigor-
ous, evidence-based methods for ongoing devel-
opment, implementation, and evaluation.
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The Prison Rape Elimination Act: 
The Development of a Social 
Problem and Response 
to the Problem?

Roberto H. Potter and Richard Tewksbury

Being raped in a jail or prison has been a topic of 
comedy and literary genres for decades (Levan, 
Polzner, & Downing, 2011). Nonconsensual and 
consensual sex between inmates and correctional 
staff has been a staple of X-rated videos for 
nearly as long. For some of us, especially poorer 
African-American, Latino, and White males, the 
specter of being sexually assaulted in lockup was 
used by adults as a disincentive for us to engage 
in criminal behavior. And, regardless of the 
 perspectives we will outline in this chapter, many 
in our society being sexually victimized by other 
prisoners is still viewed as almost a “just desert,” 
or one of the “pains of imprisonment” (Sykes, 
1958) to be suffered by inmates and prisoners. 
We might argue those themes and fantasies 
 continue to be part of the cultural background in 
Western society.

In this chapter, we want to explore the develop-
ment of “prison rape” from an almost acceptable 
pain of imprisonment to a social problem worthy 
of legislation from the Congress of the United 
States, the Prison Rape Elimination Act (PREA). 
Consistent with a social constructionist perspec-
tive (Blumer, 1971; Spector & Kitsuse, 1981), we 

will discuss briefly how something seemingly 
non-problematic to the broader society came to be 
defined as a felony offense in every state and the 
federal government requiring one of the few “gov-
ernment-unique standards” (Potter & Humiston, 
2017), or “mandatory” standards, in the accredita-
tion process utilized by the American Correctional 
Association (ACA) and the National Commission 
on Correctional Health Care (NCCHC).

We will then turn to the academic literature on 
sex and rape in correctional settings. A brief review 
of the empirical literature prior to the enactment of 
PREA will be offered, leading to a review of the 
nationally representative data on sexual assault in 
correctional facilities from the PREA surveys. 
Within these we will look at  characteristics of the 
facilities with higher rates of sexual assault, as 
well as offenders and victims of these acts. 
Attention will be paid to the role of  correctional 
staff in the sexual assault phenomenon. Responses 
to sexual assault in correctional facilities will be 
examined, and a canvas of the prevention efforts 
that are being taken will be provided.

Returning to our social problems perspective, 
we will examine how PREA has been imple-
mented as a response to the putative problem. We 
will examine the development of what we might 
term the creation of a “PREA industrial com-
plex” by multiple organizations and individuals 
to address this problem. Consistent with this 
 perspective, we will examine perceptions of the 
effectiveness of PREA by groups who helped to 
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bring the legislation into being. We believe we 
can offer a unique perspective on this issue given 
the involvement of both authors in the PREA 
development process.

 The Development of a Social 
Problem—A Brief Primer

Sociologists generally distinguish between two 
primary ways of approaching social problems. 
One approach, which Hills (1980) labeled “abso-
lutist,” would argue that social problems are 
 self- evident to those in a society. The other 
approach, labeled “relativist” by Hills, argues 
that social problems are created through a pro-
cess of definition and action by social groups. 
This relativist perspective is consistent with the 
symbolic interactionist approach typified by 
Herbert Blumer (1971) and the “social construc-
tionist” approach of Spector and Kitsuse (1981) 
and others. These writers and others developed 
the idea that there is a process in the creation of 
social problems. That is, a social problem does 
not spring into full view one morning in the 
newspaper, radio, or television. Rather, it comes 
to our attention through the activities of many 
people and organizations.

Let us outline the process. First, some individ-
ual or group must come to view a situation or 
behavior as causing them a “problem.” This group 
(claims makers) must then set about convincing 
others that the situation or behavior is “really” a 
problem, a problem for everyone, not just them. 
Sometimes the group will enlist the help of celeb-
rities to put their case to the media or governmen-
tal bodies in an effort to legitimate their claims. 
After all, if such an auspicious person can recog-
nize the problem, surely everyone will. At this 
stage, if the group has been successful, some 
appropriate governmental body will recognize the 
problem and formulate plans to deal with the 
problem. The problem is legitimated and a solu-
tion to the problem is undertaken.

Blumer ended his analysis at that point; 
Spector and Kitsuse continued. Social problems 
were defined by Spector and Kitsuse (p. 146) as 
“the activities of groups making assertions of 

grievances and claims to organizations, agencies, 
and institutions about some putative conditions.” 
They call these complainant groups “claims mak-
ers.” It is important that the claims-making group 
gain some form of legitimacy. Again, this is 
where the role of celebrities and/or politicians 
becomes important. Once recognized as legiti-
mate, some form of official (government) action 
is instigated, such as legislative hearings. 
Following such hearings, some form of reform 
proposal and/or outcome results to address the 
putative problem.

Spector and Kitsuse noted that often the origi-
nal claims-making group may feel that the gov-
ernmental body charged with solving the problem 
is not taking things seriously or just is not 
approaching the problem correctly. In short, they 
have got it all wrong. Often these groups find that 
once the governmental body has taken over the 
problem, the claims-making group members are 
no longer needed or allowed to work on the prob-
lem. They may find also that members of the 
claims-making group have been co-opted into the 
official government organization now charged 
with overseeing the solution to the problem. The 
claims-making groups then set about making their 
dissatisfaction with the way in which the govern-
mental instrumentality is not handling the  problem 
known to the wider community. The claims-mak-
ing group will attempt to establish community-
based organizations to tackle the alleged problem 
in the manner it really needs to be dealt with, from 
their perspective, at least.

More recently, McAdam and Scott (2005) 
have examined how these claims-making groups 
move from relatively disorganized collective 
behavior into institutionalized solutions via 
government and other organizational structures. 
To be very brief, by incorporating the work of 
Campbell (2005) into the analysis of social 
movements and social problems, we can begin 
to examine the organizational processes 
involved in the raising, recognition, and success 
or failure of claims-making activities. Potter 
and Humiston (2017) employ this combined 
framework to examine the role of rights move-
ments to affect and/or be affected by the  criminal 
justice system.
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The constructionist approach to social/public 
problems emphasizes that social problems are 
negotiated in the public sphere in a manner which 
more often involves conflict among groups than 
societal consensus. The role of celebrities and the 
media in the public definition of the problem and 
awareness raising campaigns is key. The claims- 
making group must have the right people putting 
its case to the rest of the social world. There are 
many groups vying to have their problems recog-
nized as legitimate and worthy of all our attention. 
Their plight must strike a resonant chord with 
enough of us to bring about attention to the matter. 
Or it must fit with some political party’s agenda.

Prison rape (as an inclusive term) represents 
an interesting test of social problems theory. As 
noted in the introduction, there is a general sense 
in society that such victimization is either “part 
of the sentence,” or a pain of imprisonment, or 
that its effects are minimal for those who are vic-
timized. The manner in which the claims-making 
groups who championed the development of the 
Prison Rape Elimination Act and its subsequent 
implementation worked will be examined in the 
next section of the chapter. The “rights” organi-
zations will play a key role in this analysis.

 Academic Research on Sex and Rape 
in Confinement Prior to PREA1

One of the first areas to be explored is the scope 
of the problem according to claims makers and 
the nature of the victims. In general terms, hav-
ing a victim with whom one can be sympathetic 
is a good starting point. Individuals in correc-
tional facilities do not always fit this category. 
One of the starting points must be to typify the 
victim in a manner that elicits sympathy and/or 
action from the broader society. Our analysis 
begins with the published knowledge of victims 
of sexual assault in correctional settings prior to 
the passage of PREA.

1 This section draws heavily on Potter, R.H. & Tewksbury, 
R. (2005). Sex and  Prisoners: Criminal Justice 
Contributions to  a  Public Health Issue. Journal 
of Correctional Health Care, 11(2):171–190.

Tucked away in the work of Alfred Kinsey 
(Kinsey, Pomeroy, & Martin, 1948) was a nota-
tion that many of Kinsey’s interviewees were 
men imprisoned for same-sex behavior (“homo-
sexuality”). In his interviews, Kinsey discovered 
that, when these men did engage in sex during 
confinement, it was often later in the term of 
 confinement. They were careful to develop rela-
tionships that were as non-abusive as possible in 
their environment. After that, most studies of sex 
within confinement facilities turned to sexual 
assaults. The earliest known study of prison rape 
was conducted by Davis (1968) in the Philadelphia 
prison system (in other states, this would be a 
local jail facility). His research revealed that 
 sexual assaults were relatively common, with 
one- in- twenty (4.7%) inmates who reported 
being sexually assaulted while in the Philadelphia 
prison system.

Potter and Tewksbury (2005) noted that there 
was, at that time, no systematic monitoring or sur-
veillance system to measure sexual assaults in 
correctional facilities. Lacking systematic surveil-
lance data, cross-sectional studies of prisoners’ 
sexual behavior were examined to estimate the 
incidence and prevalence of sexual behavior in 
correctional settings. The relatively small amount 
of literature on the incidence of the sexual behav-
ior of incarcerated populations (primarily men’s 
prisons) had been reviewed by Tewksbury (1989), 
Saum et  al. (1995), and Hensley, Struckman-
Johnson, and Eigenberg (2000; see also Hensley, 
2002). Saum et al. noted the need to differentiate 
between consensual and nonconsensual sex that 
takes place in prisons, a distinction that remained 
often overlooked in the research literature 
(Tewksbury & West, 2000). Even when that dis-
tinction is recognized, and there is some adminis-
trative opinion that there is no longer consensual 
sex under PREA, most studies are of nonconsen-
sual sexual behavior, partly because of the poten-
tial effect sexual violence can have on the 
individuals victimized and on the climate of the 
correctional system.

Regardless of the context, most research 
between 1980 and the early 2000s reported low 
(i.e., 2–24% consensual; 0–27% coerced, broadly 
defined) sexual activity between inmates. Studies 
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before 1980 reported high rates of “homosexual 
rape” in prisons (Fishman, 1934; Weiss & Friar, 
1974; Lockwood, 1980; Smith & Batiuk, 1989; 
Struckman-Johnson & Struckman-Johnson, 2000). 
Looking abroad, health surveys conducted by the 
New South Wales (Australia) Correctional Health 
Service in 1997 and 2001 (Butler, 1997; Butler & 
Milner, 2003) asked state prisoners about their sex-
ual activity before and during their incarceration. 
Fifteen percent (15%) of the women and 5% of the 
men reported consensual sex during their impris-
onment in 1997; in 2001, 23% of the women and 
3% of the men reported consensual sex while in 
prison. In the 1997 survey, 2% of the women and 
2% of the men reported engaging in nonconsensual 
sex in prison; by 2001, 1% of the women and 0.4% 
of the men reported the experience of nonconsen-
sual sex while imprisoned.

It was not only incarcerated men or correc-
tional officers involved in coercive or assaultive 
sexual incidents; female inmates also have been 
shown to be sexually predatory. Such behaviors 
by incarcerated women were argued to be 
increasingly common (Alarid, 2000; Greer, 
2000), but remain less frequent than by incarcer-
ated men. In part this may be due to different atti-
tudes regarding homosexuality; female inmates 
were reported to be more tolerant or even positive 
about consensual same-sex sexual behaviors than 
were male inmates (Hensley, 2000).

Complicating the study of prison rape is that 
inmates may fear retaliation if they report their vic-
timization in surveys or to prison staff members. 
Concerns of reprisal for speaking out about sexual 
victimization are a rational fear given that inmates 
reported a higher rate of actual retaliation (33.3%) 
than the fear of retaliation (18.2%). Inmates who 
have spoken about their sexual assault are often 
placed in solitary confinement for their protection. 
At the same time, some victimized inmates have 
opted to accept their (sexual) relationship with their 
male attacker (Tewksbury & Mahoney, 2009).

The typical profile of a prison rape victim is a 
young, educated, heterosexual, White, male, with 
a history of sexual victimization (Beck et al., 2013; 
Carroll, 1977; Struckman-Johnson & Struckman-
Johnson, 2000; Wooden & Parker, 1982). However, 
there is no stereotypical profile of a typical victim. 

Previous research indicated that slightly older men 
had a greater likelihood of being victimized sexu-
ally (Struckman-Johnson et al., 1996).

Using a “public health” or applied science 
approach, Potter and Tewksbury (2005) summa-
rized the risk and protective factors for sexual 
victimization while incarcerated across these 
studies. The risk factors included physical weak-
ness, youth, attractiveness, first-time offender 
and/or incarceration, no gang affiliation, appear-
ing frightened, and being greedy (Chonco, 1989). 
In Canada, Cooley (1993) summarized risk 
 factors as youth, in the early stages of their incar-
ceration, and in higher security settings.

The role of being “white” as a risk factor has 
produced mixed results over the years. Racial 
conflicts are possibly heightened in prisons as a 
result of being in an arena that is mainly com-
prised of Blacks. Under that social circumstance, 
White inmates may be more likely to be targeted 
for sexual and physical harassment because they 
are outnumbered and, consequently, less power-
ful than the opposing group (Carroll, 1977). In 
most research before 2000, and some since then, 
a majority of sexual assaults were interracial with 
a Black male attacker and a White male victim, 
followed by Black-on-Black and then White-on- 
White (Davis, 1968; Hensley et al., 2003, 2005). 
Notably, prison rape literature for the past 
25 years indicated that the perpetrator of prison 
sexual assault is most likely a Black individual 
while the victim is White (Hensley et al., 2005).

Outside of demographic characteristics, there 
are also social features that are influential predic-
tors of inmates’ susceptibility to sexual victim-
ization. Gonsalves et  al. (2012) surveyed staff 
perceptions of potential risk factors of inmate 
sexual victimization, and staff members reported 
that inmates who expressed concern (or fear) of 
sexual victimization were in fact at a higher risk 
of (sexual) assault. Even the type of offense 
 committed by the inmate that resulted in their 
incarceration heightened their risk. For instance, 
one-third (34%) of inmates who were sexually 
victimized while imprisoned had committed sex-
ual crimes (Struckman-Johnson et  al., 1996), 
which was a finding consistent with later research. 
Social awkwardness was another risk factor for 
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inmates as reported by staff persons, which is 
hard for some not to exhibit as they may have a 
mental disorder.

Sexual orientation has yielded mixed results as 
a predictor of an inmate’s vulnerability to being 
sexually victimized. Past literature demonstrates 
the rate of sexual victimization was highest for 
homosexuals (41%) followed by heterosexuals 
(9%) and then bisexuals (2%) (Wooden and 
Parker, 1982). Since Wooden and Parker’s (1982) 
study, other literature portrayed the relationship 
between vulnerability and sexual orientation dif-
ferently. Specifically, homosexuals are not consis-
tently the primary target for sexual victimization 
(Hensley et al., 2003, 2005; Struckman-Johnson 
et al., 1996).

There was a growing body of literature in dis-
agreement with the claim that a significantly 
larger portion of homosexuals are targets of 
prison rape. Contrary to popular belief, Hensley 
et al. (2003) discovered that bisexuals (42%) and 
heterosexuals (42%) comprised a larger portion 
of being a target of sexual assault than homosex-
uals (16%). Further, Struckman-Johnson et  al. 
(1996) reported a higher rate of heterosexuals 
(70%) and bisexuals (26%) being targeted sexu-
ally. In both these studies, homosexuals were the 
least likely group to be sexually victimized.

Struckman-Johnson and Struckman-Johnson 
(2000) also focused on institutional-level risk 
factors in Midwestern prisons. Sexual assault 
appeared more likely to occur in prisons of higher 
security levels. Struckman-Johnson et al. (1996) 
reported that 22% of male prisoners in  maximum- 
and medium-security prisons and 16% of male 
inmates in minimum-security facilities experi-
enced coerced sexual activity during  confinement. 
Later research reported similar findings of 
inmates in maximum- (46%) and medium- 
security prisons (46%) who experienced greater 
rates of sexual victimization than those that 
resided in minimum-security prisons (8%) 
(Hensley et al., 2003).

Their institutional risk factors included institu-
tions with large populations, racial conflict, dor-
mitory housing, inadequate security, and large 
portions of inmates incarcerated for crimes 
against persons. The role of correctional staff in 

studies prior to PREA revealed that correctional 
officers, while not necessarily perpetrating sexual 
assaults, may be facilitating or encouraging sex-
ual assaults by other inmates through their actions 
and attitudes and because of their difficulties in 
distinguishing between consensual and coercive 
sexual incidents (Dumond, 2000; Eigenberg, 
1994, 2000; Nacci & Kane, 1984a, 1984b; 
Wooden & Parker, 1982). Many of the protective 
factors were what Tewksbury and West (2000) 
termed organizational factors. Essentially, these 
are social environmental factors that play a role in 
facilitating or hindering sexual behavior, includ-
ing violence. Highly controlled interactions 
between inmates from different dormitories and 
cell blocks that limit the quality of information 
flow and discourage embellishment of rumors is 
one environmental protective factor.

In the public events conducted by the Prison 
Rape Elimination Commission, these individual- 
level factors were often evident in the victims 
who testified. They tended to be younger men 
and attractive women. In this manner, the typifi-
cation (some might use the term stereotypes) of 
the victims was consistent with what we might 
construct as a “true” victim. In this manner, the 
claims-making groups attempted to make the vic-
tims of prison rape as sympathetic as possible to 
the broader public. However, we will argue later 
that this was not the primary focus of the claims- 
making groups. It is difficult to put “rights talk” 
into risk factors.

 Offenders as a Risk Factor

Offenders constitute a type of risk factor, as well. 
The literature has shown that the typical aggressor 
is a strong, heterosexual, Black male (Carroll, 
1977; Davis, 1968; Hensley et  al., 2003, 2005; 
Struckman-Johnson & Struckman-Johnson, 2000; 
Wooden & Parker, 1982). To elaborate on the phys-
ical features associated with the offender, these 
individuals who were described as slightly more 
powerful and dangerous are also more likely to 
have been charged with violent felonies compared 
to the victims (Davis, 1968). Other similar traits 
associated with dangerousness are multiple incar-
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cerations and prison experiences. Interestingly, 
staff persons’ predictions of the likelihood of 
becoming a sexual offender in prison are highly 
accurate (Gonsalves et al., 2012).

Correctional staff, of all levels and types of 
jobs, are also known to offend against inmates 
sexually. It is not uncommon for the number of 
inmates victimized by staff to be very similar to 
the number of inmates victimized by other 
inmates (Beck et  al., 2013; Struckman-Johnson 
et  al., 1996; Struckman-Johnson & Struckman- 
Johnson, 2000; Tewksbury & Mahoney, 2009; 
Wolff & Shi, 2011), and in some cases, females, 
as with males, were more likely to be sexually 
victimized by another inmate than by staff (Wolff 
& Shi, 2011).

 PREA as a Methodological Boon

As noted earlier, rates of sexual assault victimiza-
tion in pre-PREA research ranged widely. A 
wide-ranged estimate of sexual victimization 
while incarcerated can be attributed to differ-
ences in the types of inmates surveyed, settings, 
data collection procedures, underreporting, 
 definitions of sexual assault, and the validity of 
self- report statements.

To illustrate, Struckman-Johnson et al. (1996) 
surveyed 516 prisoners from four prison facilities 
in Nebraska and found that 22% of the male and 
7% of the female prisoners surveyed reported 
sexual victimization. Later, Struckman-Johnson 
and Struckman-Johnson (2000) examined seven 
Midwestern prisons of varying security levels 
and uncovered that one-in-five (21%) prisoners 
surveyed reported an unwanted sexual experi-
ence. Three Oklahoma-based prisons yielded an 
average of 13.8% prisoners who had reported 
being sexually assaulted, with roughly 1-in-100 
(1.1%) prisoners being raped (Hensley et  al., 
2003). Results from a Southern-based maximum- 
security prison reported 18.3% of the inmates 
who were targets of sexual threats with a higher 
rate of prisoners being raped (8.5%) (Hensley 
et  al., 2005). Wolff and Shi (2011) surveyed 
inmates from 13 prisons in one state and dichoto-
mized their inmates by gender and revealed that 

roughly 1-in-20 (4%) male inmates and a much 
higher 1-in-five (22%) female inmates reported 
wide-ranged sexual victimization. Additional 
recent research suggests that anywhere from 
3.2% to 22% of inmates have been victimized 
while in prison (Beck et  al., 2013; Hensley, 
Tewksbury, & Castle, 2003; Wolff & Shi, 2011).

One of the many outcomes of Prison Rape 
Elimination Act (PREA) was the standardization 
of a sophisticated process of collecting estimates 
of prison rape that would be known as the National 
Inmate Survey (NIS): “The Prison Rape 
Elimination Act of 2003 (PREA; P.L. 108-79) 
requires the Bureau of Justice Statistics (BJS) to 
carry out, for each calendar year, a comprehensive 
statistical review and analysis of the incidence and 
effects of prison rape. PREA further specifies that 
the review and analysis shall be based on a random 
sample, or other scientifically appropriate sample 
of not less than 10% of all prisons, and a represen-
tative sample of municipal prisons” (BJS, 2017). 
In 2014 the American Association for Public 
Opinion Research awarded the Bureau of Justice 
Statistics and  contractors with the Policy Impact 
Award in  recognition of the pioneering efforts to 
standardize  collection of this very sensitive data  
(https://www.justice.gov/archives/opa/blog/
bureau-justice-statistics-recognized-studies-
prison-rape).

The survey is conducted by the Bureau of 
Justice Statistics (BJS) and contractors. From 
February 2011 to May 2012, 91,177 inmates 
from federal and state prisons and jails completed 
the survey. Four percent of state/federal prison 
inmates and a lower rate of jail inmates (3.2%) 
reported being sexually victimized by another 
inmate or staff person while they were incarcer-
ated (Beck et al., 2013).

In addition to the inmate-level surveys, the 
“Survey of Sexual Victimization” (earlier “sexual 
violence”), since 2004, “collects data annually 
from administrative records on incidents of sexual 
victimization in adult and juvenile correctional 
facilities … The survey includes measures of five 
different types of sexual victimization and is 
administered to a sample of at least 10% of all 
 correctional facilities covered under PREA. It gath-
ers information on allegations and substantiated 
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 incidents that occur each calendar year” (BJS, 
2017, p. 3). We might also note that surveys were 
also conducted for juvenile facilities (Heaton et al., 
2016). There is also a “National Former Prisoner 
Survey” that seeks to obtain information from 
parolees about their sexual victimization experi-
ences during their previous incarceration. No 
 separate reports on these data are currently avail-
able. A full list of PREA- related publications is 
listed at the end of the PREA data collection activi-
ties documents.

By having a series of surveys that address the 
individual and facility levels of risk (and poten-
tially protective) factors, it is hoped that a national-
level picture of the scope of sexual victimization 
and perpetration can emerge. Once the baseline is 
set, it will be easier to determine whether PREA 
efforts are having an impact at the national level. 
As revealed in the surveys to date, the prevalence 
of sexual victimization in jails and prisons is 
lower than predicted by many. So far the results 
show that victimization among juveniles and of 
juveniles by staff is up to three times higher than 
for adult populations. Thus, reduction of the inci-
dence and prevalence may be difficult, especially 
if there is some “floor effect” in these settings.

It should be noted that the PREA survey is 
intended to provide national-level data on the 
incidence of unwanted sexual contact in prisons 
and jails. We will address at least one study at 
state-level utilizing the same methodology below. 
Thus, the reader is discouraged from generalizing 
results of the national-level PREA study to their 
state prison system or local jail.

 Offender Characteristics

Inmates victimized by staff persons exhibit 
 similar features to those victimized by other 
inmates. Inmates who experienced greater rates 
of sexual victimization by staff were non-hetero-
sexuals, had a history of sexual victimization, 
and spent more time at the facility (5  years or 
more). With that said, staff focused on younger 
inmates, who reported to not have been forced or 
pressured into their sexual victimization with 
staff (Beck et  al., 2013). Gender has exhibited 

contradictory findings as a vulnerability to 
inmate-staff sexual misconduct. In one study, 
young females reported lower levels of sexual 
misconduct by staff when compared to young 
male inmates (Beck et  al., 2013). In another 
study of one state system, a slightly higher rate 
for female inmates (8%) than male inmates (7%) 
reported a sexual victimization by staff persons 
(Wolf & Shi, 2011).

 Why “Prison Rape” at This Time?

Consistent with our social constructionist 
approach, the question of why and how “prison 
rape” became a social problem at the end of the 
twentieth and beginning of the twenty-first centu-
ries must be posed. As noted earlier, the phenom-
enon has been a part of our social narrative for 
many years. One of the first issues to be addressed 
is what “claims-making groups” mobilized to 
bring the putative problem to the attention of 
government officials. In the same vein, how did 
these claims-making groups put their case 
 forward that this phenomenon is worthy of a 
major governmental expenditure? In the space 
remaining, we want to outline the basic case. It is 
our hope to fill in the gaps in later works.

As noted by Potter and Tewksbury (2005) and 
others (e.g., Jenness & Smyth, 2011), penological 
and academic interest in prison sex has existed 
since at least the late 1920s. The motivations for 
interest were varied. For example, our 2005  article 
was written from the perspective of the health- 
related issues that were being associated with 
unsafe sex in correctional settings. The penologi-
cal interests most often cited had to do with the 
maintenance of “good order” within correctional 
facilities. Yet others were interested in the 
 psychological impacts of these traumatic events 
on those who experienced them. The exportation 
of those traumas into the community after release 
from incarceration was another area of interest.

We would contend that, by themselves, these 
penological and academic interests were insuffi-
cient to get the attention of the United States 
Congress. Jenness and Smyth (2011) agreed, but 
took a slight different constructionist approach, 
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from a view of PREA as a “newly politicized 
 corrections problem” into “symbolic legislation” 
with “very little in the way of legally binding 
mandates for state action designed to address the 
problem” (p. 493). Their focus was on the “endo-
geneity of law” to examine the way in which the 
sector being regulated plays a “decisive role” in 
the development or lack of development of regu-
lation. In this case, they focus on how certain 
claims-making groups influenced the develop-
ment of the PREA standards, as opposed to the 
original authorizing legislation. We would argue 
that these are two separable issues, though clearly 
interrelated. First, and more of our focus, is how 
the genesis of the National Prison Rape 
Elimination Commission (NPREC) came into 
being through the passage of the Prison Rape 
Elimination Act of 2003 (43 U.S.C. 15,601 (12)). 
The focus of Jenness and Smyth (2011) appears 
to be aimed more at the development of the 
PREA standards, though their data are taken 
from the NPREC and earlier testimonies.

Like Jenness and Smyth (2011), we would 
agree that an unusual coalition of claims-making 
groups coalesced around this issue. Jenness and 
Smyth focused on three groups: “Prison Fellowship 
Ministries, Stop Prisoner Rape (SPR—now Just 
Detention International), and the correctional 
 profession as represented by the National Institute 
of Corrections and the American Correctional 
Association.” Three of these, Prison Fellowship, 
Just Detention International (JDI), and the 
American Correctional Association (ACA), are 
nongovernmental organizations (NGOs), while 
the National Institute of Corrections (NIC) is a 
federal agency organizationally attached to the 
Federal Bureau of Prisons.

We would argue that a broader view of who 
constituted the NPREC reveals more. The domi-
nant political parties (Republicans and Democrats 
in Congress) were allowed to appoint three 
 members each of NPREC members, with the chair 
(Judge Reggie Walton) and two others appointed 
by President Bush. The remaining committee 
members were as follows: Vice-Chair John 
A. Kaneb (attorney, businessman), James E. Aiken 
(attorney, expert witness on prison conditions), 
Jamie Fellner (attorney, Human Rights Watch), 

Pat Nolan (attorney, legislator, and former federal 
inmate—Prison Fellowship), Gus Puryear 
 (attorney, former legal counsel for Corrections 
Corporation of America—now CoreCivic), Brenda 
V.  Smith (civil rights attorney, professor), and 
Cindy Struckman-Johnson (psychology profes-
sor). The Commission, on the surface, appears to 
have a balance of interests more toward the inmate 
and civil rights perspective than the interests of the 
prison industrial complex.

The Commission itself was tasked with hold-
ing public hearings and given subpoena powers to 
compel witnesses. Hearings were held in major 
cities around the nation, where victims, family 
members, corrections professionals, and others 
testified. Within this process was the development 
of a set of draft standards to guide the develop-
ment of federal-, state-, and local-level prisoner/
inmate sexual assault programs and efforts. These 
draft standards were developed by volunteer 
groups appointed by the NPREC executive direc-
tor. This is a good point at which to inform the 
reader that one author (Tewksbury) was a consul-
tant to both the Bureau of Justice Statistics (BJS) 
and the NPREC on the data collection and stan-
dards development process. The other author 
(Potter) chaired the committee to develop the 
medical and behavioral health draft standards and 
was on the BJS workgroup. These experiences 
allow us to “fill in” some of the gaps missed by 
those who rely on the formal records and aca-
demic publications regarding the PREA process.

In answer to the question of why “prison rape” 
became an issue worthy of multiple years and 
millions of taxpayer dollars, we offer the hypoth-
esis that the unique confluence of the prison expe-
riences of former political elites and human rights 
attorneys spurred the development of the initial 
authorizing legislation and the PREA Commission 
(NPREC). We would add also that this repre-
sented a unique opportunity to extend the civil 
and human rights “project” with regard to prisons 
and jails that began with the riots at Attica in 
1971. We believe a closer examination of the his-
tory or what Jenness and Smyth call the “geneal-
ogy of the politics of prison rape” will show this 
to be an exemplar of how elites construct social 
problems and impose putative solutions without 
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the involvement of significant segments of the 
population. As we and Jenness and Smythdate 
have pointed out, there was probably not a ground-
swell of public opinion that “prison rape” was a 
significant social problem. When the testimonies 
of witnesses at the NPREC hearings are exam-
ined, one will see a balance of “celebrities” such 
as Senators Kennedy and Sessions, Representative 
Danny Davis, and others, along with victims, 
 academics, and correctional and public health 
officials (Potter among them) from all levels of 
government, are included. We would also suggest 
a review of the academic literature of the time, to 
include law review articles to determine whether 
there was a positive deviation in the number of 
articles devoted to this topic immediately prior to 
and during the NPREC lifetime and compare 
those to publications since that time.

 The Official Response

As noted earlier, Blumer (1971) stopped his anal-
ysis when the official government response 
occurred. For the prison rape problem, this would 
be the passage of the PREA in 2003 and the estab-
lishment of the PREA standards. In the Spector 
and Kitsuse (1981) model of social problem con-
struction, the official response to the problem 
marks one “victory” point for the claims-making 
group. They argue it is almost inevitable that 
something about the proposed solution and/or its 
implementation will not be acceptable to the 
claims makers. This provides us with another area 
we believe is ripe for further exploration.

As outlined above, the initial process of devel-
oping the PREA standards was conducted by 
appointed volunteer groups from a range of per-
spectives. Potter (as an employee of the Centers 
for Disease Control and Prevention—CDC) 
chaired the health and behavioral health stan-
dards development group, with Robert Dumond 
as co-chair and primary lead on the behavioral 
health side. Like our group, others met at various 
conferences and by telephone conference and 
email communications to hammer out drafts. The 
committees were as balanced as the volunteers 
who comprised them. There were, to be sure, 

lively discussions and philosophical debates 
about whether standards were to be based on the 
realities of the correctional world or more aspira-
tional. We hoped the proposed standards would 
be a mixture of both. Toward the end of the 
 process, without notice from the NPREC 
Executive Director, we were joined by “interns” 
from a justice reform group who observed our 
processes. When the draft timeline expired, all 
committees submitted their drafts to the NPREC 
staff. What was promulgated by NPREC as the 
draft standards for public comment were not the 
drafts that went forward to the NPREC staff.

It is interesting that Jenness and Smyth (2011) 
employ the concept of “endogeneity” as an explan-
atory device for how the PREA standards were 
brought back, after the public comment period, to 
those more consistent with what the volunteer 
committees had produced. This is in contrast to 
what was submitted for public  comment. Jenness 
and Smyth (2011, p. 497) write:

The focus is on how an organizational field that 
lies relatively dormant during the incipient stages 
of lawmaking can nonetheless emerge to define the 
parameters of its own regulation—or lack thereof 
… . The development and installation of imple-
mentation structures and processes are effectively 
denied at the moment of formulation by the very 
organizations the implementation would otherwise 
target for control. The law as a form of administra-
tive regulation is not ‘co-opted’ (in the classic 
 formulation); rather, it is denied in toto.” The result 
is the same, however: the social control of organi-
zations is, in a very real sense, social control by 
organizations; in the case of prison reform, the 
 correctional industry looms large in setting the 
parameters of the regulation of prisons (italics in 
original).

We believe that if Jenness and Smyth were to 
examine the process by which the draft standards 
came into being and how they were “co-opted” 
(in the traditional sense) by an organization not 
involved in the NPREC’s open process, they 
might view the “symbolic” nature of their analy-
sis somewhat differently. Depending upon which 
claims-making group one uses for one’s lens on 
the PREA process and standards, the view of the 
process changes dramatically. We would note 
further that the denial of PREA as regulatory is 
overstated. As Thomas and Thomas (1928) put it 
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years ago, if situations are defined as real, they 
are real in their consequences. We would remind 
the reader that there are substantive penalties to 
the states and NGOs that promulgate voluntary 
consensus standards (e.g., ACA and the National 
Commission on Correctional Health Care) should 
they not certify adoption of the PREA standards. 
For the states, this affects a variety of corrections- 
related funding programs at state and local levels. 
It was revised from earlier language that would 
have also affected victims’ services funding. 
Never underestimate the coercive power of the 
federal purse.

The PREA standards were promulgated in 
2012, and we would argue that not enough time 
has passed to allow all claims-making groups to 
determine whether their claims have been satis-
fied. We would argue this is true especially of the 
victims’ groups. For others, we would argue that 
the eventual development of the PREA Resource 
Center and the processes of auditor certification 
have provided exactly the type of co-optation 
Jenness and Smyth deny. We would recommend 
an analysis of the scope of the “PREA industrial 
complex” that has developed since the promulga-
tion of the standards and the development of the 
partnerships that underlie the Resource Center. 
We hypothesize that the manner in which the 
resources are distributed by the PREA Resource 
Center flow, and the assumption of continued 
funding into the future, will be primary determi-
nants of whether or not the final phase of the 
Spector and Kitsuse (1981) model—a renewed 
call for action to address the original problem—
will eventuate.

 Conclusion

The Prison Rape Elimination Act of 2003 and its 
subsequent modification, standards, and applica-
tion provide rich ground for a range of research 
efforts. Not the least among these is the question 
of most relevance to practitioners—do the stan-
dards produce the desired outcomes of reduced 
sexual assaults in correctional facilities? This is 
an evaluation question of interest to many in the 

academic world, as well. Equally interesting to 
academic researchers, we argue, is the reasons 
why prison rape and its analogs became and/or 
remains a social phenomenon worthy of the 
expenditure of substantial sums of public monies. 
We hope that our excursion through some (occa-
sionally provocative to our friends) of the contro-
versies associated with PREA will inspire other 
researchers to address more than simply the 
questions of efficacy.
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Sexual Assault and Intercollegiate 
Athletes

Kristy L. McCray

 Introduction

Prior to the women’s movement of the 1960s and 
1970s in the United States, sexual assault, rape, 
and other forms of violence against women were 
rarely discussed in public forums, let alone studied 
in academic settings. During the era of the wom-
en’s rights movement, rape crisis centers and other 
support mechanisms for women were created 
nationwide, though little research into either vic-
timization or perpetration was conducted during 
this time (Sable, Danis, Mauzy, & Gallagher, 
2006). The 1980s began to see general research in 
the field of violence against women. After a multi-
tude of high-profile athletes garnered media atten-
tion specifically for violent acts against women in 
the 1980s and 1990s (many of which are detailed 
in Benedict, 1997), researchers in fields ranging 
from sociology to psychology to higher education 
took notice and began conducting studies to assess 
the prevalence of student-athlete violence against 
women (i.e., Crosset, Ptacek, McDonald, & 
Benedict, 1996; Koss & Gaines, 1993).

Empirical results regarding the prevalence of 
student-athlete violence against women from the 
1990s were mixed and, as such, were subject to 
criticisms from the field. Further, there is a defini-
tive gap in the literature in the 2000s. In the last 

15 years, only two new empirical studies sought 
to question whether male student-athletes are 
more likely to perpetrate sexual assault (Sawyer, 
Thompson, & Chicorelli, 2002; Young, 
Desmarais, Baldwin, & Chandler, 2017), and 
many studies have documented the generally 
positive effects of sexual assault prevention 
 programming with student-athletes (Foubert & 
Perry, 2007; Jackson & Davis, 2000; McMahon 
& Farmer, 2009; Moynihan & Banyard, 2008; 
Moynihan, Banyard, Arnold, Eckstein, & 
Stapleton, 2010).

This chapter begins with an overview of rape 
culture, followed by an examination of hyper-
masculinity, particularly as it pertains to sexual 
assault and college athletics. Next, there is a brief 
overview of sexual assault at the university level, 
which is followed by information about sexual 
assault within intercollegiate athletics. This sec-
tion includes an examination of perpetration by 
male student-athletes, criticisms and gaps in this 
research, and a brief overview of prevention edu-
cation efforts. This chapter concludes with a look 
at how college athletic departments may be iden-
tified as rape-prone cultures.

 Rape Culture

Prior to the 1980s, rape was assumed to be a con-
sequence of male nature, in that men were “pro-
grammed for rape” (Sanday, 1981, p. 6). However, 
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through her study of 156 tribal societies, Sanday 
(1981) posited that rape is not a biological need, 
but something that can be attributed a society’s 
culture; thus, the term rape culture was born. 
Herman (1984) was the first to label America as a 
rape culture. In a society where the majority of 
the nation’s leaders, both in the workplace and in 
elected government, are men, “the eroticization 
of male dominance means that whenever women 
are in a subordinate position to men, the likeli-
hood for sexual assault is great” (p. 52). Herman 
concluded, “To end rape, people must be able to 
envision a relationship between the sexes that 
involves sharing, warmth, and equality, and to 
bring about a social system in which those values 
are fostered” (Herman, 1984, p. 52). The ideal of 
a rape-free environment was supported by 
Messner and Sabo (1994), who wrote:

Compelling as the evidence is, we want to empha-
size two points. First, nothing inherent in men 
leads them to rape women. Peggy Sanday, an 
anthropologist, and other researchers have found 
that there are rape-free societies in the world, and 
that they tend to be characterized by low levels of 
militarization, high levels of respect for women, 
high levels of participation by women in the econ-
omy and the political system, and high levels of 
male involvement in child care. (p. 34; emphasis 
original)

Thus, rape cultures are often characterized by 
high levels of tolerance for violence and strict sex 
segregation and gender roles, which foster lack of 
respect for women.

These characteristics of a rape culture are 
often cultivated and supported by rape myths. 
According to Burt (1980), these are “stereotypes 
and myths—defined as prejudicial, stereotyped, 
or false beliefs about rape, rape victims, and rap-
ists—in creating a climate hostile to rape vic-
tims” (p. 217). Examples of rape myths are “look 
at how she was dressed—she was asking for it” 
or “he couldn’t help himself—he’s a guy just fol-
lowing his sexual urges; what do you expect?” 
Rape myths include stereotypes about both vic-
tims and perpetrators, but hold only the victim 
accountable for the sexual assault (Burt, 1980). 
Lonsway and Fitzgerald (1994) further contrib-
uted to the field’s understanding of rape myths, 
noting they are “attitudes and beliefs that are gen-

erally false but are widely and persistently held, 
and that serve to deny and justify male sexual 
aggression against women” (p. 134).

Rape myths and stereotypes often uphold tra-
ditional views on sex, gender, and masculinity 
(i.e., women are to be pure and chaste, men are 
celebrated for sexual conquest). Burt’s findings 
indicated that rape myth acceptance is “strongly 
connected to other deeply held and pervasive atti-
tudes such as sex role stereotyping, distrust of the 
opposite sex (adversarial sexual beliefs), and 
acceptance of interpersonal violence” (p.  229). 
This last finding is particularly worrisome, as the 
acceptance of interpersonal violence was found 
to be the strongest predictor of rape myth sup-
port. In sum, rape myths and their acceptance 
contribute to a culture that is supportive of rape 
(i.e., a rape culture).

Thus, rape cultures are those that (1) “display a 
high level of tolerance for violence, male domi-
nance, and sexual segregation” and (2) “lack the 
social constraints that discourage sexual aggres-
sion or contain social arrangements that encourage 
it” (Crosset, 1999, p. 245). In the realm of higher 
education, Sanday (1990) noted that many facets 
of American society, including intercollegiate ath-
letics, are often considered to be rape cultures or 
display elements of rape culture. Curry (2002) 
exposed rape culture in college athletics through 
an examination of locker room talk. He found that 
locker room talk about women “promotes harmful 
attitudes and creates an environment supportive of 
sexual assault and rape” (p. 183). Further, Messner 
and Sabo (1994) connected locker room talk to 
peer support of violence:

And when verbal sparring and bragging about sex-
ual conquests led to actual behavior, peer group 
values encouraged these young men to treat 
females as objects of conquest. This sort of mascu-
line peer group dynamic is at the heart of what 
feminists have called “the rape culture.” (p. 50)

Peer support of violence is cited as the main rea-
son for acting in a sexually aggressive way. 
According to Schwartz and DeKeseredy (1997), 
“We argue that North American is a ‘rape- 
supportive culture,’ where values and beliefs that 
support and encourage the sexual victimization of 
women are widely available to all men” (p.  52). 
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However, just because someone is supportive of 
rape myths does not necessarily mean that they will 
act upon those beliefs. Schwartz and DeKeseredy 
propose that perpetrators of sexual assault do so 
based on perceived peer support for violence 
against women (Schwartz & DeKeseredy, 1997).

 Hypermasculinity

Rape cultures can be aggravated by hypermascu-
linity (Sanday, 1990). However, an examination 
of masculinity within the context of sport is nec-
essary first. Crosset (1990) argued that in the 
Victorian era, “physical educators and ideologues 
of early modern sport professed inherent connec-
tions between sport, morality, and manliness” 
(p.  45). This early connection between sport, 
manliness, and masculinity has been supported 
throughout current sport manifestations. Messner 
and Sabo (1994) contended that to display mascu-
linity in sport, men must be “competitive, 
 successful, dominating, aggressive, stoical, goal-
oriented, and physically strong,” and therefore 
“many athletes accept this definition of masculin-
ity and apply it in their relationships with women” 
(p.  38). However, they also argued that sport in 
itself does not make athletes more likely to sexu-
ally assault women. Drawing upon rape culture 
characteristics, they wrote, “Nothing inherent in 
sports makes athletes especially likely to rape 
women. Rather, it is the way sports are organized 
to influence developing masculine identities and 
male peer groups that leads many male athletes to 
rape” (p. 34; emphasis original).

In her work on male violence against women, 
Brackenridge (2002) argued that violence against 
women in sport (i.e., against female athletes them-
selves) is due to a crisis of masculinity facing men 
in sport. She described sex discrimination, sexual 
harassment, and sexual abuse as a continuum of 
violence against women that began in the 1970s 
and continued throughout the 1990s. Further, she 
acknowledged that “under-reporting is a common 
problem in research studies of rape, for obvious 
reasons of confidentiality and post- disclosure vic-
timization” (p. 258), thus limiting her arguments 
to mostly those of sexual harassment, as there are 

little existing data on sexual assault victimization 
of female adult athletes.

While Brackenridge (2002) theorized that 
male athlete violence against women is due to a 
crisis of masculinity, others attributed it to the 
concept of hypermasculinity. As noted, rape cul-
tures can be aggravated by hypermasculinity 
(Sanday, 1990). Corprew and Mitchell (2014) 
thoroughly explored hypermasculinity, noting 
that a more classical definition includes “an exag-
gerated adherence to traditional male gender role 
beliefs” which “encapsulates a belief by men that 
they should be tough, be independent, act as 
 provider and protector, and be resistant to femi-
ninity” (p.  549). This was expanded to include 
“characteristics such as a supervaluation of com-
petitive and aggressive activities” as well as 
“higher levels of status and self-reliance [that] 
are important to the hypermasculine male and 
that sensation-seeking, dominance over others, 
and interpersonal violence become necessary 
components of the hypermasculine male’s per-
ception of maleness” (p. 549).

Murnen and Kohlman (2007) defined hyper-
masculinity as values associated with all-male 
groups (e.g., fraternities, the military). 
Hypermasculinity is three-pronged in promoting 
(1) “the idea that violence is ‘manly’”; (2) “that 
men are naturally aggressive and dominant over 
women;” and (3) “that the ‘sexual conquest’ of 
women is an important aspect of masculinity” 
(p. 146). As such, hypermasculinity has also been 
linked heavily with sport participation of men 
and violence against women. Brackenridge 
(2002) noted:

This hyper masculine, heterosexual culture of 
sport, with its sexually intense initiation rituals, 
excessive use of alcohol and demeaning attitudes 
towards women, can remove inhibitions for sexual 
abuse and assault, both by males to females (singly 
or in groups) or by males to other males. (p. 262)

In a study on professional football players, 
Welch (1997) found that players in certain posi-
tions—namely, “scoring” positions, such as receiv-
ers or running backs—were more likely to commit 
violence against women. He said, “due to the 
degree that violence, aggression, domination, and 
physicality are rewarded in the context of the sport, 
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it ought not be surprising that some  football players 
enthusiastically embrace versions of hypermascu-
linity” off the field (p. 394). Welch’s study appeared 
to be the only one attempting to measure the differ-
ences in hypermasculinity between specific posi-
tions. In addition, Corprew and Mitchell (2014) 
warned that studies attempting to measure mascu-
linity were flawed as they exhibited mixed results; 
thus, it is inconclusive if hypermasculinity is a cor-
relate or a cause of violent behaviors, particularly 
sexual assault. It is important to remember this in 
the next section about sexual assault on college 
campuses, which outlines information on both per-
petrator and victim characteristics.

 Sexual Assault on College Campuses

 Victimization

It is often difficult to survey sexual assault due to 
the sensitive and confidential nature of the sub-
ject (Brackenridge, 2002; Crosset, 1999). 
However, the National Intimate Partner and 
Sexual Violence Survey (NISVS) released in 
2010 is widely accepted by those within the rape 
crisis field as the most current and accurate pic-
ture of victimization of sexual assault in the 
United States (Black et  al., 2011). The NISVS 
indicated that one in five women has experienced 
rape in their lifetime, with more than half report-
ing the perpetrator as their intimate partner and 
40% reporting an acquaintance as perpetrator. 
Further, the study showed that almost 80% of 
female victims experienced a completed rape 
prior to the age of 25, making college one of the 
highest risk time periods in a young woman’s life 
(Black et al., 2011). This supported the findings 
of the 2007 Campus Sexual Assault (CSA) Study 
released by the National Institute of Justice, 
which found that one in five undergraduate 
female students was the victim of attempted or 
completed sexual assault while in college.

As there are high numbers of women 
assaulted each year on college campuses, the 
National Institute of Justice compiled research 
on  victimization statistics (Fisher, Cullen, & 
Turner, 2000). According to the report:

Although exceptions exist, most sexual victimiza-
tions occur when college women are alone with a 
man they know, at night, and in the privacy of a 
residence. Most women attempt to take protective 
actions against their assailants but are then reluctant 
to report their victimization to the police (p. 34).

Additional risk factors for female sexual 
assault victimization included being single (i.e., 
unmarried), living on campus, prior victimiza-
tion, and “frequently drinking enough to get 
drunk” (p.  23). The role of alcohol is clearly 
 present in campus sexual assault, with research 
finding it consistently present in at least 50% of 
campus assaults (Abbey, Zawacki, Buck, Clinton, 
& McAuslan, 2001; Crowe & George, 1989; 
Crowell & Burgess, 1996; Littleton & Breitkopf, 
2006; Logan, Cole, & Capillo, 2006; Pope & 
Shouldice, 2001; Ullman, Karabatsos, & Koss, 
1999). In sum, campus sexual assault victimiza-
tion often involved women who live on campus, 
are intoxicated, and know their perpetrator, which 
leads to the next section on campus perpetrators.

 Perpetration

As noted, alcohol was present in more than half 
of campus sexual assaults, with both victims and 
perpetrators exhibiting intoxication. However, 
more important from the standpoint of perpetra-
tion is peer support. Schwartz and DeKeseredy 
(1997) noted that many cultures exhibit rape- 
supportive attitudes, but just because someone 
believes rape myths do not necessarily mean that 
he will engage in sexual assault. The authors 
noted that male peer support for sexual assault 
might lead men to commit the act. Peer support 
and the need for bystander intervention are dis-
cussed further in prevention efforts.

There is no typical “profile” of a campus perpe-
trator. However, Lisak and Miller’s (2002) work 
“has been instrumental in highlighting the role of 
the ‘undetected rapist,’ a male who is an average 
person, who commits repeated assaults yet is not 
reported” (McMahon, 2011, p.  5). The “unde-
tected rapist” was one who does not  self- identify 
as a rapist, but when asked questions about sexual 
encounters, reported sexually violent behaviors. 
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For example, the perpetrators admitted to using 
physical violence, such as holding down a victim 
who is struggling, only after verbal and/or psycho-
logical coercion did not work (Lisak & Miller, 
2002). Using physical violence as a last resort was 
also demonstrated by Carr and VanDeusen (2004), 
whose research found:

Few men acknowledged using physical force to 
obtain sex, whereas more men acknowledged some 
form of sexual coercion. This included pressuring 
women and saying things they did not mean to 
obtain sex, using alcohol to obtain sex, and having 
sex with a woman even when she wanted to stop. 
(p. 286)

There is a strong link between alcohol, lack of 
force, and coercion by perpetrators of sexual 
assault. This is often upheld through peer sup-
port and rape-supportive attitudes in rape cul-
tures on college campuses. The next section is a 
comprehensive review of sexual assault in 
 college athletics, beginning with male student-
athletes as perpetrators of sexual assault.

 Sexual Assault in College Athletics

 Male Student-Athletes’ Violence 
Against Women

Until the 1990s, research in the field of student- 
athlete violence against women was nonexistent. 
Melnick (1992) was one of the first in the sport 
field to call upon colleagues to examine the rela-
tionship between intercollegiate athletic partici-
pation and sexual assault by male student-athletes. 
He proposed five potential reasons for the preva-
lence of student-athlete perpetration: (1) male 
bonding; (2) sport as a masculine proving ground; 
(3) combative sports (i.e., contact sports) and vio-
lence; (4) the athletic justice system (i.e., athletes 
believe that they are subject to more lenient rules 
by coaches); and (5) big-man-on-campus syn-
drome (i.e., athlete are so accustomed to “easy” 
sex that they are not used to hearing “no”). Based 
upon these presumptive reasons, Melnick also 
laid out the case for five reforms: (1) elimination 
of student-athlete specific residences; (2) elimi-
nation of sexist talk in the sporting environment; 

(3) tougher, swift punishment for perpetrators; 
(4) rape prevention education for student- athletes; 
and (5), the most radical, “reformation of the 
male sport experience” (p. 35), which one can see 
echoed in sport sociology literature (Coakley, 
2015; Messner & Sabo, 1994). Coakley (2015) 
argued that hegemonic masculinity, the dominant 
form of manhood today, leads to a masculine 
power dynamic that many men, especially those 
in sports, are unwilling to give up. In contrast, 
Messner and Sabo (1994) wrote that many men 
are unhappy with the rigid strictures under which 
they must perform a stereotypical masculinity. 
The authors suggested a variety of reforms to be 
made, including more co-ed sports opportunities, 
ending excessive violence in sports, and the con-
frontation of sexist “locker room talk,” among 
others. However, despite calls from Melnick and 
other scholars, no one is reforming the male sport 
experience in ways that are comprehensive and/
or focus on masculinity, rather through nitpicking 
one element of a sport experience (i.e., alcohol 
abuse).

Perhaps in response to Melnick’s (1992) call 
to action, the mid-1990s saw the development of 
research on violence against women perpetrated 
by male athletes, particularly intercollegiate 
student- athletes. Mostly quantitative in nature, 
empirical findings were mixed. What follows is a 
review of the literature detailing research indicat-
ing higher rates of student-athlete perpetrators of 
sexual assault, criticism of the field, and the 
 positive impact of rape education prevention pro-
gramming with student-athletes. It is important 
to note that in studies of sexual assault, other 
campus factors (e.g., fraternity affiliation, drug 
and/or alcohol use) were addressed; however, 
due to the focus of this study, only athletic par-
ticipation is considered here.

One of the first studies, by Fritner and Rubinson 
(1993), provided early data on student- athlete 
perpetration of sexual assault. Their study focused 
on the correlation between fraternity affiliation, 
alcohol use, and student-athlete involvement with 
violence against women. The authors sampled 
925 randomly selected women. Responses cate-
gorized women as experiencing one of four 
crimes: (1) sexual assault; (2) attempted sexual 
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assault; (3) sexual abuse; and (4) battery, illegal 
restraint, and/or intimidation. Results indicated 
that 27.1% of women were victims of one of these 
crimes. Additionally, many women experienced 
more than one form of abuse. Victims identified 
their perpetrators, with student- athletes represent-
ing 22.6% of perpetrators of sexual assaults; 
13.7% of perpetrators of attempted sexual 
assaults; 13.6% of perpetrators of sexual abuse 
incidences; and 11.09% of perpetrators of battery, 
illegal restraint, and/or intimidation incidences. 
During the time of the study, student-athletes rep-
resented less than 2% of the overall male student 
body. As such, Fritner and Rubinson (1993) indi-
cated that student-athletes were “vastly overrepre-
sented as offenders of these crimes” (p. 282) and 
noted that future research into this area should be 
undertaken. The need for further study is noted 
throughout the decade by other researchers.

As with much of the literature, Koss and Gaines 
(1993) explored the link between fraternity affilia-
tion, athletic participation, and sexual assault. 
Taking an approach different than Fritner and 
Rubinson (1993), the authors surveyed 530 male 
students, including 140 student-athletes, of which 
16% participated in revenue-producing sports (i.e., 
football and basketball). Scored on such attributes 
such as sexual nonaggression, uninvited sexual 
advances, unwanted sexual contact, sexual coer-
cion, and attempted or completed rape, the authors 
found true the “prediction of sexual aggression by 
participation in organized athletics” (Koss & 
Gaines, 1993, p.  104). However, the authors did 
indicate that the association between being a stu-
dent-athlete and sexual aggression was less than 
that of alcohol and/or nicotine use (i.e., alcohol 
and/or nicotine use is a higher predictor of sexual 
aggression than athletic participation).

While Koss and Gaines (1993) relied on stu-
dents’ self-reports, Crosset et  al. (1996) exam-
ined the incidences of sexual assault reported to 
campus judicial affairs. In their study of ten 
 judicial affairs offices during a three-year period, 
they found an overrepresentation of male 
student- athletes as perpetrators of sexual assault 
and battering (i.e., domestic violence). Though 
the intent was to study battering, not all schools 
in the dataset kept complete records, and thus, 

both sexual assault and battering were analyzed. 
In the ten participating schools, 35% of the 
reported perpetrators of sexual assault and bat-
tering were student- athletes, though they com-
prised only 3% of the student body. The authors 
did acknowledge the small sample (69 reports of 
sexual assault, 21 reports of battering) and cau-
tioned that the reports only constitute a small 
number of actual assaults occurring on any cam-
pus at any given time, due to the stigma, fear, 
and negative stereotypes experienced by victims 
of reporting these crimes, which, by their nature, 
are intimate and taboo.

Though previous research found a link 
between athletic participation and sexually 
aggressive behavior and actions, Boeringer 
(1996, 1999) found a link between sport partici-
pation and sexually aggressive attitudes. After 
surveying 477 male undergraduates, of whom 
16.2% were student-athletes, he found that 
student- athletes displayed a “greater rape pro-
clivity” (Boeringer, 1996, p.  134). Further, 
student- athletes were more likely than their non- 
athlete counterparts to report potential use of 
coercion, alcohol and drugs, and force. 
Participants were asked to indicate their likeli-
hood in engaging in acts such as coercion, force, 
etc., if there was no chance they would be caught. 
Due to the hypothetical nature of the survey, the 
dataset does not indicate that student-athletes 
were more likely to actually use coercion, drugs 
and alcohol, and/or force; thus, Boeringer (1996) 
was only able to measure attitudes or behavioral 
intentions. As such, he reported that while 
student- athletes were more likely to hypotheti-
cally engage in sexual force, they were not more 
likely than non-athletes to hypothetically engage 
in sexual aggression. He concluded by noting 
that this study did not allow for variances between 
different types of student-athletes, and he sug-
gested longitudinal research in the future to 
determine whether or not student-athletes who 
enter the sports world are already predisposed to 
violence and aggression, or whether participation 
in sports may encourage this aggression.

Boeringer (1999) followed his 1996 study 
with additional information about the likelihood 
of student-athletes to support rape myths, which 
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are “beliefs and situational definitions that excuse 
rape or define assaultive situations as something 
other than rape” (p.  82). For example, a rape 
myth is that a woman “asked for it” by wearing a 
short skirt or revealing clothes. Within a sample 
of undergraduate men (detailed in Boeringer, 
1996), he found that student-athletes were sig-
nificantly more likely to report agreement with 
14 rape-supportive myths than non-athletes. 
Boeringer hypothesized that hypermasculine 
environments were responsible for student- 
athletes’ endorsement of rape myth. Fifty-six 
percent of student-athletes responded positively 
to rape-supportive myths, whereas only 8% of 
non-athletes agreed with the same statements.

Despite student-athletes’ self-reports and cam-
pus records indicating higher proclivity and 
 incidences of sexual assault among student- 
athletes, other research indicated otherwise. 
Crosset, Benedict, and McDonald (1995) surveyed 
20 campus police departments and found that stu-
dent-athletes were not represented as perpetrators 
of sexual assault at higher rates than non-athletes. 
A significant limitation of this study is that more 
than 80% of all rapes go unreported to police, and 
thus, the campus police reports are not necessarily 
a representative sample (Crosset et al., 1995).

 Criticisms and Gaps in the Literature

The bulk of research on student-athlete violence 
against women was conducted and published in 
the mid-1990s. During this time, Koss and 
Cleveland (1996) detailed the methodological 
and conceptual concerns with the studies that led 
to such mixed empirical results. The authors 
noted problems such as convenience sampling, as 
well as the need for larger and more representa-
tive samples. They also indicated that “qualitative 
richness has not been matched by quantitative 
rigor” (Koss & Cleveland, 1996, p.  181). 
Additionally, they addressed the nature of self- 
selection: Are more aggressive, rape-supportive 
men joining sports teams because they are 
 naturally aggressive, or do sports make student- 
athletes more aggressive? Their findings from 
this time period do not address this concern. 

Lastly, they discussed a need to measure sport 
subcultures. Boeringer (1996) acknowledged this 
as a limitation, and Crosset (1999) focused on 
this in his critique.

Similar to Koss and Cleveland (1996), Crosset 
(1999) addressed the variance of sports and their 
individual cultures, and he noted that future 
research “should focus on why some positions, 
teams, sports, or programs are prone to commit-
ting specific types of violence against women” 
(p. 249). It does not appear that this research has 
been undertaken since Crosset’s criticism in 1999. 
He also wrote that much of the research relied too 
broadly upon rape culture and called for both 
specificity in methods as well as theoretical con-
structs in future research. Lastly, Crosset indi-
cated a need to focus on structural changes within 
intercollegiate athletics and higher education, 
instead of relying upon individual and punitive 
responses to incidences of sexual assault against 
women by student-athletes.

Despite the calls to re-evaluate the methods and 
conceptual frameworks and continue to study stu-
dent-athlete sexual assault (Crosset, 1999; Koss & 
Cleveland, 1996), there is a significant time gap in 
the research, with only three publications address-
ing student-athlete violence against women during 
the last 15 years. One study sought new empirical 
data on whether male student- athletes are more 
likely than non-athletes to perpetrate sexual assault 
(Sawyer et al., 2002). While the authors did nar-
row their focus and sample a variety of student-
athlete groups (e.g., team- based versus individual 
sports, class rank), they did so with a convenience 
sample, one of the issues noted by Koss and 
Cleveland (1996) as a limitation in this field of 
study. Sawyer et al. (2002) found higher rape myth 
acceptance in male student-athletes, first and sec-
ond year male athletes, male athletes who play 
team-based sports, and female athletes at Division 
I schools. Though these results cannot be general-
ized, their findings do support the idea that stu-
dent-athletes are not a homogeneous group and 
should be studied accordingly.

Next, Murnen and Kohlman (2007) conducted 
a meta-analytic review of both behaviors and 
 attitudes that support sexual aggression. Through 
statistical analysis, they discovered a moderate 
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effect between athletic participation and hyper-
masculinity, an attribute that positively contrib-
utes to rape culture (Sanday, 1990). Further, small 
but significant associations were found between 
athletic participation and sexual aggression and 
rape myth acceptance. Murnen and Kohlman 
(2007) recommended longitudinal studies with 
this student population, as well as distinct studies 
among student-athlete subcultures and teams.

Finally, the most recent study discovered that 
both intercollegiate athletes and recreational ath-
letes exhibited similar rates of sexual coercion, 
notably higher rates than non-athletes (Young 
et  al., 2017). Further, when compared to non- 
athletes, the male athletes reported higher rape 
myth acceptance and poor attitudes toward 
women, considered to be a risk factor for sexual 
assault (Gage, 2008; Kimble, Russo, Bergman, & 
Galindo, 2010).

In summary, findings indicated student- athletes 
disproportionately represented perpetrators of inci-
dences of violence against women (Crosset et al., 
1996; Fritner & Rubinson, 1993) and possessed 
rape-supportive attitudes and rape myth acceptance 
(Boeringer, 1996, 1999; Koss & Gaines, 1993; 
Murnen & Kohlman, 2007; Sawyer et  al., 2002; 
Young et al., 2017). One study found that student-
athletes were not overrepresented as perpetrators of 
sexual assaults in campus police reports (Crosset 
et al., 1995). It is important to remember the meth-
odological criticisms of and differences in these 
studies. Few examined actual perpetration—and 
those that did used a variety of methodologies. 
Many of the studies focused on attitudes, not 
behaviors (e.g., rape myth acceptance, perceived 
sexual aggression). As a whole, this body of 
research suggests that college athletes may be more 
sexually violent, but one should be cautioned that 
these studies do not definitively prove that student-
athletes rape at higher rate than non-athletes.

 Sexual Assault Prevention Efforts

Regardless of the complicated findings in sexual 
assault perpetration by athletes, many universi-
ties understood the critical need to reduce sexual 
assault on campus and began implementing both 

awareness and prevention education programs on 
campuses. Though athletic participation is only 
one correlate of sexual assault, efforts have been 
made to document the effects of programming 
with student-athletes. Jackson and Davis (2000) 
outlined an athlete-specific rape prevention pro-
gram, similar to what many universities provide 
to student-athletes. Unfortunately, while the 
abstract noted that “the program has been in 
place for 10 years and has demonstrated several 
uniquely positive results” (Jackson & Davis, 
2000, p. 589), these results were not detailed in a 
methodologically sound way within the paper. 
Several other programs, however, have docu-
mented success with empathy-based prevention 
(Foubert & Perry, 2007) and bystander interven-
tion (Katz, 1995; McMahon & Farmer, 2009; 
Moynihan & Banyard, 2008).

Though the above studies related to aware-
ness and prevention programming were specific 
to student-athletes, studies throughout the lit-
erature noted the impact and success of gen-
eral and/or campus-wide efforts not specific to 
student- athletes (Anderson & Whiston, 2005; 
Berkowitz, 2002; Berg, Lonsway, & Fitzgerald, 
1999; Breitenbecher, 2000; Heppner, Neville, 
Smith, Kivlighan, & Gershuny, 1999; Rothman & 
Silverman, 2007; Thatcher, 2011). According to 
Breitenbecher, however, “most published investi-
gations have reported favorable, short-term results 
on at least one outcome variable measured in the 
study” (p. 39), with the most consistent support 
for programs that reduce rape myth acceptance. 
These positive findings should be interpreted with 
some caution however, as “studies that result in 
nonsignificant findings are often less likely to be 
published” (Breitenbecher, 2000, p. 40).

 Rape-Prone Environments 
and Athletic Cultures

What may contribute to male student-athlete 
 violence against women? As previously noted, 
regardless of athletic status, higher rape myth 
acceptance and poor attitudes toward women may 
be a risk factor for perpetrating sexual assault 
(Gage, 2008; Kimble et al., 2010). The hypermas-
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culine attributes that contribute to rape culture help 
foster environments in which sexual assault vic-
tims are blamed while the perpetrators are not held 
accountable for their actions. However, in light of 
the literature criticisms above, it is imperative to 
note that not all athletes, teams, and athletic depart-
ments are rape cultures. Instead, it is critical to 
consider what factors may help to identify “rape-
prone subcultures” (Crosset, 2016; Sanday, 1990).

Crosset (2016) outlined the four main factors 
that contribute to a rape-prone culture in intercol-
legiate athletics: (1) peer support for violence 
against women; (2) normativity of interpersonal 
violence (i.e., off the field/court violence); (3) 
institutional support for male privilege; and (4) 
institutional practices that fail to hold athletes 
accountable for criminal behavior. He noted that 
while the presence of merely one of these factors is 
not ideal, it is not until all four are present that 
universities, athletic departments, and/or teams are 
in danger of creating a hostile environment for 
women on campus. Examples of these factors in 
high-profile and recent incidences may be found in 
the athletic departments at University of Montana, 
Michigan State University, Baylor University, and 
Florida State University (see Krakauer, 2015; 
Lavigne & Noren, 2018; Luther, 2016). Baylor’s 
sexual assault scandal clearly exhibits these four 
attributes. First, the peer support for violence 
against women may be seen in multiple gang 
rapes, in which more than one football player was 
involved in a specific act of violence against 
women (Reagan, 2016). Second, many players 
displayed a history of off-the-field violence. 
Notable in the Baylor case is Sam Ukwuachu, a 
transfer student from Boise State, where he was 
dismissed from the institution for violence against 
women (Ellis, 2016). Many scholars have noted 
that, essentially, the person most likely to commit 
a sexual assault is the one who has done it before 
(see Murphy, 2017). Baylor coach Art Briles was 
aware of Ukwuachu’s violence and dismissal from 
Boise State (Ellis, 2016), exhibiting the third rape-
prone factor. The institutional support for football 
and football players was so strong, that even previ-
ous violence against women was ignored in the 
quest to field a strong football team. Further, 
reports indicated that Briles knew of other sexual 

assaults by his players, but did not report them to 
the police or the university’s Title IX office 
(Reagan, 2016). Fourth, multiple reports indicated 
that coaches failed to hold football players 
accountable for their behavior (see Ellis, 2016; 
Reagan, 2016). For example, Ukwuachu was 
allowed to participate in some team activities even 
after his indictment, an example of what indepen-
dent investigators described as “improper conduct 
that reinforced an overall perception that football 
was above the rules, and that there was no culture 
of accountability for misconduct” (Belkin & 
Futterman, 2016). Baylor’s athletic department is 
but one case of a rape-prone culture.

In addition to Crosset’s (2016) four factors 
for a rape-prone environment, there are three 
types of athletic department cultures that exist 
in college sports (McCray, Sutherland, & 
Pastore, 2018). This qualitative study, in which 
15 former athletes from “big time” athletic insti-
tutions were interviewed, provided an overview 
of how athletic departments both prevent and 
respond to sexual assault. Based on participant 
narratives, the study characterized athletic 
department responses based on attitudes and 
behaviors as either proactive or reactive, culmi-
nating in three types of athletic department cul-
tures. The Zero Tolerance Culture is one that 
actively prevents sexual assault through educa-
tional efforts, perpetration accountability, and 
victim support. The Checkbox Culture is one 
that appears to “check a box” by meeting any 
educational or reporting requirements as set by 
the university or through Title IX.  The Rape 
Culture is one that reflects the traditional mean-
ing of a rape culture in its support of perpetra-
tors and lack of meaningful action to prevent 
sexual assault. However, the results were not 
generalizable and more research is needed in the 
field to further explore the intertwined nature of 
sexual assault and college athletics.

There is still much to be learned about sexual 
assault in the context of intercollegiate athletics. 
While much of the research in the 1990s indicated 
that male student-athletes were more likely than 
non-athletes to be perpetrators or hold sexually 
aggressive attitudes, there is little research in the 
last two decades. However, violence against 
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women continues to happen, particularly visible 
at “big time” athletic departments around the 
country. More research on rape-prone environ-
ments and athletic cultures may be helpful in 
designing and implementing effective sexual vio-
lence prevention education programs for athletes.

References

Abbey, A., Zawacki, T., Buck, P. O., Clinton, A. M., & 
McAuslan, P. (2001). Alcohol and sexual assault. 
Alcohol Research and Health, 25(1), 43–51.

Anderson, L. A., & Whiston, S. C. (2005). Sexual assault 
education programs: A meta-analytic examination of 
their effectiveness. Psychology of Women Quarterly, 
29(4), 374–388.

Belkin, D., & Futterman, M. (2016, May 26). Baylor plans 
to fire Art Briles, demotes Ken Starr over scandal. Wall 
Street Journal. Retrieved from https://www.wsj.com/
articles/baylor-plans-to-fire-art-briles-demotes-ken-
starr-over-scandal-1464284169

Benedict, J. (1997). Public heroes, private felons: Athletes 
and crimes against women. Boston, MA: Northeastern 
University Press.

Berg, D. R., Lonsway, K. A., & Fitzgerald, L. F. (1999). 
Rape prevention education for men: The effectiveness 
of empathy-induction techniques. Journal of College 
Student Development, 40(3), 219–234.

Berkowitz, A. (2002). Fostering men’s responsibil-
ity for preventing sexual assault. In P.  A. Schewe 
(Ed.), Preventing intimate partner violence: 
Developmentally appropriate interventions across the 
lifespan (pp.  163–196). Washington, DC: American 
Psychological Association.

Black, M. C., Basile, K. C., Breiding, M. J., Smith, S. G., 
Walters, M.  L., Merrick, M.  T., … Stevens, M.  R. 
(2011). The National Intimate Partner and sexual vio-
lence survey (NISVS): 2010 summary report. Atlanta, 
GA: National Center for Injury Prevention and 
Control, Centers for Disease Control and Prevention.

Boeringer, S. B. (1996). Influences of fraternity member-
ship, athletics, and male living arrangements on sexual 
aggression. Violence Against Women, 2(2), 134–147.

Boeringer, S. B. (1999). Associations of rape-supportive 
attitudes with fraternal and athletic participation. 
Violence Against Women, 5(1), 81–90.

Brackenridge, C. (2002). Men loving men hating women: 
The crisis of masculinity and violence to women in 
sport. In S. Scraton & A. Flintoff (Eds.), Gender and 
sport: A reader (pp. 255–268). New York: Routledge.

Breitenbecher, K.  H. (2000). Sexual assault on college 
campuses: Is an ounce of prevention enough? Applied 
& Preventive Psychology, 9(1), 23–52.

Burt, M. R. (1980). Cultural myths and supports for rape. 
Journal of Personality and Social Psychology, 38(2), 
217–230.

Carr, J. L., & VanDeusen, K. M. (2004). Risk factors for 
male sexual aggression on college campuses. Journal 
of Family Violence, 19(5), 279–289.

Coakley, J. (2015). Sports in society: Issues and contro-
versies. New York: McGraw-Hill.

Corprew, C. S., & Mitchell, A. D. (2014). Keeping it frat: 
Exploring the interaction among fraternity member-
ship, disinhibition, and hypermasculinity on sexually 
aggressive attitudes in college-aged males. Journal of 
College Student Development, 55(6), 548–562.

Crosset, T. (1990). Masculinity, sexuality, and the devel-
opment of early modern sport. In M. A. Messner 
& D. F. Sabo (Eds.), Sport, men, and the gender 
order: Critical feminist perspectives (pp. 45–54). 
Champaign, IL: Human Kinetics Books.

Crosset, T. (1999). Male athletes’ violence against 
women: A critical assessment of the athletic affili-
ation, violence against women debate. Quest, 51, 
244–257.

Crosset, T. W. (2016). Athletes, sexual assault, and uni-
versities’ failure to address rape-prone subcultures on 
campus. In S. C. Wooten & R. W. Mitchell (Eds.), The 
crisis of campus sexual violence: Critical perspectives 
on prevention and response (pp.  74–91). New York: 
Routledge.

Crosset, T.  W., Benedict, J.  R., & McDonald, M.  A. 
(1995). Male student-athletes reported for sexual 
assault: A survey of campus police departments and 
judicial affairs offices. Journal of Sport & Social 
Issues, 19(2), 126–140.

Crosset, T. W., Ptacek, J., McDonald, M. A., & Benedict, 
J.  R. (1996). Male student athletes and violence 
against women: A survey of campus judicial affairs 
offices. Violence Against Women, 2(2), 163–179.

Crowe, L., & George, W. (1989). Alcohol and human sex-
uality: review and integration. Psychological Bulletin, 
105, 374–386.

Crowell, N., & Burgess, A. (1996). Understanding vio-
lence against women. Washington, DC: National 
Academy Press.

Curry, T. J. (2002). Fraternal bonding in the locker room: 
A profeminist analysis of talk about competition and 
women. In S. Scraton & A. Flintoff (Eds.), Gender and 
sport: A reader (169–187). London: Routledge.

Ellis, Z. (2016). A timeline of the Baylor sexual 
assault scandal. Sports Illustrated. Retrieved from 
https://www.si.com/college-football/2016/05/26/
baylor-art-briles-sexual-assault-ken-starr

Fisher, B.  S., Cullen, F.  T., & Turner, M.  G. (2000). 
The sexual victimization of college women (NCJRS 
Document No. 182369). Retrieved from https://www.
ncjrs.gov/pdffiles1/nij/182369.pdf

Foubert, J. D., & Perry, B. C. (2007). Creating lasting atti-
tude and behavior change in fraternity members and 
male student athletes. Violence Against Women, 13(1), 
70–86.

Fritner, M. P., & Rubinson, L. (1993). Acquaintance rape: 
The influence of alcohol, fraternity membership, and 
sports team membership. Journal of Sex Education 
and Therapy, 19, 272–284.

K. L. McCray

https://www.wsj.com/articles/baylor-plans-to-fire-art-briles-demotes-ken-starr-over-scandal-1464284169
https://www.wsj.com/articles/baylor-plans-to-fire-art-briles-demotes-ken-starr-over-scandal-1464284169
https://www.wsj.com/articles/baylor-plans-to-fire-art-briles-demotes-ken-starr-over-scandal-1464284169
https://www.si.com/college-football/2016/05/26/baylor-art-briles-sexual-
https://www.si.com/college-football/2016/05/26/baylor-art-briles-sexual-
https://www.ncjrs.gov/pdffiles1/nij/182369.pdf
https://www.ncjrs.gov/pdffiles1/nij/182369.pdf


743

Gage, E. (2008). Gender attitudes and sexual behav-
iors: Comparing center and marginal athletes and 
non- athletes in a collegiate setting. Violence Against 
Women, 14, 1014–1032.

Heppner, M.  J., Neville, H.  A., Smith, K., Kivlighan, 
D. M., & Gershuny, B. S. (1999). Examining imme-
diate and long-term efficacy of rape prevention pro-
gramming with racially diverse college men. Journal 
of Counseling Psychology, 46(1), 16–26.

Herman, D.  F. (1984). The rape culture. In J.  Freeman 
(Ed.), Women: A feminist perspective. Mayfield: Palo 
Alto, CA.

Jackson, T. L., & Davis, J. L. (2000). Prevention of sexual 
and physical assault toward women: A program for 
male athletes. Journal of Community Psychology, 
28(6), 589–605.

Katz, J. (1995). Reconstructing masculinity in the locker 
room: The Mentors in Violence Prevention project. 
Harvard Educational Review, 65(2), 163–174.

Kimble, N., Russo, S., Bergman, B., & Galindo, V. (2010). 
Revealing an empirical understanding of aggression 
and violent behavior in athletics. Aggression and 
Violent Behavior, 15, 446–462.

Koss, M. P., & Cleveland, H. H. (1996). Athletic partici-
pation, fraternity membership, and date rape. Violence 
Against Women, 2(2), 180–190.

Koss, M. P., & Gaines, J. A. (1993). The prediction of sex-
ual aggression by alcohol use, athletic participation, 
and fraternity affiliation. Journal of Interpersonal 
Violence, 8(1), 94–108.

Krakauer, J. (2015). Missoula: Rape and the justice sys-
tem in a college town. New York, NY: Doubleday.

Lavigne, P., & Noren, N. (2018). OTL: Michigan State 
secrets extend far beyond Larry Nassar case. ESPN. 
Retrieved from http://www.espn.com/espn/story/_/
id/22214566/pattern-denial-inaction-information-
suppression-michigan-state-goes-larry-nassar-case-
espn

Lisak, D., & Miller, P. M. (2002). Repeat rape and multi-
ple offending among undetected rapists. Violence and 
Victims, 17(1), 73–84.

Littleton, H., & Breitkopf, C. (2006). Coping with the 
experience of rape. Psychology of Women Quarterly, 
30, 106–116.

Logan, T., Cole, J., & Capillo, A. (2006). Program and 
sexual assault survivor characteristics for one SANE 
program. Journal of Forensic Nursing, 2, 66–74.

Lonsway, K. A., & Fitzgerald, L. F. (1994). Rape myths: In 
review. Psychology of Women Quarterly, 18, 133–164.

Luther, J. (2016). Unsportsmanlike conduct: College foot-
ball and the politics of rape. New York, NY: Akashic 
Books.

McCray, K. L., Sutherland, S. L., & Pastore, D. L. (2018). 
Creating change in intercollegiate athletics: The sexual 
assault prevention paradigm for athletic departments. 
Journal of Higher Education, Athletics, & Innovation, 
1(4), 25–53.

McMahon, S. (2011). Changing perceptions of sexual vio-
lence over time. Harrisburg, PA: VAWnet, a project of 
the National Resource Center on Domestic Violence. 

Retrieved http://www.vawnet.org/Assoc_Files_
VAWnet/AR_ChangingPerceptions.pdf

McMahon, S., & Farmer, G.  L. (2009). The bystander 
approach: Strengths-based sexual assault prevention 
with at-risk groups. Journal of Human Behavior in the 
Social Environment, 19, 1042–1065.

Melnick, M. (1992). Male athletes and sexual assault. 
Journal of Physical Education, Recreation & Dance, 
63(5), 32–35.

Messner, M. A., & Sabo, D. F. (1994). Sex, violence, & 
power in sports: Rethinking masculinity. Freedom, 
CA: The Crossing Press.

Moynihan, M., Banyard, V., Arnold, J., Eckstein, R., & 
Stapleton, J. (2010). Engaging intercollegiate athletes 
in preventing and intervening in sexual and intimate 
partner violence. Journal of American College Health, 
59(3), 197–204.

Moynihan, M. M., & Banyard, V. L. (2008). Community 
responsibility for preventing sexual violence: A pilot 
study with campus Greeks and intercollegiate ath-
letes. Journal of Prevention & Intervention in the 
Community, 36(1/2), 23–39.

Murnen, S. K., & Kohlman, M. H. (2007). Athletic par-
ticipation, fraternity membership, and sexual aggres-
sion among college men: A meta-analytic review. Sex 
Roles, 57, 145–157.

Murphy, H. (2017, October 30). What experts know 
about men who rape. New York Times. Retrieved from 
https://www.nytimes.com/2017/10/30/health/men-
rape-sexual-assault.html

Pope, E., & Shouldice, M. (2001). Drugs and sexual 
assault: a review. Trauma, Violence, & Abuse, 2, 51–55.

Reagan, B. (2016, October 28). Baylor regents found 
sexual assaults by football players “horrifying”. Wall 
Street Journal. Retrieved from https://www.wsj.com/
articles/baylor-details-horrifying-alleged-sexual- 
assaults-by-football-players-1477681988

Rothman, E., & Silverman, J. (2007). The effect of a col-
lege sexual assault prevention program on first-year 
students’ victimization rates. Journal of American 
College Health, 55(5), 283–290.

Sable, M. R., Danis, F., Mauzy, D. L., & Gallagher, S. K. 
(2006). Barriers to reporting sexual assault for women 
and men: Perspectives of college students. Journal of 
American College Health, 55(3), 157–162.

Sanday, P. R. (1981). The socio-cultural context of rape: 
A cross-cultural study. Journal of Social Issues, 37(4), 
5–27.

Sanday, P. R. (1990). Fraternity gang rape: Sex, brother-
hood, and privilege on campus. New York: New York 
University Press.

Sawyer, R. G., Thompson, E. E., & Chicorelli, A. (2002). 
Rape myth acceptance among intercollegiate stu-
dent athletes: A preliminary examination. American 
Journal of Health Studies, 18(1), 19–25.

Schwartz, M.  D., & DeKeseredy, W.  S. (1997). Sexual 
assault on the college campus: The role of male peer 
support. Thousand Oaks, CA: Sage Publications.

Thatcher, W. G. (2011). Preliminary evaluation of “play-
ing the game” sexual assault prevention theatre pro-

44 Sexual Assault and Intercollegiate Athletes

http://www.espn.com/espn/story/_/id/22214566/pattern-denial-inaction-information-suppression-michigan-state-goes-larry-nassar-case-espn
http://www.espn.com/espn/story/_/id/22214566/pattern-denial-inaction-information-suppression-michigan-state-goes-larry-nassar-case-espn
http://www.espn.com/espn/story/_/id/22214566/pattern-denial-inaction-information-suppression-michigan-state-goes-larry-nassar-case-espn
http://www.espn.com/espn/story/_/id/22214566/pattern-denial-inaction-information-suppression-michigan-state-goes-larry-nassar-case-espn
http://www.vawnet.org/Assoc_Files_VAWnet/AR_ChangingPerceptions.pdf
http://www.vawnet.org/Assoc_Files_VAWnet/AR_ChangingPerceptions.pdf
https://www.nytimes.com/2017/10/30/health/men-rape-sexual-assault.html
https://www.nytimes.com/2017/10/30/health/men-rape-sexual-assault.html
https://www.wsj.com/articles/baylor-details-horrifyi
https://www.wsj.com/articles/baylor-details-horrifyi


744

gram. International Electronic Journal of Health 
Education, 14, 109–121.

Ullman, S.  E., Karabatsos, G., & Koss, M.  P. (1999). 
Alcohol and sexual assault in a national sample of col-
lege women. Journal of Interpersonal Violence, 14(6), 
603–625.

Welch, M. (1997). Violence against women by profes-
sional football players: A gender analysis of hypermas-

culinity, positional status, narcissism, and entitlement. 
Journal of Sport & Social Issues, 21(4), 392–411.

Young, B.  R., Desmarais, S.  L., Baldwin, J.  A., & 
Chandler, R. (2017). Sexual coercion practices among 
undergraduate male recreational athletes, intercol-
legiate athletes, and non-athletes. Violence Against 
Women, 23(7), 795–812.

K. L. McCray



45

745

Exhibitionism

Leah E. Kaylor and Elizabeth L. Jeglic

Historically, exhibitionism comes from the Latin 
word exhibere meaning “to show or to present” 
(Hanafy, Clervoy, & Brenot, 2016, p. e61). In 
300 B.C., Theophrastus coined the term exhibi-
tionist; however, it was not until 1824 that this 
behavior became illegal in England under the 
Vagrancy Act (Hanafy et  al., 2016). In 1877, 
exhibitionism was specifically defined by French 
physician, Ernest-Charles Lasègue, as an indi-
vidual revealing parts of his body, but going no 
further (Lasègue, 1877; Murphy & Page, 2008). 
Further acknowledgement of exhibitionism as a 
deviant sexual act resulted from the publication 
Psychopathia Sexualis by German psychiatrist 
Richard von Krafft-Ebing (Långström, 2010; von 
Krafft-Ebing, 1965).

Although exhibitionism dates back to 
300 B.C., it was not included in the Diagnostic 
and Statistical Manual of Mental Disorders 
[DSM] until 1980 (American Psychiatric 
Association) (APA, 1980; Grant, 2005). 
Consequently, there is a dearth of literature on 
this specific type of sexual offense. The limited 
research on the topic may be reflective of the per-
ception that exhibitionism is considered more of 
a nuisance behavior as opposed to a sexual crime 

(Långström, 2010; Morin & Levenson, 2008; 
Murphy & Page, 2008). This chapter comprehen-
sively examines exhibitionism including how it is 
defined, gaps in the literature, best practices for 
working with those who engage in exhibitionistic 
behaviors, future research directions, and preven-
tion measures.

 Definition

Exhibitionism was first introduced into the DSM 
in its third edition in 1980 and was defined as 
“repetitive acts of exposing the genitals to an 
unsuspecting stranger for the purpose of achiev-
ing sexual excitement, with no attempt at further 
sexual activity with the stranger” (APA, 1980, 
p. 272). Since that time, the clinical definition of 
exhibitionistic disorder in the DSM has remained 
relatively unchanged (Långström, 2010). The lat-
est edition, the DSM-5, now refers to this behav-
ior as exhibitionistic disorder, which is one of 
eight conditions classified in the DSM-5 as a 
paraphilic disorder, referring to persistent and 
intense atypical sexual arousal which causes clin-
ically significant distress or impairment 
(American Psychiatric Association, 2013; Hanafy 
et al., 2016).

According to the DSM-5, exhibitionistic dis-
order involves persistent and intense sexual 
arousal from exposing one’s genitals to a noncon-
senting person, typically a stranger, as manifested 
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by fantasies, urges, or behaviors (APA, 2013). 
Over a period of at least 6  months, individuals 
with this disorder must have “acted on these sex-
ual urges with a nonconsenting person, or the 
sexual urges or fantasies have caused clinically 
significant distress or impairment in social, occu-
pational, or other important areas of functioning” 
(APA, 2013, p. 689). There are several subtypes 
of exhibitionistic disorder depending upon the 
age of the nonconsenting person. For example, 
exhibitionists may prefer to expose themselves to 
prepubescent children, adults, or both (APA, 
2013).

Some individuals with exhibitionistic disorder 
may deny that they expose their genitals to others 
or they may deny that acting on these fantasies 
causes distress. Regardless of the denial compo-
nent of this disorder, an individual can still be 
diagnosed with exhibitionistic disorder if they 
have exposed themselves repeatedly to noncon-
senting persons (APA, 2013). Recurrent genital 
exposure is typically interpreted as three or more 
victims on separate occasions. If there are fewer 
than three victims, the diagnostic criteria can still 
be met if there were multiple occasions of expo-
sure to the same victim (APA, 2013).

The International Classification of Diseases 
10th revision [ICD-10] defines exhibitionism as 
“recurrent or persistent tendency to expose one’s 
genitals, without desiring or attempting to obtain 
closer contact” (World Health Organization, 
1992). This definition specifies that exposures 
may be limited to times of emotional distress and 
may disappear for long periods of time (Hanafy 
et al., 2016; WHO, 1992). This chapter relies on 
the DSM-5 definition of exhibitionistic disorder.

Legally, exposing one’s genitals is considered 
to be a sexual offense. Sexual offenses can be 
divided into two categories: contact (hands-on) 
and noncontact (hands-off) offenses 
(MacPherson, 2003). During a contact offense, 
the perpetrator makes physical contact with a vic-
tim and encompasses acts such as forcible rape 
and other forms of sexual assault. Conversely, 
exhibitionism is considered a noncontact sexual 
offense as the perpetrator does not touch their 
victim during the commission of the offense 
(McNally & Fremouw, 2014).

 Exhibitionism and Gender

 Prevalence

The exact prevalence for exhibitionistic disorder 
is unknown; however, researchers have estimated 
that based upon exhibitionistic acts in the general 
population that the highest possible prevalence 
for this condition in males is 2–4% (APA, 2013). 
Even less is known about the prevalence for exhi-
bitionistic disorder in females, yet it is assumed 
to be much lower than that of males (Murphy & 
Page, 2008). Interestingly, although we do not 
know the exact prevalence for this disorder, exhi-
bitionistic behavior it not uncommon (Firestone, 
Kingston, Wexler, & Bradford, 2006; Rabinowitz- 
Greenberg, Firestone, Bradford, & Greenberg, 
2002). Researchers believe exhibitionistic acts 
are the most commonly reported of all sex 
offenses, accounting for one-third (Rooth, 1973) 
to two-thirds of all reported sexual offenses 
(Abel, Becker, Cunningham-Rathner, Mittelman, 
& Rouleau, 1988; Firestone et al., 2006; Gebhard, 
Gagnon, Pomeroy, & Christenson, 1965; 
McNally & Fremouw, 2014). Estimating the inci-
dence of exhibitionism is difficult as the majority 
of research has been drawn from clinical sam-
ples, which may only represent individuals with 
chronic and serious sexual offense histories or 
comorbid mental health disorders (Bader, 
Schoeneman-Morris, Scalora, & Casady, 2008; 
Murphy, 1997).

There appears to be gender differences in the 
prevalence of exhibitionism. A national survey 
completed on 4800 randomly selected Swedish 
individuals ranging from 18–60  years of age, 
revealed 4.3% of men and 2.1% of women admit-
ted to acts of exhibitionism (Långström & Seto, 
2006). Despite this data showing females do 
engage in exhibitionism, the vast majority of 
exhibitionists who are apprehended by authori-
ties are male (Blair & Lanyon, 1981; Gebhard 
et  al., 1965; McGrath, 1991; Swindell et  al., 
2011). Some researchers go as far as considering 
exhibitionism to be exclusively a male disorder 
(Rickles, 1955); however, most recognize the 
existence of female exhibitionists, but highlight 
that it is a rare phenomenon (Schneider, 1982; 
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Stekel, 1952). Although the bulk of available 
research describes male exhibitionists, Carnes 
(2001) found that females in treatment for sexual 
addiction reported higher levels of exhibitionistic 
behavior compared to their male counterparts. 
Yet, many of these women describe receiving few 
legal ramifications for their exhibitionistic behav-
ior and were often rewarded in the form of sexual 
attention from others (Carnes, 2001; Hopkins, 
Green, Carnes, & Campling, 2016). Of note, this 
study revealed that although the proportion of 
females in treatment who reported exhibitionistic 
acts were higher than males, the total number of 
women in treatment was far less than the total 
number of men (Carnes, 2001).

In another study comparing men and women 
in treatment for problematic sexual behaviors, 
female exhibitionists scored above males on 
measures of prostitution, forcible sex, pimping, 
exploitation of authority figures, and engagement 
in illegal behaviors (Hopkins et al., 2016). While 
female exhibitionists reported engaging in illegal 
behaviors at a greater frequency, men are dispro-
portionately arrested for sexual offenses (Hopkins 
et al., 2016). Explanations for the disproportion 
in arrest rates may be accounted for by different 
laws (e.g., it is not illegal to show breasts in cer-
tain jurisdictions), gender bias (i.e., men are con-
sidered to be more dangerous), or low reporting 
rates against women by men who welcome 
seductive behavior (Hopkins et al., 2016). Stekel 
(1952) describes exhibitionism as more socially 
acceptable in women via occupations that involve 
exotic dancing, strip tease, burlesque, and fash-
ion (Schneider, 1982). Contrary to explanations 
of exhibitionism in men, the primary motivation 
for women is thought to be attention seeking 
rather than sexual gratification, which by defini-
tion would not meet criteria for exhibitionistic 
disorder (Hollender, Brown, & Roback, 1977; 
Schneider, 1982). Additional research needs to be 
done on females who expose themselves to 
understand their motivations to determine 
whether this behavior would meet criteria for 
exhibitionistic disorder or if this behavior is a 
form of attention seeking.

One of the challenges in estimating the preva-
lence of exhibitionistic disorder is significant 

underreporting (Långström & Seto, 2006). 
According to Grant (2005), many exhibitionists 
have exposed themselves on numerous occasions 
without arrest (Swindell et al., 2011). Researchers 
believe that acts of exhibitionism may occur up to 
150 times more often that what is reflected in 
official police statistics (Abel et al., 1988; Bader 
et al., 2008). To further support this claim, a study 
conducted by Riordan (1999) revealed that 43% 
of individuals who had been subject to an exhibi-
tionistic act did not report the crime to the police. 
Perpetrator self-reports may also underestimate 
the frequency of these behaviors as they may be 
motivated to underreport these acts in clinical or 
criminal justice settings (Abel et al., 1987; Bader 
et  al., 2008; Bhugra, Popelyuk, & McMullen, 
2010; Clark, Jeglic, Calkins, & Tatar, 2016). In 
spite of measurement challenges, the available 
research using official and perpetrator reports 
suggest that not only does exhibitionistic expo-
sure take place frequently (Firestone et al., 2006; 
Rabinowitz-Greenberg et al., 2002), but also that 
each perpetrator has a large number of victims 
(Abel & Rouleau, 1990; Clark et al., 2016; Kafka 
& Hennen, 1999; Långström & Seto, 2006).

Due to the combination of a high number of 
victims per perpetrator and the low frequency of 
reporting, rates of exhibitionism may be more 
accurately calculated through the use of victim 
self-reports (Clark et al., 2016). In stark contrast 
to official police statistics, victim self-report 
studies estimate that lifetime victimization for 
exhibitionistic acts range from 33% to 52% 
(Clark et al., 2016; Cox, 1988; Rhoads & Borjes, 
1981; Riordan, 1999). Exhibitionism studies 
have revealed that perpetrators primarily target 
young females with no relationship to the perpe-
trator (Clark et  al., 2016; Riordan, 1999). One 
study found that 88.5% of female victims of exhi-
bitionism were under the age of 21 at the time of 
the incident (Riordan, 1999). In addition to being 
young and female, many exhibitionists (68.1%) 
prefer exposing themselves to strangers (Cox, 
1988; Freund, Watson, & Rienzo, 1988). Since 
incidences of exhibitionism are rarely reported to 
the authorities, it has been hypothesized that girls 
and young women are purposely targeted because 
they may believe that due to their age, they are 
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more scared and timid, and thus less likely to 
yell/scream, or report the exposure (Clark et al., 
2016). Underreporting exhibitionistic acts may 
result from younger victims not recognizing this 
behavior as a crime or having the ability to report 
to offense to the police (Bader et al., 2008; Clark 
et al., 2016).

 Location

The location of exhibitionistic crimes varies 
based upon geographic locale of the study. For 
instance, police reports from a Midwestern police 
department revealed 25% of genital exposure 
occurred in parking lots, 21% occurred on a pub-
lic street, and in 20.8% of the cases, the perpetra-
tor exposed himself while inside a vehicle (Bader 
et  al., 2008; Clark et  al., 2016). Another study 
completed in a major U.S. city found that many 
instances of exhibitionism occur at public trans-
portation stops (i.e., subway station) (53%) 
(Clark et al., 2016). Moreover, a study completed 
on 100 female nurses in the United Kingdom 
found that 39% of reported exhibitionistic acts 
occurred in parks or wooded areas (Clark et al., 
2016; Gittleson, Eacott, & Mehta, 1978). 
Exhibitionism offenses may also take place in the 
victim’s neighborhood or near their residence 
(Clark et al., 2016).

 Development and Course

Adult males with exhibitionistic disorder often 
report that their interest in exposing their genitals 
to nonconsenting persons began during adoles-
cence or early adulthood. There is no minimum 
age requirement for exhibitionistic disorder, thus 
it can be difficult to differentiate exhibitionistic 
behavior with age-appropriate sexual curiosity in 
adolescence (APA, 2013; Murphy & Page, 2008). 
Impulses to expose oneself typically begin in 
adolescence or young adulthood and are thought 
to decrease with age. Little information is avail-
able on the persistence and progression of this 
disorder over time (APA, 2013).

 Etiology

Little is known about the development of exhibi-
tionistic disorder (Swindell et  al., 2011). This 
section will review popular etiology theories of 
exhibitionistic disorder including the behavioral 
theory, psychoanalytic theory, physiological 
approach, and the courtship disorder hypothesis.

 Behavioral Theory
The most common etiological theory for the 
development of exhibitionistic disorder is the 
behavioral theory of classical conditioning. 
According to classical conditioning theory, a 
stimulus that would not usually initiate a response 
(in this case, the stimulus is exposing one’s geni-
tals to an unsuspecting person) is presented 
shortly before the unconditioned stimulus that 
will initiate the response (in exhibitionism, the 
stimulus is masturbation to achieve and maintain 
an erection with or without ejaculation) and this 
pattern of events is repeated often enough for the 
individual to associate these acts together 
(Hoffmann, Janssen, & Turner, 2004; 
Kantorowitz, 1978a, 1978b; Lalumi’ere & 
Quinsey, 1998; Plaud & Martini, 1999; Rachman, 
1966; Rachman & Hodgson, 1968; Swindell 
et  al., 2011). It is common for a perpetrator to 
masturbate during an exhibitionistic act, thus 
masturbating both before and after each exhibi-
tionistic episode will result in classical condition-
ing to the exposure behavior (Firestone et  al., 
2006; Freund et al., 1988; Grant, 2005; Swindell 
et al., 2011).

Researchers who subscribe to the behavioral 
theory of conditioning believe that the first step 
towards developing exhibitionism occurs by ran-
dom chance at an early age in which the individ-
ual exposes his or her genitals to someone and 
finds the experience to be pleasurable and sexu-
ally stimulating (Bandura, 1982; Kinsey, 
Pomeroy, Martin, & Gebhard, 1953; Kinsey, 
Reichert, Cauldwell, & Mozes, 1955). Since the 
individual found that experience to be pleasur-
able, the act will likely be repeated. The next step 
towards developing exhibitionistic disorder 
occurs when the individual begins to fantasize 
about exposing themselves, planning on how to 
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engage in this behavior without being caught by 
the authorities, and masturbating to fantasies 
about exposing oneself (Langevin et al., 1979; 
Swindell et al., 2011). According to this theory, 
the urge to engage in exhibitionistic acts becomes 
more powerful and the frequency of exposing 
oneself increases (Grant, 2005).

Three categories of events were hypothesized 
to initiate exhibitionism and start the condition-
ing process: sharing a bathtub, appearing nude 
before family members, and children looking at 
one another’s genitals during early sex play 
(Swindell et al., 2011). Moreover, the experience 
of a post-pubertal male seeing his mother naked 
was considered to be a form of modeling exhibi-
tionism on the mother’s part (Bandura, 1986). 
Such an experience is hypothesized to lead to 
sexual arousal in response to the mother’s exhibi-
tionism and serve as the foundation for incor-
rectly concluding that if he exposes himself to 
women, they will also become sexually aroused 
(Swindell et al., 2011).

When developing exhibitionistic disorder, 
exposing oneself is pleasurable; however, when 
exposing one’s genitals follows an aversive feel-
ing this behavior is used to self-soothe. 
Eventually, an aversive mood, feeling, or specific 
location (e.g., stress, boredom, sadness, feelings 
of inadequacy, interpersonal conflict, attractive 
person, and particular location) become the con-
ditioned stimulus that evokes an urge to expose 
oneself (Grant, 2005; Grob, 1985; Swindell et al., 
2011). A cycle in formed in which engaging in 
exhibitionism results in urges to expose oneself, 
thus acting on these urges serves as further condi-
tioning (Grant, 2005). Therefore, a mood, feel-
ing, urge, or location can all trigger the 
conditioned response of exhibitionistic behavior.

 Psychoanalytic Theory
Historically, exhibitionism and other sexual devi-
ations were first explained by psychoanalytic 
theory. This approach emphasizes interacting 
motives, intrapsychic forces, drives, conflicts, 
past behavior, and unconscious impulses in an 
effort to account for genital exposure (Blair & 
Lanyon, 1981). Psychoanalytic theory posits that 
exhibitionistic behavior in males is a defense 

against castration anxiety. By exposing oneself, 
the exhibitionist receives verification via the vic-
tim’s response that his penis does exist (Blair & 
Lanyon, 1981; Enelow, 1969; Fenichel, 1964; 
Freud, 1905, 1914; Holtzman & Kulish, 2012; 
Rosen, 1964). Freud describes exhibitionism in 
women as defense against a narcissistic wound 
from castration by instead accentuating other 
parts of her body, particularly breasts, to display 
her attractiveness and draw attention away from 
her lack of penis (Blair & Lanyon, 1981; Freud, 
1905, 1914; Holtzman & Kulish, 2012). Another 
factor thought to contribute to exhibitionistic 
behavior is a masochistic need to be caught and 
punished by the police (Blair & Lanyon, 1981; 
Enelow, 1969; Stekel, 1952).

 Physiological Approach
Neuroscientists believe exhibitionistic behavior 
is a result of excessive neuronal discharges in the 
subcortical areas of the brain, particularly in the 
limbic system (Blair & Lanyon, 1981; Monroe, 
1976). Excessive neuronal discharges are thought 
to account for impulsively acting upon deviant 
sexual urges (Monroe, 1976). Neuroscientists 
conceptualize sexual paraphilias to be on the 
obsessive-compulsive spectrum and encourage 
selective serotonin reuptake inhibitors (SSRIs) as 
the treatment of choice for this disorder (Abouesh 
& Clayton, 1999).

 Courtship Disorder Hypothesis
Another explanation for the development of sex-
ual paraphilias is the courtship disorder hypothe-
sis, which postulates that exhibitionism is part of 
a larger progression of sexual behaviors that are 
socially abnormal yet are thought to function as 
the equivalent to normal dating patterns (Freund, 
1990). Freund and Watson (1990) describe a typi-
cal sexual courtship beginning with visually 
selecting an appealing partner, followed by a 
nonphysical interaction, leading to physical 
touching, and culminating in sexual intercourse. 
According to this hypothesis, voyeurism can be 
conceptualized as a disturbance in the visual 
selection stage, exhibitionistic disorder can be 
understood as a disturbance in the second stage 
of nonphysical exchange, frottuerism and 
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 toucherism are disturbances in the touching 
phase, and rape as the nonconsensual final step 
(Clark et  al., 2016; Freund, 1990; Freund & 
Watson, 1990; Hopkins et al., 2016). The court-
ship disorder hypothesis has been used to explain 
the highly comorbid nature of sexual paraphilias 
as well as the escalation to more severe sexual 
offending (McNally & Fremouw, 2014).

The primary goal of exhibitionism is to force-
fully attract the attention of others (Carnes, 
Delmonico, & Griffin, 2007; Murphy & Page, 
2006). There is debate as to whether exhibition-
ists experience sexual gratification without the 
wish for sexual contact (Hopkins et  al., 2016; 
Murphy & Page, 2006). There are studies that 
provide support for the courtship disorder 
hypothesis, whereby exhibitionistic acts are an 
invitation for sexual contact (Freund et al., 1988; 
Hopkins et al., 2016; Lang, Langevin, Checkley, 
& Pugh, 1987). The overlap of various paraphil-
ias may be better conceptualized from the court-
ship disorder hypothesis, where voyeurism, 
exhibitionism, frotteurism, toucherism, and rape 
are all progressive expressions of the same disor-
der (Freund & Watson, 1990).

 Risk Factors and Comorbidity

Childhood emotional and sexual abuse as well as 
a preoccupation with sex/hypersexuality have 
been cited as risk factors for developing exhibi-
tionistic disorder (APA, 2013). Acting on exhibi-
tionistic impulses goes against both social norms 
as well as criminal law, thus a risk factor for 
engaging in exhibitionism may be a propensity 
for risk-taking (Långström & Seto, 2006; 
Quinsey, Skilling, Lalumière, & Craig, 2004). An 
inclination for risk-taking behavior may be 
explained by sex differences, drug and alcohol 
usage, and antisocial tendencies (Lalumère, 
Harris, Quinsey, & Rice, 2005; Långström & 
Seto, 2006; Seto & Barbaree, 1997; Quinsey, 
Skilling, & Lalumi’ere, & Craig, 2004).

Much of the information on known comor-
bidities is largely based on research on individu-
als who have been convicted for exposing 
themselves. Therefore, these comorbidities may 

not apply to everyone meeting criteria for exhibi-
tionistic disorder. According to the DSM, exhibi-
tionistic disorder is highly comorbid with anxiety, 
depression, substance use, bipolar disorder, 
attention-deficit/hyperactivity disorder, other 
sexual paraphilias, hypersexuality, and antisocial 
personality disorder (APA, 2013). Moreover, 
characteristics most often seen in individuals 
with exhibitionistic disorder are poor social skills 
and difficulty controlling their anger or hostility 
(Bader et  al., 2008; Lee, Pattison, Jackson, & 
Ward, 2001; Raymond, Coleman, Ohlerking, 
Christenson, & Miner, 1999). A study by Bader 
et al. (2008) found that based on police reports 
from 106 exhibitionists: 37 were thought to have 
been abusing illegal drugs, 29 were suspected of 
abusing alcohol, 26 individuals showed symp-
toms of a mental disorder, and four perpetrators 
showed signs of developmental disabilities at the 
time they were arrested for exposing themselves.

Exhibitionism is highly comorbid with other 
sexual paraphilias (Bader et al., 2008; Kafka & 
Hennen, 1999; Price, Gutheil, Commons, Kafka, 
& Dodd-Kimmey, 2001). In a study of 241 indi-
viduals with exhibitionistic disorder, 32% also 
engaged in voyeurism and 30% also engaged in 
frotteurism (Bader et  al., 2008; Freund, 1990). 
Another study of 142 exhibitionists found that 
93% of the sample also engaged in pedophilia, 
rape, or voyeurism (Abel et  al., 1988; Bader 
et al., 2008). Literature on exhibitionism suggests 
a high comorbidity with telephone scatologia, 
which entails calling unsuspecting individuals 
but does not involve physical touching for the 
perpetrator to become aroused. Scatologia is con-
sidered to be a verbal form of exhibitionism 
(Bader et  al., 2008; Dalby, 1988; Price et  al., 
2001).

 Recidivism and Escalation

Historically, exhibitionistic behavior was consid-
ered a nuisance and individuals exposing them-
selves were not considered to be sexually 
aggressive; however, empirical research has pro-
vided evidence that not only do exhibitionists 
recidivate at high rates but some also escalate to 
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contact sexual offenses (Rabinowitz-Greenberg 
et al., 2002; Rooth, 1973). Measuring recidivism 
can be a challenge since many exhibitionists may 
not come into contact with authorities (Bader 
et  al., 2008; Bartosh, Garby, Lewis, & Gray, 
2003; Doren, 2002). Those exhibitionists who do 
come into contact with the criminal justice sys-
tem or treatment programs typically have com-
mitted a contact offense (Bader et  al., 2008; 
Sugarman, Dumughn, Saad, Hinder, & Bluglass, 
1994). Despite the difficulty in measuring recidi-
vism, there is evidence to support that exhibition-
ists recidivate at a very high rate—estimates 
range from 18.6% to 56.9% (Bader et al., 2008; 
Berlin et al., 1991; Gebhard et al., 1965; Swindell 
et  al., 2011). Furthermore, exhibitionists who 
masturbated during exposure had more exhibi-
tionism charges compared to those who did not 
masturbate during exposure (Bader et al., 2008). 
According to the American Psychiatric 
Association (2013), pedophilic sexual prefer-
ence, antisocial history, alcohol misuse, and anti-
social personality disorder may increase the risk 
of recidivism in individuals with exhibitionistic 
disorder.

Not only is exhibitionism highly comorbid 
with other sexual paraphilias, but also there is 
evidence to suggest that some exhibitionists may 
escalate to more serious sexual crimes. McNally 
and Fremouw (2014) found that approximately 
25% of exhibitionists will recidivate with any 
type of sexual offense; whereas, 5–10% of exhi-
bitionists will escalate to a subsequent contact 
offense during a five-year follow-up period. 
Exhibitionistic behavior has been associated with 
past, current, and future acts of pedophilia, 
attempted and completed rape, and sexual mur-
der (Gebhard et al., 1965; McNally & Fremouw, 
2014; Rooth, 1973). A study completed by Abel 
et al. (1988) found that 46% of exhibitionists also 
sexually assaulted children or engaged in an 
incestuous offense. Moreover, in a sample of 241 
exhibitionists, 15% admitted to raping an adult 
(Bader et al., 2008; Freund, 1990).

Researchers have been working to identify 
risk factors that may contribute to the escalation 
from noncontact genital exposure to contact sex-
ual offenses. Both hypersexuality and excessive 

libido have been posited as the underlying mech-
anism that lead to more serious contact offenses 
(Kafka, 2003a, 2003b; McNally & Fremouw, 
2014; Morin & Levenson, 2008; Sugarman et al., 
1994). Moreover, exhibitionists who masturbated 
during exposure, touched, or communicated with 
their victims were found to be more likely to 
escalate to sexually assaultive acts (Bader et al., 
2008; Petri, 1969; Sugarman et  al., 1994). 
Another predictor of escalation to contact offend-
ing is a preference toward exposing oneself to 
children (McNally & Fremouw, 2014; Mohr, 
Turner, & Ball, 1962). Bluglass (1980) has sug-
gested that low intelligence as well as features of 
conduct or personality disorders pose a risk for 
escalation (McNally & Fremouw, 2014).

In an effort to better understand risk factors 
for exhibitionistic behavior, Sugarman et  al. 
(1994) analyzed criminal records of 210 English 
males convicted of indecent exposure. The exhi-
bitionists who went on to commit contact offenses 
were more likely to be intellectually impaired 
and have a family history of substance use. 
Moreover, escalated offenders were more likely 
to have a personality disorder, excessive libido 
(as measured by more than one orgasm per day), 
and a childhood diagnosis of conduct disorder 
(Sugarman et al., 1994). Contact offenders were 
also found to expose themselves at more than one 
location, corner, touch, and speak to victims, dis-
play an erect penis, and masturbate during expo-
sure compared to exhibitionists who did not 
escalate to contact offenses (McNally & 
Fremouw, 2014; Sugarman et al., 1994).

There exists some data to suggest that exhibi-
tionists also engage in other nonsexual criminal 
behaviors (Abel et al., 1988; Bader et al., 2008; 
Maletzky, 1997). It is estimated that between 
17% and 30% of exhibitionists who are arrested 
for exposing themselves have a conviction his-
tory for committing other nonsexual crimes 
(Bader et al., 2008; Berah & Myers, 1983; Blair 
& Lanyon, 1981). An Australian study of 151 
male exhibitionists found that 69% were also 
convicted for another offense other than exposing 
oneself, including violating parole, driving 
infractions, assault, and property crime (Bader 
et al., 2008; Berah & Myers, 1983). Furthermore, 
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evidence from several studies suggest that exhi-
bitionists who later committed contact sexual 
offenses were more likely to have prior criminal 
charges compared to noncontact recidivists 
(Firestone et  al., 2006; McNally & Fremouw, 
2014; Rabinowitz-Greenberg et  al., 2002; 
Sugarman et  al., 1994). These findings suggest 
that those who engage in exhibitionism may also 
be engaging other criminal acts (Hackett, 1971; 
Murphy, 1997; Rooth, 1971).

 Assessment

Mental health professionals are often asked to 
assess recidivism risk. Determining whether an 
exhibitionist will escalate to a contact sexual 
offense can be a challenge, especially since 
research is lacking and available data have his-
torically found mixed results (McNally & 
Fremouw, 2014; Rooth, 1973). There is no stan-
dardized risk assessment battery for those engag-
ing in exhibitionistic behavior; however, a battery 
of tests including psychological, behavioral, self-
report, and collateral information is recom-
mended as best practice (Adams & Sturgis, 1977; 
Adams, Webster, & Carson, 1980; Barlow, 1977; 
Blair & Lanyon, 1981).

The cornerstone of an accurate assessment is 
understanding the behavior of interest (Bader 
et al., 2008). Important information for determin-
ing risk hinges upon the frequency, severity, and 
extent of deviant sexual behaviors. Especially 
when assessing exhibitionists, it is critical to 
obtain a comprehensive history of exposure, mas-
turbation during exposure, libido levels, touching 
or communicating with victims during exposure 
(Bader et al., 2008; Petri, 1969; Sugarman et al., 
1994). Since many exhibitionistic acts do not 
come to the attention of authorities, self-report is 
the primary method of data collection. However, 
given sexual offenders tend to underreport their 
offense history, accurate assessment can be chal-
lenging (Maletzky, 1997; McConaghy, 1993). 
Collateral information can be acquired from 
police reports, victim statements, and other 
sources of information (Bader et al., 2008). Other 
risk factors for escalation include substance use 

and abuse and thus gathering information on the 
offender’s drug and alcohol usage is another an 
important component of the risk assessment 
(Bader et  al., 2008). If the assessment is being 
completed for treatment purposes, information 
pertaining to cognitive distortions, denial of 
behavior, and instances of minimization should 
also be gathered in an effort to manage risk 
(Bader et  al., 2008; Doren, 2002; Marshall, 
Anderson, & Fernandez, 1999).

Since there is not a specific psychological 
assessment battery given to exhibitionists, evalu-
ators often pull assessment measures from tests 
completed with contact sex offenders. Due to the 
lack of exhibitionist-specific literature, it is rec-
ommended that similar assessment procedures 
completed on general sex offenders be followed 
until more research is conducted. A commonly 
used measure for discriminating between recidi-
vists and nonrecidivists for criminal and violent 
crimes is the Psychopathy Checklist—Revised 
[PCL-R], which has been touted as a superior 
measure for predicting violent behavior (Fulero, 
1995; Hare, Forth, & Strachan, 1992; Harris, 
Rice, & Quinsey, 1993; Rabinowitz-Greenberg 
et al., 2002; Serin, Malcolm, Khanna, & Barbaree, 
1994). The PCL-R is a 20-item semi-structured 
interview, which takes into consideration the 
offender’s personality traits and criminal history 
to assess for the presence of psychopathy 
(Venables, Hall, & Patrick, 2013). While it has 
been suggested that exhibitionists may engage in 
fewer antisocial behaviors compared to contact 
sex offenders, obtaining an accurate offense his-
tory is critical in determining risk for recidivism. 
Previous research has revealed that sexual recidi-
vists had significantly more offenses in the sexual 
and criminal categories compared to nonrecidi-
vists (Rabinowitz-Greenberg et  al., 2002). 
Moreover, there is a growing body of literature 
suggesting those with elevated PCL-R scores are 
at a higher risk to recidivate, will reoffend sooner, 
and the next offense is more likely to be violent in 
nature compared to nonpsychopaths (Hare et al., 
1992; Harris et al., 1993; Rabinowitz-Greenberg 
et al., 2002; Serin et al., 1994).

Phallometric assessment, also known as penile 
plethysmography, is an objective assessment 
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measure used to identify deviant sexual interests 
in males. Phallometry measures changes in penile 
circumference in response to both nonsexual and 
sexual stimuli. Rabinowitz-Greenberg et  al. 
(2002) used audiotaped vignettes depicting sex-
ual activity varying the sex, age, and degree of 
consent, coercion, and violence on a group of 
exhibitionists. They found that penile plethys-
mography arousal to vignettes involving rape, 
especially those involving children were useful in 
determining a subgroup of exhibitionists who 
would escalate their behavior to more serious 
contact offenses (Rabinowitz-Greenberg et  al., 
2002). A Canadian study reviewed criminal 
records for 221 individuals with exhibitionistic 
disorder found that the contact recidivists scored 
significantly higher in psychopathy as well as on 
phallometric arousal to pedophilia and rape audio 
scenarios compared to noncontact recidivists 
(Rabinowitz-Greenberg et  al., 2002). Overall, 
exhibitionists high in psychopathy as well as 
deviant sexual arousal patterns as measured by 
the phallometric assessment were more likely to 
escalate to contact offenses (McNally & 
Fremouw, 2014; Rabinowitz-Greenberg et  al., 
2002).

Another way exhibitionists have been exam-
ined for risk of reoffending and escalating their 
behavior is through the two-pronged typology of 
perpetrators (Rooth, 1971). Rooth described the 
first type of exhibitionists as inhibited through 
the exposure of a flaccid penis. According to 
Rooth, these individuals have low levels of 
comorbid psychopathology and little criminal 
history (Type I). The second type is described as 
sociopathic and sadistic through the exposure of 
an erect penis, these individuals typically have 
comorbid psychological and sexual disorders 
(Type II) (McNally & Fremouw, 2014; Rooth, 
1971). Type II offenders, who characteristically 
expose an erect penis, were at higher risk for 
future contact offenses (Sugarman et al., 1994). 
Researchers are yet to determine how long an 
exhibitionist is at risk for future sexual offending 
after the initial exposure (McNally & Fremouw, 
2014). Firestone et  al. (2006) found exhibition-
ists who had been offense-free for 8 years were a 
very low risk of violent or sexual reoffending.

 Electronic Manifestations

The classic image of an exhibitionist is a man in 
a trench coat who exposes his genitals to unsus-
pecting strangers. In actuality, exhibitionists may 
use many techniques to expose themselves such 
as cutting a hole in the crotch of their pants for 
men or strategically leaving a shirt unbuttoned 
for women (Carnes, 1991; Hopkins et al., 2016). 
The popularity of the Internet and invention of 
the webcam have given exhibitionists new ave-
nues to engage in deviant sexual behavior similar 
to that of traditional exhibitionism (Hanafy et al., 
2016; Kaylor, Jeglic, & Collins, 2016). When 
considering electronic manifestations of exhibi-
tionism, we must consider whether the behavior 
is part of normal adolescent/young adult court-
ship behaviors, such as sexting, or if this behavior 
is more indicative of electronic exhibitionism 
(Kaylor et al., 2016). Retrospectively, individuals 
with exhibitionistic disorder report that the desire 
to expose themselves to others began in adoles-
cence/early adulthood (APA, 2013; Murphy & 
Page, 2008; Kaylor et al., 2016). Moreover, the 
DSM-5 does not require a minimum age to meet 
criteria for exhibitionistic disorder; therefore it 
can become unclear at what point sexting with an 
unsuspecting person or nonconsenting individual 
changes from an attempt at flirting to a paraphilic 
act (APA, 2013; Kaylor et al., 2016; Lang et al., 
1987).

When considering adolescent behavior, this 
population may be more likely to use technology 
to express their sexuality, since they are experi-
encing a period of identity development which is 
notable for increased interest and engagement in 
sexual exploration (Kaylor et al., 2016; Korenis 
& Billick, 2013; Sadhu, 2012). Moreover, ado-
lescence is also marked by impulsivity and nar-
cissism (i.e., excessive interest in oneself or one’s 
physical appearance), thus it is hypothesized that 
individuals who expose themselves do so for sex-
ual pleasure and erotic satisfaction from an audi-
ence rather than from sexual contact (Kaylor 
et al., 2016; Korenis & Billick, 2013; Lang et al., 
1987; Sadhu, 2012).

Kaylor et al. (2016) completed a study on 959 
participants ages 18–30 years, who were  surveyed 
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about traditional exhibitionistic behaviors as well 
as technological sexual behaviors, such as send-
ing explicit pictures. Traditional exhibitionism 
was assessed as flashing one’s nude or partially 
nude body parts (i.e., breasts, penis, or vagina) in 
a public place; whereas, digital exhibitionism 
was assessed as sending a sexually explicit image 
to a stranger or person known for less than 24 
hours (Kaylor et al., 2016). Researchers found a 
significant proportion of participants reported 
engaging in both technological and traditional 
exhibitionistic-like behaviors (e.g., mooning), 
and they described their motivations for engaging 
in such behaviors were confidence, excitement, 
and arousal. While individuals with exhibitionis-
tic disorder report similar motivations for their 
exposures, this study revealed that many partici-
pants’ motivations aligned most closely with nor-
mal adolescent/young adult sexual exploration 
and courtship. Although some exhibitionist 
behavior amongst adolescents is considered 
harmless, this study revealed a small group of 
participants whose behavior went above and 
beyond that of normal teenage shenanigans, 
which may be indicative of a nascent paraphilia 
(Kaylor et al., 2016).

Due to the ever-evolving nature of technol-
ogy, future research would benefit from gather-
ing information on the motivations behind 
electronic exhibitionism. Researchers believe 
the anonymity and distance the Internet pro-
vides creates a protective barrier where individ-
uals may feel more confident to expose 
themselves via the Internet. Moreover, techno-
logical exhibitionism may allow the sender to 
feel safer as the chance of rejection is lower 
compared to exposing oneself in person (Kaylor 
et al., 2016). Since the Internet and smartphones 
can provide exhibitionists with unlimited access 
to a large number of people to expose their geni-
tals to websites and social media networking 
services are being misused, such as Snapchat 
and Chatroulette to expose oneself to unsuspect-
ing victims (Hopkins et al., 2016; Kaylor et al., 
2016). It is currently unclear how the use of 
technology to expose oneself will impact legis-
lation, victims, and the diagnostic criteria for 
exhibitionistic disorder.

 Treatment of Exhibitionistic 
Disorder

Much of the existing literature on treating exhibi-
tionistic disorder relies heavily on case study 
subjects with the consensus that this paraphilia is 
often chronic and refractory to treatment (Blair & 
Lanyon, 1981; Grant, 2005; Swindell et  al., 
2011). Many exhibitionists may not come into 
contact with treatment programs, thus those who 
voluntarily seek treatment describe an inability to 
resist powerful urges to expose their genitals that 
intensify over time. Often times these urges are 
brought on by sadness, boredom, inadequacy, 
stress, interpersonal conflict, a specific location, 
or an attractive person (Grant, 2005; Swindell 
et al., 2011).

One form of treatment described for those 
with exhibitionistic disorder is aversion therapy. 
For instance, ammonia aversion treatment is a 
combination of aversive relief and punishment in 
which the exhibitionist carries a small bottle of 
smelling salts at all times. When the urge to 
expose oneself arises, the client inhales the 
ammonia mixture and clears their mind of any 
offense-related thoughts and replaces those 
thoughts with a prosocial image (e.g., enjoyable 
activities) (Marshall, 2006). Ammonia aversion 
treatment functions as a positive punishment in 
which the ammonia fumes create a pain- mediated 
response instead of an olfactory response, thus 
suppressing one’s exhibitionistic urges (Barker, 
2001). Over time, the association of the relief 
brought on by the ammonia and the prosocial 
thoughts are believed to reduce the urge to 
expose. This self-managing technique requires 
the client to diligently keep daily records of urges 
and continuously carry the ammonia mixture 
with them, if clients are inconsistent, the prob-
lematic behaviors are likely to return (Marshall, 
2006).

Despite many studies describing the difficul-
ties of treating exhibitionism, there has been 
some support for serotonergic antidepressant 
treatment. Terao and Nakamura (2000) described 
a case in which a low dose of trazadone was 
found to be effective in reducing the impulse to 
expose one’s genitals in a client with 
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 exhibitionistic disorder. The client was adminis-
tered 50 mg of trazadone daily for 1 year, then the 
dosage was decreased to 25  mg per day, and 
decreased further until it was discontinued at the 
two-year mark. During regular follow-up ses-
sions, the client did not experience any urges or 
exposures. Although low dose trazadone has 
been suggested to be the best pharmacological 
treatment for exhibitionism, trazadone may lead 
to an overall decrease in sex drive, erectile dys-
function, and reduced libido, which may result in 
high rates of attrition (Terao & Nakamura, 2000).

Although medication can be helpful in con-
trolling exhibition urges, medication alone will 
not impact the underlying psychological prob-
lem, thus the gold standard treatment is the com-
bination of both psychotherapy and 
psychopharmacology (Chopin-Marcé, 2001). 
The success of psychotherapy depends on the cli-
ent’s motivation for seeking treatment and level 
of intelligence. Many treatment-seeking exhibi-
tionists report that they do not know why they 
expose themselves and feel pushed by a force 
beyond their control that feels obsessive- 
compulsive in nature (Chopin-Marcé, 2001).

Imagery treatment, which examines deviant 
fantasies and encourages them to be replaced 
with appropriate ones, has been a well- established 
treatment for exhibitionists (Dandescu & Wolfe, 
2003). Paraphilic fantasies are seen as a funda-
mental part of the etiology and maintenance of 
exhibitionistic behavior (O’Donohue, 
Letourneau, & Dowling, 1997). Research has 
found that after their first exposure, exhibitionis-
tic offenders have a greater number of deviant 
masturbatory offenses compared to the number 
of fantasies prior to this first exposure. This infor-
mation suggests a behavior/fantasy loop is cre-
ated, where exposure triggers fantasies, which in 
turn leads to more exhibitionistic acts (Abel & 
Blanchard, 1974). Unfortunately, imagery 
instructions for exhibitionism are typically 
incomplete or missing from research reports, 
making replication difficult (Blair & Lanyon, 
1981). Moreover, previous studies have reported 
conflicting data about the efficacy of this type of 
treatment (Dandescu & Wolfe, 2003; Marshall & 
Serran, 2000).

Similar to the behavior/fantasy loop described 
above, exhibitionism has been hypothesized to be 
triggered by dysphoric mood states in which the 
individual exposes oneself to self-soothe leading 
to a conditioned stimulus (Swindell et al., 2011). 
In order to break the cycle of dysphoric mood and 
exhibitionism, the individual needs to learn 
healthy ways to self-soothe that do not involve 
exposure or other addictive behaviors. In addi-
tion, any cognitive distortions or rationalizations 
involving exhibitionism need to be addressed 
(Swindell et al., 2011). Some mental health pro-
fessionals also conceptualize exhibitionists as 
being stuck in an immature developmental phase, 
thus the importance of recognizing the suffering 
of their victims as people not as objects is highly 
emphasized (Chopin-Marcé, 2001).

 Consequences

The earliest study on victims of exhibitionism 
reported that victims were not harmed from the 
exposure, but rather surprised and inconve-
nienced (Davis & Davis, 1976). More recent 
research has shown that victims of exhibitionism 
actually experience considerable distress (Clark 
et al., 2016; Cox, 1988; Krueger & Kaplan, 2000; 
Riordan, 1999). Contrary to the long-standing 
belief that exhibitionism is a nuisance offense, a 
study revealed that 18% of female victims of 
exhibitionism reported severe distress from the 
exposure (Cox, 1988). Moreover, another study 
found that 28% of female victims endorsed exhi-
bitionism has impacted their social activities and 
movements, suggesting that exhibitionism has 
negative long-term consequences for victims 
(Clark et al., 2016; Riordan, 1999).

Although research has shown that victims of 
exhibitionism are significantly impacted by expo-
sure, only a small percentage of individuals 
report the offense to the police. Clark et al. (2016) 
found that the majority of exhibitionism inci-
dents were not reported to the police; in fact less 
than 10% of their sample endorsed reporting the 
offense to authorities. Consistent with research 
on contact sexual offenses, approximately two- 
thirds of victims of exhibitionism will disclose 
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their experience to someone in their social net-
work; however, the vast majority will not make 
an official police report (Clark et  al., 2016; 
Golding, Siegel, Sorenson, Burnam, & Stein, 
1989; Koss, Dinero, Seibel, & Cox, 1988; Ullman 
& Filiaps, 2001).

 Prevention Measures

Exhibitionistic acts often occur in public 
places, thus addressing the problem at a situa-
tional level (e.g., posters on public transporta-
tion) may increase reporting rates, thereby 
decreasing the prevalence of the behavior. 
Such prevention methods are thought to 
decrease exhibitionistic acts, as well as increase 
victim disclosure and bystander mobilization 
(Clark et al., 2016). Moreover, situation crime 
prevention (SCP) methods such as increased 
police presence and better lighting have served 
to deter crime and may discourage exhibition-
ism (Clark et  al., 2016; Farrington & Welsh, 
2002; Painter, 1996; Sherman & Weisburd, 
1995). By implementing SCP measures, sub-
way crime in the Washington D.C. metro sys-
tem saw a decrease in paraphilic offenses 
(Clark et al., 2016). Through the use of other 
crime prevention strategies, such as removing 
benches, eliminating public restrooms, and 
closing stairways during off-peak hours, the 
Washington D.C. metro was able to prevent 
offenders from lingering in places where exhi-
bitionism was most likely to occur (La Vigne, 
1997). Expanding such SCP efforts to other 
places where exhibitionism takes place such as 
parks and parking lots can potentially result in 
a decreased incidence of exhibitionistic acts 
(Clark et al., 2016).

Since the majority of exhibitionistic behaviors 
are not reported to the authorities, public educa-
tion campaigns directed towards girls and young 
women may be an effective method to increase 
reporting rates of exhibitionism (Clark et  al., 
2016). Educational efforts aimed to identifying 
boundary violations and uncomfortable sexual 
situations may decrease guilt or self-blame expe-
rienced by victims, which in turn may alleviate 

negative long-term consequences of exposure 
(Finkelhor, 2009). Moreover, education on 
victim- blaming and training in empathic respond-
ing for criminal justice, medical, and mental 
health professionals may make victims feel more 
comfortable when speaking with individuals in 
positions of authority (Clark et al., 2016; Ullman 
& Filiaps, 2001). Through SCP and public educa-
tion campaigns, the hope is to decrease exhibi-
tionistic acts and increase reporting of such 
offenses.

 Future Directions

Although exhibitionistic disorder has been 
identified as a crime for centuries, research on 
this disorder remains sparse. In order to get a 
better sense of the incidence, prevalence, and 
scope of this paraphilia large population-based 
studies are needed. One limitation of assessing 
exhibitionism remains the lack of standardized 
assessment tools to evaluate the risk for recidi-
vism. While several methods for assessing 
exhibitionism exist, there are no gold standard 
assessment batteries for determining the risk 
for recidivism or escalation to contact offenses. 
Moreover, there exists many sexual paraphilias 
that not only share similar symptoms but are 
also highly comorbid. The lack of assessment 
tools for measuring this behavior speaks to the 
great need for a high level of specificity when 
evaluating for the presence of other sexual 
paraphilias. Furthermore, several methods for 
treating exhibitionism exist in the literature; 
however, many of these research studies rely on 
case studies or have little evidence to support 
the treatment of choice. The literature points to 
several methods for preventing the act of exhi-
bitionism from occurring (e.g., increased police 
presence, better lighting), yet there is insuffi-
cient research on preventing an individual from 
developing exhibitionistic disorder. With the 
recent realization that exhibitionism is much 
more than a nuisance, we can hope that future 
research will fill the many gaps in what we 
know about diagnosing, assessing, and treating 
this paraphilic disorder.
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Sexual Assault and Female Gang 
Involvement: A Look at Risk 
Amplification and Prevention

Aubri F. McDonald

 Introduction

“There is one aspect of female gang life that does 
not seem to be changing—the gang as a refuge 
for young women who have been victimized at 
home” (Moore & Hagedorn, 2001, p. 3). The pur-
pose of this chapter is to understand the relation-
ship between sexual assault and female gang 
involvement and to propose a strategy to prevent 
females from becoming involved with gangs. In 
particular, the plan is tailored to address the 
effects of child sexual abuse (CSA) as an under-
lying risk factor for female gang involvement and 
an amplifying risk factor for sexual victimization 
for female gang members. According to Chesney-
Lind, Morash, and Irwin (2007), “Evidence of 
sexual exploitation of female gang members at 
home and within their gangs is one reason for 
considering female gang membership a serious 
social concern” (p. 4).

CSA as a risk factor for gang involvement and 
sexual revictimization has not been a part of gang 
involvement prevention strategies. Programs spe-
cifically targeted at preventing female gang 
involvement are underdeveloped. This chapter 
focuses on girls because of this intervention gap 
and because, compared to males, the risk for 

females being victims of CSA is about three times 
higher (Finkelhor, 2009).1 Furthermore, children 
who are victims of sexual abuse are three times 
more likely to experience sexual victimization 
again later in life compared to those who have not 
been sexually abused as children (Boynton-Jarrett, 
Rich-Edwards, Jun, Hilbert, & Wright, 2011).

 Scope of Female Gang Involvement

Females are more involved in gangs than generally 
acknowledged. Estimates for female gang involve-
ment differ significantly depending on the source. 
Law enforcement estimates show that of those 
officially labeled gang offenders, a small percent-
age is female (Bobrowski, 1988; Spergel, 1995; 
Thrasher, 1927). A 2004 National Youth Gang 
Survey gathering data on gangs from a representa-
tive sample of police and sheriff departments 
across the country estimated that 94% of gang 
members are male (Egley & Ritz, 2006). Research 
indicates that law enforcement underestimates 
female gang membership. According to one study, 
32% of police jurisdictions surveyed did not, “as a 
matter of policy,” identify females as gang mem-
bers (Curry & Decker, 1998, p. 98).

1 Measuring the prevalence of CSA is problematic. CSA is 
underreported because many victims never disclose their 
abuse. It is estimated that the number of cases reported to 
child protection services is 2.4/1000 or less than one-
fourth of 1% (Finkelhor, 1994).
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Youth surveys reflect substantial female 
involvement in gangs compared to law enforce-
ment data  and show that females constitute as 
many as one-third of all gang members (Esbensen 
& Deschenes, 1998; Esbensen, Deschenes, & 
Winfree Jr, 1999; Esbensen & Huizinga, 1993; 
Esbensen & Winfree, 1998; Gottfredson & 
Gottfredson, 2001; Thornberry, Krohn, Lizotte, 
Smith, & Tobin, 2003). Younger females are 
more likely to be involved in gangs. Esbensen 
and Huizinga (1993) found that of gang-involved 
youth aged 11–15, nearly half were female. 
Surveying an older group, aged 13–19, they 
found that a fifth were girls (Esbensen & 
Huizinga, 1993). Youth surveys may reflect 
higher estimates of female gang involvement 
compared to police estimates because survey 
respondents tend to be younger than youth on 
police rosters. Females tend to drop out of gang 
life at earlier ages compared to males. Among 
Rochester gang members, half of the males and 
two-thirds of the females stayed in their gangs for 
a year or less, with very few youth retaining gang 
membership throughout their adolescent years 
(Snyder & Sickmund, 2006).

The lack of a standardized definition for what 
constitutes a gang and what distinguishes a gang 
member from a “hanger-on” or “wannabe” makes 
it difficult to accurately determine the scope of 
youth gang involvement  (Snyder & Sickmund, 
2006). Female gang members are often 
characterized as assuming auxiliary roles in gang 
activities or as assisting male gang members by 
carrying weapons, providing alibis, or spying for 
male members (Campbell, 1990; Cohen, 1956; 
Short & Strodtbeck, 1965; Spergel, 1995).

Female gang involvement varies widely from 
one location to another. Moore (1991) found that 
in some US cities, females constitute up to one- 
third of the members in some gang cliques but are 
completely absent in others. Female gangs are 
somewhat more likely to be found in small cities 
and rural areas than in large cities. Racial or 
ethnic composition of gangs also varies depending 
on location. While Latina gangs are predominant 
in the Southwest, African American gangs 
are  predominant in the Midwest and Northeast 
(National Youth Gang Center, 2000). National 

estimates based on survey data show that 50% of 
all gang members are Hispanic/Latino, 32% are 
African American, and 11% are Caucasian 
(National Youth Gang Center, 2010). A 15-city 
sample found that racial and ethnic proportions 
of youth reporting gang membership were more 
evenly distributed among whites (7.3%), blacks 
(8.3%), and Hispanics (9.0%), but larger (12.9%) 
for multiracial groups (Esbensen, Brick, Melde, 
Tusinski, & Taylor, 2008).

 Sexualizing Female Gang Members

Research on gangs tends to emphasize the sexu-
ality of female members and their sexual activi-
ties with male gang members (see Campbell, 
1984, 1990; Taylor, 1993). Male gang researchers 
traditionally characterized female gang members 
as maladjusted tomboys or sexual deviants (Joe 
& Chesney-Lind, 1995). Campbell (1987) 
noted that early research attributed female gang 
involvement to  “psychological problems and 
inappropriate gender-role behavior of female 
gang members” (p.  451). Contemporary 
perspectives indicate that female gang members 
are establishing their own ground and taking on 
an active independent role in crime and violence 
(Chesney-Lind, 1993; Joe-Laidler & Hunt, 
2001).

Female gang members are often stereotyped 
as “sex objects” for male gang members. Moore 
and Hagedorn (2001) point out that early 
research about the “easy sexual availability of 
female gang members” was based on the male 
gang members’ perspective (p. 3; e.g., Short & 
Strodtbeck, 1965; Sanchez-Jankowski, 1991). 
For instance, Decker and Van Winkle (1996) 
were told by male gang members that female 
members were initiated into the gang by group 
sex which the female members dismissed as 
“ludicrous.” In a Mexican American gang in Los 
Angeles, half the male members said female 
members were sexually exploited and treated 
like “possessions,” two-thirds of the female 
members denied they were treated as such, and 
the other male members said females were 
treated like family (Moore, 1991).
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Sexual exploitation and abuse of female 
gang members by male gang members is 
prevalent; however, it does not occur in every 
gang. Studies involving African American, 
Mexican American, and Puerto Rican females 
in gangs reported being sexually victimized by 
the male members in their gang in Columbus, 
OH (Miller, 1998), Milwaukee (Hagedorn, 
1998), Phoenix, AZ (Portillos, 1999), Chicago 
(Venkatesh, 1998), and Los Angeles (Moore, 
1991). Females from an immigrant Salvadoran 
gang in San Francisco reported frequent sex-
ual victimization by male gang members, 
although this rarely happened in a nearby 
Mexican American gang (Brotherton, 1996). 
Male gang members of a Mexican American 
gang in San Antonio, TX, reported that most 
females who associate with the gang are 
respected; however, females who frequently 
partied, used drugs, and were sexually pro-
miscuous were not deemed worthy of respect 
(Valdez & Cepeda, 1998).

The level and nature of a young women’s par-
ticipation in gang crime may be an indicator of 
the particular types of victimization risks these 
young women face. Joe-Laidler and Hunt (1997) 
found that females in auxiliary gangs were 
exposed to a greater variety of violence-prone 
situations tied to their associations with young 
men. Female gang members who are heavily 
involved in street crime are at heightened risk for 
physical violence such as assaults or stabbings. 
Young women in gangs are also at greater risk 
for ongoing physical or sexual mistreatment by 
male gang members (Miller, 2001; Miller & 
Brunson, 2000).

The experiences of females in gangs suggest a 
complex relationship with their male counterparts 
in which the females simultaneously are protected 
from potentially aggressive situations, but also 
are open to sexual victimization by their 
protectors (Joe-Laidler & Hunt, 2001). In 
Bowker’s and colleagues’ (1980) study, male 
gang members in mixed-gender gangs described 
efforts to protect the females from potentially 
dangerous situations. The male gang 
members  said that girls were excluded from 
planning delinquent acts and when girls showed 

up at the location of a planned incident, it was 
often postponed or terminated.

 Gangs, Delinquency, and Gender

Joe and Chesney-Lind (1995) explain that par-
ticipating in violence is a stronger normative 
feature of male gang involvement than it is for 
females in gangs. Esbensen and Huizinga (1993) 
found that female gang members are signifi-
cantly less likely to report high levels of involve-
ment in delinquent activity such as violence, 
truancy, running away, or using drugs. Female 
gang members reported an average individual 
offending rate of 14.0 on a general delinquency 
scale where the rate for male gang members 
was nearly triple at 36.9 (Esbensen & Huizinga, 
1993).

Youth surveys reflect that female gang mem-
bers are more delinquent than females and males 
who are not involved in gangs (Bjerregaard & 
Smith, 1993; Esbensen & Huizinga, 1993; Fagan, 
1990). In the Rochester study, 66% of female 
gang members and 82% of male gang members 
reported involvement in at least one serious 
delinquent act (e.g., car theft, assault with a 
weapon, breaking and entering) compared with 
only 7% of non-gang females and 11% of non- 
gang males (Bjerregaard & Smith, 1993). Fagan 
(1990) found “prevalence rates for female gang 
members exceeded rates for non-gang males” for 
all categories of delinquency.2

Fagan’s (1990) study surveying gang youth in 
Chicago, Los Angeles, and San Diego found that 
compared to male gang members, female gang 
members were more likely to engage in petty 
delinquency like theft, vandalism, and selling 
drugs than serious delinquency such as felony 

2 Categories of delinquency are based off the Denver scale 
and classified as serious, moderate, and minor delin-
quency. “Serious delinquency” is an eight-item index that 
includes car theft, assault with a weapon, and breaking 
and entering. “Moderate delinquency” is an 11-item index 
that includes joyriding, fraud, and property destruction. 
“Minor delinquency” is an eight-item index that includes 
minor theft, being loud and rowdy in a public place, and 
lying about one’s age (Bjerregaard & Smith, 1993).
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assault, robbery, or weapons offenses.3 The study 
classified 40% of female gang members and 15% 
of male gang members as “petty delinquents” 
while 33% of gang females and 56% gang males 
were deemed “serious delinquents.” Female gang 
members were also less likely to use hard drugs 
(33%) compared to male gang members (43%). 
Hagedorn and Devitt (1999) found that gun use is 
much more prevalent among male than female 
gang members.

Research shows that gang-related delinquency 
for males and females is strongly associated with 
gender organization of their groups (Joe-Laidler 
& Hunt, 1997; Miller & Brunson, 2000; Peterson, 
Miller, & Esbensen, 2001). Peterson et al. (2001) 
classified youth gangs based on gender composi-
tion using data from the G.R.E.A.T. gang preven-
tion project. They found that gangs where all or a 
majority of the members were female were the 
least delinquent compared to gangs where mem-
bers were all male, majority male, or gender-bal-
anced.4 Studies also show that females are far less 
likely to be in all female gangs and most often 
report that their gangs have both male and female 
members. Miller (2001) found in her compara-
tive study of female gang members in St. Louis 
and Columbus, Ohio, that 88% were in mixed 
gender gangs.5 Curry’s (1998) study of female 
gang members in three cities revealed only 
about 6% reported membership in autonomous 

3 “Petty delinquents” reported three or fewer incidents in 
the past year of minor assault, minor theft, vandalism, or 
illegal services (buying or selling stolen goods, selling 
drugs) and no index offenses (felony assault, robbery, or 
felony theft) in the past year (Fagan, 1990). “Serious 
delinquents” reported one or two index offenses (felony 
assault, robbery, or felony theft) within the past year or 
three or more incidents in the past year of extortion or 
weapons offenses (Fagan, 1990).
4 Gender-balanced and majority male gangs were similar 
in delinquency. Male gang members in gender-balanced 
gangs differentiated males’ and females’ participation in 
delinquent activities. Male gang members in majority-
male gangs viewed the few female members in the gang as 
“one of the guys” and equal partners in delinquent 
activity.
5 Many of the young women in the study resisted the label 
female gang, calling it “stupid,” “silly,” and “laugh[able].” 
(Miller, 2001).

female gangs while 57% described their gangs as 
mixed gender.6

Cultural dynamics and roles related to gender 
may explain differences between males and 
females with regard to delinquency and violence. 
Moore and Hagedorn (1996) suggest that Latina 
gang members are more bound by “traditional” 
community patriarchal norms than black female 
gang members. Joe and Chesney-Lind (1995) 
indicate that for female gang members, violence 
“is not celebrated or normative” but rather it is 
“more directly a consequence of and a response 
to the abuse, both physical and sexual, that 
characterizes their lives at home” (p. 428).

 Motivations for Gang Involvement

A common public perception is that most youth 
are coerced into joining a gang (Howell, 2007). 
Studies show that both young men and women 
join gangs for many reasons. Bjerregaard and 
Smith (1993) found that  engaging in sexual 
activity and having delinquent peers 
were  significant factors for why males and 
females joined gangs.  Fifty-four percent of the 
young men and women in the Rochester study 
said they had followed the lead of friends or 
family members, 19% said they joined a gang for 
protection, and 15% said it was for fun or 
excitement (Browning, Thornberry, & Porter, 
1999; Snyder & Sickmund, 2006). Young people 
also report  joining gangs for a sense of identity 
and belonging. In Los Angeles, Mexican 
American gangs were described as “a substitute 
institution … [providing] meaning and identity” 
(Quicker, 1983, p.  28) or “their own system in 
which they [could] belong,” in the absence of 
“clear or satisfactory access to adult status” 
(Harris, 1988, p.  166). Young men and women 
may also be drawn to money-making opportunities 
the gang can provide especially given the 
economic conditions young men and women at 
risk for gang involvement often face (i.e., pov-
erty, lack of employment).

6 36.4% said they were in female gangs affiliated with 
male gangs.
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Motivations for gang membership for males 
and females are influenced by similar structural 
factors especially marginal economic conditions 
(Bjerregaard & Smith, 1993; Campbell, 1984, 
1990; Moore, 1991; Vigil, 1988). Poverty, drug 
availability, gang presence, and the lack of a 
sense of safety and attachment are factors 
associated with gang involvement (Browning 
et  al., 1999). In a longitudinal study of youth 
living in high-crime neighborhoods in Seattle, for 
example, pre-adolescents (ages 10–12) who later 
joined gangs were distinguished most markedly 
by very early marijuana use, neighborhood 
conditions making marijuana readily available, 
and learning disabilities. The presence of any of 
these factors in a young person’s background 
more than tripled his or her odds of later becoming 
a gang member (Hill, Lui, & Hawkins, 2001; 
Snyder & Sickmund, 2006). School-related risk 
factors for gang involvement include low 
achievement, low commitment and aspirations 
for school, truancy, negative labeling by teachers, 
and lack of sense of safety at school (Browning 
et al., 1999). Thornberry (1998) identified 11 risk 
factors for females becoming involved with 
gangs; eight of which overlapped with males. 
Overlapping factors included four measures of 
poor attitudes toward school, access to and 
positive values about drugs, delinquent 
involvement, and neighborhood integration. Risk 
factors unique to female gang involvement were 
neighborhood disorganization, neighborhood 
violence, and low parental involvement.

Young women may also join gangs to assert 
their independence or in response to cultural and 
class constraints related to gender. “The gender 
oppression and sexual double standards present 
in society often are amplified in the gang context, 
where masculinities play out and intersect with 
the female gang experience” (Peterson, 2012), 
p. 75). Young Puerto Rican women in New York 
felt that by joining a gang, they would be able to 
express themselves as assimilated Americans, 
spending money freely and standing up for 
themselves. “[They] construct … an image of the 
gang that counterpoints the suffocating futures 
they face” (Campbell, 1990, p. 173). Lauderback, 
Hansen, and Waldorf (1992) found in their study 

of a black female gang in San Francisco that the 
females had formed their gang because they felt 
that the “distribution of labor and wealth” in their 
previous involvement selling drugs with males 
was inequitable (p. 62). In San Francisco, CA, a 
large, multiethnic study of female gang members 
describes them as “resisting normative forms of 
femininity” but also as “devising alternative forms 
of femininity” (Joe-Laidler & Hunt, 2001).

 Child Sexual Abuse (CSA) as a Risk 
Factor for Female Gang 
Involvement

Etiological research on female gang involvement 
has not identified clear risk factors for girls 
beyond identifying risks for delinquency. The 
processes of victimization may lead to a better 
comprehension of the processes of becoming 
involved with gangs. Child sexual abuse is a 
significant risk factor for female gang 
involvement. Joan Moore’s (1991) research on 
female gang members in Los Angeles identified 
that running away from home to escape sexual 
victimization is a prominent theme in the lives of 
girls in gangs.

 CSA Prevalence and Impacts

 The World Health Organization (2014) defines 
CSA as “the involvement of a child in sexual 
activity that he or she does not fully comprehend 
and is unable to give informed consent to, or for 
which the child is not developmentally prepared, 
or else that violate the laws or social taboos of 
society.” CSA refers to a range of activities includ-
ing intercourse, attempted intercourse, oral-geni-
tal contact, fondling, exposing children to adult 
sexual activity or pornography, and the use of the 
child for prostitution or pornography (Putnam, 
2003). Determining the prevalence of CSA is 
challenging. CSA is significantly underreported. 
Child victims are often fearful to come forward or 
are unable to comprehend what is happening or 
has happened to them. Furthermore, CSA is diffi-
cult to prove and prosecute. Females—gang 

46 Sexual Assault and Female Gang Involvement: A Look at Risk Amplification and Prevention



766

member or not—are more likely than males to be 
victims of sexual abuse early in life (Evans, 
Albers, Macari, & Mason, 1996). Studies esti-
mate the child sexual abuse prevalence rate is 
10.7% to 17.4% for girls and 3.8% to 4.6% for 
boys (Townsend & Rheingold, 2013).

CSA has been associated with multiple long- 
term deleterious outcomes. Victims often suffer 
cognitive, physical, interpersonal, behavioral, 
and psychological impacts. Cognitive symptoms 
include poor concentration, inattentiveness, and 
dissociation, which can lead to academic failure 
(Wurtele, 2002). CSA victims may contract 
sexually transmitted diseases or have other health 
problems related to the abuse.

Psychological effects from CSA victimization 
include depression, anxiety, post-traumatic stress 
disorder (PTSD), and suicide. Sexually abused 
girls are four to five times more likely to be 
diagnosed with lifetime PTSD than girls who had 
not been sexually abused (Kilpatrick et al., 2003). 
Victims of CSA are also at increased risk for 
suicide as well as suicidal ideation compared to 
their non-abused counterparts (Bayatpour, Wells, 
& Holford, 1992). CSA victims are more likely 
to abuse drugs or alcohol to deal with the effects 
of the abuse (Wurtele, 2002).

As every abuse situation is different, not every 
victim experiences the same effects. Lasting neg-
ative effects are “not inevitable nor completely 
predictable” (Kaufman, Barber, Moser, & Carter, 
2002, p.  20). Some victims may not have any 
lasting effects, “it’s estimated that 10–49% of 
sexual abuse victims are free of symptoms”; 
however, negative effects are more prevalent 
among sexual abuse victims than for those who 
have not been abused (Kaufman et  al., 2002, 
p. 10). Variables that impact the severity of CSA 
consequences include the duration of the abuse, 
who perpetrated the abuse, and if force was used.

 CSA and Gang Involvement

Females who have been sexually abused in their 
childhood are at significant risk for becoming 
involved in a gang and engaging in aggressive 

and delinquent behavior. Thompson and Braaten- 
Antrim (1998) indicate that for sexually abused 
youth,  the odds of gang involvement is  nearly 
double (1.77 higher) compared to youth who had 
not been sexually abused (p. 336). Research on 
female gangs in Los Angeles and Hawaii shows 
that a significant portion of girls in gangs had 
been sexually victimized in their past. In Los 
Angeles, 29% of a large representative sample of 
Mexican American female gang members had 
been sexually abused at home, and a study of 48 
gang youths in Hawaii found that 62% of the 
females had been sexually abused at home (Joe & 
Chesney-Lind, 1995; Moore, 1991).

Youths abused at a young age who run away 
from the abuse use deviant strategies to survive 
including trading sex for money, shelter, food, 
and drugs and affiliating with deviant peers 
(Kilpatrick et  al., 2003). For females who have 
been sexually abused at home, the gang serves as 
a source of support, a form of substitute institution 
for things they are missing from their lives 
(Chesney-Lind & Hagedorn, 1999; Moore, 
1991). Research on female gang members in 
Hawaii showed that girls turn to gangs as a 
solution to victimization from family violence, 
since the gang provided instruction and 
experience in fighting back physically and emo-
tionally (Joe & Chesney-Lind, 1995).

Early sexual abuse is also a significant risk 
factor for sexual victimization later in life. 
Children who are victims of sexual abuse are 
more than three times more likely to experience 
sexual revictimization as adults (Boynton-Jarrett 
et  al., 2011). The trauma from being sexually 
abused as a child may render individuals unable 
to enforce appropriate boundaries. Victims of 
childhood sexual abuse are believed to engage in 
what Freud called repetition compulsion, where a 
person repeats a traumatic event or its circum-
stances over and over again to gain “mastery” 
over a childhood trauma (Bibring, 1943). 
Describing the phenomenon, Van der Kolk (1989) 
wrote, “Many traumatized people expose them-
selves, seemingly compulsively, to situations 
reminiscent of the original trauma. These behav-
ioral reenactments are rarely consciously under-
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stood to be related to earlier life experiences” 
(p. 389).7

CSA increases a female’s risk for sexual revic-
timization, and gang involvement amplifies the 
risk given the prevalence of sexual victimization 
for female gang members. Both CSA and gang 
involvement are linked to an increased likelihood 
to abuse alcohol and drugs, and substance abuse 
increases the likelihood of sexual revictimiza-
tion. A study based on a national longitudinal 
sample of youth makes it clear that gang mem-
bership is associated with increased drug use as a 
way to self-medicate in response to that traumatic 
history (Bjerregaard, 2010). Disinhibition from 
drugs or alcohol strongly facilitates the occur-
rence of “reliving” sexual victimization, which 
then may take the form of acting out violent or 
sexually traumatic episodes (Pitman, Orr, & 
Laforque, 1987). In sum, CSA, gang involve-
ment, and substance amplify risk of sexual vic-
timization for females.

 Consequences of Gang Involvement

Gang involvement tends to exacerbate problems 
in a young women’s life rather than improve her 
situation. Gang membership sharply raises a 
young person’s risk of being a victim of violence, 
not just a perpetrator. Researchers tracking the 
lives of Rochester gang members to age 22 found 
evidence of serious adult dysfunction that could 
not be explained by other factors. Young adults 
who had been in gangs were more likely to have 
ended their education prematurely, become 
pregnant or had children early, and failed to 
establish stable work lives—all of which were 
associated with an increased likelihood of being 
arrested as adults (Snyder & Sickmund, 2006).

Long-term consequences of gang involvement 
depend on the individual. Some never recover 
from abuse trauma. Females who were members 
of gangs reported attempting suicide more than 

7 Survivors of earlier rape and abuse may put themselves at 
risk of further harm, not because they want to be abused or 
hurt, but because they may be seeking a different, better 
outcome, or to have more control (Van der Kolk, 1989).

male gang members (Evans et  al., 1996). The 
stigmatization of gang membership can also have 
long-term consequences. In one study of African 
American female gang members in Milwaukee, 
women viewed their gang involvement as an 
adolescent episode, but for Puerto Ricans in 
Milwaukee and Mexican Americans in Los 
Angeles, gang membership constricted their 
futures (Moore & Hagedorn, 2001). These 
constrictions included being stigmatized in the 
community resulting in reduced opportunities for 
employment. Additionally, most female gang 
members married male gang members whose 
careers often involved repeated imprisonments. 
Most female gang members have children with 
these male gang members who often abandoned 
responsibility for their children, leaving the 
females to be a single parent (Moore & Hagedorn, 
2001).

 Theoretical Perspectives for Gang 
Involvement

Robert Sampson (1993) proposed that any theory 
of crime must begin with the fact that most 
violent criminals at one time belonged to teenage 
peer groups, particularly street gangs. There are 
many theories that may be applied to discuss why 
females join gangs. Theories addressing 
delinquency were selected to provide a useful 
backdrop for understanding the complex interplay 
of social ecology and female gang involvement. 
These include social disorganization, social 
learning model, social control theory, strain 
theory, and labeling theory.

 Social Disorganization

Social disorganization in communities, defined 
as a breakdown in institutional controls generated 
by urban change, is one of the oldest explanations 
of gang membership (Kornhauser, 1978). 
Examining juvenile delinquency in urban areas, 
Shaw and McKay (Shaw & McKay, 1942) linked 
patterns of delinquency to the particular 
ecological environment in which it occurs. 
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Frederic Thrasher (Thrasher, 1927) and Irving 
Spergel (1966) considered gang formation a 
symptom of underlying disorganization in the 
community. Forming gangs is also seen as an 
effort to create order out of disorder (Kornhauser, 
1978). Poor, unstable communities often lack the 
organization and political connections to obtain 
resources for fighting crime and offering young 
people an alternative to deviant behavior (Park, 
Burgess, & McKenzie, 1925). Thrasher (1927) 
found that most gangs were concentrated in 
areas with the highest incidence of single-parent 
families, unemployment, multiple-family dwell-
ings, welfare recipients, and low levels of educa-
tion. Empirical research has confirmed that 
measures of social disorganization are useful pre-
dictors of gang homicides (Curry & Spergel, 
1988).

 Social Learning Model

Family and peer groups have a prominent influ-
ence on gang involvement. The social learning 
model posits that youths learn to engage in crime 
in the same way they learn to engage in conform-
ing behavior, through association with or expo-
sure to others (Burgess & Akers, 1966). Social 
learning mechanisms include imitation or group 
pressures to conform. Youths are most at risk for 
gang involvement in environments where delin-
quency and/or violence are more likely to be 
reinforced (and less likely to be punished). 
Families in a range of settings from the inner city 
to deindustrialized towns often support girls’ 
violence so that people will not disrespect them, 
and so girls will learn to “hold their own” and be 
perceived as such  (Brown, 1999; Leitz, 2003; 
Ness, 2004; Tapper & Boulton, 2000). Gang- 
involved females are more likely than males to 
come from a troubled family (Moore, 1991).

Research on female delinquency and gang 
deviance suggests that peers influence female 
gang membership (Bowker & Klein, 1983; 
Campbell, 1990; Giordano, 1978). A study of 
incarcerated females found that females who 
identified themselves as being members of either 
a regular group or a gang were more likely to be 

delinquent (e.g., running away, fighting, stealing, 
using drugs, damaging property) than those who 
had not been part of a group and were receiving 
support and approval for these behaviors from 
their girlfriends (Giordano, 1978). Other studies 
also suggest that the relationships of female 
adolescents to their girlfriends are strong 
predictors of both gang membership and 
delinquency (Bowker & Klein, 1983) and 
generally support the notion that peers are 
centrally involved with female gang choices 
(Campbell, 1984, 1990; Moore, 1991). The 
“sisterhood” of the gang appears to exert a 
powerful influence on female as well as male 
gang membership and behavior (Campbell, 
1990).

 Social Control

Within inner city areas, a network of interper-
sonal relationships involving family, gangs, and 
the neighborhood influences delinquency. If 
family and relatives offer inadequate supervision 
or incomplete socialization, children from bro-
ken families are more likely to join violent gangs 
unless others take the parents’ place (Shaw & 
McKay, 1942). Females who do not have posi-
tive social controls (e.g., attachment to family, 
community) within their surroundings are likely 
to turn to the gang for a surrogate support net-
work (Hirschi, 1969). Community and family in 
the lives of young female gang members are 
likely to be fractured and unable to offer suffi-
cient support.

 Strain Theory

Cohen (1956) saw gang membership as a solu-
tion to the curtailed opportunities for traditional 
success available to lower-class youth. Poverty 
and economic marginality are associated with the 
emergence of youth gangs (Moore & Hagedorn, 
2001). Merton’s (1968) strain theory posits that 
an individual looks for ways to satisfy her needs 
and achieving them may become more important 
than the means adopted. For instance, females 
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may join gangs for  safety, respect, money, 
empowerment, pride, or self-worth not available 
through legitimate means. Inadequate social 
structures or regulation may change an 
individual’s perceptions as to means and 
opportunities.

Broidy and Agnew (1997) identified gender 
differences in how males and females perceive 
and respond to strain. While males are concerned 
with material success, females are concerned 
with forming bonds and relationships and may 
see joining a gang as a way to achieve this. They 
found that males are likely to take their anger out 
on others while females tend to internalize anger 
and blame themselves. Young females living in 
poverty may find it difficult to meet basic 
emotional and psychological needs (Tyler, 2002). 
Overall, young impressionable females living in 
impoverished areas characterized by narrow 
opportunities are especially vulnerable to 
becoming gang-involved.

 Labeling Theory

Labeling theory involves negatively labeling 
those seen as deviating from cultural norms. The 
labeled individual then self-identifies and 
operates in accordance to the label (Becker, 
1973). That label then triggers processes that 
increase the likelihood of involvement in deviant 
groups. Those labeled negatively in a deviant or 
gang context “are substantially more likely than 
their peers to become members of a gang in a 
successive period” (Bernburg, Krohn, & Rivera, 
2006, pp. 81–82).

This labeling process can be especially harsh 
in the context of female gang involvement since 
being in a gang and delinquency are 
perceived as being male activities. According to 
Moore and Hagedorn (2001), “any girl who joins 
a gang is defined as bad” (p.  8). Since most 
females at risk for gang involvement are African 
American or Latina, the labeling process for 
these females is also racialized. For instance, 
many young black women report that their 
teachers routinely stereotype them and police 
often punish them for being “loud” and 

“insufficiently feminine” (Morris, 2005), while 
Latinas are ignored and assumed to be headed for 
dropping out and early motherhood (Kelly, 1993).

 Prevention Programs for Female 
Gang Involvement

Female gangs have received little programmatic 
attention. In the 1960s, programs for female 
delinquents were gendered and limited to 
encouraging females to improve their self-image 
through cosmetics, dress, and deportment (Moore 
& Hagedorn, 2001). In the 1970s, “law and 
order” policies and woman’s liberation drew 
attention to female criminality. By the 1990s, the 
Federal Government began to recognize that 
female and male offenders have different 
programmatic needs. In 1990, the 
U.S. Department of Health and Human Services 
(1993) approved funding for gang-prevention 
programs for adolescent females. The key 
features of the program included:

• Building support groups for at-risk females
• Promoting cultural awareness
• Empowering youth to succeed
• Expanding community awareness
• Sharing information on conditions that put 

adolescent females at risk of gang or criminal 
involvement

• Promoting employment opportunities, build-
ing spirituality

• Providing consistency and support

The program lasted 3 years before being dis-
continued due to “the growing disfavor for non-
law-enforcement-based programs in Congress 
and the non-enthusiastic evaluation results” 
(U.S. Department of Health and Human Services, 
1993, p.  22). In 1992, the Juvenile Justice and 
Delinquency Prevention Act (JJDPA) of 1974 
was reauthorized, mandating that there be more 
programs focused on female delinquents (Moore 
& Hagedorn, 2001). JJDPA was reauthorized in 
2002 and again in December 2018. However, pre-
venting female gang involvement does not appear 
to be a priority.
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Enduring gang prevention strategies tend to 
remain male-focused although boys and girls 
require different approaches in gang prevention. 
Different approaches are necessary since girls 
and boys join gangs for different reasons. For 
instance, a US Department of Justice report on 
preventing adolescent gang involvement suggests 
that prevention efforts should be directed at 
preventing delinquency and that “gangs and gang 
programs should also be studied within the 
overall context of juvenile delinquency” 
(Esbensen, 2000, p.  5). This is problematic 
because it does not distinguish girls from boys’ 
pathways to gang involvement, nor does it 
identify major differences in the frequency and 
types of delinquency. Females in gangs, although 
more violent than their peers outside of gangs, 
are not nearly as violent as male gang members 
(Moore & Hagedorn, 2001). Girls in gangs 
commit fewer violent crimes than their male 
counterparts and are more inclined to engage in 
traditional female offending like status offenses 
and property offenses (Deschenes & Esbensen, 
1999; Moore & Hagedorn, 2001).

 Existing Gang Prevention Strategies

CSA as a risk factor for gang involvement has not 
been a part of gang involvement prevention 
strategies. Programs specifically targeted at 
preventing female gang involvement do not exist. 
Existing gang prevention strategies do not 
account for the different ways gender can impact 
a young person’s vulnerability for gang 
involvement. The following are a few examples 
of prevention strategies for youth at risk for gang 
involvement.

The G.R.E.A.T. program is school-based and 
aimed at reducing gang activity and educating 
about the consequences of gang involvement. 
Students are provided with “real tools to resist 
the lure and trap of gangs” including conflict 
resolution skills, goal setting, communication 
skills, and information on the negative aspects of 
gang life (Esbensen, 2000, p. 7). Evaluations of 
G.R.E.A.T. have reported small but positive 

effects on students’ attitudes and their ability to 
resist peer pressure (Esbensen & Osgood, 1999; 
Palumbo & Ferguson, 1995). However, since 
girls at risk for gang involvement tend to have a 
low commitment to school compared to boys, a 
school-based strategy may not be the best 
approach for preventing female gang involvement 
(Esbensen & Deschenes, 1998).

The “Gang Prevention Through Targeted 
Outreach” program through the Boys & Girls 
Clubs of America aims to reach youth ages 6 to 
18 who are at high risk for gang involvement or 
are already involved with delinquency and 
gangs. The program uses a network of local 
community agencies, schools, social service 
organizations, courts, and police to assess their 
local gang problem (Esbensen, 2000). The 
major goal of the program is to satisfy youth 
interests and their social and physical needs by 
providing prosocial activities (OJJDP, 2018). 
The strategy has yielded positive evidence-based 
results associated with gang involvement and in 
2010 was awarded nearly $3 million in grants for 
initiatives across the USA. Since the program’s 
inception, more than 120 clubs nationwide have 
been funded, serving more than 6,850 youths 
(OJJDP, 2018).

The Aggression Replacement Training (ART) 
program appears equally effective for girls and 
boys in gangs. It consists of a 10-week, 30-hour 
cognitive–behavioral program administered to 
groups of 8–12 adolescents. ART targets and 
works most effectively with violent gang and 
non-gang offenders. The program has 
demonstrated effectiveness with both girls and 
boys and has showed positive results when tested 
with gang-involved youth in Brooklyn, New York 
(Goldstein & Glick, 1994; Goldstein, Glick, & 
Gibbs, 1998).

Reaffirming Young Sister’s Excellence 
(RYSE) is an intensive community treatment and 
intervention program designed to provide a 
continuum of female-specific services to 
adjudicated females aged 12–17 (Le, Arifuku, & 
Nunez, 2003). Reducing recidivism is the 
program’s overall goal. Other aims include social, 
academic, and vocational development of the 
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participants’ and interrupting intergenerational 
family fragmentation by providing services for 
youths who are pregnant or parenting. Its 
effectiveness for preventing female gang 
involvement is unknown.

 Risk and Protective Factors 
for Female Gang Involvement

Rational responses to female gang involvement 
should include strategies that consider the social, 
economic and personal contexts that influence 
females to participate in gangs and young wom-
en’s victimization within these groups (Miller, 
2002). Addressing risk factors for gang involve-
ment can work to cut off pathways to delinquency 
and prevent female gang involvement. The effec-
tiveness of preventing females from involving 
themselves with gangs depends on a correct anal-
ysis of the pathways to gang involvement and 
how gangs operate (Fleisher, 2000). CSA is a 
significant risk factor for gang involvement; how-
ever, CSA does not exclusively cause girls to join 
gangs. CSA and gang involvement are intercon-
nected and are impacted by many of the same 
factors for the individual and involve their family, 
peers, and the community in which they live. 
Protective factors aim to address the risk factors. 
Table 46.1 is a compiled list of risk factors and 
corresponding protective factors for female gang 
involvement across multiple levels of the social 
ecology.

Individual. Most female gang members are 
between the ages of 12 and 17 and are African 
American or Latina (Moore & Hagedorn, 2001). 
The end of middle school and the transition to 
high school are considered the riskiest times for 
adolescent female involvement in delinquent 
behavior (Acoca & Dedel, 1998). Pertinent to 
CSA victimization, this transition period in a 
young girl’s life is characterized by a “shift from 
the relatively asexual gender system of childhood 
to the overtly sexualized gender systems of 
adolescence and adulthood” (Thorne, 1993, 
p.  135). Compared to males, females join and 
leave gangs earlier. Pregnancy prompts many 

young women to age out of the gang as they 
realize they do not want that lifestyle for their 
child (Moore, 1991). Females involved with 
gangs tend to be young (i.e., 11–15 years old) and 
join gangs as young as 11 years old (Esbensen & 
Huizinga, 1993). Therefore, prevention efforts 
should target girls ages 8–11, before they enter 
middle school.

CSA victimization is a significant risk factor 
as it can have lasting cognitive, psychological, 
and emotional effects that may render an 
individual more vulnerable to becoming gang- 
involved (Tyler, 2002). Cognitive impairment can 
lead to performing poorly in school and poor 
decision-making which can lead to dropping out 
and engaging in risky behavior associated with 
gang involvement. Psychological effects may 
include a negative impact on self-esteem 
rendering an individual susceptible to peer 
pressure. Victims of CSA may also be suffering 
from emotional impacts including poor coping 
skills and the inability to regulate behavioral 
responses, and CSA victimization may prompt 
an individual to self-medicate with drugs and 
alcohol.

Family. Female gang members report that 
problems within the family, such as sexual vic-
timization, violence, and drug abuse led them to 
avoid home and join a gang (Chesney-Lind et al., 
2007). Both child sexual abuse and gang involve-
ment are linked to deficient parental control, par-
ticularly social distance from the maternal figure. 
The presence of a stepfather doubles the risk for 
girls, not only for abuse by the stepfather but also 
by other men before the arrival of the stepfather 
in the home (Mullen, Martin, Anderson, Romans, 
& Herbison, 1993). Additionally, parents abusing 
drugs and alcohol are less able to monitor the 
activities of their children, thus increasing the 
likelihood of gang involvement. Families with 
cultural attitudes that devalue females facilitate 
abuse and neglect toward females. Living in a 
household where violence is common and not 
discouraged effectively socializes youth toward 
violence. Having a parent or sibling who is a 
gang member greatly increases the likelihood of 
being a gang member. Protective measures may 
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Table 46.1 Risk and protective factors for female gang involvement

Levels Risk factors Protective factors
Individual • Victim of CSA 

• Ethnic minority—Latina, African American
• Age—older less at risk
• Academic failure
• Poor decision-making/problem solving skills
• Poor social skills
• Low self-esteem/self-confidence (susceptible 

to peer pressure)
• Aggressive or reactive behavior
• Substance, alcohol abuse

• Addressing CSA trauma and other impacts
• Support for academic achievement and 

intellectual abilities
• Effective decision-making/problem solving 

skills
• Well-developed interpersonal and social skills
• Avenues to enhance sense of worth
• High sense of self-esteem, self-efficacy, and 

personal responsibility
• Belief in ability to influence environment in a 

positive manner
• Flexible coping skills
• Internal locus of control; reflective vs. 

impulsive thoughts and behavior
• Treatment for substance, alcohol abuse

Family • Parenting/supervision deficits—especially 
social distance from mother

• Single-parent household
• Parental substance, alcohol abuse
• Devalued attitude toward females
• Approving attitude toward delinquency/

violence
• Parents/siblings gang members

• Empowerment, respect for females
• Reduction of approving attitude toward 

delinquency/violence
• Attentive, balanced parenting
• Treatment/avoiding parental substance, 

alcohol abuse

Peer • Access to gang-involved peers
• Peer approval of violence/delinquency

• Access to non-delinquent peers
• Avoidance of delinquent peers
• Peer disapproval of violence/delinquency

Community • Poverty
• Gang activity
• Approving attitude toward delinquency/

violence
• Devalued attitude toward females
• Damaging portrayals of females in the media
• Lack of recreational/employment 

opportunities
• Lack of community support
• Racism

• Reduction in gang activity
• Community disapproval of delinquency/

violence
• Respectful attitude toward females
• Empowering portrayals of females in the 

media
• Increased opportunities for recreational 

activities/employment
• Increased community support
• Addressing racism, finding ways to reduce 

racist attitudes

involve removing youth from abusive home 
environments.

Peers. Associating with gang-involved peers 
is a prominent risk factor for becoming involved 
in a gang. People tend to trust their friends and 
become involved in what their friends are doing. 
This includes joining gangs. Protective factors 
involve avoiding these peers and making friends 
with others who are not gang-involved and who 
frown upon gang activity.

Community. Growing up in segregated and 
economically disadvantaged neighborhoods and 

exposure to gang activity are influential determi-
nants in whether girls join gangs. Furthermore, 
communities with high concentrations of ethnic 
minorities tend to have cultural attitudes that 
devalue girls. A study in Phoenix reported a per-
sistent and pervasive double standard among 
Mexican American gang members—particularly 
when it came to sexuality (Portillos, 1999). The 
gender oppression and structural limitations 
faced by girls in contemporary poverty-stricken 
neighborhoods play a crucial role in girls’ 
“decisions” to join gangs (Miller, 2001).
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Broader societal factors also help create a 
climate in which violence is encouraged or 
inhibited. Risks increase when the community 
fails to provide sufficient youth programs or 
alternatives to violence.

 Proposal for Prevention Plan 
to Address Female Gang 
Involvement

A comprehensive strategy is needed to address 
sexual exploitation and to provide refuge for girls 
who are victimized by their family, gang, or 
others. Prevention and intervention programs 
need to be crafted specifically to meet the needs 
of teen girls and young women—those on the 
verge of joining gangs and those already in them 
(Hong, 2008). As illustrated in Table  46.2, the 
prevention plan proposed here is a secondary and 
tertiary strategy for female victims of CSA who 
are involved in gangs or at risk for gang 
involvement.

One component of a strategic plan could 
involve the development of a physical location 
that operates as a “safe house” for females who 
have been sexually abused, similar to safe houses 
for adult victims of domestic violence or 
adolescent and adult victims of sex trafficking. 
The safe house would provide the girls with basic 
needs such as shelter and food but would also 
include services to prepare them for a more 
optimistic future (i.e., substance abuse treatment, 
job training). The services provided at a safe 
house should be designed around the protective 
factors for gang involvement.

At the secondary level of prevention, the 
strategy aims to thwart gang involvement for 
females by reducing the impact of risk factors 
that lead to gang involvement. Since CSA serves 
as a prominent risk factor for gang involvement, 
a secondary prevention approach would focus on 
facilitating healing and recovery from CSA. For 
females who have run away to escape ongoing 
sexual abuse, the protection of a safe house could 
both provide a therapeutic environment and meet 
physical and social needs that gang involvement 
might otherwise provide. At the tertiary level of 
prevention, a prevention plan should work to 
address the impacts of CSA victimization, 
including gang involvement. This approach 
would be aimed at females who have already 
been involved with or joined gangs. For these 
females, skills training and opportunities for 
employment, pro-social relationships, and recre-
ation could be provided as an alternative to gang 
involvement. Such skill-building classes and 
opportunities could also be offered in a second-
ary prevention effort for females at risk for gang 
involvement.

This plan excludes a call for political or legis-
lative action. Gang-involved youths are often not 
seen as in need of assistance or protection. One 
gang ethnographer shared that he is “not optimis-
tic about federal or state-level political support 
necessary to accomplish substantial material 
change in the lives of impoverished kids let alone 
gang-affiliated adolescents” (Fleisher, 2000, 
p.  224). Therefore, the organization, support, 
and services at the safe house are based on the 
social ecological model focusing on individ-
ual, peer and family, and community-level 

Table 46.2 Applying the proximal track for preventing gang involvement for females

Secondary prevention Tertiary prevention
Goals 1.  Reduce saliency of risk factors

2.  Avoid female gang involvement
1.  Address impact of CSA victimization on gang 

involvement
2. Reduce involvement with gangs

Temporal focus Immediate Immediate
Target groups Female victims of CSA at risk for 

gang involvement
Female victims of CSA involved with gangs

Intervention 
focus

Provide alternative to abusive 
situation as a way to prevent victim 
from becoming gang- involved

1.  Address impacts of CSA and gang involvement
2.  Provide skills training opportunities for recreation 

and employment
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interventions, with some additional social-mar-
keting recommendations at the societal level of 
the social ecology.

 The “Safe House”

The “safe houses” would need to be in areas with 
high gang activity, which are likely to have 
already been identified by law enforcement 
jurisdictions. The plan should be based on 
effectiveness. It should be implemented in inner 
city areas with large populations and in smaller 
communities with gang activity. Large cities 
would require a network of interconnected “safe 
houses” not unlike the very sophisticated and 
interconnected system of shelters that exists for 
pets that have been abandoned or abused.

Start-up costs for each safe house would 
include the property costs related to facility 
development (i.e., licenses, permits, renovations, 
security measures, etc.). Additional costs include 
equipment, materials, and supplies needed to 
plan and initiate operations at the safe house as 
well as costs related to staffing (trauma-informed 
training, team-building, compensation,  etc.). 
Initial operations would include developing a 
strategy to collect donations and applying for 
non-profit status so the safe house would be tax- 
exempt and donor contributions would be tax 
deductible. Rules would also have to be 
established to ensure safety of the residents and 
staff.

Individual. Services should be based on the 
needs of the individual. Girls who are involved 
in gangs and who are at risk for gang involve-
ment have unique needs. They require much 
attention in the way of counseling and trauma-
focused cognitive–behavioral therapy to 
address the effects of trauma and abuse. 
Counseling is based on the protective factors 
associated with female gang involvement. The 
treatment design is especially sensitive to the 
fact that many of these girls are victims of 
CSA.  Detailed case records including health 
and criminal background and behavioral con-
duct would have to be maintained. These 

records could serve as a  reference and could 
be  valuable for  reinforcing positive behavior 
and discouraging negative behavior.

Consequences of gang involvement like delin-
quency and sexual victimization should also be 
central to treatment. Conflict resolution and posi-
tive coping strategies could be helpful since many 
of the girls are at risk or engage in aggressive and 
delinquent behavior. Delinquent females in need 
of mental health treatment are often incarcerated. 
It costs less money  to treat offenders than to 
incarcerate them; the money saved from not hav-
ing to arrest and imprison repeat offenders will 
save a substantial amount of money (Winkel, 
2010).

This population of females could also greatly 
benefit from sex education, pregnancy prevention, 
and parenting classes. Another goal of treatment 
for these girls is the promotion of positive 
relationships with significant others, sexual 
partners, family, and peers. These girls need 
education, training, mentoring, and tutoring to 
promote positive development. Educational 
neglect is a common theme among girls who are 
gang-involved or at risk for gang involvement 
(Morris, 2005). Links between educational 
failure and gang membership are clear; compared 
to better students, low achieving students report 
greater awareness of gangs, were more often 
asked to join gangs, reported more friends in 
gangs, and most importantly were more likely to 
say they were in gangs (Lopez, Wishard, 
Gallimore, & Rivera, 2006). Not surprisingly, 
youths who successfully participate in and 
complete education have greater opportunities to 
develop into responsible adults and sever the 
generational cycle of violence.

Peers and Family. Some of the main reasons 
girls join gangs are that they come from 
dysfunctional families or have peers who belong 
to gangs, and have a family member involved in a 
gang. Consequently, “ambiguity, mistrust, 
deception are woven into the fabric of gang 
members’ family lives” (Fleisher, 2000, p. 242). 
Providing girls with alternatives to dysfunctional 
or abusive family and peer networks would be the 
best prevention strategy for girls in gangs and at 
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risk for gang involvement. The safe house could 
change a girl’s social network by adding ties to 
mainstream social, educational, and economic 
opportunities. Interaction with college student 
interns at the safe house could open up 
opportunities to interact with non-deviant 
peers  and encourage educational attainment. 
Outreach and counseling could also be carried 
out by former female gang members who could 
advise on how to successfully avoid gang 
membership or remove themselves from the 
gang. Having former gang members interact with 
girls could be an important element in treatment 
since their experiences are likely to be similar.

Community. Female gang members and girls 
who are at risk for gang involvement are likely to 
have been raised in a community that lacks 
support. As mentioned earlier, this deficit extends 
to other institutions like the educational system 
and law enforcement. The “safe house” would 
need to be sustainable; a place where girls can 
learn responsibility to their community. The girls 
could be involved in the operation and 
maintenance of the safe house. The safe house 
would also require an organized and 
comprehensive effort from the community which 
may pose a challenge. Large urban areas often 
have universities, colleges, and technical schools 
near the center of the city and not far from areas 
with high gang activity. This means there are a 
significant number of students in the area that 
could function as staff for the safe house. Students 
within a medical school and within departments 
like Gender and Women Studies, School of 
Public Health, Urban Planning and Policy, Latino 
Studies, and other social sciences departments 
could be given the opportunity to use their 
knowledge and skills to volunteer at the safe 
houses. Instructors could offer course credit in 
the way of independent studies or internships. 
Cooperation from university students would also 
present opportunities for this population to have 
access to non-delinquent peers as well as ties to 
mainstream outlets.

Collaborations with local businesses could 
open up employment opportunities for the girls to 
acquire workplace skills and a positive work 

ethic. The safe house would be based on a system 
where the girls would work for money or in 
exchange for resources. Businesses where 
females could express their creativity and gain a 
sense of accomplishment would be ideal 
collaborators. For instance, animal shelters could 
allow opportunities for the girls to train and 
groom dogs. This collaboration could be modeled 
after a successful prison program called Helping 
Paws that offers certifications in dog training and 
grooming.8

Local businesses and faith-based organiza-
tions could also be commissioned to promote 
investment in the community. These businesses 
could sponsor activities that work to clean up the 
community. For instance, graffiti removal could 
be made into an event offering incentives like 
food and games to participants. Creating a garden 
could be another option where local lawn and 
garden businesses donate materials. Faith 
institutions could hold events that promote self- 
efficacy for girls—like art fairs, theater, or other 
outlets to express creativity. Networking with 
other community agencies that offer legal aid, 
food pantries, soup kitchens, thrift stores, and 
existing organizations for women who are victims 
of violence would assist with provisions for 
volunteers, food, clothing, and other services.

Societal. Factors like poverty, racism, and sex-
ism help to maintain economic or social inequali-
ties between groups in society. It is much more 
challenging to address societal factors that help 
create a climate in which violence and delin-
quency exist. Media portrayals of girls as violent 
gangbangers create a political climate where the 
victims of poverty, racism, and sexism can be 
blamed for their own problems (Chesney- Lind 
et al., 2007). These media images then influence 
societal attitudes that promote the demonization 
of female delinquents. Media frames can then be 
used as justification for inattention to the actual 
problems of girls in and around gangs and can 
facilitate their harsh treatment in the juvenile jus-
tice system. As labeling theory suggests, negative 

8 h t tps: / /www.pawswithacause.org/what-we-do/
pawsprisonpartners.
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labels can encourage gang involvement as the 
individual begins to self-identify with the 
characterization.

Media that counters negative narratives about 
females could be a possible way to address 
demonization of delinquent girls. Public 
awareness through social marketing or social 
networking could bring attention to female gang 
involvement. Raising  awareness about the 
connection between child sexual abuse and 
female gang membership could effectively 
humanize girls who are in gangs or at risk for 
gang involvement.

 Conclusion

This prevention strategy is not without limita-
tions. Barriers could include local entities not 
wanting to be affiliated with delinquent youth 
and problems with trust for employment. Also, 
there could be issues with dedication to the val-
ues of the safe house. Another obstacle could be 
that the positioning of a “safe house” within a 
gang area would not provide enough distance 
between the girls and the dysfunctional relation-
ships and environments that facilitate gang 
involvement.

Truly understanding the experience of girls in 
gangs or girls at risk for gang involvement is 
central to the effectiveness of a prevention plan. 
While there are a number of shared risk and 
protective factors for male and female gang 
involvement, for at risk girls, it is especially 
important to address the effects that child sexual 
abuse has on individuals and society as a whole.
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Consistency of Offender Behaviors 
and Victim Targeting in Serial 
Sexual Violence: An Overview 
of the Field

C. Gabrielle Salfati

 Introduction

Assessing sex offending and understanding the 
factors that can aid in that process is key in the 
analysis of crimes such as serial sex offending 
and serial sexual homicide. Knowledge of the 
factors, and the empirical backing these factors 
have, is, therefore, integral to enable more valid 
and reliable assessments of offending patterns.

Clinical Risk Assessment is a process that 
aims to determine, based on specific psychologi-
cal measurements, the likelihood that an offender 
is going to commit a crime. The field of risk 
assessment in sexual offending has focused on 
which offender characteristics are predictive of 
reoffending, and several tests are employed now 
in this process. Recent research has, however, 
shown that the current process involved in risk 
assessment has had difficulties in reliably assign-
ing offenders to categories of risk that can ade-
quately predict their likelihood of re-offending, 
and that there is variability in offenders who 
receive similar “scores” in terms of whether they 
go on to re-offend or not. One avenue that has 
been suggested that we may want to explore 
therefore is a more detailed understanding of an 
offender’s behaviors at the time of the crime and 
how we can use this information to help refine 

and increase the reliability of risk predictions 
(Salfati & Kunkle, 2016).

Offender Profiling, or Behavioral Crime Scene 
Analysis, is another field that has been develop-
ing alongside the field of risk assessment. This 
process can be seen as the flipside of the risk 
assessment coin  (Salfati, 2015).  Instead of pre-
dicting unknown future behavior from the char-
acteristics of the offender, it aims to predict 
characteristics of an unknown offender from the 
known actions they engaged in at the crime scene 
(Canter, 2000, 2004). As part of the process, 
offender profiling aims to examine the actions at 
the crime scene and categorize these into differ-
ent behavioral subtypes, which are predictive of 
separate and distinct sets of offender characteris-
tics. In serial crimes such as sexual homicide and 
rape, the examination of whether offenders are 
consistent in their behavior over their series, or 
whether they change, escalate or whether they 
engage in predictable trajectories over time, has 
been added to the profiling process of categoriz-
ing offenses into different subtypes (Salfati, 
2008a). The overall aim is to use this information 
to help narrow down and prioritize the most 
likely characteristics of potential suspects.

Salfati (2015) stressed that both fields bring 
important pieces to understanding the analysis of 
sex offending. Adding how an offender shows 
consistent patterns of behavior across their series 
to the risk assessment process, may provide a 
substantial addition to our understanding of the 
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relationship between psychological assessment 
of behavior, and ultimately may impact the reli-
ability of predictions and types of re-offending 
and recidivism.

This chapter aims to give an overview of the 
field of behavioral crime scene analysis and dis-
cuss the advancements that have been made in 
this field, specifically with reference to under-
standing consistency patterns across an offend-
er’s series in cases of sexual crimes such as rape 
and homicide. The focus will be on the discus-
sion around understanding the specific compo-
nents of sexual activity during series, and its 
different expressions through the behavior itself, 
the type of crime (rape and sexual homicide), and 
also how the sexual component may be expressed 
through the victim targeted, such as in cases of 
sex workers.

 Behavioral Crime Scene Analysis 
and Investigative Practice

The main aim of behavioral crime scene analysis 
is to analyze the way an offender commits their 
crime, to establish discernible patterns and 
behavioral subtypes, and then link subtypes of 
crime scene actions to the most likely offender 
background characteristics, and use this in crimi-
nal investigations as a primary tool for the police 
to narrow their suspect pool down to statistically 
the most likely type of offender, and identify and 
link series of crimes.

In the 1970s and 1980s, the early years of 
what we associate with the beginning of the 
offender profiling field, most profiling was based 
on the experiences of investigating officers who 
had extensive experience investigating cases, as 
well as clinicians who had been involved in the 
pre-trial assessment process, treated offenders 
within the hospital environment, or dealt with 
them in offender treatment programs within the 
prison system. Much of this early work was initi-
ated by the FBI and their clinical practitioner col-
leagues on sexual homicide, specifically with an 
interest in understanding serial homicide 
(Douglas, Ressler, Burgess, & Hartman, 1986; 
Ressler et al., 1986), and although it was meant 

for criminal investigations, focused on the clini-
cal aspect of violent crimes, notably psychopa-
thology (see reviews by McCann, 1992; 
Poytheress, Otto, Darkes, & Starr, 1993).

McCann (1992) highlights however that little 
was done in these early years in the way of pub-
lished research on the utility, reliability and valid-
ity of profiling. As the technique became more 
and more popular throughout the 1980s onwards, 
people increasingly began asking questions 
regarding the validity and the reliability of profil-
ing as a method for analyzing criminal behavior. 
Specifically, questions arose regarding how accu-
rate these profiles actually were.

In terms of how these issues relate to practice, 
a number of studies were done early on in the 
profiling and behavioral crime analysis field. 
Risinger and Loop (2002) reviewed the history of 
crime analysis in general, and found that the 
analysis of criminal behavior was still not based 
on empirical and scientific evidence. Instead, the 
field was riddled with people giving their opin-
ions about what they thought an offender’s 
behavior was an indication of, rather than using 
solidly founded scientific knowledge of human 
behavior. Alison, Bennell, Mokros, and Ormerod 
(2002) in another study focusing specifically on 
profiling also highlighted that much of what was 
considered standard practice actually fell short of 
current understandings of various psychological 
processes and principles and was not based on a 
long history of research on psychology and the 
analysis of human behavior. In a subsequent 
study, Alison, Smith, Eastman, and Rainbow 
(2003), aiming to further examine the reliability 
and validity of the practice of profiling, examined 
21 actual investigative profiling reports provided 
by experts, and showed that of the nearly 4000 
claims regarding the characteristics of offenders 
present in the 21 profiles, as much as 80% of the 
information provided was not supported by 
empirical evidence. Meyer (2007) additionally 
did an evaluation of case law internationally to 
assess the use of criminal behavior methods gen-
erally in court. She found that the techniques dis-
cussed in the cases reviewed were generally 
failing the legal test for admissible expert evi-
dence due to the fact they were based on very 
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little valid empirical data. Again, the same pic-
ture was coming through: people were giving 
their opinions, but these opinions were not based 
on empirical facts.

 Behavioral Crime Scene Analysis 
and Investigative Psychology

Due to the increasing questions being raised in 
the field relating to the lack of an empirical basis 
to the practice of behavioral crime scene analy-
sis, the new field of social science of Investigative 
Psychology emerged in the early 1990s, which 
aimed to examine the evidence for offender pro-
filing and behavioral crime scene analysis to 
explore how much we actually knew about what 
offenders do, how much of our understanding of 
human behavior we could use to understand 
criminal behavior specifically, and how we could 
ultimately use all of this to reliably profile an 
offender’s actions and link that to the type of per-
son they may be, and use this in an investigative 
context (see Canter, 1994, 2000, 2004).

In the last 30 years, a growing empirical basis 
to the analysis of criminal behavior has devel-
oped under the umbrella of Investigative 
Psychology, as well as rigorous research method-
ology associated with this work (Alison, Snook 
& Stein, 2001; Alison, Smith, & Morgan, 2003; 
Bateman & Salfati, 2007; Canter, Alison, Alison, 
& Wentink, 2004; Canter & Wentink, 2004; 
Salfati, 2008b, 2011; Salfati & Bateman, 2005; 
Trojan & Salfati, 2008). Investigative Psychology 
aims to establish an empirical approach to behav-
ioral crime scene analysis and offender profiling 
(see Salfati, 2011 for an overview of the method-
ology) and focusses on behavior that can be 
observed and objectively measured so that the 
basis for decision-making is based on a scientific 
method, and not on something that is based on 
processes fraught with subjectivity and guess 
work, such as guessing any internal processes 
like motivation of the offender. The next stage in 
the profiling process is to empirically (i.e. statis-
tically) categorize behaviors into different sub-
types of crime scenes, based on subgroups of 
observable behaviors, that can be understood by 

their common psychological meaning. These 
psychological subgroups will be clearly linked 
and backed up by validated, and useful, theoreti-
cal classification systems. The third step of the 
profiling process focuses on linking these crime 
scene types to the types of offender characteris-
tics related to each one of these types. The 
hypothesis is that a person who commits a par-
ticular type of crime scene will be a specific type 
of person. This is what has been referred to as the 
A → C equation, or the Actions to Characteristics 
equation (Canter, 2000, 2004). By using this 
stepwise system, an empirical basis can be estab-
lished on each step in the process, which will 
make the process more valid, and the application 
of it reliable across practitioners. The last phase 
of the profiling process can then use this informa-
tion in practice to help focus a given police 
inquiry and narrow down the suspect pool to the 
most likely type of offender, based on an evalua-
tion of the behaviors they engaged in at the crime 
scene.

Three general interlinked areas have been the 
focus of this behavioral crime scene analysis and 
offender profiling research: individual differenti-
ation, behavioral consistency, and inferences 
about offender characteristics (Canter, 2000; 
Salfati, 2008a).

 1. Individual differentiation aims to establish 
differences between the behavioral actions of 
offenders and identify subgroups of crime 
scene types.

 2. Behavioral consistency is a key issue in profil-
ing, specifically for understanding both the 
development of an offender’s criminal career 
and an individual’s consistency across a series 
of crimes—that is, whether the same subsets 
of actions are displayed at each crime scene 
over a series of offenses.

 3. Inferences about offender characteristics 
based on the way an offender acts at the time 
of the crime are at the core of profiling and use 
consistency analysis as its main focus.

In the current chapter, we focus specifically 
on  the second component of behavioral 
consistency.

47 Consistency of Offender Behaviors and Victim Targeting in Serial Sexual Violence: An Overview…
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 Behavioral Crime Scene Analysis 
and Clinical Practice

It is difficult to get a clear estimate of how many 
mental health professionals are involved in 
behavioral crime scene analysis and profiling 
(Torres, Boccaccini, & Miller, 2006). Copson 
(1995) in an evaluation of profiling in its early 
years suggests that well over half the operational 
profiling in the UK was conducted by psycholo-
gists and psychiatrists employing a clinical 
(experience- or judgment-based evaluation rather 
than database-based) approach. Bartol (1996) 
conducted a survey of 152 police psychologists 
working within various policing capacities in 
1994, a senior group with an average experience 
of 11.8 years, most (89%) had PhD’s, followed 
by a variety of other higher degrees. Most 
obtained their terminal degree in clinical psy-
chology (60.7%) and counseling psychology 
(17%), and 2% of monthly work time of in-house 
psychologists and 3.4% of workload by part-time 
consulting psychologists were directed at profil-
ing. A surprising number Bartol shows, due to the 
fact that 70% of the survey did not feel comfort-
able profiling and seriously questioned its valid-
ity and usefulness until more research was done 
to back it as a process. A result which makes 
sense if we think about the fact that the majority 
of the respondent had no experience in the 
method.

However, Torres et  al. (2006) state a decade 
later that this pattern was changing by quoting a 
2004 issue of the American Psychological 
Association’s (APA) monthly professional maga-
zine, Monitoring Psychology, which highlighted 
the role of psychologists in criminal profiling 
(Winerman, 2004a, 2004b). They show that this 
trend was also evident in the recent publication of 
profiling research by psychologists, and citing 
the work by investigative psychologists (e.g., 
Canter et  al., 2004; Canter & Wentink, 2004; 
Kocsis, 2004; Salfati, 2003; Salfati & Canter, 
1999) and in the coverage of profiling in editions 
of psychology–law textbooks (e.g.  Bartol & 
Bartol, 2004; Constanzo, 2004; Wrightsman & 
Fulero, 2005).

In a similar study to Bartol’s 10 years earlier, 
Torres et al. (2006) conducted an internet survey 
of forensic psychologists and psychiatrists and 
asked questions related to their experiences with 
and opinions about profiling. Only 9.9% 
(N = 161) of the 1637 forensic mental health pro-
fessionals (approximately half psychologists and 
half psychiatrists) who received an e-mail solici-
tation completed the study. Torres et al. thus cau-
tion that the low response rate may make it 
unlikely that respondents were able to accurately 
express the amount of variation in beliefs and 
practices that is present among forensic mental 
health professionals as a whole. They also high-
light that it may be that those who responded 
were strong proponents or advocates of profiling 
and that the survey findings represent either an 
overly positive or an overly negative view of pro-
filing. About 10% of the 161 survey respondents 
had profiling experience, although more than 
25% considered themselves knowledgeable 
about profiling. Fewer than 25–40% (depending 
on whether the terms “profiling” or “criminal 
investigative analysis” was used) believed that 
the method was reliable profiling was scientifi-
cally reliable or valid. Just under a third of foren-
sic mental health professionals reported having 
knowledge of profiling and criminal investiga-
tive analysis (31.5% and 26.1%, respectively) 
and training in these techniques (16.3% and 
20.3%, respectively), only about 10% reported 
ever having generated a profile or criminal inves-
tigative analysis for an actual case. Similarly, 
only about 10% reported having testified in court 
about their use of these techniques or their opin-
ion of these techniques in general. Although 
fewer than half of the forensic mental health pro-
fessionals questioned the scientific merit of pro-
filing and criminal investigative analysis, the 
majority responded that these techniques were 
useful tools for law enforcement. No significant 
differences between those with and without 
knowledge were revealed.

When we move from looking at the opinions 
by clinicians, to the profiling research and work 
of clinicians, the picture is however less encour-
aging, as Canter and Youngs (2009) sum up; “In 
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a series of studies first published in 1954 and fol-
lowed up over subsequent decades, it has been 
found that actuarial decision processes were far 
more accurate and valid than those based on 
clinical judgement. In general the scientific 
approach proves to be far more effective than that 
based upon personal opinion.” (Canter & Youngs, 
2009, p7).

Snook, Eastwood, Gendreau, Goggin, and 
Cullen (2007) in their review additionally state 
that anecdotal arguments were the most fre-
quently endorsed knowledge source in the 130 
publications on offender profiling they surveyed. 
As Douglas et al. (1986) state “The process used 
by an investigative profiler in developing a crim-
inal profile is quite similar to that used by clini-
cians to make a diagnosis and treatment plan…
investigators traditionally have learned profiling 
through brainstorming, intuition, and educated 
guesswork” (p.  405). Snook, Cullen, Bennell, 
Taylor, and Gendreau (2008) discuss how this 
clinically based process is reminiscent of psy-
choanalytic approaches to therapy where mental 
health professionals diagnose their clients 
through subjective interpretations and unsup-
ported methods (Dawes, 1997; cited in Snook 
et al., 2008). They go on to discuss how errors 
such as these, in the profiling realm, may be due 
to how experience led profilers attain informa-
tion and use anecdotes. They highlight that 
empirical research has shown that clinical expe-
rience has a limited effect on the accuracy of 
psychologists’ and psychiatrists’ judgments 
across a range of tasks (e.g., Garb, 1998; Garb & 
Boyle, 2003; Meehl, 1997, cited in Snook et al., 
2008), and that there is low intra- and interclini-
cian consistency in judgments of mental health 
status (Faust & Ziskin, 1988, cited in Snook 
et al., 2008).

Boon (1997, 1998) in some of the earliest 
writings discussing clinical perspectives of pro-
filing provides an overview of how personality 
theory and clinical approaches has been seen to 
contribute to profiling. West (2000) provides a 
more integrated approach, and a discussion of 
how the clinical approach may be integrated with 
the more behavioral approach that is normally 

associated with empirical profiling, and by so 
doing provides the benefit of clinical work to pro-
filing, whilst lending more objective credibility 
to clinical profiling. He stresses that it is impor-
tant even for clinical assessment and risk assess-
ment to go beyond the interview and look at what 
happened during the crime scene and hypothe-
sizes that there might be a link between some 
behaviors at the scene that relate to key clinical 
concepts of fantasy and motivation and psycho-
pathology. He proposes many interesting ques-
tions about this relationship, the focus however 
remains on assessment of risk and treatment 
planning, and thus on motivation and internal 
psychological processes of the offender, which 
although the main focus in clinical work, and cer-
tainly is of interest to theoretical work, is less 
applicable to the focus of profiling which aims to 
elucidate objective behavioral features that can 
be measured at the crime scene, and more search-
able attributes of the offender such as location, 
criminal records and other factors more often 
recorded in police files. West (2001) however 
acknowledges that although clinicians can con-
tribute a great deal based on their experience and 
contact with patients, “it is important to empha-
size that such exposure to offender/patients in a 
clinical environment is not enough to constitute 
the knowledge base on which an offender profile 
can be produced.” (p. 101–102), and emphasizes 
multidisciplinary teams (which is what later hap-
pened in the UK profiling practice, see Rainbow, 
2008). West (2001, p.103) additionally adds how 
the American Psychological Association (APA) 
admonished the FBI for engaging in profiling and 
making conclusions based on techniques of lim-
ited reliability. The British Psychological Society 
(BPS) in the UK has also admonished psycholo-
gists for using profiling in a way for which it was 
not intended, and based on no actual expertise. 
The fact that both of the largest organizations 
regulating psychological practice have at some 
point commented on the process, further high-
lights the switch of the focus in the field towards 
building a valid basis of research, and a reliable 
process in which to apply it as part of a transpar-
ent and regulated process.
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 Behavioral Crime Scene Analysis 
and Behavioral Consistency

A key question in the area of Investigative 
Psychology and a key question in the area of 
investigating serial crimes is whether we can link 
crime scenes to each other based on certain con-
sistent actions that the offender engages in at 
each crime scene, and thereby identify specific 
series. When we are talking about consistency, 
we are generally referring to the idea that an 
offender will display similar actions across crime 
scenes, which provides the information needed to 
allow us to link a series together. Alongside being 
able to identify actions that can be used to link 
series, we also need to know how to differentiate 
one series from another series. Key to this pro-
cess is the question of what offender actions are 
the most reliable for making these determina-
tions. Central to this question is what is meant by 
consistency and how this may be displayed at the 
crime scene in terms of the actions most useful to 
establish both similarity and differentiation. 
These questions are the same in risk assessment 
in clinical practice (Salfati & Kunkle, 2016).

 The Problem of Linking in Practice

In 2005, the FBI’s National Center for the 
Analysis of Violent Crime (NCAVC) invited 135 
serial murder subject matter experts to discuss 
the current state of the knowledge of the field 
since the original work on sexual and serial homi-
cide that was done by the FBI in the 1970s. These 
experts came from 10 countries and 5 continents, 
and included law enforcement who had been 
involved in investigating cases of serial homi-
cide, legal professionals including prosecutors 
and defense attorneys who had been part of the 
court process; members of the media and investi-
gative journalists who had reported on these 
cases, clinicians who had been part of the assess-
ment of serial offenders, and academics who had 
done research on the topic. One of the conclu-
sions from this meeting (NCAVC, 2005) was that 
there was a real lack of valid empirical research 
in the field that could be reliably used. Most of 

what was known to that point either came from 
investigative experience, or was based on case 
studies that were done by clinicians. The report 
that came out of the meeting specifically high-
lighted the importance of ensuring that a solid 
empirical basis exists and concluded that “the 
implementation of a tested and reliable case 
management system…coupled with competent 
analytical staff, is imperative in serial murder 
investigations” (NCAVC, 2008, p.25).

A more recent UK government review of the 
services needed in crime analysis and investiga-
tion of serial crimes also very clearly highlight 
that; “Preventing rape and catching perpetrators 
are activities that are supported by good intelli-
gence material so that the right investigative 
approach is selected and resources are targeted 
effectively. Without that material, the risk to the 
identification of repeat offenders, or perpetrators 
whose crimes are escalating in seriousness can 
increase, and opportunities to strengthen prose-
cutions be lost” (HMIC, 2012, p. 4).

 Empirical Studies on Linking Serial 
Crimes

A couple of years after the 2005 FBI symposium, 
Bateman and Salfati (2007) examined the aca-
demic literature on linking, confirming that 
researchers and practitioners until that point, 
although prolific in the amount of publications, 
had not explained in detail how they link crimes, 
so the validity of their statements was left 
untested. Indeed, much of this early literature 
was not supported by empirical studies, but 
instead was a collection of either untested theo-
retical papers, or practice-led papers that pro-
posed patterns based on clinical judgment or 
investigative experience. In the same year, 
Woodhams, Hollin, & Bull (2007) also conducted 
a review of the literature and concluded that only 
11 studies had addressed the actual empirical and 
methodological issues related to linking (Bennell 
& Canter, 2002; Bennell & Jones, 2005; Canter 
et  al., 1991; Green, Booth, & Biderman, 1976; 
Grubin, Kelly, & Brunsdon, 2001; Hammond, 
1990; Salfati & Bateman, 2005; Santtila, Fritzon, 
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& Tamelander, 2005; Santtila, Junkkila, & 
Sandnabba, 2005; Woodhams & Toye, 2007).

Salfati and Sorochinski (2018) in a more 
recent review showed that there has been a steady 
increase in the decade that followed the FBI 
meeting in the number of studies specifically 
relating to linking serial crime, with 40 empirical 
research studies that have been published that 
directly address the issue of linking serial 
crimes—including burglary, robbery, rape, arson, 
and homicide—using behavioral evidence. Most 
of these studies have specifically focused on 
resolving the methodological dilemma of how to 
best use crime scene behaviors to link serial 
offenses. However, of these 40 studies, only six 
specifically focused on serial homicide (Bateman 
& Salfati, 2007; Salfati & Bateman, 2005; Salfati, 
Horning, Sorochinski, & Labuschagne, 2015; 
Salo, et al., 2012; Santtila et al., 2008; Sorochinski 
& Salfati, 2010), and 13 involved series of sexual 
offenses (Bennell, Jones, & Melnyk, 2009; 
Grubin et al., 2001; Harbers, Deslauriers-Varin, 
Beauregard, & van der Kemp, 2012; Hewitt & 
Beauregard, 2014; Leclerc, Lussier, & 
Deslauriers-Varin, 2015; Kearns, Salfati, & 
Jarvis, 2011; Santtila et  al., 2005; Slater, 
Woodhams, & Hamilton-Giachritsis, 2015; 
Sorochinski & Salfati, 2018; Winter et al., 2013; 
Woodhams, et  al., 2007; Woodhams, Hollin, & 
Bull, 2008; Woodhams & Labuschagne, 2011).

Sorochinski and Salfati’s (2018) review of 
these linking studies (2018) show that over half 
of the studies examined the possibilities of behav-
ioral linking using only two crimes from a series, 
either two consecutive crimes (e.g. Davies, 
Tonkin, Bull, & Bond, 2012; Tonkin, Grant, & 
Bond, 2008; Woodhams & Toye, 2007) or a ran-
dom pair of two crimes (e.g. Bennell & Canter, 
2002; Bennell & Jones, 2005) from the series, 
and determining the predictive validity of various 
methods in linking the two crimes together. Such 
an approach may be problematic they state, in 
that it does not allow for the examination of pro-
gression of consistency and change over time, 
especially since emerging evidence suggests that 
offenders may become less consistent as their 
series progress (Kearns et al., 2011; Salfati et al., 
2015), highlighting the importance of fully inves-

tigating behavioral patterns across a larger num-
ber of crimes within series. This is showcased 
further in the next section, which aims to provide 
a full review of empirically based consistency 
studies to date.

 Behavioral Consistency

The consistency hypothesis was outlined by 
Canter (1994) and states that “the way an offender 
carries out one crime on one occasion will have 
some characteristic similarities to the way he or 
she carries out crimes on other occasions” 
(p. 347).

Studies that examined behavioral consistency 
in sexual offenses (Canter et  al., 1991; Grubin 
et  al., 2001; Santtila, Junkkila, & Sandnabba, 
2005) have all provided evidence that offenders 
are consistent to a degree in their offending 
behaviors. However, the consistency discussed is 
far from what is necessary for behavioral linking 
to be considered empirically validated and useful 
in practice, which would only be useful if studies 
could show that offenders are indeed consistent 
in all, or the vast majority of their crimes, as 
shown by either individual behaviors they engage 
in or subtypes. With early studies showing that 
offenders don’t show the consistency patterns 
hypothesized to exist, where their crimes are sim-
ilar across their series, recent studies (e.g., Hewitt 
& Beauregard, 2014; Leclerc et al., 2015; Salfati, 
2009; Sorochinski & Salfati, 2010) have sug-
gested that consistency needs to be looked at in a 
much broader way, and highlight the importance 
of looking beyond stability of behavior and of 
additionally incorporating an understanding of 
consistency in terms of patterns of behavioral 
change. Salfati (2009) suggests that these pat-
terns may be usefully seen not as consistency in 
certain behaviors or patterns of behaviors, but 
instead as the patterns of change, as the offender 
moved from one crime to the next. The nature of 
what this change consists of therefore becomes a 
key area of study in the area of linking.

Of the 6 serial homicide and 13 sexual offense 
studies on linking mentioned above, only 4 of the 
studies on serial homicide (Bateman & Salfati, 
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2007; Salfati et  al., 2015; Salfati & Bateman, 
2005; Sorochinski & Salfati, 2010) and 2 of the 
studies on sexual assault (Kearns et  al., 2011; 
Sorochinski & Salfati, 2017) specifically looked 
at the issue of behavioral consistency.

These studies on behavioral consistency go 
beyond simply demonstrating the statistical evi-
dence for similarities between random pairs of 
crimes within series, to more specifically exam-
ine the patterns of development, consistency, and 
change patterns across an offender’s full series, 
so as to start understanding the possible psychol-
ogy that may underlie an offender’s behavioral 
patterns across time  – a much more important 
and pertinent question when we aim to apply it to 
both investigations and clinical risk assessment 
of serial crimes. Although most of these studies 
did not focus specifically or exclusively on the 
sexual component, they all discuss the general 
consistency of these offenders, who often engage 
in sexual activity during their crimes, and discuss 
not only the apparent lack of consistency of 
observable sexual activity but also the issue of 
overall inconsistency in behavior. All of which is 
important information for any kind of consis-
tency analysis in practice, whether in an investi-
gative context, or in a clinical context.

In order to further outline the discussion 
around these issues, the studies will be discussed 
in date order to show the development of the con-
sistency argument, and the details of the most 
useful behaviors to focus on and the main psy-
chological theories used in this work, as the 
research developed over time.

Much of the work in Investigative Psychology 
has followed two main psychological theories in 
the work on crime scene classification. Much of 
the literature on both crime in general and violent 
crime in particular, has focused on the influence 
of the interpersonal relationship between the 
offender and the victim (e.g. Canter, 1994; 
Wolfgang, 1958). Most studies in the field have 
therefore focused on this element in classifying 
crime scenes, and using this as a basis for analy-
sis of an offender’s consistency patterns over 
time. In the work on homicide, originally devel-
oped by Salfati (2000), and based on the original 
work by Fesbach (1964) focusses on two general 

psychological themes, Expressive (Hostile) and 
Instrumental aggression, which are distinguished 
by their goals or the rewards they offer the perpe-
trator. The Expressive type of aggression occurs 
in response to anger-inducing conditions such as 
insults, physical attack or personal failures, and 
the goal is to make the victim (the person) suffer. 
The Instrumental type of aggression comes 
through the desire for objects or the status pos-
sessed by another person, such as jewelry, money 
or territory, and here the offender tries to obtain 
the desired object regardless of the cost. In the 
work on rape and sexual assaults, and later also 
serial homicides, the field of Investigative 
Psychology has focused on the Interpersonal 
model outlined by Canter (1994) relating to how 
an offender may interact with the victim based on 
the psychological meaning they may assign to the 
victim, which includes the sexual element of the 
crime - notably Person (the victim has a personal 
meaning to the offender, or is selected for specific 
characteristics of emotional meaning); Object 
(the victim is not individually important, but 
instead is acted upon in an objectifying way 
where the victim themselves, or the body of the 
victim are mere objects to be acted upon, or used 
by the offender; or Vehicle (where the offender 
picks a victim that they use as a vehicle for an 
ulterior gain, such as a victim that may represents 
a category or type of person of some importance 
to the offender, or a victim that will be used as a 
vehicle to reach the offender’s ulterior aim such 
as theft or a psychological need). Although indi-
vidual studies on both homicide and rape have 
adapted and modified the specifics of these theo-
ries, the overall ideas behind the works have 
remained present.

Salfati and Bateman (2005) in a study of the 
first three crime scenes in 23 serial homicide 
series, provided the first empirical study focusing 
on developing methodological benchmarks for 
classification of crime scenes in serial homicide 
offenses. The authors based their work on a 
framework (e.g., Salfati, 2000; Salfati & Canter, 
1999) originally developed to classify single 
homicides into two types of interpersonal inter-
action with the victim, notably expressive and 
instrumental. Although sexual behaviors were 
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included in this model, it was not an individual 
focus since the model was based on the display of 
the percent of behaviors in each theme, rather 
than what specific behaviors were present. They 
classified each crime scene based on its dominant 
theme and then went on to test the consistency 
with which offenders offended according to the 
same theme across their series  - the idea being 
that by focusing on overall themes, rather than 
specific individual behaviors, more of the situa-
tional factors affecting individual behaviors 
could be factored out. Results from this study 
showed that although a thematically based homi-
cide classification was more productive in ana-
lyzing consistency than single behaviors, 
consistency levels were still not high. In addition, 
they showed that the differences in results 
depended on which criterion of stringency they 
employed for testing consistency, something that 
previous literature had not dealt with. Their study 
highlighted the importance of providing clear 
guidelines for how cases are allocated to theme, 
and how cases are linked, and the guidelines that 
they provided have since been used in numerous 
studies to date (see Trojan & Salfati, 2008, for a 
full discussion). Prior to the publication of this 
study, any studies that discussed “allocating” an 
offender to a subtype, did not provide any guide-
lines, or clear methodologically thought-out cri-
teria, which led to too much unreliability in the 
process, with individual decision makers using 
their own judgement versus a reliable consistent 
method. Using a moderately stringent criteria 
(where a case was allocated to a theme if it had a 
minimum of 1.5 times as many behaviors in one 
theme than in the alternative theme), 26% of the 
23 series remained consistent across the first 
three crime scenes in the series. Using a stringent 
classification criterion (where a case was allo-
cated to a theme if it had a minimum of 2 times as 
many behaviors in one theme than in the alterna-
tive theme), only 13% of the 23 series were 
 completely consistent in the theme (subtype) dis-
played across the first three crimes in the series. 
This was the first time any study had provided 
any quantification to illustrate how consistent 
offenders actually are, and with the numbers 
showed that the numbers were much lower than 

what the theoretical literature has postulated. 
However, what must also be kept in mind is that 
this was the first study to look at consistency, and 
that the specific actions used may not have been 
the strongest for the analysis. As Canter (2000) 
discusses when he outlines the idea of the 
Canonical equation, each behavior or action that 
goes in to a theme, may individually have more 
or less weight depending on their salience (i.e. 
theoretical importance), as well as having a 
weight related to their statistical impact (i.e. how 
frequent or rare the behavior is, i.e. how common 
to the sample or how specific to the individual 
case it may be). One of the issues the study high-
lighted was that the individual behaviors that 
make up each theme still need to be refined to 
factor out behaviors that are more dependent on 
the situation than on the offender’s psychology. 
The study therefore highlighted the importance 
of further investigating the nature of individual 
behaviors themselves so that the understanding 
of the consistency and stability of these can be 
fed back into a more thematic model.

Bateman and Salfati (2007) did a similar study 
on 90 serial homicide offenses, looking at indi-
vidual behaviors instead of themes. They identi-
fied six key behavioral categories discussed in the 
literature on signatures and serial homicide: body 
disposal behaviors; forensic awareness behav-
iors; mutilation behaviors; weapons used; theft 
behaviors; and sexual behaviors. Each one of 
these categories in turn contained a diverse num-
ber of objectively defined and physically observ-
able behaviors from the crime scene adhering to 
the description of the category. An 80% consis-
tency criterion was used, meaning that an 
offender was only deemed consistent if he 
employed an individual behavior in four out of 
his first five crime scenes in the series. The results 
showed that there were inherent difficulties in 
using individual behaviors to identify consis-
tency patterns across a series, and consequently 
to link cases. Serial homicide offenders did not 
show consistency in their use of the same crime 
scene behaviors, nor did this consistency increase 
when behaviors were looked at as general 
groups—i.e., the offenders showing the use of 
any kind of sexual behavior, any kind of body 
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disposal behavior, etc. This study provided 
the first empirical study in a wave of empirical 
testing that questioned early theories in the litera-
ture on serial homicide, which have suggested 
that specific behaviors are key in understanding 
the consistency in an offender’s behavior across 
their crimes. Indeed, the sexual component which 
had been the focus of much of the literature 
showed the least amount of consistency of all the 
subgroups of behaviors in the study. Instead, the 
behaviors that did show any level of consistency, 
were all reflective of an underlying psychological 
issue of control.

Sorochinski and Salfati (2010) in their study 
aimed to bring together the basis for classifica-
tion used in both the previous two studies on 
serial homicide and specifically constructed sub-
types by selecting specific individual behaviors 
to include into their analysis that showed a greater 
potential for consistency. They included the level 
pre or post offense planning (as a more detailed 
examination of how the offender may control the 
crime scene), the type of violence in terms of 
whether it was goal or process oriented (to exam-
ine different ways in which the offender may use 
violence, notably to control or to simply cause 
harm), and also used the Interpersonal model out-
lined by Canter (1994) relating to how an offender 
may interact with the victim based on the psycho-
logical meaning they may assign to the vic-
tim (Person, Object, Vehicle), which includes the 
sexual element of the crime. Using these factors, 
their study examined behavioral consistency and 
behavioral change patterns across the first three 
offenses, and showed a higher level of consis-
tency than previous studies. Of the 19 series 
examined, eight (42.1%) were found to consis-
tently exhibit behaviors from the same planning 
strategy theme across all three offenses. Of these, 
four offenders consistently fell within the pre- 
planning theme, three offenders consistently used 
post-planning and one offender did not present 
any of the behaviors within this theme in any of 
his crime scenes (this was still determined to rep-
resent consistency as consistent lack of planning 
behaviors may be nonetheless telling for the pur-
poses of linking offenses). Thematic consistency 
of wounding was found in six (31.5%) of the 

series. Of those, half were consistently process- 
oriented in the way they killed the victim and half 
were goal-oriented. Consistency in Victim- 
offender interaction was found in 11 (57.9%) of 
the series, seven of which were consistent using 
the vehicle theme.

Sorochinski and Salfati (2010) also analyzed 
the consistency and change patterns within each 
of the three behavioral subgroups (planning, 
wounding, and victim-offender interaction) 
revealed that offenders are most consistent in the 
way they interact with the victim. Within the 
planning behavioral subgroup, offenders changed 
most from their first to second offense while for 
their third offense they often came back to their 
initial planning style, which may be evidence of 
experimentation and learning the best strategy for 
the successful accomplishment of their goal. 
Patterns relating to the wounding subgroup were 
the least consistent, which is likely due to the 
situational factors (such as victim resistance) 
affecting this behavioral subgroup. The study 
also looked at whether offenders who were found 
to be consistent within one behavioral subgroup 
were also consistent across other subgroups. 
Only two offenders (10.5%) were consistent 
across the three subgroups. Five (26.3%) offend-
ers were consistent in two out of three behavioral 
subgroups, eight (42.1%) offenders consistently 
employed the same cognitive strategy throughout 
their series in only one of the behavioral sub-
groups, and four (21.1%) offenders were incon-
sistent across all behavioral subgroups. Thus, 
while overall consistency across all subgroups is 
low, the majority of offenders are consistent in at 
least one aspect of their homicide behavior (i.e. 
planning, wounding, or interaction with the vic-
tim). Although no specific conclusions were 
made regarding the sexual activity in the crimes 
as this was not the focus of the study, the study 
did highlight the usefulness of looking for behav-
ioral consistency in terms of behavioral trajecto-
ries, i.e. escalating in degree or switching from 
one behavioral subtype to another, thus starting 
to show that consistency may not be as liner or 
simple as previously defined.

Kearns et al. (2011) in a study of the first 4 
offenses in 23 serial rape series (92 offenses) 
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also examined behavioral consistency and pat-
terns of change in rape series, by focusing on 
themes based on the previously outline 3 inter-
personal interaction styles with the victim (vic-
tim as Person, Vehicle, or Object, see Canter, 
1994 for details of this model). Results from the 
study indicated that most of the 92 individual 
crime scenes showed a dominant interactional 
style. However, when the offenses were looked 
at as series, i.e. when the first 4 offenses in each 
series was examined for their consistency pat-
terns, only 9 series were classified as showing 
consistency. However, even within these 9 series, 
5 had one offense within the series that did not 
exhibit the dominant theme of the rest of the 
offenses. In 4 out of these 5 series, it was the 
fourth offense in the series that displayed an 
inconsistent theme, which suggests that thematic 
behavioral consistency decreased as the series 
progressed. When looked at further, results 
showed that the vast majority of the offenders 
exhibited behaviors from multiple themes. The 
finding that serial rape offenders do not exem-
plify behaviors that are strictly within one behav-
ior theme highlights the difference between 
examining behavioral consistency in theory and 
in practice. Theoretically, an offender’s individ-
ual behaviors may change from crime to crime 
due to contextual issues, but  would always be 
part of the same theme “pool” of behaviors over 
the course of the series. However, the results 
from the study shows that in practice almost all 
offenders utilized behaviors in multiple themes 
and changed their patterns of offending through-
out a series. As highlighted by Sorochinski and 
Salfati (2010), these patterns of change again 
highlight the importance of examining behav-
ioral consistency over the course of a series, and 
not simply as random pair-wise linkage analy-
ses, which has been done by other studies in the 
linking field.

Salfati et  al. (2015) in a study of 30 serial 
homicides with a total of 283 victims and 235 
crime scenes in South Africa, also examined the 
role of the victim by using a similar definition 
as that outlined by Canter (1994) and also mod-
ified and used as a guide the examination of 
offending styles in the previous studies above. 

When looking at the consistency levels with 
which offenders engaged in a dominant interac-
tion style, these were much higher (50%) than 
those previously reported by Salfati and 
Bateman (2005) due to both refinements in the 
data collection and selection of more reliable 
behaviors. The analysis showed that using this 
model, almost two-thirds of the cases showed a 
dominant Victim as Vehicle theme. A lower per-
centage of offenders used the Victim as Object 
theme. However, many of those that began with 
this theme remained consistent. Conversely, 
offenders who engaged in the Victim as Vehicle 
theme remained less consistent as the series 
progressed. These results, they suggest, may 
indicate that an offender’s focus and involve-
ment with the victim may be influential in con-
sistency patterns. This lends an additional level 
of complexity to the analysis and definition of 
consistency, by incorporating change as possi-
bly being part of a consistency pattern (Salfati, 
2008a). When the stability of individual victim 
features were looked at as a whole in relation to 
consistency level as the series progressed, the 
decrease in consistency was even more marked, 
from 60% when looking at the first two crime 
scenes in a series, to 25% when looking at the 
first four crime scenes in a series. Most of the 
individual victim features (couples, live vic-
tims, vulnerable victims) which were key in 
defining each of the victim-based types (Object/
Vehicle) were also in and of themselves not 
stable as the series progressed. Offenders 
tended to consistently target vulnerable victims 
in the beginning of the series; however, as the 
series progressed, offenders changed pattern 
and there was a substantial decrease in procur-
ing vulnerable victims. The authors concluded 
that it may be in the beginning that offenders 
are operating in their comfort zone and target 
these types of victims because they are easily 
accessible, and then offenders may become 
bolder or more experimental in their victim 
selection as the series continues. These are all 
patterns they recommend need to be explored 
further as we move forwards in elucidating vic-
tim-focused consistency patterns in serial 
homicide. These results from the analysis of 
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individual components of each theme, however, 
support the original conclusions made by 
Bateman and Salfati (2007), who also found 
very low levels of consistency when focusing 
on individual isolated features, and who recom-
mended that moving from an individual behav-
ior focus to a theme- or type-based focus, would 
be more useful as it would be able to factor in 
behavioral change due to the situation or inter-
action with the victim. Another possible expla-
nation to change patterns as the series moved 
forward, the authors suggest, may be that 
offenders changed interaction patterns (both 
thematically and in terms of length of offense) 
in response to the type of victim selected, and 
this should also be explored in more depth. 
Results therefore suggest again that thematic 
stability or instability across the series may be 
due to the type of victim targeted, and the ques-
tion remains whether identifiable patterns may 
be determined based on these changing features 
as the series develops.

Sorochinski and Salfati (2017) in an analysis 
of 30 series of sexual assault and rape showed 
that the control (including verbal control, con-
trol by using constraints such as binding and 
gagging, and control through using a weapon, 
and control through physical violence) and vio-
lent (at the start, during the offense, and at the 
end, and using manual violence and/or using a 
weapon) behavior subtypes could best under-
stood quantitatively (i.e. in terms of the degree 
of the behavior employed), whilst the sexual 
activity (ranging from foreplay, to penetration, 
to demanding victim participation, and verbal 
sexual activity) was most usefully understood 
qualitatively in terms of the specific subtype 
exhibited. The analysis of consistency and 
behavioral trajectories showed that whilst none 
of the offenders exhibited complete consistency 
across the 3 behavioral subtypes, a subsample 
of offenders remained fully consistent in at 
least one. Furthermore, of those who were not 
consistent, the vast majority followed an identi-
fiable trajectory of change. This finding is in 
line with Sorochinski and Salfati’s (2010) study 
of behavioral patterns of serial homicide 
offenders and suggests that searching for con-

sistency in specific behavioral domains is more 
productive than looking for consistency across 
a large number of offending behaviors together. 
The study additionally showed that by combin-
ing specific subtypes and degree of presence 
together in the analysis of behavior, allows for 
more flexibility in individually differentiating 
crime scenes, and confirming that the search for 
consistency in serial crime should not stop at 
exact matching, but rather should go into more 
depth in the analysis of the trajectories of 
behavioral change.

 Moving Towards Understanding 
Consistency in Inconsistency

Salfati (2008a) highlighted the need to expand 
the framework for looking at consistency to not 
simply restricting it to series within one crime 
type, such as homicide or rape, but instead look at 
how many series included both types of legally 
defined crimes, but from  a psychological per-
spective  included different varying levels of 
lethal violence in their series, and exhibited sex-
ual activity towards some of their victims, and 
not to others. The focus was again on expanding 
the understanding of how we define consistency 
not only in the exact pattern matching of individ-
ual behaviors, but instead take a more global look 
at understanding the trajectory of the behaviors 
of the offender over time.

Fleeson and Noftle (2008) also in their theo-
retical work on the consistency of human 
behavior argued that “the question is not 
whether behavior is consistent or not, rather the 
question is which ways behavior is more con-
sistent and which ways it is less consistent” 
(p. 1357). Fleeson and Noftle further suggested 
that consistency does not have to be manifested 
through the identical repetition of a given 
behavior, but rather can manifest itself in com-
plex patterns. Other recent studies (e.g., Hewitt 
& Beauregard, 2014; Leclerc et al., 2015) have 
also started to highlight the importance of look-
ing beyond stability of behavior and of under-
standing consistency in terms of patterns of 
behavioral change.
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 Exploring Behavioral Consistency 
Though Victimology

Proulx (2007), in his comprehensive report on the 
current understanding of sexual homicide, high-
lights the importance of focusing not only on 
what offenders do during their crimes but also on 
how these offenders differ depending on the vic-
tim group they target. Furthermore, Chan, 
Beauregard, and Meyers (2015), in their study of 
Canadian serial and single sexual homicides, 
found that serial offenders are significantly more 
likely to have specific victim-type preferences.

In much of the above literature on consistency, 
although it focuses on behavior, the underlying 
psychological focus has been on how these 
behaviors may reflect something about how the 
offender interacts with the victim. At the heart of 
the behavioral crime scene analysis work there-
fore, has been the question of the role of the 
victim.

Another body of research in the literature on 
behavioral consistency has therefore been to 
focus on the type of victim that the offender tar-
gets, in a more direct way. This body of work has 
also aimed to take on board the more expanded 
view of how we may define a series, and has 
included an exploration of consistency in series 
that include both sexual assaults of live victims 
and homicides and sexual homicides.

One of the groups of victims of particular 
focus in this work has been that of vulnerable 
victims, and subgroups of highly targeted women 
such as sex workers (e.g., Abrams, Palmer, & 
Salfati, 2016; Salfati, 2013; Salfati, Horning, 
Sorochinski, & Labuschagne, 2014; Salfati, 
James, & Ferguson, 2008; Salfati & Sorochinski, 
2018; Sorochinski & Salfati, 2010). This body of 
work provides a further expansion of the discus-
sion on how we should look at consistency, and 
includes the factor of victim targeting.

Egger (1984) in one of the earliest writings on 
serial homicide, wrote that the key challenge for 
investigators is what he terms “linkage blind-
ness.” Linkage blindness is a situation whereby 
crime scenes that are part of the same series are 
not identified as such due to overt factors (such as 
type of victim) looking dissimilar, and as such 

conclusions are made that they are unlinked. In 
the case of offenders who target different types of 
victims, and victimology being a key salient fea-
ture of linkage analysis, this poses a very real 
problem. It is therefore of utmost importance that 
the issue underlying victim targeting is more 
fully understood.

Egger (2003) points out that 65% of serial 
homicide victims are female, and nearly 78% of 
female victims of serial homicide offenders are 
sex workers. As a subgroup of vulnerable vic-
tims, they therefore present a specifically highly 
targeted group. Recent figures have also sug-
gested that 32% of serial homicides involve sex 
workers (Quinet, 2011). Potterat et al., 2004 fur-
ther suggest that being a sex worker makes a 
woman 18 times more likely to be killed than 
non-sex worker women of similar demographics. 
When sex workers as a group are looked at the 
context of a national health issue, figures show 
that homicide is the second-leading cause of 
death amongst sex workers (Lowman & Fraser, 
1995). In addition, despite the overall general 
decline in serial homicide cases between the 
1980s and 2000s, research indicates that serial 
homicide cases involving sex worker victims has 
dramatically increased by decade (Quinet, 2011). 
Quinet also found that the average length of time 
that offenders were active was longer for cases 
involving sex worker victims. This undoubtedly 
relates to the fact that sex worker homicides are 
some of the most difficult to solve, which is sup-
ported by some statistics that show that 10 years 
on, 69% of sex worker homicides are still 
unsolved (Kinnell, 2001).

 Offenders Who Target Sex Workers

In terms of the offenders who target sex workers, 
Salfati et al. (2008) in their study on homicides of 
sex workers also show that almost half of offend-
ers who had previous violent convictions, had a 
pre-conviction for at least one homicide, and that 
with figures as high as these, they suggest that it 
is likely that a sex worker will come into contact 
with clients with violent pre-convictions on a 
relatively regular basis. Brooks-Gordon, 2006 
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further concludes from her study that the major-
ity of violence on sex workers is committed by a 
small proportion of offenders, and concludes that 
this suggest that many are serial offenders. 
Kinnell, 2006, in a study of 84 homicides against 
street workers, additionally discusses the vulner-
ability of sex workers to serial killers. Research 
in the US has shown that when sex worker vic-
tims are killed, in at least 35% of cases, a serial 
offender will be involved (Brewer et al., 2006).

Additional research shows that offenders who 
target sex workers often show a pattern of gener-
alized violence against women. In an analysis of 
the criminal records of 77 clients stopped by the 
police, Brooks-Gordon (2006) found that 63 had 
a previous criminal record. The type most fre-
quent previous conviction was for violence 
(21%), and 7% had previous convictions for sex 
offenses. Brooks-Gordon followed these men up, 
and found that 11 of them were re-convicted 
within 23 months after their arrest for approach-
ing sex workers. Of these 11 men, six of them 
were convicted of a violent offense against the 
person, and one was convicted for a sexual 
offense. She therefore tentatively concludes that, 
with keeping in mind the small numbers, the 
research suggests a link between soliciting sex 
workers and more serious crimes committed by 
only a small number of these men, who are likely 
to be repeat offenders. Looking at previous con-
victions of offenders who killed women in differ-
ent offense groups, Salfati et  al. (2008) report 
that offenders who kill sex workers were the least 
likely to have previous nonviolent offenses (20%) 
when compared to offenders who killed non-sex 
worker women (offenders who killed and sexu-
ally assaulted, 41%; offenders who killed but did 
not sexual assault, 81%). Conversely, offenders 
who killed sex workers had significantly more 
pre-convictions for sexual offenses compared to 
offenders who killed non-sex workers. They also 
reported that significantly more sex worker homi-
cide offenders (69%) had spent time in prison 
than offenders who killed non-sex workers (non- 
sexual, 27% and sexual, 29%). In accord with the 
general literature on violence against sex work-
ers, a study by Salfati et al. (2008) shows that in 
a large proportion (14 out of 19) of offenders who 

had previous violent convictions, 6 involved a 
pre-conviction for at least one murder. With fig-
ures as high as these they suggest that it is likely 
that a prostitute will come into contact with cli-
ents with violent pre-convictions on a relatively 
regular basis. Indeed, in one sex worker homicide 
case in their study, the victim had had sex with a 
client who had previous convictions for attempted 
murder and serious sexual assaults on women, in 
the same night as she was killed by another client 
who also had previous convictions for attempted 
murder.

Salfati (2009) in a comprehensive review of 
the literature on men who target sex workers, also 
showed that men who assault sex workers often 
have convictions for assaulting other women as 
well, which supports some of the general litera-
ture suggesting that violence against sex workers 
may be considered as part of a continuum of vio-
lence against women more generally, and not just 
against sex workers specifically. Salfati (2009) 
therefore goes on to suggests that violence 
against sex workers may be considered as part of 
a continuum of violence against women more 
generally, and not just against sex workers spe-
cifically. This additional cross-over between 
groups of women, as well as cross-over of crime 
types (rape and sexual homicide), however, adds 
an additional level of complexity to issues of 
understanding consistency.

Recent studies have shown that serial offend-
ers who target sex workers also target non-sex 
workers. Salfati (2007, 2013) looked at 19 series 
of 106 victims involving at least one sex worker 
victim. Of these, she showed that 42% of series 
were composed of sex worker victims only, and 
58% were mixed, i.e. the series included both sex 
worker victims and non-sex worker victims. 
These initial results go against much of the belief 
in the field that offenders are behaviorally consis-
tent and display victim preferences. In order to 
gain an understanding of what factors may link 
these victims to each other, other than overt vic-
tim type, specifically the sexual part of the crime, 
either as victim type (sex workers) or as behavior 
(sexual assault), the study compared the sex 
worker victims (N = 16) and non-sex worker vic-
tims (N  =  90) on sexual assault, and the study 
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estimated that 43% of sex workers and 44% of 
non-sex workers were sexually assaulted. When 
the sexual element was looked at to determine 
whether it provided the element of consistency 
that ties the different types of victims together, 
the analysis further showed that, of the 19 series, 
2 series included sex worker victims who were 
all sexually assaulted, 5 series included sex 
worker victims who were not sexually assaulted, 
and 11 series included mixed victim types (sex 
workers and non-sex workers) and a mix of sex-
ual assaults and no sexual assaults. The results 
thus indicate that overt sexual assault is not a 
simple distinguishing factor between victim 
types, thus again showing that the sexual element 
in sexual homicides may not be the most reliable 
focus to understand consistency.

Abrams, Palmer and Salfati (2016) using a 
different dataset of 21 offenders that encom-
passed 9 single series (43%), 7 sex-worker only 
series (33%), and 5 mixed series (24%) found 
that single and serial sex worker offenders had a 
dominant noncriminal lifestyle (living with 
someone, being employed, and being in a rela-
tionship with someone) compared to the mixed 
series offenders who had a dominant criminal 
lifestyle (history of drug use, history of property 
offense, history of violent offense and history of 
sex offense). In addition, mixed victim series 
were longer and more victims when compared to 
sex worker only series, but their analysis found 
no discernible victim patterns that could eluci-
date what may be happening.

Salfati and Sorochinski (2015, 2018) aimed to 
look at the victim patterns in more detail, through 
looking at the interplay between sexual activity 
and victim type (sex workers and non-sex work-
ers), to investigate how the overt and covert sex-
ual nature of the crimes may affect our 
understanding of consistency patterns in series of 
sexual offenses. Their study included 67 interna-
tional solved homicide series (with 474 victims) 
that included at least one sex worker victim in 
each series. Their results were similar to previous 
studies, showing that 30 series (45%) included 
only sex worker victims, 28 series (42%) were 
mixed (i.e., had at least one known sex worker 
victim and at least one known non-sex worker 

victim), and 9 series (13%) included at least one 
sex worker victim, but also at least one victim 
whose occupation was not known. Their study 
looked further at the interchange between lethal 
violence and sexual violence, particularly with 
non-sex worker victims, and found that non-sex 
worker victims were significantly more likely to 
have been left alive by the offender, and com-
monly sexually assaulted. Furthermore, of the 
non-sex worker victims who survived the attack, 
81.1% were sexually assaulted, and of those that 
were killed, 32.4% were known to have been 
sexually assaulted. As has been theorized by 
Sorochinski and Salfati (2010), it is possible that 
the consistency of actions for these offenders is 
victim-specific: in other words, rather than hav-
ing one overall behavioral pattern, these offend-
ers exhibit different (consistent) patterns of 
behavior that is specific to each type of victim. 
The meaning of the overt sexual activity there-
fore becomes an intricate one, with some victims 
perhaps representing sex, whilst others became 
sexual victims through the sexual assault itself.

Overall, Salfati and Sorochinski identified  3 
main victim-targeting patterns: sex worker-only 
series, mixed-crossover series, and mixed- 
homicide series. In the 30 series composed only 
of sex workers, offenders could be seen to target 
their violence specifically at only this victim 
type. The authors hypothesized  that offenders 
may have either a psychotic disorder (e.g., a fix-
ated conviction that they must rid the world of 
sex workers), or may have focused on sex work-
ers due to their potential to satisfy sexually vio-
lent fantasies, or their status as easy targets. In the 
28 mixed victim series, in order to further look at 
the interplay between whether the victim was a 
sex worker or not, whether the victim was killed 
or left alive, and whether there was evidence of a 
sexual assault, results showed that sex workers 
still made up the majority of victims (56.8% sex 
workers vs. 27.8% non-sex workers and 15.4% 
unknown). Further examination of the mixed 
series also indicated two separate types of trajec-
tories, the crossover type, and the homicide type. 
In the crossover trajectory, the series usually 
started with a non-sex worker, the victims were 
often known to the offender (e.g., ex-girlfriend, 
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relative), and were often left alive. As the series 
progressed, however, many of these offenders 
would go on to target and kill sex workers who 
were strangers. There was an overall lack of con-
sistency in the types of crimes that were commit-
ted (sexual assault, sexual homicide, homicide), 
the type of victim (non-sex workers and sex 
workers), as well as the type of relationship with 
the victim prior to the attack (intimate partner, 
acquaintance, stranger), with most of the known 
victims being left alive (but sexually assaulted), 
and most stranger victims killed. The crossover 
trajectory can be seen to be particularly problem-
atic for the investigation, as victimology and 
crime type consistency are among the most com-
mon elements that the investigators rely on for 
linking series. In the homicide trajectory, the 
series usually started with a sex worker. In the 
opposite pattern from the crossover trajectory, 
the first victim was often a stranger to the 
offender, and was killed. As the series progressed, 
these offenders would continue to kill sex work-
ers strangers victims, but many of these offenders 
would also have an additional one or two non-sex 
worker non-stranger victims. However, in this 
type of series, all victims were killed. No consis-
tency pattern for presence of sexual assault was 
observed in this trajectory. However, the authors 
stressed it is often impossible to determine the 
presence of sexual assault in homicides of sex 
workers. In the homicide trajectory, offenders 
were observed to be consistent in the type of 
crime (homicide), with the victims predomi-
nantly sex workers. In many cases, non-sex 
worker victims occurred toward the end of their 
series, suggesting that these victims may in some 
cases be the factor that led to the case being 
solved.

Salfati and Sorochinski concluded by stating 
that the presence of several distinct patterns that, 
while not all consistent, showed that behavioral 
trajectories in the actions by offenders could be 
identified, and are in line with current trends in 
the violent serial crime literature (e.g., Hewitt & 
Beauregard, 2014; Leclerc et  al., 2015; Salfati, 
2008a; Sorochinski & Salfati, 2010, 2018), which 
highlights the importance of looking beyond 
complete consistency and into the ways that 

offenders may change their behavioral patterns 
across series. The issue of sex may interplay with 
victim type, and either be implicit in terms of 
who the victim is (e.g., sex worker), or explicit, in 
terms of the assault itself (e.g. behavior).

 Conclusion

Assessing sex offending and understanding the 
factors that can aid in that process is key in the 
analysis of crimes such as serial sex offending 
and serial sexual homicide. Knowledge of the 
factors, and the empirical backing these factors 
have, is, therefore, integral to enable more valid 
and reliable assessments of offending patterns.

Salfati (2015) and Salfati and Kunkle (2016) 
stressed that adding how an offender shows con-
sistent patterns of behavior across their series to 
both crime scene analysis as well as clinical 
assessment, may provide a substantial addition to 
our understanding of the factors that are at play 
when assessing a serial offender’s behavior, and 
provides the empirical basis for future research 
and investigative and clinical assessment and 
practice.

This chapter has aimed to give a detailed over-
view of what empirical studies have been done to 
back up our understanding of behavioral consis-
tency, specifically as it applies to serial sexual 
violence such as sexual assaults and serial homi-
cides. The specific focus has been on understand-
ing the specific components of sexual activity 
during series, its different expressions through 
the behavior itself, the type of crime (rape and 
sexual homicide), and also how the sexual com-
ponent may be expressed through the victim tar-
geted, such as in cases of sex workers. The review 
has aimed to outline what we know, what some of 
the constructs are that have been used in under-
standing behavioral consistency, and has pro-
vided a historical overview of the empirical 
development of the field of behavioral crime 
scene analysis as it pertains to linking and behav-
ioral consistency.

To date a substantial amount of empirical 
research has been done in the area of linking 
serial crimes; however, the subset of studies that 

C. G. Salfati



797

have empirically examined linking issues in 
serial sexual assaults and homicide is small, and 
smaller still when we specifically look for studies 
that has aimed to understand the patterns of con-
sistency in the trajectory of behavior across an 
offender’s full series.

Overall, however, the research has highlighted 
that we have come a long way in our understand-
ing of how offenders display consistency, and 
how we may go beyond simply looking for exact 
behavioral similarities, to taking a more complex 
approach to assessing consistency.
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Intimate Partner Sexual Violence 
and Gender Asymmetry

Du Nguyen and Amy E. Naugle

 Intimate Partner Violence

Intimate partner violence (IPV) is a significant 
concern that can be observed on many system 
levels. IPV is often synonymously referred to as 
domestic violence in research literature and in 
legal proceedings. Though domestic violence 
may also broadly encompass abuse observed in 
the family structure by any household member, 
IPV more precisely refers to violence by current 
or former intimate partners (i.e., spouse, boy-
friend/girlfriend, dating partner, or ongoing sex-
ual partner; Breiding, Basile, Smith, Black, & 
Mahendra, 2015). The National Intimate Partner 
and Sexual Violence Survey (NISVS) reported 
that 1 in 4 adult women and 1 in 9 adult men have 
experienced some form of IPV in their lifetime 
(Smith et  al., 2017). Data collected from the 
WHO multicountry study on women’s health and 
domestic violence against women (Garcia- 
Moreno, Jansen, Ellsberg, Heise, & Watts, 2005) 
indicate that IPV is a global problem, with wide 
lifetime prevalence rates across countries ranging 
from 6–59% for sexual violence and 23–62% for 
physical violence.

In the United States, IPV against women is 
recognized as an economic burden with total esti-
mates exceeding $5 billion in direct costs (e.g., 

health care) and indirect costs (e.g., lost produc-
tivity and present value of lifetime earnings; 
National Center for Injury Prevention and 
Control, 2003). Compared to women who did not 
report a history of IPV, women with a history of 
IPV were more likely to utilize mental health ser-
vices, alcohol/drug services, and both inpatient 
and outpatient care during and after their IPV 
experience, with a 19% higher annual cost of care 
than women without a history of IPV (Rivara 
et al., 2007). This pattern persisted for upwards 
of 5 years after the experience. On an individual 
level, IPV has been associated with a number of 
immediate and long-term negative health conse-
quences, including higher rates of depression, 
substance abuse, PTSD, and suicidality in women 
(Golding, 1999) with a similar pattern of out-
comes shown in men (Coker et al., 2002). Smith 
et al. (2017) reported that IPV victims were more 
likely to experience health conditions such as 
chronic pain, difficulSties with sleeping, activity 
limitations, and overall poor physical and mental 
health.

While IPV has been represented in the litera-
ture for the past several decades, it has not been 
comprehensively defined. A number of theoreti-
cal frameworks for IPV have been offered, 
including psychological (e.g., social learning 
theory), biobehavioral (e.g., genetics), feminist, 
and sociological (e.g., Goode’s resource theory) 
approaches, as well as an attempt at an integra-
tive multidimensional approach adapted from 
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Bronfenbrenner’s Social Ecological Model 
(Mitchell & Vanya, 2009). Though Heise (2012) 
has questioned whether IPV should be considered 
dimensionally based on severity of violence 
rather than by type or form, by and large the 
majority of research continues to conceptualize 
IPV based on types. Johnson (2006) presents a 
categorization of IPV types based on the control 
motives of the perpetrator. He presents four 
distinctions (i.e., situational couple violence, 
intimate terrorism, violent resistance, and mutual 
violent control) due to fundamental differences 
in their causes, trajectories, and subsequent 
treatment needs. The CDC also conceptualizes 
topographically different forms of IPV: physical 
violence, sexual violence, stalking, and 
psychological aggression (Breiding et al., 2015). 
The World Health Organization (WHO; Heise & 
Garcia-Moreno, 2002) and Hart and Klein (2013) 
offer similar definitions as the CDC, with the 
inclusion of controlling behaviors and economic 
abuse, respectively.

One crucial argument for viewing IPV types 
separately and not as a singular construct is to 
better understand issues of gender differences in 
the rate and severity of perpetrated violence (i.e., 
gender asymmetry) or the degree of bidirec-
tional/reciprocal violence within an intimate 
relationship (Archer, 2000), particularly if there 
are discrepancies across the types. There have 
been mixed findings regarding gender symmetry 
in IPV perpetration, with some researchers 
reporting evidence for a disproportionate pattern 
of perpetration in heterosexual partners in which 
men act as the perpetrators and women as the 
victims (Jacobson & Gottman, 1998), while oth-
ers have found gender symmetry in perpetration 
(Chan, 2012; Teten, Sherman, & Han, 2008). In 
his review, Chan (2011) reported comparable 
rates of perpetration in both men and women, 
supporting gender symmetry in IPV.  However, 
he also notes when the severity of the violence 
and resulting consequences were taken into 
account, it appears that men more often acted as 
the perpetrators. Overall, conceptualizing IPV as 
an overarching umbrella term for separate vio-
lence types has been advantageous for parsing 

out and comparing gender symmetry across 
types.

 Intimate Partner Sexual Violence

Perhaps one of the more evident examples for 
gender asymmetry represented in the present 
literature on IPV prevalence and reporting is in 
the realm of sexual violence. Intimate partner 
sexual violence (IPSV) describes any form of 
nonconsensual sexual violence by a current or 
former intimate partner, which may include 
noncontact sexual experiences (e.g., verbal or 
behavioral sexual harassment and threats of 
sexual violence), sexual contact (e.g., inten-
tional touching), penetration (e.g., sexual 
assault), and sexual coercion (e.g., pressured to 
concede to sexual activity; Breiding et  al., 
2015). As with the broader IPV, IPSV is associ-
ated with similar negative health consequences 
and several unique health outcomes, particu-
larly in the areas of sexual health and reproduc-
tion (e.g., sexually transmitted infections, 
unwanted pregnancy; Campbell, Dworkin, & 
Cabral, 2009).

For both men and women who have experi-
enced some form of sexual violence, the perpe-
trator was often known to them, with a large 
portion represented by a former or current inti-
mate partner (Smith et al., 2017). In terms of gen-
der asymmetry, a higher prevalence rate has 
consistently been found for male sexual perpetra-
tion and female victimization in heterosexual 
couples (Chan, 2012; Kar & O’Leary, 2010). 
Perpetration by men also proves to result in both 
more severe short-term and long- term injurious 
consequences (Tjaden & Thoennes, 2000). 
However, consideration needs to be given to sam-
pling techniques (e.g., general population versus 
emergency room recruitment). Researchers have 
acknowledged that the majority of sexual vio-
lence research has approached the issue from the 
lens of gender-based violence and may have 
inadvertently led to skewed estimates of the 
asymmetrical or symmetrical nature of IPSV 
(Straus, 2011).

D. Nguyen and A. E. Naugle



803

 Male Sexual Assault

The unfortunate result is that the area of male 
sexual assault (MSA) victimization has largely 
been ignored, disregarded, or simply has not kept 
pace with more mainstream IPSV research and 
practice. False beliefs and stigmatizations 
regarding male victims pervades not only the 
interpersonal level but can also be observed on 
higher institutional levels, evident from the 
gendering of sexual assault, specifically 
penetrative rape, which has had significant long- 
term implications in the acceptance and 
understanding of MSA (Capers, 2011). Over the 
past few decades, rape law reform movements 
have advocated for alterations to judicial laws 
across the country based on the growing 
knowledge of sexual assault, with notable 
successful reforms including the use of gender- 
neutral language, the abolishment of the marriage 
exemption in sexual assault, and an expanded 
definition of forcible rape that goes beyond 
penile–vaginal penetration to include other forms 
of sexual contact (Cocca, 2004; Rumney, 2007). 
The FBI’s Uniform Crime Reporting (UCR) 
Program continued to recognize forcible rape as 
“the carnal knowledge of a female forcibly and 
against her will” up until 2013, resulting in the 
explicit exclusion of MSA in their data collection 
and reporting (U.S. Department of Justice, 2013). 
The 2013 revision expanded the definition of 
rape to include “penetration, no matter how 
slight, of the vagina or anus with any body part or 
object, or oral penetration by a sex organ of 
another person, without the consent of the victim” 
(U.S.  Department of Justice, 2014) in order to 
increase gender neutrality. However, Capers 
(2011) reports that the entrenched judicial 
establishment has persisted largely unchanged, 
with the enforcement of rape statues remaining 
gendered, despite reforms in the vast majority of 
states.

An example of this ongoing issue can be seen 
in sexual assault reporting rates. Although 
underreporting of sexual assault incidents by 
female victims has consistently been a pressing 
matter, with official reports sought for only one- 

third of cases, it has been suggested that 
underreporting and low help-seeking behaviors 
may be an even greater issue in the general male 
population (Archer, 2000; Clayton & Beckson, 
2011; Truman & Morgan, 2016). This issue is 
further amplified in certain groups, such as within 
the prison system and in the military, where an 
estimated 17–22% male victims made an official 
report to administrative personnel (Miller, 2010; 
United States Department of Defense, 2014).

The historical disregard for MSA is due in part 
to culturally held beliefs regarding traditional 
masculinity and gender-role socialization, 
particularly role norms that are associated with 
dominance and dictate the ability to protect 
oneself (Kassing, Beesley, & Frey, 2005). Several 
false rape myths have been identified, including 
“men cannot be overpowered and assaulted,” 
“men are less affected by sexual assault,” “male 
victims who were assaulted by men are gay and 
were more culpable” (Coxell & King, 2010; 
Struckman-Johnson & Struckman-Johnson, 
1992). Rape myths may be especially problematic 
for male victims as men tend to report more 
acceptance of both male and female rape myths 
than women (Davies, Gilston, & Rogers, 2012).

 Intersectional Considerations

What must not be overlooked is the need for an 
intersectional framework in examining male 
sexual assault. Breiding, Chen, and Black (2014), 
as part of the NISVS data, reported that a 
significantly higher number of American Indian 
or Alaska Native, Black, and multiracial men 
experienced lifetime IPV compared to white 
men. Male victims were more likely than not to 
report housing and food insecurity, have a 
combined household income of less than $50,000, 
be physically disabled, and experience their first 
rape before the age of 18 (Breiding et al., 2014; 
Haydon, McRee, & Halpern, 2011; Tjaden & 
Thoennes, 2006).

In regards to sexual victimization within the 
LGBTQ+ community, transgender individuals 
experience significantly higher rates of IPV than 
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their cisgender counterparts (Langenderfer- 
Magruder, Whitfield, Walls, Kattari, & Ramos, 
2016; Turell, 2000). Both gay and bisexual men 
experienced more lifetime nonrape sexual 
assaults compared to heterosexual men (Breiding 
et al., 2014). Sexual minority individuals may be 
distinctively vulnerable due to the usage of IPV 
tactics specific to this population (e.g., coercive 
threats of outing a partner; Badenes-Ribera, 
Bonilla-Campos, Frias-Navarro, Pons-Salvador, 
& Monterde-i-Bort, 2016). A consistent result 
that has been established within the literature is a 
high degree of victim blaming and negative 
attitudes shown towards gay victims by 
heterosexual men (Davies & Boden, 2012; 
Davies & Hudson, 2011), which has been 
suggested to be, in part, motivated by the 
endorsement of rigid gender-role distinctions 
(Whitley, 2001). Homonegativity (or 
homophobia), particularly for men, was related 
to greater acceptance of male rape myths and 
predicted more negative perceptions of not only 
sexual minority men but also all male victims 
(Anderson, 2004; Kassing et al., 2005).

 Response to Male Sexual Assault

Pervading rape myths and negative attitudes 
towards sexual assault is evident even within 
professional fields that encounter the aftermath 
of sexual violence at high rates. Jamel, Bull, and 
Sheridan (2008) found that some key reasons 
male victims did not report their assault to the 
police were their expectations of not being 
believed or treated poorly, and their fear of 
assumptions that may be made about their sexu-
ality. Their fears are not baseless; Struckman- 
Johnson and Struckman-Johnson (1992) 
reported that greater acceptance of rape myths 
was related to an increased likelihood of an 
inappropriate response directed at the victim. 
The concern for inappropriate responding may 
be exacerbated even further as some researchers 
have found that police officers may hold “real 
rape” stereotypes (e.g., victim physically 
resisted; Estrich, 1987) when deciding the cred-
ibility of a rape scenario, despite many rape 

cases not realistically meeting these standards 
(Krahe, 1991).

Furthermore, men may not seek medical atten-
tion unless they had suffered a serious injury 
(Tjaden & Thoennes, 2006). When male IPSV 
victims do exhibit help-seeking behaviors, they 
often run into significant barriers. Several victims 
reported that there was a lack of therapeutic 
treatments available that adequately addressed 
specific concerns of male victims (Washington, 
1999). Victims faced obstacles with available 
services such as perceived discriminatory 
practices when seeking medical services (Tsui, 
2014), encountering health care professionals 
early on in care (e.g., nurses) who lack training 
and competency in treatment of male victims 
(Barber, 2013), and experiencing incidences of 
secondary victimization (i.e., insensitive 
behaviors that may exacerbate distress; Machado, 
Santos, Graham-Kevan, & Matos, 2017). For 
men in the LGBTQ+ community, there are 
additional hurdles. In their qualitative study, 
Bornstein, Fawcett, Sullivan, Senturia, and Shiu- 
Thornton (2006) concluded that comprehensive 
research and services continues to be hampered 
by a lack of attention to the specific needs of 
LGBTQ individuals. The researchers point to a 
number of limitations: difficulty identifying 
instances of domestic violence due to a paucity of 
resources for queer relationships or resources 
that define domestic violence from a gendered 
heteronormative perspective; limited community 
awareness of domestic violence in queer 
relationships; and lower rates of reporting and 
non-queer-specific support seeking due to a fear 
of systemic discrimination.

 Consequences of Male Sexual Assault

The majority of outcome research in regards to 
sexual victimization was compiled primarily on 
the basis of research on female sexual assault. 
Though sexual victimization overall has been 
associated with a number of negative mental and 
physical health consequences, there are some 
notable gender differences in the aftermath of 
sexual assault. Male victims are more likely to 
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experience adverse externalizing behaviors (e.g., 
everyday smoking), while female victims are 
more likely to report internalizing behaviors 
(e.g., depression; Choudhary, Coben, & Bossarte, 
2008). In a descriptive analysis regarding the 
effects of male rape, a majority of the participants 
reported long-term concerns with anger and 
revenge fantasies, a loss of masculinity (e.g., 
inability to prevent the assault), changes in their 
sexual attitude or behaviors (e.g., increased 
promiscuity), and feelings of guilt and disgust 
(Walker, Archer, & Davies, 2005). Male victims 
who reported more rape myth acceptance were 
also more likely to demonstrate greater levels of 
self-blame for their victimization, with some 
evidence pointing to rape myths operating more 
strongly when the perpetrator was a woman 
(Struckman-Johnson & Struckman-Johnson, 
1992). The issue of homonegativity may also 
influence male victims themselves. Gay men 
endorsing strong internalized homophobia may 
view their assault as punishment for their 
sexuality (Garnets, Herek, & Levy, 1990), while 
heterosexual men report confusion about their 
sexuality in the aftermath of a sexual assault by a 
female perpetrator (Davies, 2002), perhaps due 
to the rape myth that men should encourage all 
opportunities for sex with a willing woman 
(Smith, Pine, & Hawley, 1988).

 Female Perpetration

Female-perpetrated MSA is a subset of IPSV that 
is often overlooked in favor of the more prevalent 
male-perpetrated female sexual assault and, to a 
lesser extent, male-perpetrated MSA. While men, 
at much higher frequencies, face sexual violence 
at the hands of other men (Tjaden & Thoennes, 
2006), Krahe, Waizenhofer, and Moller (2003) 
argue for the relevance of the topic in forming a 
comprehensive understanding of aggression that 
is not engrossed in the myth of passive women 
and aggression as a male trait. The researchers 
also argue that the disregard for the heterogeneity 
of sexual violence leads to an overemphasis on 
physical violence and less attention paid to verbal 
sexual coercion. Sexual coercion perpetrated by 

women was associated with psychological 
aggression and the women tended towards subtle, 
nonphysical means, such as with seduction (e.g., 
deceptive flirting that leads to high ambiguity) 
and manipulation (e.g., threatening to end the 
relationship) tactics, rather than other forms of 
aggression (Fontaine, Parent, & Guay, 2018).

 Motivations and Risk Factors for IPSV 
Perpetration

There have been a number of motivators proposed 
as antecedents for the initiation of IPV.  These 
motivators can be grouped into prominent themes. 
For the most part, violence motivators span across 
genders, with some themes predominately 
expressed by men or women (Malloy, McCloskey, 
Grigsby, & Gardner, 2003). The majority of 
research has viewed IPV perpetration unitarily 
when exploring motives for the violence, with 
evidence pointing to the presence of multiple 
motivations and bidirectional patterns of violence 
(Straus, 2007), as well as a contextually informed 
framework from which to understand the dynam-
ics of IPV (Bell & Naugle, 2008).

Historically, self-defense has been viewed as 
the most prevalent, if not the only, reason for IPV 
perpetration in women, though there is greater 
evidence challenging this notion by reporting 
similar rates of perpetration due to retaliation, 
particularly against previous violence 
(Hamberger, 2005) and low rates of reporting for 
self-defense as compared to other proximal 
motivations (Leisring, 2013; Olson & Lloyd, 
2005). Miron, Brummet, Ruggles, and Brehm 
(2008) suggested that retaliation is an anger- 
motivated behavior and that a goal of anger may 
be to sustain retaliation. Anger may be internally 
suppressed or expressed externally, likely in the 
form of aggression (Daniel, Goldston, Erkanli, 
Franklin, & Mayfield, 2009), and more 
specifically, has been related to sexual offending 
(Ahmed, 2014). Olson and Lloyd (2005) 
identified 12 categories of motives in a sample of 
women perpetrators, most notably psychological 
factors (e.g., personality traits, anger), rule 
violations (e.g., dissatisfaction with partner 
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behavior), gain attention and compliance (e.g., 
demanding for attention due to partner’s 
avoidance/withdrawal), and restoration of face 
threat (e.g., use of aggression to restore face/
self-image).

The Social Ecological Model (Bronfenbrenner, 
1979) provides a framework by which to 
understand the complex interplay of factors that 
may influence violence. Typically, the model 
includes four levels: individual (i.e., biological 
factors, personal history, and beliefs and 
attitudes), relationship (i.e., close social 
relationships), community (i.e., environments 
that the individual and relationship resides), and 
societal (i.e., social norms, institutional 
structures). The majority of studies focus on 
individual-level factors and less on macro-level 
risk factors (Kovacs, 2017). As part of their 
systematic qualitative review, Tharp et al. (2012) 
identified 67 risk and protective factors for IPSV 
within the four levels and subdomains, several of 
which had predominately significant findings in 
the extant literature. Besides compiling a 
comprehensive list of influential factors for IPSV, 
the researchers make two important points: 
firstly, multiple interactions among the factors 
imply that risk factors interact to increase the 
overall risk for IPSV; secondly, both risk factors 
and protective factors are context dependent and 
become activated under certain circumstances. 
Additionally, IPSV and sexual violence share a 
number of risk factors, including adherence to 
traditional gender roles, poverty, substance 
misuse, and exposure to violence in childhood 
(Harvey, Garcia-Moreno, & Butchart, 2007). The 
significance of this is the acknowledgment that 
IPSV does not exist in a vacuum and research 
into sexual victimization should not be arbitrarily 
isolated based solely on the relationship of the 
perpetrator to the victim.

 Primary, Secondary, and Tertiary 
Interventions

Although there has been a growth in IPSV 
research, there is room for significant 
improvement in the understanding and 

implementation of both preventative and 
responsive interventions, particularly for groups 
who may experience elevated risk for IPV.  For 
example, even though IPV has been observed 
across demographic characteristics, racial 
minority status, low socioeconomic status (SES), 
and low formal education attainment continue to 
be associated with an increased likelihood of 
experiencing IPV (Breiding et  al., 2014; Cox, 
Kotch, & Everson, 2003). Despite this, rape 
victims may find themselves in the position of 
needing costly long-term medical and mental 
health services (National Center for Injury 
Prevention and Control, 2003). There is also 
concern that current wide-spread interventions 
lack the cultural sensitivity needed to address the 
nuanced needs of minority individuals (Waller, 
2016).

When evaluating interventions for IPV, it is 
important to identify the three different levels 
(Coker, 2004), an approach that is complementary 
to the Social Ecological Model for understanding 
the factors of IPV.  The tertiary level describes 
response efforts to current violence to prevent 
future violence, disability, or mortality, including 
resources such as shelters for the victims, support 
groups, and treatment programs for the 
perpetrators. The secondary level describes early 
detection, or screening, to reduce the progression 
of negative health consequences with existing 
treatments (e.g., treatment for HIV). Finally, the 
primary level addresses public health efforts to 
reduce the risk of IPV, including antiviolence 
media campaigns.

In the tertiary level, most treatment programs 
are dichotomous and are either focused on 
perpetrators or victims. Intervention research for 
victims is limited and has been restricted by its 
focus on revictimization alone as an intervention 
outcome, without consideration for other 
outcome variables such as safety behaviors, 
reduction in negative consequences, and 
enhancement of quality of life (Eckhardt et  al., 
2013). Davies (2002) further argues that 
intervention services for men lag behind those for 
women, calling for more inclusion of resources 
that are gender-neutral or male-specific to be 
available for male victims. At this point in time, 
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there is little progress on addressing specific 
issues that may arise in the aftermath of MSA 
and the majority of treatments focus on the 
common symptomology observed with other 
forms of IPV (Wall & Quadara, 2014).

The most common program designed for per-
petrators is the “Batterer Intervention Programs” 
(BIPs). A review of IPV interventions found that 
most studies of BIPs typically used a group for-
mat and run for approximately 22 sessions 
(Eckhardt et al., 2013). They often follow one of 
two main approaches. The first approach is based 
in large part on the traditional gendered feminist 
framework and emphasizes patriarchal socializa-
tion and male power and control as the true cul-
prits of IPV (e.g., the Duluth model; Maiuro & 
Eberle, 2008; Pence & Paymar, 1993). In US 
states that have adopted standards of treatment 
for IPV perpetrators, Maiuro and Eberle (2008) 
reported that 95% include the conceptualization 
of power and control as the main, and sometimes 
only, framework for IPV.  The second BIP 
approach has a more therapeutic leaning based 
on Cognitive Behavioral Therapy (CBT) and is 
more relevant for female perpetrators. This 
approach widens the scope of interest and 
acknowledges other associated factors beyond 
power and control, such as social skills deficit 
and emotion dysregulation (Shorey, Brasfield, 
Febres, & Stuart, 2011; Tharp et al., 2012), with 
a similar goal of behavior change as with CBT 
for psychopathology (Beck, 1976). Buttell, 
Powers, and Wong (2012) found that women 
were more likely to complete the program if they 
had supportive services and had adequate super-
vision of their participation within the program. 
Unfortunately, there is lackluster support for the 
efficacy of BIPs in regards to recidivism rates at 
best (Arias, Arce, & Vilariño, 2013; Babcock, 
Green, & Robie, 2004), with many problematic 
issues found, including lack of outcome data for 
BIPSs, the singular usage of English in many 
programs, and a “one size fit all” approach 
despite the heterogeneity of perpetrators (Price & 
Rosenbaum, 2009). Therefore, BIPs may benefit 
from matching to the type of violence, type of 
abuser (e.g., IPV only perpetrator vs. perpetrator 
of general violence), and certain personality traits 

(e.g., violent antisocial) in order to better address 
risk severity of the perpetrators (Aaron & 
Beaulaurier, 2017).

Alternative interventions to BIPs for IPSV 
have been limited by the predominant focus on 
physical and psychological aggression, often to 
the exclusion of sexual violence. Of the available 
research that includes sexual violence within 
their purview, many focus on enhancing current 
BIP interventions for IPV perpetration. Buttell 
et al. (2012) suggest that early drop outs observed 
with BIPs are due to the perpetrators still 
remaining in the pre-contemplative stage when 
BIPs often require active participation. Providing 
evidence for the utility of motivational 
interviewing (MI; Miller & Rollnick, 2013) to 
resolve ambivalence to change prior to court- 
mandated BIP, a study evaluating the efficacy of 
a one-session brief motivational enhancement 
treatment (BME) found similar results of 
increased compliance to BIP and no difference in 
recidivism rates compared to the control group 
(Crane & Eckhardt, 2013). Some have responded 
to the weak support for the Duluth/CBT model 
by proposing better integration of existing 
models. One such example is the integration of 
cognitive-behavioral therapy and psychodynamic 
psychotherapy (CBT/PT) proposed by Lawson, 
Kellam, Quinn, and Malnar (2012). This model 
contains elements of MI and a psychodynamic 
analysis of interpersonal relationship issues in 
addition to the standard Duluth/CBT components. 
Additionally, there is initial support for an 
Acceptance and Commitment Therapy (ACT)-
based program labeled Achieving Change 
Through Values-Based Behavior (ACTV) that 
emphasizes acting on values-consistent behaviors 
in the presence of challenging thoughts when 
compared to the traditional Duluth/CBT program 
(Zarling, Bannon, & Berta, 2017). There was a 
reduction in recidivism rates, including domestic 
assault charges, for ACTV participants during a 
12-month postintervention time period.

While the tertiary level focuses on interven-
tions in response to ongoing or past IPV, the sec-
ondary and primary levels are more concerned 
with prevention. The literature on rape myths in 
regards to sexual violence response suggests that 
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reducing rape myth acceptance may be a com-
mon goal in prevention services. In a study 
involving two incoming cohorts at the United 
States Naval Academy, Rosenstein (2015) sug-
gests that additional gender-neutral training ses-
sions were associated with decreases in rape 
myth acceptance for both men and women, 
suggesting that preventative intervention tools 
for civilians should also consider implementing 
more gender-neutral language in order to better 
reach male victims and possibly promote their 
audience’s awareness of prevention and response 
to IPSV. Future research is still needed to evaluate 
whether the reduction of rape myth acceptance is 
successful in addressing perpetration of sexual 
violence.

Finally, primary prevention is the interplay 
between several system levels to reduce IPSV in 
the population and foster a healthier environment. 
Parks, Cohen, and Kravitz-Wirtz (2007) offer a 
useful framework by which to evaluate primary 
prevention approaches. The Spectrum of 
Prevention of IPV covers several facets: 
strengthening individual knowledge and skills, 
promoting community education, educating 
providers, fostering coalitions and networks, 
changing organizational practices, and 
influencing policy and legislation. This 
framework allows for evaluation of primary 
prevention across the lifespan and in the broader 
societal scope. Of the six facets of the Spectrum, 
the first three sublevels in the Spectrum represent 
more immediate processes for positive change. 
Strengthening individual knowledge and skills 
can be addressed across the lifespan. For example, 
it has been well documented that dating violence 
and sexual violence victimization during 
adolescence is a risk factor for later adult IPV 
(Tharp et  al., 2012). A review examining 
interventions for adolescent IPV and SV found 
promising evidence for school-based violence 
interventions (e.g., targeting nonviolent conflict 
resolution) and community-based interventions 
to promote gender-equitable attitudes for 
adolescent boys and girls (Lundgren & Amin, 
2014). As for provider education, secondary 
victimization by providers frequently occurs for 
IPSV victims and while there has been a call for 

increased educational interventions, the 
establishment of such interventions is still 
restricted. However, there is some evidence that 
family doctors in primary care settings reported 
feeling more prepared after the implementation 
of a 1.5 day educational training containing both 
theoretical discussions and role-plays (Lo Fo 
Wong, Wester, Mol, & Lagro-Janssen, 2007).

The latter three have the most potential impact 
on systematic change. IPV prevention media 
campaigns are a popular method of raising 
awareness and distributing public information. 
Outside of multiple-intervention type campaigns, 
media campaigns are not usually enough to lead 
to behavior change (National Cancer Institute, 
2002). Some researchers have also raised the 
question of the effectiveness of these campaigns 
for men. Women tend to view IPV as being a 
more serious issue and men were found to be 
resistant to campaigns portraying a gender- 
specific message of male perpetration (Keller & 
Honea, 2015), which raises the question of how 
to best address IPV for women without alienating 
men.

Based on what is currently known about IPSV, 
there is both much to be enthusiastic about and a 
great number of areas of needed growth. When 
compared to physical or psychological abuse by 
intimate partners, sexual violence is still often 
overlooked in research and intervention. 
Therefore, it is essential to better understand the 
course of IPSV, from motivators and risk factors 
to the intervention response in diverse 
socioeconomic and cultural contexts. 
Additionally, evaluation for any gender 
asymmetric aspect of IPSV should not take 
precedence over a more expansive gender- 
informed approach to IPV beyond a traditional 
feminist perspective that exclusively frames men 
as the perpetrators and women as the victims 
(McCarrick, Davis-McCabe, & Hirst-Winthrop, 
2016). Future research must also assess the 
efficacy of primary, secondary, and tertiary 
preventative approaches and the best strategy by 
which to disseminate knowledge about IPSV, 
especially to populations at increased risk and/or 
with limited available resources that have too 
often been neglected in intervention literature, 

D. Nguyen and A. E. Naugle



809

such as female perpetrators and male victims. 
Systematic multilevel preventative efforts that 
address the individual, relationship, community, 
and societal levels need to be promoted. Future 
intervention research should also broaden the 
scope of evaluation in regards to outcome 
variables, particularly being attentive to 
potentially overlooked positive family and 
parenting outcomes that may be especially potent 
motivators for change to both victims and 
perpetrators engaged in intervention programs. 
Finally, integration of theoretical frameworks 
informing research is essential to better 
encapsulate the complexity and extent of IPSV.
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Exploring the Relationship 
Between Intimate Partner Sexual 
Assault, Severe Abuse, 
and Coercive Control

Shannon B. Harper

And they say marital rape is not as bad as stranger rape. I don’t know. I have never been 
raped by a stranger. But I think being raped by your husband in your own home must be 
worse in some ways. At least if you’re attacked by a perfect stranger it is not so personal. 
Your husband is the person whom you should be able to turn to for comfort, who should 
protect you. When it is the person you have entrusted your life to who abuses you, it isn’t 
just physical or sexual assault, it is a betrayal of the very core of your marriage or your 
person, your trust. If you’re not safe in your own home, next to your husband, where are 
you safe?

(Linda, Intimate partner sexual assault survivor, (Esteal & McOrmond-Plummer, 
2005, p. 116)

 Introduction

It is estimated that more than 7 million women in 
the United States have been sexually assaulted by 
an intimate partner (current or former spouse, girl-
friend, or boyfriend; Bergen & Barnhill, 2006). 
Intimate partner sexual assault (IPSA) is the most 
common form of sexual assault (Tjaden & 
Thoennes, 2000), and can be defined as any 
unwanted oral, vaginal, or anal intercourse or pen-
etration (with fingers, tongue, penis, or objects) 
obtained by force, by threat of force, or when a 
partner is unable to consent (i.e., due to drug or 
alcohol intoxication or being asleep or uncon-
scious; Bagwell-Gray, Messing, & Baldwin-White, 
2015). Lifetime rates of IPSA range between 7.7% 
and 14% (Basile, 2002; Tjaden & Thoennes, 2000). 
Among women who have been physically abused 

by an intimate partner, the rates of IPSA are even 
higher, ranging from 28% (Eby, Campbell, 
Sullivan, & Davidson, 1995) to 68%1 (McFarlane, 
Malecha, Watson, et al., 2005).

Current research has identified, defined, and 
measured IPSA using inconsistent terminology 
and measurement. Sexual assault has been 
defined in the literature using several terms, 
including intimate partner sexual violence, forced 
sex,2 rape, sexual coercion, sexual aggression, 
and sexual victimization (Bagwell-Gray et  al., 

1 This prevalence range is very wide and provides very 
little specificity about the scope and nature of IPSA. This 
expansive range may speak to issues associated with mea-
suring IPSA across studies and the necessity for future 
and replicative research.
2 Forced sex is a problematic term due to its association 
with consensual sex; however, some scholars (e.g., 
Campbell & Soeken, 1999) use this term because women 
who are sexually assaulted by their intimate partners often 
do not want to define what they experienced as sexual 
assault or rape because the act was committed by someone 
they love and/or care for.

S. B. Harper (*) 
Sociology Department, Iowa State University,  
Ames, IA, USA
e-mail: sharper@iastate.edu

© Springer Nature Switzerland AG 2019 
W. T. O’Donohue and P. A. Schewe (eds.), Handbook of Sexual Assault and Sexual Assault Prevention, 
https://doi.org/10.1007/978-3-030-23645-8_49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23645-8_49&domain=pdf
mailto:sharper@iastate.edu
https://doi.org/10.1007/978-3-030-23645-8_49#DOI


814

2015). I use the term “sexual assault” as opposed 
to the term “rape” because the latter commonly 
conveys the message that the perpetrator is a 
stranger to or acquaintance of the survivor rather 
than their intimate partner (Bagwell-Gray et al., 
2015). Additionally, some survivors may not feel 
comfortable referring to their victimization as 
rape because an intimate partner committed the 
offense (Bagwell-Gray et al., 2015). Due to over-
whelming evidence indicating that the majority 
of sexual assaults are perpetrated by men against 
women (e.g., Breiding et al., 2014; Davis et al., 
2012), as well as the limited research on IPSA in 
same-sex relationships, this chapter uses the term 
IPSA to primarily examine sexual assault in 
opposite-sex (heterosexual) intimate relation-
ships wherein males victimize their female inti-
mate partners. We know very little about sexual 
assault in lesbian, gay, bisexual, and transgender 
(LGBT) people’s intimate relationships; how-
ever, some studies suggest that bisexual women 
and transgender people experience higher levels 
of IPSA than heterosexual/cisgender (i.e., per-
sonal identity and gender correspond with birth 
sex) women (see Brown & Herman, 2015). 
Bisexual women are 2.6 times more likely to 
have experienced IPSA when compared to het-
erosexual women (Walters, Chen, & Breiding, 
2013); and the prevalence of IPSA among trans-
gender people ranges from 25% to 47% (Risser 
et  al., 2005; Roch, Morton, & Ritchie, 2010; 
Turrell, 2000), which are rates approximately 3 
times higher than cisgender women (Tjaden & 
Thoennes, 2000). While there is minimal research 
on IPSA among women overall, far less research 
exists on IPSA among women/people of color. 
Available literature suggests that White women 
are more likely than Black and Hispanic/Latina 
women to experience IPSA (McFarlane, Malecha, 
Watson, et al., 2005).

Although IPSA does not exclusively occur 
within relationships involving intimate partner 
violence (IPV; i.e., physical, sexual, psychologi-
cal, and/or emotional abuse, threats of abuse, 
and/or stalking by a current or former intimate 
partner; Saltzman, Fanslow, McMahon, & 
Shelley, 2002), there is a small likelihood of find-
ing research that documents IPSA occurring 

absent the presence of physical IPV (Bagwell- 
Gray et  al., 2015). Consequently, this chapter 
examines IPSA as one component of IPV,3 which 
often coexists with emotional, physical, and other 
forms of abuse (Hall, Walters, & Basile, 2012; 
Tjaden & Thoennes, 2000) and occurs across 
age, race, ethnicity, and social class. 
Approximately 34–59%4 of women who experi-
ence IPSA are also physically assaulted by an 
intimate partner (McFarlane, Malecha, Watson, 
et al., 2005). Nineteen percent of women experi-
ence both physical violence (minor or severe) 
and severe sexual violence (Parker, Gielen, 
Castillo, & Webster, 2015). Intimate partner sex-
ual assault has been overlooked in empirical 
research on both IPV and sexual violence despite 
its widespread prevalence. Researchers fre-
quently fail to analyze IPSA as a distinctive sub-
type of IPV and its unique consequences and 
correlates apart from other forms of IPV 
(Bagwell-Gray et al., 2015).

Women who have experienced IPSA report 
physical violence (that may occur during epi-
sodes of IPSA or separate from physical violence 
in intimate relationships) that is twice as severe 
when compared to women who have not experi-
enced IPSA (Weaver et  al., 2007). There is a 
strong relationship between severe physical IPV, 
IPSA, and intimate terrorism (Johnson, 
1995)/coercive control (Stark, 2007), which will 
be explored throughout this chapter. It is impor-
tant to note that this relationship has not yet been 
firmly established in the literature, so this chapter 
utilizes available research on IPSA as a mecha-
nism of severe IPV and applies the theoretical 
construct of and research findings specific to 
coercive control to make a conceptual argument.5 
Specifically—in situations of severe abuse, abu-
sive men may perpetrate IPSA as a mechanism of 
intimate terrorism (Johnson, 1995, 2008) and 
coercive control. Intimate terrorism was concep-
tualized by Johnson (1995) and involves a pattern 

3 IPV affects more than one in three women experiencing 
sexual or physical abuse by an intimate partner in their 
lifetime (Bagwell-Gray et al., 2015).
4 See endnote 1 above.
5 Future research is needed.
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of abusive tactics employed to control and manip-
ulate the survivor’s actions, relationships, and 
activities. Abusive men may exact intimate ter-
rorism through a combination of physical, sexual, 
emotional/psychological violence or individual 
forms of violence to establish/maintain control 
over/of the victim. Using intimate terrorism 
(Johnson, 1995) as a framework, Stark (2007) 
developed the concept of coercive control to 
describe a pattern of violence, intimidation, iso-
lation, and control where the main goal is to 
degrade, isolate, and deprive women of their 
rights to physical security, dignity, and respect 
(Stark, 2007).

This chapter begins by situating a discus-
sion of IPSA in relation to severe IPV and 
coercive control. Next, the detrimental emo-
tional and physical health and behavioral con-
sequences of IPSA, including posttraumatic 
stress disorder (PTSD), depression, suicide 
ideation, and substance use and abuse within 
the context of coercive control are examined. 
These consequences minimize survivors’ 
capacity to live full, autonomous lives, and 
help to perpetuate abusive men’s domination. 
This discussion is followed by an analysis of 
how diminished help-seeking among IPSA sur-
vivors exacerbates coercive control limiting 
survivors’ ability to keep themselves safe from 
harm. Finally, important considerations when 
examining consent and sexual assault within 
intimate relationships are discussed.

 Severe IPV, Coercive Control, 
and IPSA

Feminist theory addresses the link between 
patriarchy and sexual assault wherein men com-
mit the offense to maintain and perform hege-
monic masculinity (i.e., the male sexual assault 
offender seeks power and control over their 
powerless woman subordinate; Javaid, 2016). 
Feminists argue that sexual assault operates to 
enable men to exercise power and control over 
women due to the crime being entrenched in an 
extensive social structure supported by a hierar-
chy of patriarchal relations (Javaid, 2016; 

MacKinnon, 1991). Sexual assault thus can be 
understood “as an extension of male power and 
control over women where male offenders 
regard their female victims as inferior, weak and 
subordinate, revealing the intrinsic issue of 
domination that accompanies the hegemony” 
(Javaid, 2016, p. 284; Stanko, 1990). Within this 
context, abusive men may sexually assault their 
female intimate partner to degrade them and 
make them feel inferior so as to reinforce 
socially supported male superiority (Javaid, 
2016). Research suggests that IPSA survivors 
often feel that their partners inflict sexual vio-
lence to obtain or maintain power and control 
over them (Temple, Weston, Rodriguez, & 
Marshall, 2007). One study found that 78% of 
IPSA survivors believed that their partners 
assaulted them to prove their manhood (Frieze, 
1983). Sexual degradation and humiliation are 
coercive control tactics and may occur in inti-
mate relationships involving and not involving 
sexual assault (see Important Considerations 
concluding section). What is sexually degrading 
for one woman may not be sexually degrading 
for another; however, research suggests that a 
significant number of women find specific types 
of tactics especially degrading, including being 
forced to watch pornography, insulting sexual 
performance, violence inflicted during consen-
sual sex, and continuing sex despite it causing 
the victim pain (Logan, Cole, & Shannon, 
2007). Among women who had experienced 
IPSA, 80.6–90% had been sexually demeaned 
by their intimate partners before, during, or after 
sex (compared to 21.3–29% who had not expe-
rienced IPSA); 61.3–81.8% had been pressured 
to watch pornography when they did not want to 
(compared to 16–23.4% of women who had not 
experienced IPSA); and 90.9% reported that 
their intimate partners had used sex as a way to 
control them (compared to 46.8% of women 
who had not experienced IPSA; Logan, 2011; 
Logan et al., 2007).

Historically, if a husband sexually assaulted 
his wife, he would be exempt from arrest and 
punishment (Temple et al., 2007) as marital rape 
did not become a crime in the U.S. until the early 
1990s. Sexual assault within married relationships 
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is often socially considered a contradiction in 
terms as it is not “necessary” for a man to sexu-
ally assault his wife (Bennice & Resick, 2003). 
Such beliefs are embedded in notions that the 
woman’s sexuality is a commodity; women’s 
bodies are the property of their fathers and hus-
bands; that only husband and wife are privy to 
what occurs sexually in the bedroom; a husband 
is entitled to have sex with his wife whenever he 
pleases; and the wife should consent to her hus-
band’s wishes regardless of her own (Temple 
et al., 2007). While the aforementioned refers to 
martial relationships specifically, patriarchal 
notions of power and control extend beyond 
marital relationships to nonmarital relationships 
and infiltrate all areas of the social sphere (e.g., 
families, social relations, religions, laws, 
schools, textbooks, media, offices). When IPSA 
survivors report their victimization, they are 
often met with skepticism because of socially 
prevalent beliefs that their prior consensual sex-
ual relations with their intimate partners implies 
their willingness to engage in sex at any time 
(Monson, Langhinrichsen-Rohling, & Binderup, 
2000; see Important Considerations concluding 
section). Sexual assault/rape myths become 
stronger as the relational distance between the 
sexual assault survivor and perpetrator decreases 
where women who are sexually assaulted by an 
intimate partner are stereotyped more harshly 
than women who are sexually assaulted by a 
stranger (Basile, 2002).

Intimate partner sexual assault and intimate 
terrorism/coercive control are part of continuum 
of power and control within this patriarchal 
framework (Stark, 2009). Wilson and Daly 
(1992) have argued that abusive men may exact 
sexual violence as an aggressive mechanism of 
coercive control so as to enforce control of and 
ownership over their partners’ sexuality. The 
abuser may exert control through acts of sexual 
violence as well as physical, emotional, psycho-
logical, verbal threats, financial abuse, and/or 
other types of violence that may occur in multiple 
variations (e.g., physical violence and sexual 
assault; emotional violence and sexual assault; 
emotional violence, physical violence, and sex-
ual assault; verbal threats and sexual assault) 

concurrently or individually in a patterned fash-
ion. Sexual assault in intimate relationships is 
associated with increased frequency and severity 
of violence (Campbell et al., 2002), and increased 
frequency and severity of violence is strongly 
associated with intimate terrorism/coercive con-
trol (although severe violence is not exclusive to 
intimate terrorism; Johnson & Leone, 2005). 
Intimate terrorism/coercive control is typically 
associated with IPV that accounts for the most 
serious injury and death (Johnson, 1995; Ogle, 
Maier-Katkin, & Bernard, 1995). More than 40% 
of women who have been sexually and physically 
assaulted by an intimate partner at some point in 
their lives sustain a physical injury (Graffunder, 
Noonan, Cox, & Wheaton, 2004), and IPSA/
severe IPV is a significant predictor of intimate 
partner homicide (IPH; Bagwell-Gray, 2016; 
McFarlane, Campbell, Sharps, & Watson, 2002; 
McFarlane, Malecha, Watson, et  al., 2005; 
McFarlane, Malecha, Gist, et al., 2005). Because 
Stark’s (2007) coercive control concept incorpo-
rates intimate terrorism, this chapter specifically 
explores coercive control in relation to IPSA and 
severe physical violence.

Multiple studies indicate that intimate rela-
tionships that involve sexual assault tend to 
involve higher frequencies and levels of severe 
physical injury (Bagwell-Gray, 2016; Campbell 
et  al., 2003; Dutton, Kaltman, Goodman, 
Weinfurt, & Vankos, 2005). Severe abuse is often 
associated with intimate terrorism where abusive 
men use sexual assault as a mechanism of coer-
cive control to dominate their intimate partners 
and deprive them of their dignity, autonomy, and 
social supports in ways that compromise their 
capacity to seek help, escape the relationship, or 
perform and maintain self-care (Stark, 2012). 
Coercive control is an ongoing pattern of domi-
nation by which male abusive partners exact 
repetitive sexual, emotional, and/or physical vio-
lence and employ tactics of intimidation, sexual 
degradation, isolation, and control to entrap their 
intimate partners within the relationship (Stark, 
2012). Entrapment denotes a hostage-like situa-
tion wherein sexual assault operates to enforce 
gender control and inflict serious harm to the sur-
vivor’s dignity, liberty, and personhood, as well 
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as to physical and psychological integrity (Stark, 
2007). Coercive control is a deliberate and calcu-
lated pattern of behavior designed to isolate, 
manipulate, and terrorize a victim into obedience 
(Stark, 2007). In coercively controlling relation-
ships, abused women often experience a spec-
trum of abuse where sexual assault victimization 
coexists with other forms of abuse. Relationships 
involving high levels of sexual assault also 
involve high levels of physical violence, psycho-
logical abuse, and stalking (Dutton et al., 2005). 
Research suggests that severe psychological 
abuse in which the abuser dominates and isolates 
his intimate partner through behaviors such as 
acting jealous or possessive, restricting access to 
the telephone, use of vehicles, or access to 
money/finances cooccurs with sexual assault 
(Hall et al., 2012). These findings imply a pattern 
of violence and behaviors intended to control the 
intimate partner and deny her autonomy.

Power and control are commonly associated 
with IPV generally (Johnson, 1995) and IPSA 
specifically (Wilson & Daly, 1992). Wilson and 
Daly (1992) coined the term “sexual proprietari-
ness” to describe men who respond to their feel-
ings of jealousy by using violence, including 
sexual assault, to declare ownership over their 
intimate partner’s sexuality. Research indicates 
that jealousy is a major trigger for violence in 
intimate relationships where men who fear their 
intimate partners will leave them or sleep with 
another man are more likely to abuse their 
 partners in an effort to stop them from leaving the 
relationship (Sugihara & Warner, 2002). The risk 
of IPSA significantly increases when abusive 
men exhibit jealous behavior (Gage & 
Hutchinson, 2006). Intimate partner sexual 
assault survivors are more likely than women 
who have not experienced IPSA to state that their 
abusive partners display jealousy (Messing, 
Amanor-Boadu, Cavanaugh, Glass, & Campbell, 
2013). Abusive men may sexually assault their 
intimate partners when they are denied sex, 
which reestablishes the power they feel they have 
lost and reinstates feelings of control over their 
significant others (Finkelhor & Yllo, 1985). 
Bergen’s (1996) research suggests that men who 
sexually assault their wives are motivated by a 

desire to control their behaviors and a sense of 
entitlement to sexual gratification (see also 
Finkelhor & Yllo, 1985). Russell (1990) argued 
that men who sexually assault their wives feel a 
patriarchal sense of ownership of them. As one 
abusive man who sexually assaulted his wife 
explained: “When she would not give it freely … 
I would take it. That’s as honest as I can get … 
[He felt] You can’t deny me. I have a right to this. 
You’re not satisfying my needs” (Finkelhor & 
Yllo, 1985, p. 72). The man in this study and men 
like him may perpetrate sexual assault to domi-
nate their intimate partners, which inflicts harm 
on the survivor’s ability to make self-interested 
decisions (Stark, 2012). Sexual assault violently 
denies survivors the ability to make decisions 
about their sexuality and protect their physical 
and emotional well-being, placing them at the 
mercy of their abusers and exacerbating the risk 
of future and more severe harm. Several studies 
have found that the primary motive for male- 
perpetrated IPH is sexual proprietariness (e.g., 
Campbell, 1992; Daly, Wiseman, & Wilson, 
1997), so it is not surprising that IPSA is simi-
larly a significant predictor of IPH (Bagwell- 
Gray, 2016; McFarlane et al., 2002; McFarlane, 
Malecha, Gist, et al., 2005).

This form of coercively controlling violence is 
not limited to marital relationships. In a study 
involving interviews with severely abused women 
who were at risk for IPH, one woman indicated 
that her boyfriend sexually assaulted her while 
refusing to wear a condom (compelling her to get 
a tubal ligation in secret; Bagwell-Gray, 2016). 
These forms of sexual assault are indicators of 
coercive control where abusers deny their inti-
mate partners the right to make decisions about 
their reproductive and sexual health. Coercively 
controlling men may forbid their intimate part-
ners access to contraceptives because they do not 
accept or approve of them (Rickert, Wiemann, 
Harrykissoon, Berenson, & Kolb, 2002). Abusers 
may also use sexual and physical violence or the 
threat of violence to force their intimate partners 
into undergoing tubal ligations or hysterectomies 
(Akyuz, Şahiner, & Bakır, 2008). One study 
found that 8.7% of women were forced by their 
intimate partners to undergo these procedures 
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(Raj, Liu, McCleary, & Silverman, 2005). Sexual 
assault as a mechanism of coercive control serves 
to forcefully remove women’s options to make 
self-interested decisions about their bodies not to 
mention the high likelihood of emotional devas-
tation associated with being forced to endure 
such procedures. Another woman reported that 
her ex-husband would deprive her of sleep until 
she was so exhausted she could no longer fight 
off his unwanted sexual advances (Bagwell-Gray, 
2016). This control tactic can be likened to tor-
ture tactics used against prisoners of war to anni-
hilate their will and deny their humanity (Stark, 
2009).

Survivors of IPSA also suffer the highest fre-
quency of multiple sexual assaults (McFarlane, 
Malecha, Watson, et  al., 2005; Tjaden & 
Thoennes, 2000). Married women who are sexu-
ally assaulted by their husbands are 10 times 
more likely to experience multiple sexual assaults 
than are women sexually assaulted by a stranger 
(Russell, 1990). Bergen (1995) found that mar-
ried women in relationships involving sexual vio-
lence reported being sexually assaulted more 
than 20 times before they were able to end the 
abuse. Prior IPSA victimization may be a risk 
factor for repetitive IPSA victimization within 
intimate relationships because the violence 
occurs within ongoing intimate relationships 
where sex is often expected and/or customary. 
Another study revealed that IPSA survivors expe-
rienced nonfatal strangulation while being sexu-
ally assaulted at a rate 4–7 times greater (n = 46, 
22.5%) than women who were sexually assaulted 
by other types of perpetrators (acquaintance/
friend, n = 20, 3.3%; stranger, n = 11, 5.6%; and 
other, n  =  2, 2.9%; Zilkens et  al., 2016). 
Collectively, these findings suggest that abusive 
men may use these forms of sexual violence spe-
cifically to humiliate, punish, demoralize, and 
establish ownership of their intimate partners. 
Intimate partner sexual assault that involves 
degrading behavior may exacerbate the risk of 
self-esteem problems, depression, and other 
mental health problems among survivors (see 
Detrimental Health Effects of IPSA section), 
which may make them more vulnerable to the 
power and control tactics of their abusers and 

reduce their ability and motivation to seek help 
for the violence they are experiencing (see IPSA 
and Help-Seeking section).

In situations of severe IPV or battering, abu-
sive men may also sexually assault their intimate 
partners while they are under the influence of 
drugs or alcohol or after beating them (Finkelhor 
& Yllo, 1985; Russell, 1990), and/or when they 
are asleep, sick, or incapacitated in some way 
(e.g., Abbey, Parkhill, BeShears, Clinton- 
Sherrod, & Zawacki, 2006). One could posit that 
IPSA within these contexts also suggests coer-
cive control where abusers inflict sexual assault 
to subjugate their intimate partners who are dis-
proportionately more vulnerable due to intoxica-
tion and/or incapacitation. The consequence of 
IPSA in these circumstances (in addition to IPSA 
in any set of circumstances) may be increased 
PTSD symptomology and depression, which 
have been found to be significantly associated 
with IPSA (Bennice, Resick, Mechanic, & Astin, 
2003), thus potentially resulting in survivors’ 
increased isolation due to shame and inability to 
reconcile what they experienced.6 When com-
pared to stranger sexual assault survivors, IPSA 
survivors may be less likely to seek help after 
realizing they have been assaulted because they 
have been victimized by someone they care for, 
love, and trust (Bergen, 2006), which may lead to 
more severe, detrimental, and long-lasting men-
tal health consequences (see Detrimental Health 
Effects of IPSA section).

Pregnancies following sexual assault are unin-
tended and unintended pregnancies account for 
about one half of all pregnancies in the U.S. 
(Henshaw, 1998). One study found that 26% 
(n  =  20) of the sexually assaulted women who 
had been pregnant (N = 77) experienced a sexual 
assault-induced pregnancy (5 times the national 
average of unintended pregnancies), and the 
number of sexual assault-induced pregnancies 
per woman ranged from one to four (McFarlane, 
Malecha, Watson, et al., 2005). Abusive men may 

6 There is a strong relationship between IPSA and survi-
vors’ feelings of fear, guilt, humiliation, and self-blame 
(not accounting for degrading sexual violence specifi-
cally; Finkelhor & Yllo, 1985).
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control their partner’s contraceptive use leading 
to unintended pregnancies (Campbell, Pugh, 
Campbell, & Visscher, 1995; Gazmararian et al., 
1995). Sexual assault induced pregnancies elimi-
nate women’s ability to plan for pregnancy, which 
may increase the likelihood of detrimental health 
outcomes and elective abortions. McFarlane, 
Malecha, Watson, et al. (2005) found that women 
who were sexually assaulted during conception 
reported fewer live births and more elective abor-
tions when compared to abused women who 
were not sexually assaulted at conception. 
Women who experience sexual assault induced 
pregnancies may elect to obtain abortions because 
their abusers have violated their bodies and 
stripped them of their rights to make decisions 
about their reproduction, limiting their ability to 
continue their pregnancies in their own self- 
interests and enjoy the prospect of a child. 
Moreover, because women may associate love 
with conception more so than men (Swayne, 
2014), and develop deep feelings of love for their 
developing babies, the bodily degradation and 
violence associated with IPSA may dissuade 
women from wanting to continue their 
pregnancies.

Sexual assault as a mechanism of coercive 
control sometimes continues during pregnancy. 
Approximately 13% of women in abusive rela-
tionships have been sexually assaulted during 
pregnancy (McFarlane, 2007;  McFarlane, 
Malecha, Gist, et  al., 2005). Women who are 
physically or sexually abused while pregnant 
report more frequent and severe physical or sex-
ual abuse when compared with women physi-
cally or sexually abused before pregnancy, but 
not during pregnancy (McFarlane, Campbell, & 
Soeken, 1995). Between 4% and 8% of pregnant 
women are physically abused at least once during 
pregnancy (Gazmararian et  al., 2000). Some 
research suggests that physical and sexual assault 
increases during pregnancy (Helton, McFarlane, 
& Anderson, 1987; although other research 
reveals opposite or mixed findings). Adverse 
pregnancy outcomes associated with sexual and 
physical assault during pregnancy include pre-
term delivery (Coker, Sanderson, & Dong, 2004), 
maternal death (Horon & Cheng, 2001), sexually 

transmitted infections (STIs; McFarlane, 
Malecha, Watson, et  al., 2005), and additional 
complications for the mother during pregnancy 
and after the baby is born (King, 2003). 
Additionally, women who are sexually assaulted 
and physically abused during pregnancy are more 
likely to terminate their pregnancies. One study 
revealed that in the past year, 19.5% of women 
seeking an abortion (N  =  312) had been physi-
cally assaulted and 3.7% reported sexual abuse, 
including sexual assault (Keeling, Birch, & 
Green, 2004; McFarlane, 2007). More than half 
of the women who reported sexual abuse indi-
cated that sexual assault caused the pregnancy for 
which they were seeking an abortion (Keeling 
et  al., 2004). Another study found that 16% of 
women (n  =  32) who were sexually assaulted 
during pregnancy had an elective abortion 
(McFarlane, Malecha, Watson, et al., 2005).

As tools of coercive control, sexual assault 
and other forms of violence within intimate rela-
tionships may deny women the capacity to con-
trol their own environments well enough to 
ensure infant/child safety thus eliminating full- 
term pregnancy as a viable alternative to abor-
tion. Indeed, women who have been sexually 
assaulted by their intimate partners may lack 
confidence that they can keep their children safe 
given they cannot protect themselves from sexual 
violence. Intimate partner sexual assault survi-
vors may terminate their pregnancies to remove 
them as a source of power and control for their 
abuser in the relationship (McFarlane, Malecha, 
Watson, et al., 2005). Similarly, due to women’s 
increased vulnerability during pregnancy, abu-
sive men may find it easier to force their intimate 
partners to fulfill their sexual wants. An abusive 
man may sexually assault his intimate partner—
as well as employ a variety of other coercive con-
trol mechanisms such as emotional, physical, and 
financial abuse—during pregnancy to force her to 
refocus her attention away from her unborn child 
and back toward him. One study found that abu-
sive men often feel jealous of their unborn chil-
dren, with one study subject indicating that her 
abusive partner told her he wanted to remain at 
the center of her attention and could not handle 
being a secondary priority (Stockl & Gardner, 
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2013). This same man strangled the woman after 
her daughter was born when she said that her 
daughter was “her life.” Thus, it is not surprising 
that women abused during pregnancy are at a 
three-fold risk of becoming an attempted or com-
pleted femicide victim (i.e., the killing of a 
woman; McFarlane et al., 2002).

Research reveals a strong link between sexual 
assault and femicide (see Bagwell-Gray, 2016). 
Women who are sexually assaulted in intimate 
relationships have higher scores on homicide risk 
assessments even after controlling for physical 
and nonphysical abuse (Bagwell-Gray, 2016; 
Campbell & Soeken, 1999). In cases of femicide, 
victims were 1.87 times more likely to have been 
sexually assaulted by their intimate partners 
compared to women who were IPV survivors but 
not killed by their significant others (Campbell & 
Soeken, 1999). Threats to kill and strangulation 
are two significant homicide indicators that are 
associated with IPSA (Messing, Thaller, & 
Bagwell, 2014).

Additionally, abused women may file for pro-
tection orders to protect themselves from IPSA 
and homicide victimization. Approximately 
16.4% of IPSA survivors obtain protection orders 
to address the sexual violence they are experienc-
ing (Tjaden & Thoennes, 2000). Women who 
obtain protection orders against their intimate 
partners are at a higher risk of IPH as abusive 
men may use deadly force to retaliate against 
their intimate partners when they seek this form 
or other types of assistance or attempt to leave the 
relationship (Maddoux, McFarlane, Liu, & Liu, 
2015). One study found that women experienced 
higher levels of threats, physical violence, and 
sexual assault after their abusers violated the 
terms of their protection orders (Maddoux et al., 
2015). This violent retaliation may be in response 
to the woman attempting to live independently of 
her abuser and reduce her abuser’s ability to 
impose power and control over her life.

As discussed previously, sexual proprietari-
ness is positively associated with IPSA and IPH. 
Men who are possessive of their intimate partners 
are more likely than those who are not to use 
deadly force against their partners, and women 
are at the greatest risk of homicide when they 

leave or attempt to leave their abusive relation-
ships (Dichter & Gelles, 2012). Campbell et al. 
(2003) conducted a study on risk factors for femi-
cide using sexual assault, stalking, strangulation, 
and abuse during pregnancy as variables, which 
are typically associated with increased and esca-
lating frequency and severity of violence in inti-
mate relationships. Interestingly,  the only 
variable in the full predictive model that achieved 
significance was sexual assault, suggesting  that 
sexual assault has more dangerous implications 
for women when compared to other forms of IPV 
that have typically been found to be associated 
with femicide (i.e., the full prediction model 
combined the aforementioned variables and other 
risk factors for IPH) (Bagwell-Gray, 2016).

 Detrimental Health Effects of IPSA

Evidence from several studies suggests that as 
the severity and frequency of violence in an inti-
mate relationship increases, so too does the 
severity of detrimental health effects associated 
with that violence (e.g., Cox et al., 2006). In rela-
tion to post-assault mental health symptomology, 
IPSA survivors are at a higher risk of PTSD, anx-
iety, depression, attempted and actual suicide, 
and psychological distress than survivors of other 
forms of IPV (Weaver et  al., 2007). Similarly, 
IPSA survivors are 4–5 times more likely to suf-
fer from depression or anxiety than women who 
did not experience any violence, and 3 times 
more likely than physical abuse survivors and 2 
times more likely than stranger sexual assault 
survivors to be diagnosed with depression and 
anxiety (Plichta & Falik, 2001). When compared 
to survivors of stranger sexual assault, IPSA sur-
vivors may experience more emotional harm and 
trauma because the violence occurs within the 
context of an ongoing intimate relationship 
(Campbell & Soeken, 1999).

Literature has documented a strong positive 
relationship between PTSD and IPSA (Barnawi, 
2017; Dutton et al., 2005; Temple et al., 2007). 
The severity of a partner’s sexual assault signifi-
cantly predicts women’s level of PTSD symp-
toms even after controlling for physical violence 
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and associated consequences (Bennice et  al., 
2003). The severity of PTSD symptoms is 
directly related to the level of physical violence 
(Kemp, Green, Hovanitz, & Rawlings, 1995), 
and relationships involving sexual assault tend to 
also involve more severe physical violence 
(Weaver et  al., 2007). For example, one study 
found a significant and positive relationship 
between physical and sexual assault severity and 
sexual assault severity and PTSD severity 
(Bennice et  al., 2003). The strong relationship 
between severe abuse and IPSA may imply a 
strong relationship between IPSA and coercive 
control, and women in relationships involving 
coercive control experience more severe PTSD 
and depression symptomology than women who 
are in relationships involving only situational 
couple violence (i.e., IPV arising out of particular 
conflicts, Johnson & Leone, 2005). This may be 
because the persistence and severity of abuse 
(physical, sexual, and/or emotional) combined 
with nonviolent coercive control tactics (e.g., 
emotional abuse, isolation, using children, using 
male privilege, economic abuse, threats, intimi-
dation, and blaming; Stark, 2009) may cause sur-
vivors to feel entrapped and bereft of hope that 
their lives will improve leading to increased men-
tal health problems and symptomology. 
Posttraumatic stress disorder symptoms such as 
flashbacks, nightmares, emotional numbness, 
and hypervigilance may occur persistently and 
relentlessly in these circumstances. As Johnson 
and Leone (2005) suggested, a core idea of coer-
cive control is that even the nonviolent control 
tactics take on a violent meaning that they would 
not have in the absence of their connection with 
violence. Imagine, for example, the different 
meaning and emotional impact of an intimidating 
look from a nonviolent partner and a similar ges-
ture from a partner who has already demonstrated 
his willingness to be violent. As the victims of 
intimate terrorism often report, ‘all he had to do 
was look at me that way and I would do whatever 
he wanted.’ (p. 324).

Similarly, sexual assault committed by an inti-
mate partner results in suicide ideation at levels 
equal to or greater than other forms of IPV and 
sexual assault committed by strangers or acquain-

tances (McFarlane, Malecha, Gist, et  al., 2005; 
Weaver et al., 2007). One study found that 34% 
of women (17 out of 50) living in a battered 
women’s shelter had thought about killing them-
selves and severe symptoms of PTSD and moder-
ately severe symptoms of depression (Weaver 
et  al., 2007). McFarlane, Malecha, Gist, et  al.’s 
(2005) study similarly revealed that women 
reporting IPSA were significantly more likely to 
report threatening or attempting suicide within 
90 days of the report compared to women who 
only experienced physical abuse. Sexual assault 
within intimate relationships may be a stronger 
predictor of suicide ideation than other psycho-
logical maladies because this form of assault is 
often chronic in nature and associated with more 
severe levels of physical violence (Weaver et al., 
2007). However, more research examining the 
relationship between suicidality and sexual 
assault within intimate relationships is needed.

One could argue that as a mechanism of coer-
cive control in severely abusive relationships, an 
abusive man may perpetrate sexual assault to 
degrade and humiliate his intimate partner so as 
to force her compliance with his wishes and 
demands, or reduce her capacity, energy, and 
strength to physically resist or aggressively fight 
back against sexual assault (and other abuse) vic-
timization. Such circumstances epitomize emo-
tional devastation where suicide may appear the 
only recourse. Research has found that the cumu-
lative effects of sexual and physical assault in 
intimate relationships are more severe, and in 
some ways different from, the consequences of 
physical abuse alone (McFarlane, 
2007; McFarlane, Malecha, Watson, et al., 2005). 
Women who have been sexually and physically 
assaulted by their intimate partners experience 
more severe health problems, lower self-esteem, 
more distorted body image, greater levels anxi-
ety, and feel less in control of their lives (Howard, 
Riger, Campbell, & Wasco, 2003). This sympto-
mology among women who are abused may 
make it easier for men who are abusive to manip-
ulate their partners’ feelings and control their 
behaviors leading to not only increased suicide 
ideation, but also diminished ability/effective-
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ness to defend themselves, resist violence, seek 
help, or leave their relationships.

Women who have been sexually assaulted by 
an intimate partner are also affected by detrimen-
tal physical health outcomes. Between 6.5% 
(Campbell & Alford, 1989) and 15% (McFarlane, 
Malecha, Watson, et al., 2005) of women sexu-
ally assaulted by an intimate partner report con-
tracting a STI due to IPSA.  Fifteen percent of 
women reported one or more STIs after being 
sexually assaulted by their intimate partners 
repetitively (McFarlane, Malecha, Watson, et al., 
2005). Multiple studies report a link between 
IPSA and increased risk of HIV infection (e.g., 
Dunkle, Jewkes, Brown, & Gray, 2004; Raj, 
Silverman, & Amaro, 2004). Research employ-
ing qualitative methods has demonstrated the 
relationship between HIV/AIDS, inequality 
between men and women, and IPV, which is 
rooted in socialized patriarchal gender ideals and 
expectations for men to control and dominate 
their intimate partners (Jewkes, Dunkle, Nduna, 
& Shai, 2010). These patriarchal ideals and 
expectations translate into risky sexual behavior 
and predatory sexual practices (Garcia-Moreno 
& Watts, 2000) that allow men to have multiple 
partners and control how they interact with 
women sexually (Jewkes et  al., 2010). Abusive 
men commonly engage in behaviors that put their 
partners at greater risk for HIV infection. Global 
studies have found that men who abuse their inti-
mate partners are more likely to have multiple 
sex partners than men who are not abusive 
(Garcia-Moreno, Jansen, Ellsberg, Heise, & 
Watts, 2006). Additionally, physical IPV has 
been found to be associated with higher numbers 
of sexual partners within the past year, lifetime 
sexual partners, more frequent intercourse in the 
recent past, and increased number of casual sex-
ual partners (Dunkle et al., 2006).

As a mechanism of coercive control, abusive 
men engaging in sex with multiple partners cou-
pled with perpetrating IPSA may suggest they 
feel superior to their intimate partners and as if 
they are sexually entitled to receive sexual grati-
fication whenever they please regardless of the 
emotional and physical health consequences of 
their behaviors (Bancroft, 2002). Pitman (2017) 

explained that men’s sense of superiority and 
entitlement infiltrates the relationships they have 
with their intimate partners and establishes the 
acceptability of double standards. That is—abu-
sive men can control the sexual behaviors of their 
intimate partners and inflict abuse to ensure they 
do not have sex with other men while engaging in 
reckless sexual behavior without penalty. Abusive 
men may refuse to wear condoms and insist on 
controlling their partners’ use of contraceptives, 
which is associated with increased risk of STIs 
among women who are abused (rather than risky 
behavior on the woman’s part; e.g., multiple 
casual sexual partners or IV drug use; Eby & 
Campbell, 1995). Men who reported sexually 
assaulting their intimate partners during the past 
year also reported higher rates of inconsistent or 
no condom use, perpetrating sexual assault with-
out a condom, and having fathered more than 
three children (Raj et al., 2006). Intimate partner 
sexual assault survivors are often less able to pro-
tect themselves from HIV due to lack of control 
and fear of their intimate partners (Jewkes et al., 
2010). Indeed, women sexually assaulted by their 
intimate partners often feel as if they have a lack 
of control over their sexuality (Wingood, 
DiClemente, McCree, Harrington, & Davies, 
2001).

Additionally, research suggests that IPSA sur-
vivors report significantly more substance use as 
compared with women who were physically 
abused only (McFarlane, 2007; McFarlane, 
Malecha, Gist, et al., 2005). One study found that 
IPSA survivors who experienced more than one 
sexual assault were 3 times more likely to report 
beginning or increasing their use of substances 
compared to IPSA survivors who experienced 
only one sexual assault, and alcohol was the sub-
stance most frequently reported (McFarlane, 
Malecha, Gist, et al., 2005). The former group of 
survivors was also most likely to report illegal 
drug use when compared to the latter group of 
survivors. Other research indicates that among 
women who were severely abused and had filed 
for a protection order (N  =  676), significantly 
more women who abused or were dependent on 
alcohol (33.8%) reported sexual assault within the 
last year of their abusive relationships compared 
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with women who did not use alcohol (21.9%) 
and women who drank alcohol infrequently 
(20.4%; Shannon, Logan, Cole, & Walker, 2008). 
Intimate partner violence generally is associated 
with higher rates of drug abuse, heavy drinking, 
and general substance use (Zweig, Yahner, & 
Rossman, 2012), and women may use and abuse 
substances as a coping mechanism (Kayson et al., 
2007). However, the cumulative traumatic effects 
of IPSA combined with severe abuse and other 
coercively controlling behaviors within relation-
ships where the perpetrator is a loved intimate 
partner may increase the perceived necessity of 
substance use among survivors to self-medicate 
emotional trauma when compared to women who 
are sexually assaulted by strangers or who have 
not been sexually victimized by an intimate 
partner.7

 IPSA and Help-Seeking

As the level of severe violence in a relationship 
escalates, so too do women’s help-seeking behav-
iors (Gondolf & Fisher, 1988). Cattaneo, 
DeLoveh, and Zweig (2008) found that survivors 
of IPSA and physical IPV (n = 470; 44% of the 
sample) sought significantly more help from 
varying resources and were more likely to seek 
out legal help than survivors of physical IPV 
alone. Women who are experiencing both physi-
cal and sexual assault may have greater need for 
legal protection than women who are experienc-
ing only physical assault due to the cumulative 
effects and associated negative outcomes associ-
ated with experiencing both forms of violence. 
One study found that 78% of women seeking 
protection orders (N  =  197) experienced severe 
physical violence and 19% experienced both 
severe physical violence and severe sexual vio-
lence, including sexual assault (Parker, Gielen, 
Castillo, & Webster, 2015). Survivors of IPSA 
may seek out protection orders because they need 
emergency help to stop their abusers from inflict-
ing additional violence. For instance, research 
has found that 77% of women seeking protection 

7 More research is needed to examine this contention.

orders for severe physical and sexual assault 
(N  =  197) experienced severe injury from IPV 
(Parker et al., 2015).

While IPSA survivors may seek help more 
often as the severity of violence increases, they 
may not have access to or seek help from all 
available formal and informal supports. For 
example, women with lower incomes experienc-
ing IPSA are less likely than women with higher 
incomes experiencing IPSA to seek out legal or 
other forms of assistance despite needing the 
help (Parker et al., 2015). Coercively controlling 
men may isolate their intimate partners, severing 
their access to resources that may be desperately 
needed to address the severity of violence they 
are experiencing. Limited access to IPV resources 
is exacerbated among women who are poor as 
they may depend on their abuser’s income to sur-
vive (as well as to ensure the survival of their 
children; Bornstein, 2006), and/or their abusers 
may forbid them from working (i.e., coercive 
control) resulting in reduced help-seeking behav-
iors. Women who are sexually assaulted by their 
intimate partners are also less likely than women 
who experience exclusively physical violence to 
reach out to tell someone about the violence 
(Fanslow & Robinson, 2010). This finding may 
be due to the emotional toll of IPSA and feelings 
of low self-esteem and shame (Shields & 
Hanneke, 1983)—which are exacerbated by 
coercive control (Stark, 2012)—the consequence 
of which may be diminished ability to identify, 
access, and use community and social support, 
lower self-efficacy, and increased self-blame 
(Howard et al., 2003).

Cattaneo et  al. (2008) study revealed that 
while IPSA survivors were more likely to report 
a greater degree of help-seeking than women 
who had not experienced IPSA, they were also 
more likely to report that they did not seek help 
when they needed it, which may be because they 
feared their abusers would inflict more repetitive 
and severe sexual violence. Indeed, fear was the 
greatest obstacle for reaching out for help. Forty- 
six percent of IPSA and physical IPV survivors 
reported that they needed access to a hotline but 
did not seek this assistance. These results are 
troubling as one could argue that women who are 
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being severely sexually and physically assaulted 
by an intimate partner have a greater need for 
outside assistance when compared to those who 
are not experiencing both forms of violence or 
severe violence. As examined throughout this 
chapter, IPSA survivors are at an increased risk 
of IPH victimization (Bagwell-Gray, 2016; 
McFarlane et  al., 2002; McFarlane, Malecha, 
Watson, et al., 2005; McFarlane, Malecha, Gist, 
et al., 2005).

The studies above point to a lack of survival 
strategies available to IPSA survivors despite the 
significant need for such assistance. Rather than 
rely on outside services such as police or IPV 
advocacy organizations, IPSA survivors are sig-
nificantly more likely to use placation strategies 
(Meyer, Wagner, & Dutton, 2010; Parker et  al., 
2015). However, although IPSA survivors prefer 
placation over these other resources, they also 
perceive placation to be less effective than these 
other services (Parker et  al., 2015). Why might 
IPSA survivors choose to placate their abusers 
rather than seek these services if in fact they are 
perceived as more effective? Although the speci-
fied study did not specifically examine the dimen-
sions and context of women’s perceptions, the 
answer to this question may lie in how women 
perceive short and long-term effectiveness of IPV 
resources. Research suggests that when women 
leave their intimate relationships or seek help, the 
severity and frequency of violence escalates, as 
does the risk of lethal violence (Websdale, 1999). 
Additionally, women are often unable to defend 
themselves against men’s violence, and friends, 
family, and other resources cannot be present all 
the time to ensure that the survivor has protec-
tion. Intimate partner sexual assault survivors 
may perceive outside services such as police as 
effective in reducing violence in the short-term, 
but entirely ineffective at reducing repetitive, 
increasingly severe, and long-term violence. 
When short-term options fail to provide long- 
term reprieve, IPSA survivors may feel like pla-
cation is the best option available, which is a 
troubling contention as the effectiveness of pla-
cation in reducing violence depends on the effi-
cacy of the survivor in calming her abuser, which 
is unlikely to be reliable or consistently effective 

especially during times of escalating and increas-
ingly dangerous violence. Thus, in the absence of 
viable alternatives, IPSA survivors may feel as if 
they are “grasping at straws” (i.e., placation) to 
ensure they survive coercively controlling vio-
lence that has denied them the opportunity and 
capacity to use and benefit from services that 
may help them to thrive and ultimately, stay 
alive.8 The consequence is increased entrapment 
within their abusive relationships wherein abu-
sive men exact IPSA and/or physical violence as 
part of a life-threatening “regime of domination” 
(Stark, 2012, p. 8).

As the level of coercive control escalates in a 
relationship, so too does IPSA and the risk of 
severe and fatal violence (Stark, 2012). A study 
conducted across several cities found that the 
level of control in an abusive relationship 
increased the risk of homicide victimization by a 
factor of nine (Glass, Manganello, & Campbell, 
2004; Stark, 2012). Other research has demon-
strated that coercive control was a stronger indi-
cator than physical IPV (by four times) of 
escalated violence (81% vs. 20%), death threats 
(80% vs. 17%), and IPSA (76% vs. 24%) after 
both partners had separated (Beck & Raghavan, 
2010; Stark, 2012). These findings suggest that 
“women’s vulnerability to physical and sexual 
abuse is typically a byproduct of an already 
established pattern of domination that has dis-
abled their capacity to mobilize personal, mate-
rial and social resources to resist or escape” 
(Stark, 2012, pp. 13–14).

 Important Considerations

The conceptual argument presented above is pre-
mised upon a liberal/radical feminist theoretical 
framework that considers sexual assault offend-
ing to be specifically motivated by power and 
control rather than other sexual assault causal 
factors that have also been empirically supported 
such as opportunity, pervasive anger, sexual grat-

8 At the same time, research also suggests that increased 
IPV resource use may increase the risk of IPH  in some 
cases (Reckdenwald & Parker, 2012).
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ification, and/or vindictiveness (Cossins, 2000; 
Knight, 1999; McPhail, 2015; Scully & Marolla, 
1985; White & Post, 2003). Feminist theories of 
sexual assault have been critiqued for being 
essentialist in nature and focusing primarily on 
power and control as the single factor motivating 
offending (Ward, Polaschek, & Beech, 2006) 
without accounting for other causal multifactor 
mechanisms, including those that are develop-
mental (e.g., attachment disorders, early sexual 
initiation, intimacy deficits, and peer pressure), 
biological (e.g., genetic factors, androgens, neu-
rological deficits), environmental (e.g., child 
abuse [sexual and physical] and parental IPV), 
situational (e.g., alcohol and drug use and mis-
use, firearms, gang membership, juvenile delin-
quency), and/or psychological (e.g., low 
self-esteem, low empathy, poor mental health). 
All of these multifactor mechanisms/theories are 
supported in the literature in relation to sexual 
assault perpetration generally (i.e., not IPSA spe-
cifically; Abbey & McAuslan, 2004; Abbey, 
Parkhill, Clinton-Sherrod, & Zawacki, 2007; 
Beech & Mitchell, 2005; Beech & Ward, 2004; 
Brown & Forth, 1997; Burk & Burkhart, 2003; 
Chesire, 2004; Jewkes, Sikweyiya, Morrell, & 
Dunkle, 2011; Johansson et al., 2008; Malamuth, 
Linz, Heavey, Barnes, & Acker, 1995; Maniglio, 
2010; Prentky et al., 1989; Siegert & Ward, 2003; 
Thornton, 2002; Ward & Beech, 2006), however, 
we know very little about their effects on IPSA 
specifically. More research is definitively needed 
as feminist-oriented perspectives are not the only 
conceptual lenses with which to examine IPSA, 
and coercive control is not the only motivation 
for IPSA offending.

Scholars have argued that it is difficult to mea-
sure and understand consent in intimate relation-
ships due to the unique nature of sexual intimacy 
within those relationships (see Logan, Walker, & 
Cole, 2015), where there is often a presumption 
of continuous consent for intercourse and other 
sexual relations (Lazar, 2010; Logan et al., 2015; 
Monson et  al., 2000; Shotland & Goodstein, 
1992; Yllo, 1999). For example, when intimate 
partners initially engage in consensual sex, they 
may believe this establishes an unspoken “con-
tract” for sex with one another (Logan et  al., 

2015). As the relationship progresses and 
becomes more permanent, consent may then 
become more implicit and assumed (Logan et al., 
2015). While consent for sexual activity is per-
ceived legally and socially as a singular, discrete 
event that can be revoked, it may actually be 
more fluid within intimate relationships and thus 
conceptualized as something that can be continu-
ally negotiated (Logan et  al., 2015). That is, 
because a woman has consented to sexual activ-
ity in the past, her intimate partner may treat this 
as evidence of consent for current and future 
sexual relations relieving him of the legal obliga-
tion to ask for consent (Lazar, 2010). Lazar 
(2010) explained that when a woman’s consent is 
perceived as continual, her actual wants and 
needs in relation to any specific sex act are 
removed, thus denying her the agency and free-
dom to make choices about the sexual acts to 
which she engages.

The line between sexual assault and consen-
sual sex may also become blurred in intimate 
relationships when women acquiesce to unwanted 
sex with their spouse/intimate partners due to 
perceptions of personal sexual duty or obligation 
based in part on socialized and antiquated gender 
role expectations (e.g., belief that women must 
satisfy their husbands and remain submissive in 
intimate relationships), the historical failure of 
the law to recognize sexual assault within marital 
relationships, and/or religious beliefs (Basile, 
1999). Feelings of sexual obligation are often 
reinforced by socialization, the legal system, 
 religion, and the institution of marriage that 
defines what it means to be a good wife and/or 
girlfriend (Finkelhor & Yllo, 1985; Logan et al., 
2015). Women may be coerced, tricked, pres-
sured, manipulated, or bullied to have sex and 
give in despite not wanting to participate, the 
absence of violence, and not being physically 
forced or threatened to do so (Basile, 1999; 
McPhail, 2015). This behavior falls into the sub-
tle realm of sexual coercion without necessarily 
qualifying as sexual assault (Basile, 1999). 
Scholars have documented types of coerced sex 
between married or other intimate partners that 
may or may not legally qualify as sexual assault 
(Basile, 1999, 2002; Campbell & Soeken, 1999; 
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Finkelhor & Yllo, 1985). Research suggests that 
women are sometimes confused about whether 
what they experienced was sexual assault due to 
not explicitly saying “no” to sex with their inti-
mate partners, yet still expressing discontent with 
participating; or giving in to sex so as to avoid 
negative consequences (e.g., violence, disap-
pointment, emotional manipulation, arguments) 
if they refuse (Basile, 1999). As Basile (1999) 
explained:

If they do not define their experiences as rape, 
women who give in to unwanted sex with their 
husbands have no shared language with which to 
describe the incidents. It is as if the only available 
cultural labels are “rape” or “not rape,” and this 
dichotomy leaves no room to acknowledge or label 
undesired sex of a less violent and physically 
coerced nature. (p. 1053)

Consistent with the theoretical framework of this 
paper, feminists may argue that this confusion is 
the result of a power imbalance between men and 
women in intimate relationships. Specifically—
the definition of sexual assault becomes ambigu-
ous when women provide consent within a 
patriarchal society that serves to maintain their 
second-class status (Basile, 1999; MacKinnon, 
1983). Within a society that socializes men to 
believe that “no” means “yes” or “maybe” or 
“keep trying” (Basile, 1999; Searles & Berger, 
1995), the distinction between acquiescence and 
consent is continuously unclear, and this ambigu-
ity is more pronounced within marital/intimate 
relationships (Basile, 1999). Defining clear con-
sent boundaries may be dependent on the context 
of the intimate relationship at the time thus com-
plicating scholars’ ability to measure sexual 
assault and violence within intimate relationships 
(Logan et  al., 2015) and raising concerns and 
questions about women’s autonomy and control 
in intimate relationships (Basile, 1999).

 Conclusion

This chapter has examined how IPSA may oper-
ate as a mechanism of coercive control within 
severely abusive relationships. When IPSA and 
IPV coexist, they may occur as part of a pattern 

of escalating frequency and severity of control 
and violence leading to higher rates of injury and 
psychological, physical, and behavioral health 
problems as well as increased risk of femicide. 
The severe nature of this context of abuse cou-
pled with the  emotional devastation associated 
with being sexually assaulted by a loved one may 
operate to control survivors’ behaviors, reduce 
their capacity to care for themselves and control 
their environments, and prevent them from devel-
oping socially and economically (Stark, 2012). 
Intimate partner sexual assault as part of a pattern 
of domination may target the survivor’s auton-
omy, equality, liberty, social supports, and dig-
nity, subjugating their ability to make 
autonomous, self-interested decisions fundamen-
tal to seeking and accessing help and/or escaping 
the violence (Stark, 2012). The consequence can 
be compared to a hostage-like situation wherein 
survivors are entrapped within their relationships 
(Stark, 2012).

Additional research is necessary to further 
explore IPSA and its correlates and consequences 
separate from physical IPV, as well as how coer-
cive control operates within relationships involv-
ing IPSA.  Furthermore, while we know that 
women who are severely abused and experience 
IPSA are more likely to reach out for help from 
varying resources (presumably on multiple occa-
sions), research suggests that assistance has not 
been entirely effective in reducing the violence 
(Parker et  al., 2015) or minimizing the risk of 
homicide (Maddoux et al., 2015). It goes without 
saying that IPV organizations need more funding 
to target their services to the women most in need 
of their assistance  and more research may be 
needed to assess how these organizations can bet-
ter enhance safety and address the needs of these 
marginalized survivors. 
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imagery, 755
prevention measures, 756
psychotherapy and psychopharmacology, 755
rationalizations, 755
self-managing technique, 754
serotonergic antidepressant, 754

Vagrancy Act, 745
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impact legislation, 754
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social learning model, 768
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seduction and manipulation, 805

Female sex offenders, 247–248
adolescence, 247
homosexual criminal type, 248
original typology, 248
predisposed offenders, 248
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perspective
class/economics, 13
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intersectional imperative, 11–12
political, 13, 14
“power” and “victimhood”, 10
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Flirtatious behaviors, 554
Forensic examination

acute examination, 615
ALS, 627
anatomy and physical development

abrasions and tears, 618
anus, 618
commissure, 617
consensual/nonconsensual, 617
Fossa Navicularis (FN), 617
friction and abrasion, 618
hymen, 616
injury, 618
injuy, 619
introitus/Vaginal Orifice, 616
jurisdiction, 619
justice system, 619
missionary position, 618
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pelvic examination, 618
perineum/perineal body, 618
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Toluidine Blue Dye, 617
VAWA, 619
Vestibule, 617
“virgin exam”/“virgin check”, 616
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baseline status and prophylaxis, 628
biohazard, 620
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California State Protocol, 622
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nasal swabs, 621
time frame, 621
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DNA, 616
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exam techniques, 615
examination and evidence collection, 614
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HIPAA authorization, 614
history

details, 614
Forensic Interviews, 614
forensic nurse examiner, 615
medical care and assessment, 615
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information, 615
information and education, 614
informed consent process, 614
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anterior Labia Majora, 630
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digital penetration and oral contact, 629
District Attorney’s office, 631
Fossa Navicularis, 631
growth and development, 629
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hyperbole, 630
“nonspecific”, 630
“normal”, 630
physical examination, 629
sexual contact, 630
WNL, 629

jurisdictional laws and policy, 613
LCI, 616
medical findings, 616
medical photography (see Medical photography)
nonacute examination, 615
process, 620
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acute examination, 623
blood, 623
body findings and anogenital findings, 623
clothing, 623
documentation and clear photography, 623
documentation and narrative, 624
external genital/vulvar swabs, 623
history, 623
judgment and critical thinking, 623
STIs, 623
swab, 622
urine, 623
urine pregnancy test, 623

secure the evidence, 628
sexual assault, 620–621
"Standard Precautions", 620
suspect examination, 628–629
Toluidine Blue Dye, 627
trauma, 615
Wood’s Lamp, 626

Forensic interview, 592, 598
Forensic literacy, 602
Forensic nurse examiner (FNE), 486, 611, 612, 615, 616, 

623–624
Forensic tasks, 494
Foundation for Individual Rights in Education (FIRE), 
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Fragmented memories, 342
Framing, 80, 81, 98–99

cognitive shortcuts, 82
Framing effect, 635
#frankenfondles hashtag, 84
Free narrative, 599–600
Future sexual assault, 214

G
G.R.E.A.T. program, 770
Gang prevention
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CSA, 770
delinquency, 770
features, 769
G.R.E.A.T. program, 770
Gang Prevention Through Targeted Outreach 
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and intervention programs, 773
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risk and protective factors
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individual, 771
levels of social ecology, 771, 772
peers, 772

RYSE, 770
safe houses, 773–776
secondary and tertiary strategy, 773
self-image, 769
strategies, 770

Gang Prevention Through Targeted Outreach  
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Gender asymmetry, 802
Gender empowerment measure (GEM), 112
Gender inequality, 112
General Social Survey, 139
Generalized anxiety disorder (GAD), 59, 60
Geriatric Depression Scale (GDS), 59
Gonorrhea, 487
Good lives model (GLM)
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empirical research, 519
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evidence, 518
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goal-directed behavior, 515
goods and overcoming barriers, 517
intervention, 517, 525
language, 527
motivation and means, 526
North American programs, 517
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offending groups, 521
operationalizing, 521
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principles, 517
recidivism, 515
rehabilitation, 520
reintegration, 521
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sexual offending, 516
sexual recidivism, 523
strength-based program, 522
treatment, 522, 527

Good Lives Pathway, 525
Government-unique standards, 721
Green Dot, 427, 435

H
Halo effect, 635
Hamilton Rating Scale of Depression (HDRS), 59
Haven, 444, 445
Health and Human Services (HHS), 52
Health care utilization, 285
Health Information Portability and Accountability Act 
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Helping Paws, 775
Hepatitis B vaccination, 488
Heterosexual males, 556, 557
Heterosexual-cisgender communities, 671
High schools

CBIM, 440
Green Dot, 435
MVP, 440

Himpathy, 561
Historical Administrative Data System (HADS), 714
Histrionic personality disorder, 541
HIV risk behavior, 694, 696, 698, 700
HIV/AIDS, 373
Homelessness

cocaine-addicted adults, 702
cross-sectional studies, 700, 701
HIV risk behavior, 698, 699
individuals, 702
mental and physical health, 697, 698
policy, 703, 704
reasons, 693
research, 700, 701
revictimization, 699–701
sexual assault, 694, 695
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sexual victimization, 696, 700, 702
sexual violence, 693–696
substance abuse, 696
substance use, 696, 697
underreport child sexual abuse, 701
in the United States, 693

Homophobic attitudes, 556
Homosexual rape, 724
Homosexuality, 723
Homosexuals, 725
Hospital Anxiety and Depression Scale (HADS), 59
Hospital-specific policy makers, 494
Hostile masculinity, 20, 25, 26, 28, 29, 37
Hostile sexism (HS), 32
Human immunodeficiency virus (HIV), 487, 488
Human judgments, 635
Human papillomavirus (HPV), 488
Humor

afterschool special approach, 458
Athletic, 457
audience vs. educator, 456
audiences, 456, 457
bystander intervention approach, 464
Catharsis, 465
coercion and rape, 458
conservative approach, 457
decreasing anxiety and stress, 453
educators contribution, 456
emotional and cognitive resistance, 451
fundamental principles of, 462
homosexuals, 463
hypermasculinity, 462
impact of, 452
military communities, 457
motivated reasoning, 454
nonstranger rape prevention program, 455
nontraditional approach, 451
NSVRC, 464
pedagogical strategy, 451
potential outcomes, 454
presenters, 462
rape and sexual harassment, 452
relief of discomfort or tension, 453
relief theory, 453
rhetorical challenges, 455
role of, 456
sex signals, 455–457, 459, 463, 464
sexual assault prevention education, 453–455, 466
social-justice program, 463
stereotypical oafish male approach, 457
tension reduction, 452
thematic outline, 458
unwanted sexual contact, 452
Zelda’s approach, 461

Hypermasculine Values Questionnaire (HVQ), 264
Hypermasculinity, 735, 736

bystander interventions, 263
common sense measures, 263
conceptual confusion, 268, 269
cultural ideology, 260

definition, 260
domains, 260
gender inequality, 263
gender role socialization, 260
impersonal attitudes towards sex, 260
implications, 270
lack of sample diversity, 269–270
male stereotypical behavior, 257
masculinities

awareness of gendered violence, 259
complicit, 258
cross-cultural studies, 259
empirical studies, 259
gendered violence, 258
hegemonic, 258, 259
hegemony, 258
marginalized, 258
power dynamics and social norms, 259
subordinate, 258
toxicity, 259

measurement concerns, 269
prevention programs, 257
rape myths, 261
risk factors, sexual violence, 257
risk-taking behaviors, 260
sexual aggression, 260
sexual assault victimization, 257
sexual assault, college campuses, 262, 263
sociocultural correlates, 260, 261
token resistance, 261
traditional gender roles, 261

Hypermasculinity Inventory-Revised (HMI-R), 264
Hypoactive sexual desire disorder (HSDD), 363
Hypothalamic pituitary adrenal axis, 297
Hypotheses, 601
Hypothesis testing, 635

I
Identity-Inclusive Sexual Assault Myth Scale  

(IISAMS), 670
Illinois Rape Myth Acceptance Scale, 153–155, 161
Imaginal and in vivo “flooding” techniques, 491
Impact of Events Scale-Revised (IES-R), 59
Implicit Association Test (IAT), 430
Impulsive action, 371
Impulsive choice, 370, 371
Impulsive personality traits, 370
Impulsive traits, 371, 372
Impulsivity

description, 369
impulsive action, 370
impulsive choice, 369, 370
impulsive personality traits, 370
models and hypotheses, 369
and perpetration (see Perpetration)
risky sexual behaviors (see Risky sexual behaviors)
sexual assault and coping, 372
and victimization, 376
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Incapacitated rape, 201, 203
Indirect communications

alcohol, 408
inexperience, 408
problem of motivated perception, 407
problem of multiple meaning, 407
sexual scripts, 406
social norms, 406

Information-technology sexual offenders, 249
Innocent perpetrators, 565
Institute of Medicine (IOM), 299
Institutional-level risk factors, 725
Intellectual disability, 541
InterACT, 443
Intercollegiate athletics

college (see College sports)
hypermasculinity, 735, 736
1960s and 1970s, 733
prevalence of student-athlete violence, 733
rape culture, 733–735

Internalized homophobia, 683
International Association of Chiefs of Police (IACP), 

540, 544
International Association of Forensic Nurses (IAFN), 

486, 622
International Classification of Diseases (ICD), 746
Interpretation bias, 345
Intersectional approach, 188
Intersectional Feminist Theory, 7, 11
Intersectionality, 684

colonization, 8
employment discrimination and violence  

literature, 8
identity theories, 8
racial myth, 8
social identities, 7

Intervention decision-making process, 431
Interventions

IPV, 806
motivators and risk factors, 808
preventative and responsive, 806
primary level

definition, 806
discussions and role-plays, 808
facets, 808
prevention, 807
strengthening, 808

secondary level
definition, 806
education, 808
prevention, 807

sensitivity, 806
social ecological model, 806
strategy, 808
tertiary level

BIPs, 807
CBT, 807
CBT/PT, 807
definition, 806
Duluth/CBT program, 807

gender-neutral training sessions, 808
gender-neutral/male-specific, 806
“one size fit all” approach, 807
perpetrators/victims, 806
physical and psychological aggression, 807
revictimization alone, 806

Interview phase, 490
Intimate partner homicide (IPH), 816, 817, 820, 824
Intimate partner sexual assault (IPSA), 813, 814, 

816–819, 822, 824, 826
health effects, 820–823
help-seeking behaviors, 823–824

Intimate partner sexual violence (IPSV), 186
asymmetrical or symmetrical nature, 802
heterosexual couples, 802
interventions, 806–809
men and women, 802
perpetration

anger, 805
multiple motivations and bidirectional  

patterns, 805
risk factors and protective factors, 806
self-defense, 805
social ecological model, 806
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sexual health and reproduction, 802
Intimate partner violence (IPV), 469, 475, 477, 478, 480, 

481, 668, 814, 823
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Bronfenbrenner’s Social Ecological  

Model, 802
CDC, 802
frameworks, 801
gender symmetry, 802
health consequences, 801
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mental health services, 801
NISVS, 801
sexual and physical violence, 801

Intimate terrorism, 814–816, 821
Intoxication, 541
Intrusive memories, 341
Investigative psychology, 786, 788
Irrevocable consent, 553

J
Juror characteristics

gender, 563, 564
gender attitudes, 562, 563
male rape myths, 563
RMA, 562
victim, 564

Juror gender, 560, 563, 564
Just desert, 721
Just Detention International (JDI), 728
Justice gap, 161, 164, 167, 168
Justice system, 161–164, 167–168
Juvenile Justice and Delinquency Prevention Act 
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K
Kinsey’s interviewees, 723
Know Your Power, 427, 445
Korean Rape Myth Acceptance Scale, 155

L
Labeling theory, 769
Laboratory studies, 199

aggression-supportive attitudes and behaviors, 137
electrical shocks, 136
experimental and control groups, 137
experimental/control conditions, 135
meta-analysis, 137
reliability, 136
sexual aggression, 135
types of film clips, 136

Laboratory-based experiments, 218
Last consensual intercourse (LCI), 616
Law enforcement (LE), 610
Law Enforcement Assistance Administration (LEAA), 51
Legal battles

feminists and policy makers, 51
NCPCR, 51
Office of Community Anti-Crime Programs, 51
‘protect our women’ approach, 51
rape crisis centers, 52
Rape Victims Privacy Act, 51
social problem, 51

Legal Defense Fund, 70
Lesbian, gay, and bisexual (LGB), 678, 685
Lesbian, gay, bisexual and transgender (LGBT), 700, 

711, 712
Lesbian, gay, bisexual, transgender, and queer (LGBQ)

bisexual women, 663
crime perpetrators, 666
criminal justice system, 670
data, 664
definition, 662
heterosexual cisgender samples, 665
heterosexual-cisgender, 671
IRMAS, 671
male sexual victimization, 663
mental health and medical issues, 665
meta-analyses, 668
methodological issues, 666
perpetrators, 664
PREA, 668
prevalence, 661
prevalence rates, 668
prevention efforts, 661
PTSD, 669
rape myths, 670
sexual assault, 665
sexual IPV victimization, 669
sexual violence, 661, 662, 664–666
sexual violence victimization, 663, 667
survivors, 661
victimization, 665

Liberal feminist theory, 6

Local rape crisis, 489
Locker room talk, 737
Lockhart Commission, 131
Long-term care

adult survivors of sexual violence, 494–495
CBTs, 490
CPT, 491, 492
Crisis theory model, 490
DBT, 493
EMDR, 492
PE, 491
SC, 492
SFT, 492, 493
SIT, 490, 491
STAIR, 493

Long-term reorganization process, 286
Los Angeles County Sheriff’s Department (LASD), 576, 

578–581
Los Angeles Police Department (LAPD), 576–581
Lying, 540, 545

M
Major depressive disorder (MDD), 503, 714
Maladaptive coping behavior, 372
Male gang members, 762, 763, 767, 768, 770
Male homosexual victims, 557
Male peer support theories, 390
Male sexual assault (MSA)

beliefs and stigmatizations, 803
consequences, 804, 805
considerations

homonegativity, 804
LGBTQ+ community and transgender, 803
NISVS data, 803

data collection and reporting, 803
dominance and dictate, 803
judicial laws, 803
prison system and military, 803
response

medical services, 804
“real rape” stereotypes, 804
queer relationships/resources, 804

USR program, 803
Male sexual offenders, 253
Male student-athletes’ violence vs. women,  

737–739
Male victimization, 803
Mandatory standards, 721
Manipulative child molesters, 245
Mantram repetition, 473
Marital rape, 553–555, 563
Marx vignette, 218
Marxist Feminist Theory, 7, 9
Masculinity, 735
Massachusetts Treatment Center Rapist Typology, 
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Massachusetts Treatment Center: Child Molester 

Typology, version 3 (MTC:CM3), 246
Mediation, 474
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Medical photography
colposcope, 624
controversy, 624
documented findings, 624
examination/separate consen, 624
filters and software programs, 624
forensic process, 624
genital and anal photos, 624
head shot, 624
legal proceedings, 624
SAEK, 625

Medical Screening Examination  
(MSE), 612

Medical treatments
acute care (see Acute care)
long-term care (see Long-term care)
psychological and medical, 486
SMI, 485
victim-patient, 486

Meese Commission, 132
Memory, 344

amygdala, 338
attention, 340
autobiographical events, 340
autobiographical memory, 342
biological insult/injury, 339
dynamic conceptualization, 337
emotion, 344
encoding, 339
experimental research, 339
fragmentation theories, 342
glucocorticoids, 338
information processing biases, 345
intrusive memories, 340, 341
intrusive reexperiencing, 341
laboratory studies, 339
legal perspective, 347
longitudinal studies, 344
meta-analytic review, 340
motivated forgetting, 343
perceptual memory, 340
photographs/recordings, 337
PTSD, 340, 342, 345, 346
retrieval, 340
sexual assault, 337
sexual stimulation, 339
stress hormone systems, 338
stress hormones, 339
stressful events, 338
trauma survivors, 341
traumatic amnesia, 343
weapon focus, 340
WMC, 345

Memory wars, 344
The Men’s Project, 265, 424, 441
Mental disorders, 546, 547
Mental health, 693, 694, 697, 704
Mental health disparities, 679
Mentors in violence prevention (MVP),  

393, 440

#MeToo movement
believe all women, 95, 96
blacklash, 93
false allegations, 85–87
frame

credibility, 81, 82
salience, 81

generational perspective, 94, 95
injustice claims, 87, 88
moral panic, 99, 100
notion of, 80
setting the stage, 83
social media, 79
victims, 88
women and victims, 94

#MeToo vs. #DueProcess frame, 95
Microaggressions, 682
Midwestern prisons, 725
Military sexual assault (MSA)

definition, 709, 710
history, 709
impact, 714, 715
mental, physical and psychosocial effects, 718
OEF/OIF, 711
perpetrators of sexual crimes, 713, 714
prevalence, 711, 712
prevention, 717
PTSD, 718
risk factors, 712, 713
treatment, 715–717
VA’s measurement, 711
WGRA and WGRR service, 710

Mind–body interventions, 473
Mindful Attentional Awareness Scale (MAAS), 476, 477
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and trauma (see Trauma)
awareness, 470
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and client acceptability, 480
clinicians and advocates, 479, 480
and cultural considerations, 480
interventions, 474
meditation, 469, 470
sexual violence (see Sexual violence)

Mindfulness-based cognitive therapy (MBCT), 471, 472, 
475, 476, 478

Mindfulness-based exposure therapy (MBET), 472, 473, 
478, 480, 481

Mindfulness-based interventions
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IPV, 469
MBCT, 471
MBSR, 470, 471
treatment of trauma, 469

Mindfulness-based stress reduction (MBSR), 318, 
470–478, 480, 481

Mindfulness-based therapies (MBT), 361
Misperceptions, 389
Mixed method study, 670
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Model Penal Code (MPC), 48
Modified Mini Screen, 601
Modus operandi, 648, 649
Motor impulsivity, 370
MTC:CM3 classification, 246

N
Narrative exposure therapy (NET), 301, 346, 716
Narrow criminal justice approach, 53
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National Crime Victimization Survey (NCVS), 97,  
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National Institute of Corrections (NIC), 728
The National Intimate Partner and Sexual Violence 
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Practices (NREPP), 471
National Sexual Violence Resource Center  

(NSVRC), 464
National Violence Against Women Survey,  
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National Youth Gang Survey, 761
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neuroticism, 370
NEO-PI-R, 371
Neurobiological theories, 338
Nonconsensual sex, 721
Nongenital physical trauma, 179
Nongovernmental organizations (NGOs), 728
Nonhomicidal sex offenders (NHSOs), 650
Nonoccupation postexposure prophylaxis  

(nPEP), 488
Nonperpetrators, 372
Nonplanning impulsivity, 370
Non-sex workers, 794–796
Nontraditional approach, 451

O
Obama administration, 633
Obsessive Compulsive Disorder, 59
Offenders

characteristics, 727
risk factors, 725, 726

Office for Civil Rights (OCR), 89
Office of Community Anti-Crime Programs, 51
Office on Violence Against Women (OVW), 71
Official response, 729–730
One Act, 442
Operation Enduring Freedom and Operation Iraqi 

Freedom (OEF/OIF), 711–714
Opportunistic/antisocial rapists, 243
Oppression

gender/sex, 12
Intersectional Feminist Theory, 7
Liberal Feminist Theory, 6
race, 12, 13
recommendations, 14
survivors and influences perpetrators, 14

Organizational factors, 725
Orgasm consistency training (OCT), 360
Overgeneral memory, 346

P
Panic disorder, 59–61
Paraphilic disorder, 745, 756
Partner and sexual violence prevention programs, 203
Patient Health Questionnaire-9 (PHQ-9), 59
Pedagogical strategy, 451
Peer-and community-level settings, 389
Peer groups

college fraternities, 159, 160
military, 160, 161
sports teams, 159, 160

Peer opinion leaders (POL), 427
Penile plethysmography, 752
Perceived vulnerability, 212, 213, 218, 219
Permission, limited information, specific suggestions, 

intensive therapy (PLISSIT), 357
Perpetration, 469, 479, 481, 736, 737

and impulsive action, 371
and impulsive choice, 370, 371
and impulsive traits, 371, 372
and impulsivity, 375
nonperpetrators, 372
rape, 371
sexual assault, 369, 371, 372
variability of impulsivity, 372

Perpetrator characteristics
attractiveness, 560
expert testimony, 561, 562
gender and sexual orientation, 558
physical attractiveness, 559
rape trauma syndrome, 561, 562
role of race, 558, 559
social status and reputation, 560, 561
victim attractiveness, 559, 560
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Perpetrator characteristics (cont.)
victim gender and sexual orientation, 557
victim symptoms, 561, 562

Perpetrator-only drinking, 199
Perseveration-consolidation theory, 338
Personal attitudes and training, 494
Pharmacological effects, 196
Philadelphia prison system, 723
Physical educators, 735
Physical violence, 737, 763
Pleasant imagery and relaxation instruction  

(PIRI), 490
Point of view (POV), 130
Police investigatory process, 592
Political/legislative action, 773
PornHub, 131
Pornography

abuse, intimate relationships, 118
adolescent access, 120, 121
adolescent usage, 121
adverse childhood experiences, 129
aggression, 143
aggressive behavior, 130
behavioral factors, 115
children, 122, 123
consent, 112
crime statistics data, 144
cultural factors, 144
cultures, 112
definition, 130
descriptive statistics and correlations, 143
emotional and psychological damage, 119
evaluations of, 144
female pleasure, 130
feminist, queer, 113, 114
fictional expectation vs. reality leads, 117
flipping, script, 117
gender inequality, 112
Google Trends, 144
human history, 132
impact, adolescents, 121
individual differences, 115, 116
internet piracy, 131
laboratory experiments, 143
moral panic, 132
negative association, 133
negative gender stereotypes, 116
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entitlement, 117
negative relationships, 111
obscenity, 132
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PornHub, 131
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predictor, sexual violence, 114
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scientific investigation, 130
self-report data, 144
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violence, 122

sexual aggression, 144
sexual assault, 129
sexual contact, 129
social networks, 130
societal attitudes and behaviors, 122
sociocultural/environmental factors, 115
sociological studies, 144
standard multiple regression, 143
state-level rates, 141–143
trafficked websites, 131
types of research studies, 135
US postal service, 132
US Supreme Court, 130
VHS, 130
vicious cycle, harm, 119, 120
violence, 109, 110
for women, 113, 117, 118
women’s civil rights, 132
young adults, 132

Positive mental health outcomes, 491
Postassault outcomes, 490
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