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Preface

The 14th International Conference on Wireless Algorithms, Systems, and Applications
(WASA 2019) was held during June 24-26, 2019, at Honolulu, Hawaii, USA. The
conference focused on new ideas and recent advances in computer systems, wireless
networks, distributed applications, and advanced algorithms that are pushing forward
the new technologies for better information sharing, computer communication, and
universal connected devices in various environments, especially in wireless networks.
WASA has become a broad forum for computer theoreticians, system and application
developers, and other professionals in networking related areas to present their ideas,
solutions, and understandings of emerging technologies and challenges in computer
systems, wireless networks, and advanced applications.

The technical program of WASA 2019 consists of two keynote talks, 43 regular
papers, and 11 short papers, selected by the Program Committee from 143 full sub-
missions in response to the call for papers. All submissions were reviewed by the
Program Committee members. These submissions cover many hot research topics,
including machine-learning algorithms for wireless systems and applications, Internet
of Things (IoTs) and related wireless solutions, wireless networking for cyber-physical
systems (CPSs), security and privacy solutions for wireless applications, blockchain
solutions for mobile applications, mobile edge computing, wireless sensor networks,
distributed and localized algorithm design and analysis, wireless crowdsourcing,
mobile cloud computing, vehicular networks, wireless solutions for smart cities,
wireless algorithms for smart grids, mobile social networks, mobile system security,
storage systems for mobile applications, etc.

First, we like to thank all Program Committee members for their hard work in
reviewing all submissions. Furthermore, we like to extend our special thanks to the
WASA Steering Committee chairs (Prof. Xiuzhen Susan Chen and Prof. Zhipeng Cai)
for their consistent leadership and guidance; we also like to thank the Web chair
(Prof. Meng Han), the publication chairs (Prof. Weil Li, Prof. Yibo Xue, Prof. Zhenhai
Duan), the publicity chairs (Dr. Cheng Zhang and Prof. Kuai Xu), and the local chairs
(Prof. Depeng Li and Prof. Yi Zhu) for their hard work in making WASA 2019 a
success. In particular, we would like to thank all the authors for submitting and
presenting their exciting ideas and solutions at the conference.

May 2019 Yingfei Dong
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Decomposable Atomic Norm

Minimization Channel Estimation for
Millimeter Wave MIMO-OFDM Systems

Qianwen An', Tao Jing!, Yingkun Wen', Zhuojun Duan?, and Yan Huo! ™)

! School of Electronics and Information Engineering, Beijing Jiaotong University,
Beijing 100044, China
{17120039,tjing,16111024,yhuo}@bjtu.edu.cn
2 Computing Sciences Department, University of Hartford, West Hartford, CT, USA
duan@hartford.edu

Abstract. This paper addresses the problem of downlink channel esti-
mation in millimeter wave (mmWave) massive multiple input multi-
ple output (MIMO)-orthogonal frequency division multiplexing (OFDM)
systems, where wideband frequency selective fading channels are consid-
ered. By exploiting the sparse scattering nature of mmWave channel, we
consider channel estimation as three dimensional (3D) (including angles
of departure/arrival and the time delay) line spectrum estimation. To
achieve super-resolution channel estimation, we propose a decomposable
3D atomic norm minimization estimation method. This method decom-
poses the 3D estimation problem into two separate dimensions to reduce
the computational complexity, where time delays are estimated only in
the OFDM system. Simulation results show that the proposed method
can achieve comparable mean square errors as the conventional vector-
ized ANM at much lower computational complexity.

Keywords: mmWave MIMO-OFDM systems - Channel estimation -
Atomic norm minimization + Decomposable ANM

1 Introduction

Millimeter wave (mmWave) communication is considered to be a key technology
of the fifth-generation (5G) communication network [1,2]. It brings sufficient
bandwidth resources, i.e., ranging from 30 to 300 GHz, to the communication
system, and yields Gbps communication data rates. Unfortunately, mmWave
communication has some drawbacks. Firstly, due to the extremely high fre-
quency of mmWave, the propagation path loss of mmWave communication is
large. Large scale antenna arrays can compensate the significant path loss by
providing beamforming gains [1,3]. It is feasible to employ large scale antenna
arrays at transmitters and receivers, owing to the size of the antenna is pro-
portional to the wavelength. Secondly, there is serious frequency-selective fading

© Springer Nature Switzerland AG 2019
E. S. Biagioni et al. (Eds.): WASA 2019, LNCS 11604, pp. 3-15, 2019.
https://doi.org/10.1007/978-3-030-23597-0_1
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in mmWave wideband communication systems. To combat with the frequency-
selective fading, the orthogonal frequency division multiplexing (OFDM) tech-
nology divides the wideband channel into multiple parallel flat subchannels [4].
The combination of mmWave massive multiple-input multiple-output (MIMO)-
OFDM system is a potential candidate for the 5G wireless communications.

In a mmWave massive MIMO-OFDM system, each antenna requires a radio
frequency (RF) chain to match when a digital transceiver is used. Owing to a
large number of antennas, the overhead of the RF chains is huge, resulting in
high hardware complexity and energy consumption [1]. To reduce the overhead
of RF chain, a hybrid analog-digital transceiver architecture is applied [5,6]. This
hybrid architecture needs channel state information (CSI) to design beamform-
ing algorithms for implementing directional power gain of the massive MIMO
technology. Thus, it is important to estimate channel state for a transceiver
when a mmWave massive MIMO-OFDM system employs hybrid analog-digital
transceivers. With the development of cognitive radio networks [7,8], Wireless
sensor networks [9-12], social networks [13-15] and Internet-of-things systems
[16], access devices in the networks have increased significantly, and channel
estimation is urgently needed to improve communication quality.

The traditional channel estimation method is not applicable to mmWave
massive MIMO channel estimation. Since the channel of mmWave massive
MIMO is a sparse multi-path architecture, the channel effective dimension of the
mmWave channel is less than the dimension of the traditional channel. Preva-
lent mmWave channel estimation methods utilize the sparsity of the channel
to formulate mmWave channel estimation as a sparse signal recovery [17-19],
such as compressed sensing (CS) method, sparse Bayesian learning (SBL), and
tensor-based method. There are two disadvantages in the above existing meth-
ods. Firstly, on-grid methods have poor channel estimation performance. A CS
method discretizes continuous the angles of departure (AoDs) and the angles
of arrival (AoAs) in a known grid [17,20]. It cannot estimate arbitrary angular,
thus the CS method has a low-resolution of channel estimation, and on-grid CS
methods result in grids mismatch and power leakage. Secondly, gridless methods
are limited, because these methods require the estimation of channel propaga-
tion paths number. For instance, the lower-rank tensor decomposition method in
[19,21] can estimate the AoDs and AoAs separately with no grid errors, and the
computational complexity of this method is low. If the knowledge of the number
of propagation paths is unknown, tensor-based method needs to estimate the
order of channel, which increases the computational complexity.

In order to avoid the above disadvantages, the development of the gridless
CS method adopts atomic norm minimization (ANM) and semidefinite pro-
gramming (SDP) to enable recovery of gridless components from compressive
measurements [22]. The ANM method is introduced to super-resolution chan-
nel estimation without predicting the channel paths number [22—-24]. Currently,
ANM has been applied to two dimensional (2D) narrowband mmWave chan-
nel estimation, then arbitrary AoDs/AoAs can be accurately obtained [22,24].
In fact, mmWave communication is worked on wideband. The sparse scattering
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path structure of the mmWave massive MIMO-OFDM channel appears in the
3D (AoDs, AoAs, time delays) line spectrum estimation problem. Hence, the 2D
ANM cannot be employed to the wideband mmWave massive MIMO-OFDM
system that considers frequency selective fading.

In this paper, we propose a decomposable 3D ANM estimation method for a
mmWave massive MIMO-OFDM system. The 3D ANM is a three-level Toeplitz
structure-based optimization approach. The Vandermonde structure of the trans-
mit/receive and time delay array manifold is captured from the Toeplitz matrix
[24,25]. The computational complexity of the ANM method is proportional to
the size of the antenna and the number of the subcarrier. For reducing the
high computational complexity, the 3D estimation problem is decomposed to
the problem of 2D (AoDs, AoAs) and 1D (time delay) angles estimation by
exploiting the independence between parameters, where we consider time delays
estimation in an OFDM system. The following summarizes the contributions of
this paper.

— The proposed decomposable 3D ANM method is suitable for a broadband
mmWave system with frequency selective fading.

— Our channel estimation method can gridlessly estimate arbitrary angle and
time delay, and the performance of our method is much better than grid-based
method.

— The performance of the proposed method is quite close to the traditional vec-
torized 3D ANM method, and the computational complexity of our method
is far less than the 3D ANM method.

The rest of the paper is organized as follows. In Sect. 2, the mmWave mas-
sive MIMO-OFDM system model and the downlink channel estimation problem
are introduced. In Sect. 3 develops a decomposable 3D ANM method for channel
estimation in the frequency domain. The estimation problem is decomposed into
two dimensions, including two steps for performing channel estimation. Compu-
tation complexity of the proposed method, the vectorized ANM method and the
CS method is analyzed in Sect. 4. Simulation results are given in Sect. 5, followed
by conclusions in Sect. 6.

2 System Model

We consider a mmWave massive MIMO-OFDM system consisting of a base
station (BS) and multiple mobile stations (MSs), assuming that the antenna
array is a uniform linear array (ULA). The BS is equipped with Npg antennas
and N gg RF chains, and the MS is equipped with Nj;¢ antennas and N J@g RF
chains. The number of RF chains is usually less than the number of antennas,
ie, NEI < Npg, NEE < Ny, and assuming NiE < NEL. As shown in
Fig. 1, both the BS and MS adopt hybrid analog-digital precoding architectures
that can improve the performance of analog-only precoding solutions and reduce
the complexity of full digital precoding solutions [5,6]. The system employs K
subcarriers to send Ng data training streams. In addition, only a single MS is
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considered in the downlink scenario because the channel estimation is conducted
by each user individually [4].

K-point H RF Delete K-point
IFFT Chains CP FFT

Rrecoder  p7RF NEE
MS H

MS
Wrr

Digital
Baseband

Ns | Precoder NEF

BS

Data

streams|  Fyp

Digital
Baseband
Precoder | Ng
Data
Wgp |streams

RF Delete K-point
Chains CP FFT

K-point
IFFT

Fig. 1. A block diagram of the OFDM based BS-MS transceiver that employs hybrid
analog/digital precoding.

Since mmWave channels have limited scattering in dense-urban non-line of
sight (NLOS) environments [26], we adopt a geometric wideband frequency-
selective fading channel model with L scatterers between the MS and the con-
sidered BS. Then the mmWave massive MIMO-OFDM downlink channel matrix
in the delay domain can be modelled as [6,19]

L

H(r) =Y aans(0)ags(e)s(r —7), (1)

=1

where «; is the complex gain of the Ith path, 6; € [0,27] and ¢; € [0, 27] denote
the AoA and AoD of the lth path, ayrs(0;) and apg(¢;) are the antenna array
response vectors of the MS and BS, and 7; is the time delay with the [th path.
Note that []H represents the conjugate transpose operation of a matrix or vector
and 0(-) denotes the delta function. Since we employ the ULA in our system,
the antenna array response vectors ays(6;) € CNMs*! and agg(¢;) € CNes*!
can be expressed as

aMS(el) — ]\}MS [1, ej(27r/)\)dsin(9l)’ s 6j(27r/>\)(NMs71)dsin(6l)]T,
aps(6r) = oA [L, /RN | oian/ N (Nps=Ddsin(e0]T,

where []T represents the transpose operation of a matrix or vector, A and d
denote the carrier wavelength and the distance between the two adjacent anten-
nas, respectively.

According to the delay domain channel model, the frequency domain channel
matrix H[k] € CN¥s*NBs corresponding to the kth subcarrier can be given as

L
Hk| =Y ae 725 Ky s(0)afis(d), k=0,1,....K—1, (2
=1
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where fs is the sampling rate, K is the total number of subcarriers, and K
represents the number of the subcarriers selected for training!. Assuming the
symbol sequence of consecutive M frames on the kth subcarrier transmitted by
the BS is s[k] € CNs*M | the received signal Y[k] € CVs*M at the MS can be
expressed as

Y[k] = WH [K]H[K]F[k]s[k] + W[k]N[k]

- 3)

= W7 H[k|Fs + WN[k|
where F[k] = FrrFpplk] € CNes*Ns  Wk] = WrpWpplk] € CNs*Nus are
the precoding matrix of the BS and the combining matrix of the MS, respectively.
Both of them consist of a analog RF precoder matrix Frr/Wgr and a digital
baseband precoder matrix Fpp[k]/W pp[k]. Note that the digital precoder is
different for every subcarrier. In order to facilitate the development of the channel
estimation algorithm, we assume that the precoding/combining matrix and the
pilot symbols are the same for different subcarriers. Then the limited scattering
characteristic of the mmWave channel is exploited to recast channel estimation
as a sparse signal recovery problem.

3 Decomposable 3D Atomic Norm Minimization for
Channel Estimation

Our goal is to estimate {H[k]};_,' from the received training signal Y. The
channel matrix H is composed of three independent parameters, i.e., AoAs (6;),
AoDs (¢;), and time delays (7;). Based on the sparse scattering characteristic of
mmWave channels, channel estimation can be considered as a 3D line spectrum
estimation. To obtain super-resolution parameter estimation, the ANM is used
to gridless recover these parameters. Taking advantage of independence between
parameters, we decompose 3D ANM channel estimation into a 2D ANM and a
1D ANM estimation problem to reduce the computational complexity.

The ANM is an optimization approach where Vandermonde structures of
parameter arrays manifold is captured in the SDP via Toeplitz matrix. The
basic idea of the ANM is to represent the signal of interest as a simple linear
combination of a few atoms on a known atoms set, and the structural information
of the atoms is used to extract the angle information in signals [22].

3.1 2D ANM to Obtain 6, and ¢,

We employ 2D ANM gridless channel estimation to obtain AoDs/AoAs [22,
24]. Since the delay 7, and AoDs/AoAs 6;/¢; are independent, we treat 7; as

! Since the number of subcarriers used for training is proportional to the computa-
tional complexity of channel estimation, the complexity can be mitigated with as
few subcarriers as possible.
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a constant, setting oye J2mTfsk/ K —

Eq. (2) can be given as:

B,k for simplified calculation. Therefore,

L
k] =" Birams(B)ags(dr), (4)
1=1
where (3; 1 is the new channel complex gain.

To estimate the angle information AoDs/AoAs and the channel matrix H[k],
we introduce the atomic set, which is the basis of the ANM approach. The
channel matrix H[k] can be written as a linear combination of components in
the atomic set. The matrix-form atom set is given by

Au = {A(p), Vo € [0,27] x [0, 27}
= {ays(0)als(4),V0 € [0,27],6 € [0,27]}.

By selecting the appropriate atoms in the atomic set, we can determine the
angular information in H[k]. Therefore, the atomic norm of H[k] over the atom
set Ay is defined as

K] 4n = mf{z |61

()

L
ZﬂzkA e1), A1) GAM}~ (6)
When the atom is closest to the real ;/¢;, the atomic norm |H[k]|| 4,, is
the smallest. Assuming that 6; and ¢; in H[k] are independent of each other,
sin(d;) and sin(¢;) satisty sufficient frequency separation condition [22], which is
given as below

. . 1

Dominso = ol sin(0;) —sin(03)| 2 75y ™)
. . 1 1

Bamins = | sin(90) = sin(éy)| = ——77-

Then the decomposition of ||H[k]|| 4,, is obtained to be the unique and spars-
est, Le., |H[k]|| 4, = > |61.k]. The component atoms of H[k] are determined by
solving the atomic norm of (6)

In practice, H[k] is unknown to the MS. The MS needs to recover H[k] and
0;/¢1 according to the received training signals Y[k]. Given Y[k], (6) can be
rewritten as a de-noising ANM formulation,

min {1l B[k |Lay + Y K] = WTHIE]Fs|3} (8)
where ||Y[k] — WHH[ |Fs||? is the noise-controlling term, || - || is the matrix

Frobenius norm, and p is the regularization parameter associated with the noise
power. In order to avoid infinite programming, (8) can be calculate via SDP as

() + (T ()
min
H[k],ug,uy 2\/m

T(ug ) H7[K]
s.t. ( Hﬁ;]’“ T(u(”ﬁ)) =0, (9)

+ IY[k] - WHH[k]FSII%},
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where tr(-) indicates the trace of a matrix, T(ug 1) € CNvs*Nms and T(ug ) €
CNBs*NBs are one-level positive semidefinite (PSD) Toeplitz matrices defined by
their first rows ug ;, € CNms and Ug ;. € CNBs | respectively. The PSD matrices
T (ug i) and T(ug ) are constructed from the vandermonde matrix—the antenna
array response vectors ayrs(6;) and apg(¢;), respectively, i.e.,

L
T(ugk) = /22 Y 1Bkl ans(B)anys(61), (10)
1=

L
T(ug i) = /322 3 Bl aps(énalis(on): (11)
=1

By performing one-level Vandermonde decomposition of the T(ugx) and

T(ue,r), we can acquire the AoAs 6, and the AoDs gzgl. There are many
approaches to extract angles, such as the Prony method, the matrix pencil,
and the ESPRIT method. In this paper, we use the multiple signal classification
(MUSIC) method [27] to get 0, /@1 by peak search. Subsequently, the obtained

0; and ¢, are paired by using a pairing algorithm.

3.2 1D ANM to Obtain Time Delays and Complex Gains

After obtaining 6;, &, and I:I[k] by the above 2D ANM channel estimation, we can
get the antenna array response vectors aMS(él) and aBS((/El). Next, we exploit
1D ANM parameters estimation to obtain the time delay and complex gains [23].

For achieving the estimation of the time delay 7; and the complex gain oy,
we rewrite the channel as an OFDM channel,

L
hik] = Zale_j%%fsk, (12)
=1

where h[k] is given by the formulation h[k] = H[k] {aMs(él)agS(gZ;l)} T. Here, [t
indicates the matrix or vector pseudo-inverse. Set the OFDM channel vector h =
[h]0], h[1], - - ,A[K—1]]T € CE*! corresponding to [H[O],Hu], . HK - 1]f,
where subcarrier k is variable. The OFDM channel matrix h can be expressed
as follows.

L
h=> " wa.(f), (13)
=1

where the time delay response vector is defined as

1 - o (R =
aT(f) = 7[17 eij27rfa T 767]27T(K71)f]—r 6CKX17 (14)

=
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where the frequency f; = 7tfs. Assume that the time delay 7; satisfies the

condition of 0 < 7 < wa and L, is the length of the cyclic prefix. Therefore,

the frequency f; belongs to the interval of [0, LIC{].

If we want to use the 1D atomic norm to estimate channel states, the fre-
quency f; needs from the interval [0, %] mapping to the interval [0, 1]. Assuming

that the system used a comb pilot allocation type, the positions of the K pilot
subcarriers are randomly selected from L., (K < Lg,) equally spaced position
set: k' €0, LKTP’ cee %] Therefore, the position index k' of the comb pilot
subcarrier satisfies the relationship of k' = L%pk. The OFDM channel at the k’th

carrier can be given as

L
W) = hE k) = S ape 2T k=01, K. (15)
=1

Now the frequency f; = 7~ f; € [0,1], then we can utilize the atomic norm
cp

for the delays estimation. The 1D atomic norm of h over the atom set Ay is
defined as

L
B4, = inf{z |cul
=1

where Ay = {a(f),Vf € [0, 1]}.
We assume that the frequency f; satisfies the frequency separation condition
[22], then the atomic norm ||h||4,, can be written as an SDP program:

L
> aalfi)a(fi) € Av} - (16)
=1

. 1 1
min {215 + 21~<tr(T(u))} ,

(17)

where T(u) € CK*K j5 4 PSD Toeplitz matrix constructed form its first row u.
T(u) consists of the one-level vandermonde matrix Ay (f),

T(u) = Ay (f)DA(f), (18)

where Ay (f) = [a(f1), -+, (fr)], D is a semi-positive diagonal matrix. Similarly,

we can also extract the frequency f; from T(u) via the MUSIC method [27].
After obtaining 7; of the L paths, we can form the delay response vector

a-( f ), then the diagonal matrix of complex path gain S can be calculated by

where § = diag([dy, - -, dz]).
K-1

Finally, the complete channel matrix {H[k]},'~," can be recovered from the
estimation of AoD/AoA, the path gain, and the time delay.
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Table 1. Complexity of respective algorithms: SNR =20 dB

ALG Grid NMSE | Complexity
D-ANM | — 1.3e — 4| O((N + M)*?)
CS-OMP | 40 x 40 x 40 | 7.9¢ — 4 | O(40° + NMK)
ANM - 9.4¢ —5 O((NMK)>%)

4 Computational Complexity Analysis

We compare the computational complexity of our proposed method versus the
vectorized 3D ANM and CS methods. We apply the MUSIC method for both
1D and 2D Vandermonde decomposition. The CS method employs an orthogonal
matching pursuit (OMP) algorithm to solve estimation problem and is solved on
a 40 x 40 x 40 (AoD-AoA-time delay) grid. If not specifically stated, we denote
the decomposable 3D ANM as D-ANM, the vectorized 3D ANM as ANM, the
CS as CS-OMP.

From Table 1, we can see that our proposed method has a significant advan-
tage in the computational efficiency of multi-carrier systems for large-scale
antenna arrays. The computational complexity of our proposed method is much
lower than the ANM and CS methods. In addition, our proposed method achieves
a higher estimation accuracy than the CS method.

5 Estimation Accuracy Analysis

In this section, numerical simulation is conducted to evaluate the performance
of our proposed decomposable 3D ANM method. We compare the performance
of our proposed method with the ANM and CS methods. The ANM algorithms
are implemented by using MATLAB CVX toolbox [28]. The mean square error
(MSE) of all methods is calculated as a performance criterion. All the results
are obtained by averaging over 200 Monte Carlo trials. If not specifically stated,
the default simulation settings are listed in Table 2.

We first compare the estimation accuracy of the channel parameters (AoDs,
AoAs, and time delays). From Fig. 2, we can see that our proposed method yields
accurate estimation of angle parameters. The MSE performance of our proposed
D-ANM method is quite close to that of the ANM. The CS method performs
much worse due to its discretizing the continuous angle parameters into gird
regardless of the SNR range. Then, Fig.2(b) demonstrates that the proposed
method performance is slightly inferior to the ANM, and greatly superior to
the CS method. The reason is that time delay is recovered from the estimated
channel and the estimation accuracy of delay is limited by the channel accuracy.

Next, we compare the MSE performance of channel estimation achieved by
the different channel estimation methods versus SNR. As can be seen from



12 Q. An et al.

Table 2. The simulation settings

Parameter | Value
Nus 32
Ngs 64
L 4
ar Random, Gaussian generated
sin(6;) Random, uniformly generated
sin(¢;) Random, uniformly generated
T (0,100) nanosecond, uniformly generated
fs 0.32 GHz
fe 28 GHz
K 128
K 32
Lep 32
Ns
T
AoAs/AoDs Time Delay
107 107

0 5 10 15 20 25 30 0 5 10 15 20 25 30

SNR (dB) SNR (dB)
(a) (b)

Fig. 2. MSEs associated with different parameters versus SNR.

Fig. 3, the MSEs of all methods decrease as the SNR increases. Our proposed
method is comparable to ANM, and their performance is higher than CS. ANM
is the development of the gridless CS method, and it recover channel parameters
with high accuracy, thus the channel estimation performance of ANM is better
than CS.
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0 5 10 15 20 25 30
SNR (dB)

Fig. 3. Comparison of MSE performance versus SNR.

6 Conclusion

We propose a decomposable 3D ANM estimation method for downlink chan-
nel of mmWave massive MIMO-OFDM system. By utilizing the sparse multi-
dimensional structure of mmWave massive MIMO-OFDM channels, the channel
estimation can be formulated as a 3D line spectrum estimation problem. The 3D
estimation can be effectively solved based on the decomposable ANM method,
and parameters can be extracted from the channel Toeplitz structure. We com-
pare our proposed method with the CS and vectorized 3D ANM methods. The
simulation results show that our proposed method has a higher performance
than the CS method in terms of both estimation accuracy and computational
complexity. The complexity of our proposed method is excellently reduced than
traditional vectorized 3D ANM. For future work, it would be interesting to
design hybrid analog-digital precoding algorithm based on the known CSI to
obtain precoding gains.
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Abstract. In many IoT applications, sensor nodes are distributed over
a region of interests and collect data at a specified time interval. With
the development of hardware, the monitoring tasks become diversity.
The specified acquisition strategy can not adaptively adjust the sam-
pling interval. Due to the measurement error and the uncertainty of the
environment, equi-frequency sampling technique may result in misun-
derstandings to the physical world. Based on Taylor expansion and time
series analysis, this paper presents a sensed data model. The model can
be considered as a unified approach, where linear regression or spline
interpolation is a special case of our model. A mathematical method for
parameter estimation is proposed, which can minimize the measurement
error. And we prove the estimation is unbias. An adaptive data acquisi-
tion algorithm is proposed. Performance evaluation on the real data set
verifies that the proposed algorithms have high performance in terms of
accuracy and effectiveness.

Keywords: Data model -+ Adaptive acquisition - Internet of Things

1 Introduction

The last decade has seen Internet of Things emerging as a new network of
computing, where thousands of inexpensive and computational devices can be
deployed to monitor the physical components [1,2]. In many IoT applications,
sensor nodes are distributed over a region of interests and collect data at a speci-
fied time interval [3]. Stationary cycle of data collection is well known and widely
recognized in the internet of things. In many applications, sensor node samples
data based on equi-frequency sampling (EFS) technique. To reduce the commu-
nication cost, most works focus on the approximate data processing, including
data collection [4,5], data aggregation processing [6, 7], private mechanism [8,9],
and curve query processing [10].
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Data acquisition is a fundamental problem in many IoT applications. As
pioneering work [11], Madden et al. provided a statistics prediction model based
on multivariate Gaussian distribution. The main challenge of model based data
collection approaches are to construct and maintain the availability of the model,
so that the accuracy of the estimated data can be guaranteed. However, the
model may overlook the complicated spatial-temporal correlations among the
sensory data. With the development of hardware, the monitoring tasks become
diversity. The specified model can not adaptively adjust the data acquisition
strategy. Query driven data collection algorithms are well-designed for a given
category of query processing.

There exists few research works focusing on the adaptive sampling in Internet
of Things. Since the dataset discretely sampled from the physical world may miss
some critical points, and it will result in failures in querying convexity or the
interval of critical points. [4] proposed e-Kernel Dataset, which can represent the
information of large dataset with small size. In [12], the author proposed an adap-
tive data acquisition approach, in order to reconstruct the physical world with
precision guarantee. According to numerical analysis techniques and Lagrange
interpolation, [13] provided a data acquisition algorithm to retrieve the critical
points approximately. By Kalman Filter, the authors [14] proposed a strategy
to predict the sensory data. The sampling frequency will modify, if the estima-
tion exceeds a given range. However, the proposed adaptive sampling methods
depend on some priori knowledge and they overlook the sensing error incurred
by the hardware and the environment.

The above facts motivate us to investigate a comprehensive model for data
acquisition. We provide a sensed data model based on Taylor expansion and the
time series analysis. The proposed model can be considered as a unified approach,
where linear regression or spline interpolation is a special case of our model. The
spatial-temporal correlation among sensory data of local area is represented as a
Gaussian process. By maximizing the log-likelihood function, we can obtain the
parameter estimation. To capture the curvity, a model based data acquisition
algorithm is provided and the theoretical analysis is given. The contributions of
this paper are summarized as follows.

— Sensed data model is given, which integrates the measurement error and
spatial-temporal correlation among sensory data of local area. Maximum log-
likelihood estimation is applied to achieve the estimations of parameters in
the data model.

— We combine likelihood estimation and kernel function. A mathematical
method for parameter estimation is proposed, which can minimize the mea-
surement error.

— Based on the model, we propose an adaptive sampling algorithm, which aims
at decreasing the data transmission and forward extremum points and inflec-
tion points. And we prove the estimation is unbias.

— The extensive simulations on the real data set are conducted. The experimen-
tal results show that the proposed algorithm have high performance in terms
of accuracy and effectiveness.
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The rest of this paper is structured as following. Section 2 introduces Sensed
Data Model. Section 3 presents the mathematical foundations of adaptive data
acquisition algorithm. Section4 provides curvity aware data acquisition algo-
rithm and the theoretical performance is analyzed. Experimental results are
illustrated in Sect. 5, and Sect. 6 concludes this paper.

2 Sensed Data Model

In this section, we provide a sensed data model based on the time series analysis.
By maximizing the joint log-likelihood function, we can obtain the parameter
estimation. The proposed model can be considered as a comprehensive approach
and a unified model, where linear regression or spline interpolation is a special
case of our model.

The data model is similar to that in [15], it integrates global property of
sensed data and individual deviation from the mean of sensed data of adjacent
area. We will introduce the parameters of the model briefly.

It is assumed that the monitoring area is deployed by m sensor nodes, and
the ids of the nodes are 1,2, ...,m. During a period of time, the sampled data by
the node 7 are d;1, d;2, ..., din, where d;; represents the sensed data of node ¢ at
time ¢;;. Then sensed data can be described as [16,17]

d(tij) = altij) +vi(ti;) + €i(tij) (1)

where, ¢ = 1,2,...,m;j = 1,2,...,n;. a(t;;) indicates the mean sensed value of
node i at time ¢;; and v;(t;;) is the individual deviation from a(t;;). ;(t;;) is
the measurement error of node ¢ at time ¢;;, which is incurred by noise.

In the real application of senor networks, there exists spatial-temporal cor-
relation among sensed data in the local area. v;(t) can be represented as a
Gaussian process with mean p; and covariance Cov;(t). €;(t) can be seen as
an uncorrelated Gaussian process with mean 0 and variance function o2(t). Let
d= %]ild” denote the average of the data in the local area during a given

i=1 1V

>

. 7 nl di' .
time, and d; = =/=—= denotes the average of the data sampled by node i. Let

C; = JZ — d, which is considered as a constant. Then we can have that

si(tiz) = di(ti;) — Ci
= a(tiy) + (vi(tij) — Ci) +&i(tij) (2)
= Oé(tij) + @i(tij) + é‘i(tij),j =1,...,nt=1,....,m.

where j =1,...,n;i = 1,...,m. p;(t) and ¢;(t) are independent, where ¢;(t) is a
Gaussian process with mean 0. In this paper, the proposed sensed data model
is as follows,

si(tij) = altiy) + @i(tiy) + eiltiy). (3)



Model Based Adaptive Data Acquisition for IoT 19

According to Taylor Expansion about t;;, a(t;;) and ¢;(t;;) can be approxi-
mated by k-th order polynomials within a neighborhood of ¢.

a®) (1)

altiy) = a(t) + o (t)(ty; — )+ + — (b = t)*
/ Spi(k) (t) E - (4)
@i(tij)%goi(t)‘FSOi (t)(tij—t)—F"'—F Ll (tij—t) ,221,...,m
Denote Xij = (Ltij - ta EEE) (tu - t)k)T7rY = (Of(t),()/(t), ceey a“:!(t) )Tawi =
(pi(t), @i’ (t), ..., %)T, we have the following,
altiy) ~ X, eilty) ~ X,
then the proposed sensed data model as follows,
Let S; = (si(tir),si(tia), . siltin)' . Xi = (Xi, X2y ooy Xin,)T &0 =
(ei(tir), €i(tia), .., €i(tin,))T, we can obtain the following equation.

where v; follows the distribution of N(0, D;) and D; = E(¢;3}). Thus we can
get to know.

S1 Xi(y+ 1) €1
S X (v + ¥m) Em
Let S= (S{,...,S},;)T,E = (5?,...,5%)T, Y = diag(X1,..., X;n). And similar

notations are denoted as X and 1. We can have the following,
S=Xvy+Yyp+¢ (8)

Since 1; follows distribution of N(0, D;), then v follows normal distribution
N(0,D), in which D = diag (D, ..., Dy, ). € follows normal distribution N(0,R),
where R = diag (U%In17 - U?nfnm) and I,,, is an identity matrix of n; dimensions.

Based on the above discussion, we get the joint distribution of ¢ and e, the

L . .. D
expectation is 0 and variance matrix is ( 0 S{)
2 2
Tm I

We denote D = D(71) and R = 02X, where Y = diag (%Im,..., Ty nm> =
>~(n). The vectors T and n are parameters of variance matrix associated with
D and R respectively. Thus the variance parameter is k(7,02,m). ¥ and € are
independent, and thus the variance matrix of Y4y + ¢ is YDY” + R. Denote
H =YDY” +R, then S = X~v+Y1+e follows multivariate normal distribution
N(X~,H).

The estimations of 4 and 1) can be achieved by maximizing the joint likeli-
hood of (S, ). Actually, the likelihood is not joint, since it is difficult to obtain
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the vector ¢ from the sensed data. Therefore, the joint probability density of S
and 1 can be computed as the product of the conditional density of S.

f(S, 57, k) = f(Shp;v,m) = f(; T) 9)

Since S|¢ follows normal distribution N (X~ + Y1, R) and 1 follows distri-
bution N(0,D). The log-likelihood of S given 1 excepting constant terms as
that

Iy, m:S[) = =5 (log |RI + (S =Xy = Y¥)"R™ (S — Xy - Yy)) . (10)

1
2
The log-likelihood of ¥ excepting constant terms as follows,

U(rs9) =~ (g D] + 47D 4. (1)

Thus the joint log-likelihood, excepting constant terms is given as

1y, S[ap) + Ui p) = = (log |R] + (S = Xy = Yu) "R(S = Xy — Yup))

1
2
(log |D| + ¢ D)

|~

(12)

3 Mathematical Foundation for Parameter Estimation

Property 1. If ¢, x and f(x) are np * 1 vectors, P and Q are n * n matrices.
Denote P; = %, the following equations are hold.

oxTPx op~! -1p p-—
S = 2Px (a), o = P BP )
af(x)"Pf(x) :28f<x>TPf(X) @ 2Pl poipy ) (13)
0x ox Oz
d(c — Px)" Q(c - Px)

= 2PTQ(c —Px) (e)

ox

Lemma 1. The derivatives of joint log-likelihood with respect to v and ¥ are
as follows,

8l(7>g’;sv 'l»b) _ XTR—I(S — Xy — Y’lﬂ)
(14)
ol(v, K; 8,9 - -
Uy, 8, %) 99 ) _yTr 'S—Xy-Yy¢)-D 'y
Proof. Due to the limited space, the details of the proof will omit. Based on
Ty —1
formula (12) and (13-¢), we have 28=X7=Yv) R_(S_Xy-¥¥) _ _oxTR-1(S—

Oy
X~ — Y1) According to (13-a), we get that %&S’w) = YRS - Xy —
Yy) - D'y
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Lemma 2. The estimations for v and v can be obtained by mazrimizing the
log-likelihood, and they are equivalent to the solutions of the following equations,

XTR1X XTRYY 4\  (XTR7!S (15)
Y'R'X Y'R'Y+D!')\¢) \Y'R!S
Proof. For given R and D, maximizing the log-likelihood are equivalent to solv-
ing the following the equations.

Dl i) (16)

Ol(v,K:8,%) =0
=0

o

XTRL(S — Xy — Ytp) = 0
TV1Y'R S - Xy -Yy) D lyp=0

We know that maximizing the log-likelihood are equivalent to solving Eq. (15).

(17)

In the following, we will provide a mathematical methods to compute ~y
and 9.

Property 2. If M is a m * m matrix, P is a m * n matrix, Q is a n * m matrix
and D is a n *n matrix, then we have the following,

M+PDQ) '=M"" -M'P(D! 4—QM*1P)_1QM*1 (18)
Lemma 3. The matrices in Eq. (15) satisfy the following,

RIY(Y'R'Y+D ) 'Y = (R+YDY’) 'YDY”

- - (19)
R'Y(YTR™'Y + DY) t_ (R +YDYT) VD
Proof. According to Property 2, we can get that
(R+YDY") =R -RIY(D '+ Y'RY) YR (20)

SRIYD ' +Y'RY) YR =R ' - (R+YDY") "

Both sides of the above equation are left multiplied by R, and rearrange the
terms,

YD '+ Y'R'Y) YR = YDY'(R+YDY?) . (21)

Since R and D are symmetric matrices, R” = R, and D” = D. We know that
(R"HT =R and (D17 = D~!. We transpose the both sides of Eq. (21),

(YO + YTR*IY)_lYTR*)T —R'YD '+ Y'RY) YT (22)
(YDY"(R+YDY") ) "~ (R +YDY?) 'YDY” (23)

Since YT is full rank, we know that

R'Y(D '+ Y'R'Y) = (R+YDY") 'YD. (24)
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Theorem 1. The solutions of the following linear equations (15) are as follows,

(25)

y = (XTH'X) 'XTH'S
% =DYTH (S — X¥)

where H=R + YDYT.

Proof. For simplicity, let M;; denote the block matrix, and the Eq. (15) can be
rewritten as

{ M4 + M9 = XTR™'S (26)

M4 + M22’(Z' =YTR18

Based on the second linear equation, we can derive that 1/3 =
M, (YTR™'S — M39). Submit this into the first equation,

4 = (My; — MM M)~ (XTR™IS — MM, YPR'S)

According to Lemma3, we have R7'Y(YTR7'Y + D’l)_lYT =
(R + YDYT)_lYDYT. Similarly, we can obtain that Mi; — M12M§21M21 =
X7(R+YDY")'X, and XTR7!S - M;pM;YTRS
X7 (R_1 -R'Y(YTR'Y + D_l)_lYTR_l) S. Based on Property?2, we
have (R+YDY?) ' =R - RIY(Y'R'Y + D) 'Y'R L.

Denote H=R + YDY7, we can derive that 4 = (XTHle)ﬂXTH*S.

Since ¥ = My (Y'RIS—My4) = (Y'R'Y+D 1) 'YTR!
(S—X4%), according to Property2, (Y'R7'Y + D_l)_lYTR—1 =
DY”(R+YDY”) ™", and we have ¢ = DYTH"!(S — X4).

Based on Theorem1, 4 and 'Lﬁ are the estimations by maximizing log-

likelihood function (v, k; S, 1). Maximizing log-likelihood function (v, k; S, 1)
is equivalent to minimizing the follows,

m

D {8 = Xi(y +9:) By (Si = Xi(y + 44)) + o] DI i + log |D;| + log | Ry }.

i=1

In order to exploit local neighborhood information, we combine likelihood esti-
mation and kernel function. And thus we aim at minimizing the function as
that

> {8 = Xaly + ) KPRV (S5 = Xy +0) + ¥ DTy + log | Di| + log | Rul },
i=1
where Kih = di(lg(Kh(tﬂ—t),...,Kh(tini—t)) with Kh(tij — t) =

K ((tij — t)h=') h™', and h is called bandwidth. With kernel-function, the esti-
mations of v and 1 are equivalent to the solutions of following equations,

XTR, X  XTR,Y 4\ ([ XTR,;S
YR, XY'R,Y +D' J\¢ ) \Y'R,S
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in which Ry, = diag (K,/*R7'K,/%, . K2R UG/ ). By two-level kernel

weighted function, we can have

m -1 m
¥ = (Z XiT@hXi) (Z Xg@ﬁ%)

i=1 i=1

Ui = (XTB, X, + DY) " XT by (Si — XA)

where V; = K}/*X;D,;XTK}/* + R; and &;, = K}/*V,"'K}/?. The estimation
of a(t) and ;(t) can be obtained,

m -1 m
a0 = el (£ xreaxs) (£ x700s)) o
=1 3

=1
~(7 . _ —1 “
%(-j)(t) =jlel  (XT®in X + D; NUXT D, (S — XA)

e;j+1is a (k+1)-dimension vector, where the (j+1)!"* element is 1 and the others
are 0.

4 Curvity Aware Data Acquisition Algorithm

In this section, we provide Curvity Aware Data Acquisition algorithm, named
CADA for short. Based on the error between real sensed value and data model,
CADD algorithm will adjust the frequency of data acquisition, which aims at
decreasing the data transmission and forward extremum points and inflection
points.

If the relative error between the model and true sensed value is larger than
given 4, then the node will collect sensed data at higher frequency. If the relative
error gets smaller, the collection rate will be decreased. Abnormal phenomenon
or breakdown of sensor node will cause drastic variation of sensed data, which
incurs large error between the real sensed value and the model. Thus more data is
helpful to analysis and model revision. Small error implies that sensed data model
can effectively reflect the physical world. Less data can meet the requirement.
Based on above observation, the sampling interval depends on the relative error.

We consider that the system consists of a base station and m IoT devices,
which are divided into [ disjoint groups. Each device can communicate with the
station through wireless channel. In the initialization, each node will sample the
data at maximum frequency f,.q.., in order to construct a more precise data
model.

In the maintenance, the sampling frequency is determined based on the rela-
tive error between the model and real sensed value. If the relative error is beyond
the given threshold, base station update é(t) and )(t). And then it sends the
new parameters to the IoT devices in the group. Assuming the sampling interval
of node 7 is h;.

1. If @/ (t) x ¢'(t+ h;) < 0, it implies that the extremum point will be in the
next sampling interval with high probability. And then the length of sampling
interval should be decreased.
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@' (t) x @"(t+ h;) < 0, it means that inflection point is more likely to occur
in the next sampling interval. Thus we should decrease the sampling interval.
If ¢'(t) x ¢"(t + hi) > 0, it meas that the first derivative of the sensed data
will increases or decreases monotonously, the sampling interval should be
increased. However, the relative error is larger than given §, the node should
divert to another group.

Algorithm 1. Curvity Aware Data Acquisition Algorithm

Input: finaez,t,6, Node id for i = 1,...,m
Output: New sampling Interval

@

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

Initialization, node 7 will sample the data at maximum frequency fraz-
if @'(t) x A(t+h)<0then

h; = min {h s (fmax) 1}
end if
if @' (t) x ¢"(t + h;) <0 then

= min {h —t, fmax)fl};

end if
if M) > § then

if ¢'(t) x @'(t+ h;) > 0 then

if More than half of member nodes reports relative error larger than § then
for Each node in the group do
h; = mm{h t, (fmax) ™ };
end for
end if
else
The node should be assigned to another group.
end if
else
=h;+t;
end if

4.1 Theoretical Performance Analysis

Theorem 2. By mazximizing the log-likelihood l(7, k; S, v), the estimation of 1
s unbiased.

Proof. The joint distribution of ¥ and S is that

(5) (=) ("))

The conditional distribution of ¥ given S can be obtained,

p|S~N (DY'H (S - Xv),D-DY'H 'YD).



Model Based Adaptive Data Acquisition for IoT 25

According to Property 2, (D_1 + YTR_lY) ' —D-DYTH!'YD. Therefore,

P[S ~ N (DYTHﬂ(s — X~), (D71 + YTRle)’l). The estimation of ¥ is
unbiased.

Theorem 3. For given D and R, the error between the real sensed value and
the sensed data model is RH™(S — X¥).

Proof. Since C; can be seen as constant and the estimation for 1 is unbiased.
The error is defined as € =S — X4 — Y. We can derive the follows,

¢=S-X5-YDYTH 'S+ YDYTH X%
=(I-YDY'H ')S— (I-YDY'H ') X%
~RH ' (S - X(X"H'X) 'X"H"'S)
=RH ' (S -X%)

Theorem 3 implies that the error between the proposed model and real sensed
value depends on the variance matrices, which is a multiplier for the difference
of local average and the individual sensed data. Larger variance shows drastic
variation of physical world, more frequently sampling is necessary.

5 Performance Evaluation

In this section, we conduct a series of experiments to evaluate the performance
of the proposed algorithm. The simulated network consists of 100 sensor nodes.
It is assumed that the network consists of multiple groups. A group is formed
by the set of sensor nodes in a geographical area, where locality of sensory data
exists among the sensor nodes. In our setting, the sensed data are based on a
real sensor system for temperature and humidity monitoring. The sensed data
consists of environmental data regularly sampled by the sensor nodes, which
were spread around the lab. The temperature is adopted in our simulations.

The first group of experiments are to investigate the accuracy of the proposed
sensed data model. The relative error are calculated based on the real sensory
data and the approximation estimated by the sensed data model. Figure1(a)
and (b) present the relative error for inflection points and extremum points
respectively, when ¢ increases from 0.02 to 0.12. We apply second order Taylor
expansion to approximate the real sensor data. The estimation of parameters
in the model are derived by formula (27). The results show that the proposed
model can achieve high accuracy. The sensed data model integrates mean sensed
value of adjacent neighbor area and the deviation from the average. Since the
proposed CADA algorithm becomes more aggressive for the inflection points and
extremum points, and the relative error of other points are higher than that of
inflection and extremum points. Experimental results verify the efficiency of the
proposed model.

The second group of experiments investigates the recall rate of the proposed
algorithm. The recall rate equals to the fraction of the returned points, where
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the relative error is less than 0. Figure1(d) and (e) present the recall rate for
inflection points and extremum points respectively, when § increases from 0.02 to
0.12. We apply second order Taylor expansion and the estimation of parameters
in the model are derived by formula (27). The figure demonstrates that the recall
rates for inflection and extremum points are improved, when we raise the relative
error. When 0 is larger than 0.1, the recall rates approach to 100%. It implies
that our proposed algorithm can effectively capture the intervals of inflection
and extremum points.
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The third group experiments investigates the impact of Taylor expansion on
the accuracy of the sensed data model. We compare the second order and third
order, when § increases from 0.02 to 0.12. Due to the over-fitting of third order
Taylor expansion, the precision of the data model suffers a larger impact than
that of second order. The proposed model can achieve a higher accuracy. By
increasing the sampling frequency, we can decrease the influence of over-fitting
on the accuracy of the data model.

6 Conclusion

There exists few research works focusing on the adaptive sampling in IoT. Since
the dataset discretely sampled from the physical world may miss some critical
points, and it will lead to a failure in understanding for the physical world.
We provide a sensed data model based on Taylor expansion and the time series
analysis. The spatial-temporal correlation among sensory data of local area is
represented as a Gaussian process. By maximizing the log-likelihood function, we
can obtain the parameter estimation. A model based data acquisition algorithm
is provided and the theoretical analysis is given. Performance evaluation validates
the efficiency of the given algorithms.
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Abstract. The development of micro-energy harvesting technology provides a
new energy solution for wireless sensor nodes (WSNs). Due to the intermittent
power supplied by single environmental energy source, this paper proposes a
hybrid energy harvesting architecture that harvest magnetic field (50-60 Hz)
and solar energy simultaneously, which aims to provide a sustainable power
supply for WSNss. Firstly, the design of free-standing “I-shaped” magnetic field
transducer is introduced, which can harvest 0.17-0.46 mW underneath 700 A
power transmission line. A further design of a rectifier and matching circuit is
conducted and the maximum power point (MPP) of the hybrid energy har-
vesting circuit is about 60% of the open circuit voltage and the conversion
efficiency reaches 61.68%. The experimental results show that the hybrid solar
and “I-shaped” transducer can accomplish “cold start” operation of the power
management unit (PMU) under magnetic flux density of 4.5 uT and light
intensity of 200 1x, which will also provide a promising supply of energy for
WSNEs.

Keywords: Energy harvesting - Power management -
Low frequency electromagnetic field harvesting -
Maximum power point tracking (MPPT) - Wireless sensor network (WSN)

1 Introduction

With the increasing scale of WSN and its the rich and changeable application envi-
ronments, the sustainable power supply for the WSNs turns to be the main challenge.
Due to the drawbacks of using traditional battery power supply, self-powered energy
harvesting nodes become an alternative approach to increase the lifetime of the net-
work. By converting solar, mechanical vibration, magnetic field, etc. into electricity,
WSNs can sustain in a harsh environment without any maintenances.

Researches on self-powered WSN techniques can be categorized into three direc-
tions: (1) Analyze physical properties of environmental energy sources and design of
energy transducers [1, 2], which requires the design and implementation of energy
transducers to efficiently convert different types of environmental sources into

© Springer Nature Switzerland AG 2019
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electricity; (2) the study of the power management control schemes [3, 4] aim at
improving the energy conversion efficiency and reducing additional circuit loss;
(3) Research on the characteristics of information theory, network throughput and
network data processing capability based on specific energy harvesting model [5].

The main challenges in the research area (1) and (2) mainly about low output power
from the transducer due to its limited weight and contact area for energy conversion
[6]. Except for solar cells under sunlight, the power generation level of a single energy
harvesting device stays on the order of milli- or micro-Watt level. According to the
energy harvesting efficiency in reference [7], the operation of self-powered nodes under
sunlight has the highest duty cycle which reaches 45%; The duty cycle for vibration
energy transducer is the second, in which the piezoelectric mode has a duty cycle of 6%
due to its higher power density; The harvested energy from heat and indoor solar
energy cannot supply sufficient power to maintain the operation of a single node.

Therefore, using multiple environmental energy sources is a solution to overcome
the shortcomings. In 2017, Akan [8] proposes the idea of multiple energy harvesting
IoT network. Comparing with a single environmental source, the multiple sources
harvesting system has many advantages based on the analysis of energy model, data
model and optimal strategy design. A hybrid energy harvesting model for WSN also
been proposed by Kim [9] and Yildiz [10], where the power consumptions during the
transmission are quantitatively analyzed relating with the harvesting energy. The
models of combining RF energy with other environmental energy is analyzed in [11,
12]. However, integration capability of multiple energy sources and long-term relia-
bility is still a stumbling block [13]. Another critical factor is conversion efficiency
degradation during multimode operation. Consequently, maximizing the energy utility
and power density from hybrid energy sources will be a priority area of research in the
near term.

Thus, this paper proposes a hybrid low-frequency magnetic field and solar energy
harvesting system. Based on the hybrid energy harvesting structure, a proper design of
the magnetic transducer, rectifier circuit, matching circuit and PMU circuit are given to
maximize the energy utility and meanwhile improve energy conversion efficiency. In
the end, the experiment is conducted and the results prove that the sustainable power
supply of the node from combined energy sources.

2 Hybrid Low Frequency Electromagnetic Field/Solar
Harvesting Structure

In order to sustainable energy for WSN, structure of hybrid low frequency electro-
magnetic field and solar harvesting system is shown in Fig. 1. The structure includes a
low frequency (50/60 Hz) electromagnetic field energy transducer, a solar cell, a rec-
tifier circuit, a matching circuit, a PMU, an energy storage unit, an energy-aware switch
(EAS), and low power WSNs.

The electromagnetic field energy transducer and the solar panel converts magnetic
field and solar energy into electricity. Due to the AC power supply from electromag-
netic field energy transducer, additional rectifier and matching circuits are required to
perform AC-DC conversion and maximum power conversion.
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Energy Storage Unit

Fig. 1. Block diagram of self-powered wireless sensor node system for hybrid low frequency
electromagnetic field and solar energy

The PMU performs the role of a MPPT and DC-DC boost. The energy storage unit
is used to store the energy converted by the PMU. The EAS is used to monitor the
voltage value of the energy storage unit and control the WSNs to save energy costs.

In the whole hybrid harvesting system structure, more works will be carried out to
improve energy conversion efficiency by proper design of energy harvesting transducer
and optimization of the power management circuit. Therefore, in the following two
chapters, the design of the new low-frequency electromagnetic field transducer and the
energy conversion circuit will be introduced in detail.

3 Design of Low Frequency Electromagnetic Field
Transducer

The electromagnetic field in power grid is mainly generated by the current on trans-
mission lines and inside of transformer stations. The magnetic field strength near a
typical substation is 32 A/m [15], which can act as a reliable energy source for WSNs.
The free-standing energy transducer can harvest energy in a certain distance from the
power supply equipment. It has great flexibility, and less interferences on the radio
communication of WSNs. Meanwhile, the harvested energy is enough to supply the
required sustainable energy for WSNs.

3.1 Magnetic Field Model Under Overhead Power Lines

Before the design of electromagnetic transducer, the model of magnetic field generated
by the 700 A overhead power lines is studied. Since the power line transmits in a long
distance which can be assumed to be an infinitely long wire. And the reflection of
magnetic field on a non-ideal ground is relatively small, which can be ignored [17].

According to the quasi-static magnetic field prediction [18], the magnetic flux
density of a point relative to the power line and its two components in the horizontal
and vertical directions as shown in Fig. 2 can be expressed as:

Iy sin(wt
BO _ Ho ()Sll'l(a) ) (1)

2nr
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B ol sin(wt)y
BOX = B() cos O = T (2)

o Mplysin(wn)x
BOy —BO sin 0 _T (3)

where By is the magnetic flux density produced by the conductor at time T, yj, is the
permeability of free space in H/m, Ij is the magnitude of the current passing through the
conductor, o is the angular velocity in rad/s, r is the distance between the conductor
and a interest point, x is the horizontal distance between the conductor and a interest
point, y is the vertical distance between the conductor and an interest point.
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Fig. 2. Magnetic flux density produced by Fig. 3. Magnetic field distribution of power
the power line current transmission line of 700 A dual-loop trans-

mission network

For a balanced three-phase system, the current in each conductor has the same
amplitude while the phase is 120° apart from the other two. The flux density at an
interest point can be calculated from the sum of the magnetic flux densities generated
by the three-phase current:

Bx - BAx + BBx + BCx (4)

By = Byy + Bpy + By (5)

Btotal =1/ BJ% +B§ (6)

where By, represents the magnetic flux density generated by the A-phase conduction
current in the X-axis direction, and By, represents the sum of all the magnetic flux
densities of a certain point. The simulation in Fig. 3 shows that the magnetic flux
density under the dual-loop 700 A power transmission line.
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In Fig. 3, the X-axis represents the horizontal distance from the middle of the
power line tower, the Y-axis represents the magnetic flux density in pT, and H rep-
resents the distance from the ground. It can be seen from that the closer to the power
line, the stronger the flux density will be; and the closer to the central axis of the power
line, the greater the magnetic field strength. For the convenience of calculation, we use
7 uT (maximum magnetic field strength at 2 m from the ground) and 5.5 pT (maxi-
mum magnetic field strength at the ground) as environmental magnetic flux density for
further analysis and discussion.

3.2 Design of Electromagnetic Field Transducer

The maximum power that the coil can achieve depends not only on the surrounding
magnetic field, but also on the effective coil resistance and the optimized load [16].
Figure 4 shows the equivalent circuit of the free-standing energy transducer with
matching load. According to Faraday’s law, the induction coil voltage V,,; can be
expressed as [16]:

Veoil = Nw,ueﬂBexA (7>

where N is the winding turns of the coil, pi,; is the effective magnetic permeability of
the transducer core, B,, is the external magnetic flux density (T), A is the effective
cross-sectional area of the coil (m?), and o is the angular frequency (rad/s).

R-coil Matched Load

I
Leoil Reopper Reore c

Veoil Rioad
sine

Induced Voltage

Fig. 4. Far-field energy transducer equivalent circuit with matching load

The effective coil resistance R.,; consists of two parts: the enameled wire copper
resistance Rcopper and the equivalent core resistance Rc,... The copper resistance is the
resistance of the longer enameled wire used for the coil wound on the magnetic core.

Rcoil = Rcopper + Rcore (8)
Rcopper = pwirelwire (9)

where p,,;,, is the resistivity (€/m) and ;. is the total length (m) of the enameled wire.
When the core is affected by a time-varying magnetic field, some of the energy
transferred to the load is dissipated as heat in the core, and these losses can be con-
sidered as losses due to equivalent core impedance. In order to increase the maximum
power from the harvesting coil to the load, the maximum power transfer theory is
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applied. The coil inductance L.,; is eliminated by in series with a compensation
capacitor C =1/ (szm,y) on the harvesting coil. When the load impedance Rj .4
match the coil impedance R.,;, the electromagnetic field energy transducer harvested
power is calculated:

Veoir | *
Ppv = ( Lzul) /Reoit (10)

The power density of the transducer (harvested power per unit volume) is
calculated:

1v2,
Spower ZZﬁ/Vol (11)

where Vol is the total volume (m?) of the harvesting coil. To maximize the harvested
power of the harvesting coil, the coil voltage V,,; should be increased and the coil
impedance R,,; must be minimized. These two variables are closely related to core
geometry, core material, and enameled wire properties.

The design of the transducer proposed use a ferromagnetic core due to its high
magnetic permeability. The elongated core has a large effective magnetic permeability
and can effectively reduce the demagnetization of the core [19]. The transducer adopts
Manganese-Zinc (Mn-Zn) ferrite PC40 material (magnetic permeability 2800, con-
ductivity < 0.5 S/m) as the core material of the transducer. The transducer adopts the
geometric shape of “I-shaped”, as shown in the Fig. 5. Using the larger end faces at
both ends can introduce more magnetic flux to strengthen the magnetic field strength in
the core. While the thinner intermediate core can effectively reduce the core volume
and demagnetization, and meanwhile increase the winding volume and improve the
transducer harvested power.

(mw)

Rout
EM

(RRXNRGRRRRXNRRIGNRRIRRRIGORX]
Rin _g&

Harvested power P,

L

h 0 1000000 2000000 3000000 4000000
L — The number of winding turns N

Fig. 5. “I-shaped” low frequency magnetic  Fig. 6. Relationship between the number of
field energy transducer winding turns of different diameters and the
harvested power of the transducer (B,, = 7 uT)
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To simplify the model operation in the actual calculation process, the transducer
can be regarded as a solenoid with a length L (the length of the intermediate core) and a
radius r. Since the enameled wire is only wound around the middle core portion of the
transducer, the effective permeability p,4 is constant under the condition that the
geometry is determined. According to the study by Yuan et al. [16], the effective
permeability u, varies with the relative magnetic permeability of the core material and
the geometry of the core. When the core geometry is determined, the effective magnetic
permeability tends to be saturated as the relative magnetic permeability increases.

Since Mn-Zn ferrite is used as the core material, the core loss is negligible when the
winding number N is relatively large, so Rcpi = Reopper- The number of layers of
enameled wire K4y, can be expressed as:

N

_— 12
L/dwire ( )

K, layer —

The total length [,,;,, of the enameled wire can be expressed as:

(13)

2 Ka erdwire
bLyire = 27N <H+)

According to (8), (9), (12) and (13), it can be known that the transducer coil impedance
R0 can be derived as:

Rcoil ~ Rcopper = anprire + TEdeyzvirepwire/L (14)

Using Eqgs. (7), (10) and (14), the harvested power Pgy, of transducer can be expressed
as:

2 2
Py = N7o(r’ optyBex) /(8rpwire + 4pWi"’NdWi’€/L) (15)

When the external magnetic field and the geometric structure are fixed, the harvested
power of the transducer only depends on the winding volume on the magnetic core. In
the case of the external magnetic field B,, =7 uT, the relationship between the number
of core winding turns N and the transducer harvested power Pgy, is as shown in Fig. 6.

According to Fig. 6, as the number of winding turns increases, the harvested power
tends to be saturated. The higher N will produce a larger voltage V,,;, and at the same
time, a larger copper resistance Rcopp.r Will be produced. The thicker enameled wire has
a lower R opper but takes up a lot of space.
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Further the open circuit voltage V,,;, harvested power Pgy, and transducer power
density S,y (enameled wire d = 0.2 mm, p = 0.5441 Q/m) at a magnetic field
strength of 6 uT, 8 uT, 10 uT, 12 uT are simulated based on different winding number
N shown in Figs. 7(a), (b), and (c) respectively.

Harvested power P, (mW)

o 20000 30000 50000 000 100000 o 20000 00 000 100000 o 20000 0000 60000 000 100000
The number of winding tums N “The number of winding tuns N ‘The number of winding tums N

(a) (b) ()

Fig. 7. Under different magnetic fields, relationship (a) between the number of turns of the
transducer and the open circuit voltage (b) between the number of turns of the transducer and the

harvested power (c) between the number of windings of the transducer and the power density
(d = 0.2 mm)

Figure 7(a) shows that when the external magnetic field B,, is constant, the open
circuit voltage V,,; of the transducer is proportional to the number of winding turns
N. Figure 7(b) and (c) show that in the case where the external magnetic field B, is
constant, the harvested power Py and the transducer power density Sy, increase
with the increase of the number of turns N, and gradually become saturated. When the
number of turns N is constant, with the increasing of B,y, Pgy and Sy, also increases.

The low-frequency magnetic field transducer of the “I-shaped” geometry proposed
in this paper is compared with the Bow-tie-shaped transducer [16] and the Solenoid-
shaped transducer [19] using the same external magnetic field B., = 7 uT. For com-
parison of the harvesting conditions, the enameled wire (p = 0.5441 Q/m) winding
with diameter d = 0.2 mm is used, and the parameter settings are shown in Table 1.

Table 1. Comparison of four core structure parameters.

Parameter | Solenoid | Solenoid | Bow-tie | I-shaped

(a) [19] | (b) [19] | (¢) [16] | (d)

Rout/cm |5 2 5 5
Rin/cm 5 2 1 1.2
L/cm 16 16 16 16
h/cm 0 0 24 0.25

Vollem® |1256.6 |201.1 [206.7 |111.7
Hegr 6.48 1833 |130.8 [110
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ferent structure transducers (B, = 7 uT, field strength and open circuit voltage
d = 0.2 mm) and harvested power of the transducer coil

Figure 8 shows that the “I-shaped” transducer has a higher power density than the
Bow-tie transducer and the Solenoid-shaped transducer, and the harvesting capability is
greatly improved. The number of turns N = 3700 and the winding enameled wire
diameter d = 0.2 mm are used as the standard for both of experiment and simulation. In
the phase of the experiment, the Helmholtz coil is used to simulate the uniform
magnetic field environment. The comparison results between the experiment and
simulation results are shown in Fig. 9. The measured results basically follow the same
trend with the simulation results. Due to the magnetic core of the transducer is bonded
by several magnetic cores, the integrity of the transducer is affected. And the eddy
current loss and demagnetization existing inside the core cause the actual harvested
power to be slightly lower than the simulation result.

4 PMU Circuit Design

Since the output of the “I-shaped” transducer is alternating current (AC). The rectifier
and matching circuit are required to be implemented. The design circuit is shown in
Fig. 10, which mainly consists of: solar cell, magnetic field harvesting coil, rectifier
circuit and impedance matching circuit. The rectifier circuit uses full-wave rectification
to perform AC-DC conversion. The diode uses BAT54 due to its low forward bias
characteristic, small reverse current and high breakdown voltage. The low-frequency
magnetic field harvesting coil has a resistance of 158 Q and an inductance value of
672 H. To maximize power, a L-type matching circuit is selected, in which the
capacitance is 14.18 nF and the inductance is 39.26 H. When designing the power
management circuit, the power management IC Bq25504 is selected in this paper. The
Bq25504 has a self-powered DC-DC converter for “cold start” operation and another
for a high efficiency DC-DC converter that provides MPPT for normal operation.
The IC is capable of harvesting inputs from microwatts to milliwatts [14]. Its operation
is mainly divided into two stages: (1) Under the external input of 330 mV, only the
micro watt power is required to start the DC-DC boost converter to realize the “cold
start” of the IC. (2) After the cold start is completed, the minimum external input
requires only 80 mV to enter the normal working phase, and the Bq25504 also
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implements a programmable MPPT sampling network to optimize the transfer of power
into the device.
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Fig. 10. Hybrid solar and low frequency electromagnetic field transducer circuit
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In order to measure the power of the hybrid energy transducer after passing through
the full-wave rectification circuit and the impedance matching circuit, the relationship
between the output power of the hybrid transducer and the ambient energy is simulated
in Fig. 11. The simulation results show that the hybrid solar cell combined with the “I-
shaped” transducer gain a higher DC output power. With an external magnetic flux
density 4.5 uT, “I-shaped” transducer can support the Bq25504 to work normally
under various lighting conditions.

For the hybrid solar and “I-shaped” transducer MPPT design, since the MPP of
solar energy is 75%—-80% of the open circuit voltage [14], and the MPP of the low
frequency electromagnetic field transducer is 50% of the open circuit voltage [16].
Therefore, the MPP after a hybrid structure needs to be redesigned. To obtain the MPP
of the hybrid solar and “I-shaped” transducer, the output power is measured by
changing the ratio of the open circuit voltage under the pre-designed light intensity and
magnetic flux density.
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Fig. 11. Relationship between the output power  Fig. 12. Relationship between different
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netic field transducer and the output current / of power Pout

solar cells
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It can be seen from Fig. 12 that under four different environment conditions, the
MPP of hybrid structure is about 60% of its open circuit voltage. Further measuring the
conversion efficiency of the AC-DC conversion circuit at the MPP. The overall con-
version efficiency of the hybrid solar and low frequency electromagnetic field trans-
ducer through the AC-DC conversion circuit can be expressed as:

n= Pom/(Psolar + PEM) (16)

where P, is total output power of the hybrid energy transducer, that is the power at the
input end of the PMU, P, is the collected power of the solar cell, and Pgy, is the
harvested power of the low-frequency electromagnetic field transducer. The experi-
mental results show that the conversion efficiency of the AC-DC converter circuit can
reach 61.68% with an illumination intensity of 330 Ix and an external magnetic field
strength of 5.5 pT.

5 Experiment Results

During the experiment, the hybrid solar energy and “I-shaped” energy harvesting
system is shown in Fig. 13. The solar panel is a monocrystalline silicon solar power
chip having an outer dimension of 84.5 mm X 55.5 mm. “I-shaped” transducer adopts
Mn-Zn ferrite core with relative magnetic permeability u, = 2800, geometric size
Rout =5 cm, Rin=12cm, L =16 cm, h = 0.25 cm, diameter d = 0.2 mm enameled
wire wound, winding turns N = 3700. The experiment measured the illumination
intensity parameters by the VICTOR 1010 A digital photometer, and the uniform
external magnetic field required for the experiment was generated by the Helmholtz
coil, and the magnetic field strength was measured by the LTZ-1000 EMF Tester. The
back-end energy management and load circuit adopt Bq25504 power management IC.
The system uses dual-storage mode of supercapacitor and lithium battery, and ultra-low
power consumption MSP430 chip and NRF24L.01 wireless transmission module.

Low-frequency
Electromagnetid
Fleld Harvester‘

= EM(7uT)

A === Solar
osky 7 [ Solar+EM(7uT) 1
g Solar(on>off+EM(5.5uT)

0 50 100 150 200 250 300 350 400
Charging time  t (s)

Fig. 13. Hybrid solar and low frequency Fig. 14. Relationships between capacitor

electromagnetic field energy harvesting system voltage and charging time under different
circumstances
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To evaluate the energy harvesting capability and conversion efficiency of hybrid
harvesting system, relationships between capacitor voltage and charging time under
different circumstances is shown in Fig. 14. The pre-designed circumstances including:

(1) Energy harvesting system with single “I-shaped” transducer (B, = 7 uT);

(2) Energy harvesting system using solar cell under indoor lighting conditions
(200 1x);

(3) Energy harvesting system using hybrid solar (200 1x) and “I-shaped” transducer
(7 uT);

(4) Energy harvesting system using hybrid solar (200 Ix) and “I-shaped” transducer
(5.5 uT) to accomplish the “cold start” operation, and then use “I-shaped”
transducer work alone.

In Fig. 14, “Linel” indicates a voltage threshold of 1.55 V required to switch from
“cold start” to normal operation, and “Line2” indicates a voltage threshold of 3.72 V
after charging of the connected storage capacitor. Curve (1) shows that the external
magnetic field of 7 puT is the minimum external magnetic field that reaches the
Bq25504 “cold start” condition when only the low-frequency electromagnetic field
energy transducer participates in the acquisition. It can be seen from the curves (2) and
(3) that the charging time of the hybrid solar energy and electromagnetic field energy
transducer is significantly reduced. Under the charging conditions (2) and (3), the
storage capacitors are charged for 109 s and 71 s, respectively, and the storage
capacitor charging time is shortened by about 35%. Curve (4) shows under the external
magnetic field of 5.5 uT, the electromagnetic field energy transducer cannot perform
the “cold start” operation alone, but with the participation of the solar cell, the hybrid
energy harvesting system can bypass the “cold start”. The solar intermittent power
supply was simulated by covering the solar panels after storage capacitor voltage
reaching 3.5 V. The slope of the charging curve is significantly changed near the
corresponding time stamp, but since the harvested power satisfies the DC-DC con-
version requirement under the 5.5 pT external magnetic field, the final storage
capacitor is charged. Experiments have shown that as long as the “cold start” operation
is completed when the light is strong, the energy harvesting interval of the normal
operation can be completed. And the normal operation of the system can be perma-
nently maintained under the condition that the external magnetic field is as low as
5.5 uT.

6 Conclusion

This paper proposes a hybrid harvesting architecture with an input power converted
from low frequency electromagnetic field and solar energy. An “I-shaped” transducer is
proposed and a proper design of AC-DC conversion and matched circuit is also given.
The MPP is approximately 60% of open-circuit voltage from the experiment and the
conversion efficiency reaches 61.68%. The ‘I-shaped’ transducer is proved to finish
“cold-start” operation and normal operation of PMU under an external magnetic field
density of 7 uT. By using a hybrid architecture, under the circumstances of a lower
magnetic flux density of 4.5 pT and light density of 200 Ix, the “cold-start” operation
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can also be accomplished. In the near future, more work will be carried out in the area
of corresponding analysis on the energy management model, and further optimization
with the design of low power WSNs. It can also be extended to multi-node WSN which
aims to optimize the overall network capability.
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Abstract. Along with the popularity of mobile devices, people share a
growing amount of personal data to a variety of mobile applications for
personalized services. In most cases, users can learn their data usage from
the privacy policy along with the application. However, current privacy
policies are always too long and obscure to provide readability and com-
prehensibility to users. To address this issue, we propose an automated
privacy policy extraction system considering users’ personal privacy con-
cerns under different contexts. The system is implemented on Android
smartphones and evaluated feedbacks from a group of users (n = 96) as
a field study. Experiments are conducted on both our dataset, which is
the first user privacy concern profile dataset to the best of our knowl-
edge, and a public dataset containing 115 privacy policies with 23K data
practices. We achieve 0.94 precision for privacy category classification
and 0.81 accuracy for policy segment extraction, which attests to the
significance of our work as a direction towards meeting the transparency
requirement of the General Data Protection Regulation (GDPR).

Keywords: Privacy policy extraction - GDPR -
Mobile application privacy

1 Introduction

In recent years, we have witnessed a huge growth in emerging mobile tech-
niques such as 5G communication and Internet of Things (IoT). These tech-
niques have empowered the functionalities of mobile devices, and thus service
providers (e.g., device OEMs, mobile apps developers) are able to provide more
ubiquitous, seamless, and personalized applications to users. However, many
of these mobile applications (e.g., user-profile-based recommendation, real-time
location services, financial apps) widely rely on personal or private information,
which brought growing privacy attentions [8,9,16]. The situation can be more
serious when personal data are shared with the third party for the advertising
purpose [14,22]. To secure users’ privacy, one of the critical steps is to let users
be aware of potential privacy risks that can be brought by using a mobile app.
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Until now, privacy policies of mobile apps (e.g., Android apps, web apps) are
still the primary channels through which users are able to know their personal
data usage. They describe the detailed usage of data collected by apps from a
range of aspects, including what and how the data is collected, data security,
data retention, user access and control, whether the data is shared with the third
party and so on. Ideally, it should be totally decided by users to accept or refuse
the policy. In practice, unfortunately, most users just omit to read the privacy
policies, as they are always too long and complex [15]. The problem is more
pressing after the General Data Protection Regulation (GDPR) went into effect
in 2018, as it presents transparency requirement in article 12 that the controller
shall take appropriate measures to provide any information related to processing
the data in a concise, transparent, intelligible and easily accessible form, using
clear and plain language [19].

Several frameworks were proposed to help fill the gap between the current
privacy policy design and the transparency requirement of the GDPR, and most
of them focus on the fine-grained policy segment classification to reorganize the
policy in a more noticeable security-centric presentation [4,20]. However, users
still need to have enough background knowledge about pre-defined terminology
and information structure to search and scrutinize their concerned privacy issue.
These works are also GDPR-agnostic, causing they lack legal warning to both
app providers and users.

In this work, we propose a practical solution that learns users’ privacy con-
cerns and automatically extracts corresponding descriptions in privacy policies
when users use different kinds of mobile apps. To achieve the goals, the first
challenge is to build the user privacy concern profile, since no previous work
has provided related datasets. We collect our privacy concern dataset through
crowdsourcing and interviewing. Then we aggregate the individual privacy pro-
files by hierarchical clustering and design a matching mechanism to assign one of
the profile clusters to a new user. The second challenge is to automatically ana-
lyze privacy policies on a large scale and extract policy segment accurately. To
accomplish this task, we deploy a deep Convolutional Neural Network (CNN)
followed by a random forest as the core of the policy extraction module. We
train the model on OPP-115 dataset [20] containing 115 privacy policies with
23K fine-grained manual annotations, and achieve considerable performance.

Our main contributions are summarized as follows.

— We design and implement a system, which is composed of user privacy profile
generation and privacy policy extraction modules. This system automatically
provide a user with the descriptions in the app’s privacy policy which she
most cares about, as well as related GDPR items in order to help her make
decisions with enough privacy awareness.

— We build the first dataset depicting the user privacy concern profiles. The
dataset is constructed with 252 participants. We further design a matching
profile assignment method, which succeeds to fast provide users with accord-
ing profile identifications in the field study.
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— We demonstrate our deep learning based privacy policy extraction model
achieving 0.88 F1-score on the OPP-115 datatset [20], which outperforms the
state-of-the-art privacy policy analysis system [4].

— We conduct the field study with 96 participants to comprehensively assess
our system in practice, where the system achieves 0.81 accuracy on privacy
policy presentation.

2 Related Work

Privacy Policy Analysis. Prior work has explored the methods on improv-
ing the readability and comprehensibility of privacy policies. Zimmeck et al.
[23] proposed to classify privacy policies by machine learning. Holtz et al. [5]
designed simple and obvious icons to represent the contents of privacy policies.
However, their taxonomy is somewhat coarse and classification accuracy is rela-
tively low. To this end, Wilson et al. [20] created the first public privacy policy
corpus and employed three experts to manually label the policies with fine-
grained annotations. After that, researchers further implemented online tools to
support querying on privacy policies in practice. Oltramari et al. [17] designed
a semantic framework to visualize the structure of privacy policies. Sathyen-
dra et al. [18] proposed an approach towards automatically detecting the pro-
vision of choices in privacy policies by NLP techniques. As we know until now,
Harkous et al. [4] presented the most comprehensive system to enable scalable
and multi-dimensional privacy policy analysis. But they all rely on active query-
ing and searching by users and require users to have related background knowl-
edge. Our work is the first to automatically predict mobile users’ privacy concerns
and then extract the target parts of privacy policy with GDPR consideration.

GDPR Influence. Since the GDPR went into effect in 2018, researchers started
to analyze the influence of the GDPR on the current circumstance of privacy
policies. Linden et al. [11] discovered that, due to the transparency requirement
by the GDPR, privacy policies are shown in a more organized structure and
have greater number of words. Degeling et al. [3] accessed 6357 websites in total
and found a 4.9% increase in the number of websites owning a privacy policy.
Their work reveals the positive influence of the GDPR. Therefore, we propose
to extract related GDPR items to improve the user’s privacy awareness.

3 Framework Overview

Figure 1 shows an overview of our system. It comprises two modules: the privacy
concern profile generation module and the privacy policy extraction module. The
former module is responsible for generating personalized privacy concern profile
when a user first signs in the system. We emphasize user’s privacy concerns,
defined as ten categories of security-centric data usage in privacy policies (listed
in Table 1). For instance, if a user declares that she worries about whether her
personal information is misused by online social apps, First Party Collection is
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Fig. 1. The high-level overview of the system.

then considered as one of her privacy concerns. The latter module utilizes the
strength of deep learning to extract the text segments of the privacy policy and
GDPR items, according to the profile generated before. A demo! is released to
introduce the functionality of our system.

Privacy Concern Profile Generation. This module generates the person-
alized privacy concern profile for an user in the interactive question-answering
form. The user will be asked at most 5 questions about her privacy concerns
while using different kinds of apps. The latter question is dynamically elicited
by the former answer. According to the answers, a learned profile which is clus-
tered from the profile database is assigned to the user. Then the concern profile
is used for the personalized privacy policy extraction.

Privacy Policy Extraction. This module extracts the target segments in the
app’s privacy policy queried by the user. In this module, a deep learning pipeline,
which is comprised of Convolutional Neural Network (CNN) and random forest
model, takes as input the segments of the privacy policy scraped from the server
and the GDPR. Then the model labels each segment with a set of category-
attribute values describing its privacy-related data practice. According to the
user profile generated in the previous module, the GDPR-aware query result is
the combination of the descriptions in the privacy policy which the user most
cares about and the related regulation items in the GDPR. We illustrate the
output of our system using an actual example in Appendix A.

4 Privacy Concern Profile Generation

To build the privacy concern profile dataset, we recruited 252 participants on
the crowdsourcing platform, Amazon Mechanical Turk (MTurk) [7], to complete

! https://youtu.be/-0x-HQRnYwQ.
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the questionnaire? about personal privacy concerns. We cluster the profiles and
design a mechanism to assign one of the profiles to a new user.

4.1 Dataset Collection

Questionnaire Design. In order to know a user’s personal privacy concerns
under different contexts, we ask the participants to list which aspects of privacy
they most care about in order while using different kinds of mobile apps. We
use app categories from the Google Play and privacy taxonomy from the public
dataset OPP-115 [20]. Table 1 describes the adopted privacy categories.

Table 1. The privacy category and description in OPP-115.

Privacy category Description

First Party Collection | How the app collects user data

Third Party Sharing | How the user data is shared with third parties

User Choice/Control | Choices and control options the app grants to users

User Access and Edit | How users can access or edit their data

Data Retention How long the app stores the user data

Data Security How the app protects the user data

Policy Change How the app informs users about privacy policy changes
Do Not Track How DNT signals for online tracking is honored

Specific Audiences Particular policies to some specific groups of users
Other Introductory information

Participant Recruitment. We also collect users’ demographic features and
TUIPC score [13] to make the bias of the dataset as low as possible.

We recruited 252 MTurk workers with Master qualification and approval rate
more than 85%. We paid each participant $2 for the work. On average, the survey
lasts about 25 min, which means the participants answered the questions with
enough consideration as our expectation. These participants come from different
areas (North America 70.2%, Asia 16.7%, South America 10.3%, Europe 2.4%,
and Africa 0.4%), have different genders (62.7% male and 37.3% female), own
different education degrees (Bachelor’s degree 61.1%, graduate degree 13.1%,
associate degree or lower 25.8%), and are at different ages (23-30 years old
45.6%, 30-40 years old 31.0%, beyond 40 years old 21.0%, under 22 years old).

IUIPC is a 10-item scale measure of the user’s privacy awareness. In each
item, the awareness is scaled from 1 to 7. Its effectiveness is demonstrated by
some statistic criteria and it is widely used in previous works on privacy research
[1,12]. According to [13], people who have stronger privacy awareness should

2 https:/ /www.wjx.top/jq/33235531.aspx.
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have higher scores in IUTPC. These recruited participants have an average score
of 5.79 and 67.2% of the participants get a score >6 (the maximum score is 7),
which shows these participants have strong privacy awareness and thus probably
care about the privacy policies.

4.2 Profile Generation

From the dataset, the detailed user privacy profile is constructed in the matrix
form, where each row corresponds to a category of apps and the columns rep-
resent different privacy category listed in Table 1. If a participant reports that
she most cares about privacy j while using apps of category 4, the corresponding
value at index (4,j) in the matrix is set to 1. Otherwise, the value is set to 0.

Profile Clustering. We apply the technique of hierarchical clustering on the
profile matrices. The reason for choosing the hierarchical clustering is that it is
non-parametric and able to provide visualized explanations.
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Fig. 2. The average error changes in clustering process.

Figure 2 shows the average error curve while clustering using the bottom-up
strategy. The error is calculated by averaging the difference between each profile
matrix P and its corresponding cluster C' per position, i.e.,

cluster_error = Z |P(i,j) — C(i,7)] (1)
v(i,5)

From Fig.2, we discover that the average error rapidly increases when the
remained seven clusters are clustered into six (0.170 to 0.185), which means
the information loss is too high to merge the two clusters. Therefore, we choose
these seven clusters as typical privacy concern profiles, as it meets both lower
information loss and higher profile representativeness.

Profile Assignment. The consequence of the profile clustering is displayed in
Fig. 3. Totally, we obtain seven profiles revealing the diversity of privacy con-
cerns. The majority of participants are clustered into Profile 1 and Profile 2,
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correspondingly occupies 42.9% and 41.3% of the whole. Profile 1 represents
participants who most care about data security for most apps. Profile 2 contains
the ones who show solicitude for the data collected by the first and the third
parties. Profile 6 emphasizes the rights of user control. Profile 7 focuses on data
retention and data security for apps related to financial and location informa-
tion. Profile 3, 4, 5 seem not to mind their privacy, except for some special cases.
Profile 5 is like the privacy careless counterpart of Profile 1.
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Fig. 3. The clustering results of the privacy profiles.

To assign one of these profiles to a new user, we craft a dynamic interactive
question-answering mechanism, where the user is asked at most 5 yes/no ques-
tions capturing the discriminative features of profiles, to be eventually assigned
to a certain profile. Depending on the user’s privacy preferences, the former
answer decides the latter question, so different users may answer different set of
questions to better personalize their profiles.

5 Privacy Policy Extraction

To extract the concerned information, we deploy a deep learning model as the
classifier to label the text segments of the privacy policy. According to the user
profile generated as described in Sect. 4, the expected segments are returned to
the user, together with related GDPR items to reinforce the privacy awareness.

5.1 Dataset Description

We leverage the public dataset OPP-115 [20] to train our deep learning classi-
fier. The dataset contains 115 privacy policies with 23K fine-grained annotations
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manually labeled by three experts. The annotation scheme is at two levels. Level
1 annotates each paragraph-sized segment with one or more of ten privacy cate-
gories in Table 1. Level 2 is a group of <attribute-value> pairs concretely illus-
trating the privacy data practice. For instance, if a segment is annotated as First
Party Collection in level 1, it must contain 3 mandatory attribute annotations:
Collection Action, Information Type and Purpose in level 2. Each attribute has
a value coming from its own defined value set. For example, the value set of
Purpose attribute is: basic services, advertising, research, etc. In total, there are
18 distinct mandatory attributes across all categories, and the size of value sets
of each attribute is between 4 and 16.

5.2 Classifier Model

The classifiers classify privacy categories and predict values of attributes for pol-
icy text segments. The privacy categories are used to match the privacy concern
profiles of users so that we can render the policy segments they most care about.

Model Hierarchy. Due to the two-level hierarchical nature of the data label,
we train the classifiers at both levels inspired by the previous work [20]. At the
first level, there is one unique classifier predicting the probability of the privacy
category p(c;i|s),c; € C, where s is the input segment and C' is the set of all
categories in Table1. At the second level, there are 18 classifiers correspond-
ing to 18 attributes. Each classifier predicts the value describing the attribute
p(vjls),v; € V(a), where V(a) is the set of possible values for a single attribute a.
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Fig. 4. The CNN structure contains five kinds of filter sizes (from 2 to 6). Each filter
size contains a convolutional layer followed by a max-pooling layer. Two fully-connected
layers are added after the max-pooling layers. The active function is sigmoid for the
output layer and Relu for convolutional layers and fully-connected layers. A dropout
layer is applied to avoid over-fitting.

Classifier Construction. Our classifier contains a CNN followed by a random
forest. Figure4 illustrates the structure of the CNN. Previous work has demon-
strated that CNN is appropriate for tasks of text classification [6,10,21]. The
output of the CNN, the probability distribution of categories or attribute values,
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is then fed to a random forest. We constrain the depth of trees no more than 4
to avoid over-fitting.

The model is implemented in Python. A segment is tokenized and embed to
a list of word vectors using the fastText library [2]. The CNN is constructed by
the Keras® API and the random forest is built using the sklearn* toolkit.

Model Performance. We randomly select 85 privacy policies in the dataset
for training and the remaining 30 policies for testing. The hyper-parameters are
obtained by grid-search and 5-fold cross-validation. The CNN converges after
300 epochs.

From Table 2, we can see that on average, our model achieves 0.94 precision,
0.83 recall, and 0.88 F1-score, which are higher than Polisis, the state-of-the-art
privacy policy analysis system [4]. We also compare our model with approaches of
SVM and hidden Markov model (HMM) adopted in OPP-115 as baselines. The
results show our model outperforms them with 0.15 to 0.20 degree of metrics.

Table 2. Test results of the category classifier. Hypermeters: word-vector dimension:
300, number of filters for each convolutional layer: 100, intermediate fully-connected
layer size: 100, 20, dropout rate: 0.5. batch size: 32.

Privacy category Precision | Recall | F1-score
First Party Collection | 0.94 0.88 1091
Third Party Sharing |0.92 0.85 |0.89
User Choice/Control |0.97 0.71 0.82
User Access and Edit | 0.99 0.80 10.89
Data Retention 0.99 0.61 |0.76
Data Security 0.94 0.74 ]0.83
Policy Change 0.88 0.68 |0.77
Do Not Track 0.99 0.80 ]0.89
Specific Audiences 0.99 0.87 10.93
Other 0.92 0.86 |0.89
Average 0.94 0.83 |0.88
Polisis [4] 0.87 0.83 |0.84
SVM 0.66 0.66 |0.66
HMM 0.60 0.59 0.60

6 Field Study
We conduct the field study to validate the effectiveness of our system in practice.
In this study, we implement our app on Android platform, and deploy the server

3 https://keras.io.
* https://scikit-learn.org/.
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for privacy policy scraping and text segment extraction. The participants (n =
96) are recruited from MTurk. They are asked to assess if our prediction hits
the center of their privacy concerns.

Study Procedure. The main goal of this field study is to demonstrate the accu-
racy of our methods and the feasibility of the system. As described in Sect. 4.2,
A participant must pass the dynamic question-answering process to be assigned
to one of the seven learned privacy profiles. The questions have two forms: (1)
privacy category only, for example, “Do you most care about the Data Security
contents?” (2) <app category, privacy category> pair, for example, “Do you
most care about the First Party Collection contents when you use social apps?”.
After the assignment, the app connects to the server and transmits the profile
index. For each app category, we randomly choose one app from top-50 hots on
the Google Play. Its privacy policy is automatically downloaded and divided into
segments on the server. At the time, the two-level classification model launches
to label all the segments and then extract the concerned ones according to the
profile. Subsequently, the raw segments are transmitted to the app, together
with related GDPR items. The participants are responsible for judging if the
prediction hits their privacy concerns. Finally, the feedback is reported to the
server. At the end of the study, the participants are requested to complete the
same survey as raised in Sect. 4.1. Each participant is paid $3 after the task.

Study Results. In total, we collect 1910 segment reviews across all the app cat-
egories. Figure 5 shows the concrete feedback aggregated by the privacy category.
Overall, there are 1548 correctly predicted segments, which means the accuracy
is around 0.81. Meanwhile, our system performs extremely well (0.85 accuracy)
on the most focused three privacy category (occupying 87% segments).
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Fig. 5. The concrete feedback results aggregated by the privacy category.

7 Conclusion

In this paper, we create the first system to automatically predict and extract
app’s privacy policies with personalized privacy concerns. The system is com-



Automated and Personalized Privacy Policy Extraction 53

posed of two modules: users’ privacy concern profile generation and privacy pol-
icy extraction. To generate the profile depicting users’ privacy concerns under
different contexts, we construct the first dataset and design a matching mecha-
nism to fast assign a learned profile to a user. Then, we deploy a deep learning
based NLP model to recognize and elicit the target descriptions in app’s privacy
policy and related items in the GDPR. The real-world field study demonstrates
the effectiveness of our system, where we accurately provide the users with the
contents under concerns at 0.81 accuracy.

Acknowledgments. This work was supported in part by National Science Founda-
tion of China under Grant 71671114 and Grant 61672350, and in part by the China
Scholarship Council (201806230109).

A An Example of the System Output

If a user queries the privacy policy of the WeChat app, and her privacy concern
profile shows solicitude for whether her personal data is secure. Then the system
will return a text segment in the WeChat privacy policy:

We use a variety of security technologies and procedures for the purpose of
preventing loss, misuse, unauthorised access, or disclosure of Information — for
example... But no data security measures can guarantee 100% security at all
times. We do not warrant or guarantee the security of WeChat or any informa-
tion you provide to us through WeChat.

And the related regulation items in GDPR is also presented to the user:

...the controller and the processor shall itmplement appropriate technical and
organisational measures to ensure a level of security appropriate to the risk,
including inter alia as appropriate:...
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Abstract. The dissemination of the basic safety messages (BSMs) is
critical to ensure the safety performance of the vehicular networks. The
wireless access in vehicular environment (WAVE) protocol restricts the
BSM dissemination on the common control channel (CCH) which leads
to a low dissemination efficiency. In this paper, we propose to allow the
BSM dissemination on both the CCH and the service channels (SCHs).
A cooperative BSM dissemination scheme, called as TLMV, is proposed
for cooperator selection. The vehicle with short access delay to the SCH,
short transmission delay on the SCH, and large number of neighbors
working on the SCH is selected as the cooperator to disseminate the
BSM on the SCH. Taking into account the fact that a vehicle may have
great dissemination efficiency on multiple SCHs, TLMV-M which allows
a vehicle to help disseminating the BSM on multiple SCHs is proposed to
further improve the dissemination efficiency. Simulation results indicate
that our TLMV and TLMV-M significantly reduce the time cost for
BSM dissemination and increase the number of vehicles received the
BSM compared with the existing workload-balanced shortest processing
time first (WSPT) scheme.

Keywords: BSM dissemination + DSRC - WAVE - Vehicular network

1 Introduction

According to the annual reports issued by the National Bureau of Statistics of
China, 2.7 million people were injured and more than 70 thousand lives were
lost from 2.5 millions of traffic accidents in China from 2007 to 2017. Traffic
accidents have become a sever threaten to human lives and improving the safety
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performance of the traffic system becomes an urgent task to be solved. Dedi-
cated Short-Range Communications/Wireless Access in Vehicular Environment
(DSRC/WAVE) based vehicular network has been considered as a promising
solution [7]. Two kinds of basic safety messages (BSMs), that are the rou-
tine status BSMs (RBSMs) and the event-driven emergency BSMs (EBSMs),
are disseminated on the 5.9 GHz frequency band reserved for DSRC. Vehicles
make driving decisions, such as decelerate, stop, change lanes, and change driv-
ing paths, according to the safety messages to reduce the risk of casualties on
the roads. The DSRC frequency band is divided into 1 common control chan-
nel (CCH) and 6 service channels (SCHs). WAVE protocol stack, consisting of
the IEEE 1609 family, IEEE 802.11p, and the Society of Automotive Engineers
(SAE) J2735, regulates the message transmission on these channels. According
to WAVE, BSMs and WAVE service advertisements (WSAs) are transmitted
on the CCH while other messages are transmitted on the SCHs. Regarding the
accessing to the CCH and the SCHs, IEEE 1609.4 [3] proposed the channel
coordination model as shown in Fig. 1. It can be seen that time is divided into
recurring sync intervals of 100 ms within which there is time slot 0 of 50 ms and
a time slot 1 of 50 ms. All vehicles will be tuned to the CCH during time slot
0 to broadcast/receive BSMs and/or WSAs. Once received an interested WSA,
a vehicle decides to move to the SCH where the corresponding service will be
provided in the following time slot 1. A vehicle will stay on the CCH in the
following time slot 1 if there is no interested WSA.

Sync Interval

Time slot 0 Time slot 1

50ms 50ms

\

time

Fig. 1. Channel coordination model

Under the channel coordination model shown in Fig. 1, the EBSMs generated
at time slot 1 can not be efficiently disseminated if the BSMs are only trans-
mitted on the CCH. An example is given in Fig.2. vy, v9, v3, and vy are four
nearby vehicles driving on the road. At time slot 1, v1, ve, and vy are tuned
to SCH 1, 6, and 3 respectively for interested services. While v3 stays on the
CCH since it has no interested service. At time tg, v4 observes a safety related
event. It generates an EBSM for this event, hands off to the CCH, and then
broadcasts the EBSM. v3 will successfully get the EBSM since it is on the CCH.
However, v; and vy will not be able to receive the EBSM since they are still
working on their SCHs. For the best case, v; and vs will get the EBSM at the
beginning of the next time slot 0 when they move back to the CCH and v, are
still broadcasting the EBSM. However, there is a worst case that v; and vy will
never get the EBSM if vy stops broadcasting the EBSM before the next time
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Fig. 2. A toy example of transmitting the BSMs only on the CCH

slot 0. The delayed even missing reception of the EBSM are potential threaten
to the safety of the traffic system. As in the example given in Fig. 2, assume the
EBSM contains information that a pedestrian is walking to the direction of vs.
If the pedestrian is within the blind area of vo, he will be in a big danger of
being hit by vs due to the delayed/missing reception of the EBSM. Therefore,
efficient BSM dissemination schemes should be designed to improve the safety
performance of the traffic system. In this paper, we design a novel cooperative
BSM dissemination scheme to improve the dissemination efficiency. Since the
RBSM is generated and transmitted regularly while the EBSMs can be gener-
ated at any time when safety related events occur. The dissemination of the
EBSMs turns to be a more challenging problem. Therefore, we mainly focus on
the dissemination of the EBSMs generated at time slot 1. A safety related event
usually affects the safety of a nearby area around the event location, thus we aim
to disseminate the EBSM to as many as possible nearby vehicles while keeping
the dissemination delay as short as possible [6,13,20]. To achieve this goal, we
make the following contributions:

1. We propose a cooperative BSM dissemination scheme, called as TLMV, that
allow the EBSM to be transmitted on both CCH and SCHs to improve the
dissemination efficiency. Considering the fact that different vehicles may work
on different SCHs, we propose to broadcast the EBSM on the CCH immedi-
ately after the generation of the EBSM. At the same time, cooperators are
selected from the vehicles that received the EBSM on the CCH to disseminate
the EBSM on different SCHs.

2. For any vehicle, we define a metric to indicate the dissemination efficiency of
the vehicle on an SCH. The metric is designed by considering the access delay
to the SCH, the transmission delay on the SCH, and the number of vehicles
that can receive the EBSM on the SCH.

3. Taking into consideration the fact that a vehicle may have great dissemination
efficiency on multiple SCHs, we propose a scheme, called as TLMV-M, that
allows a vehicle to help disseminating the BSM on multiple SCHs. The time
cost for finishing the BSM dissemination can be further reduced and more
vehicles can receive the EBSM.

For better understanding, we give a list of abbreviations used in this paper in
Table 1.
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Table 1. Abbreviations used in this paper

BSM | Basic safety message
RBSM | Routine status BSM
EBSM | Event-driven emergency BSM

WAVE | Wireless access in the vehicular environment

DSRC | Dedicated short-range communications

CCH | Control channel

SCH | Service channel

WSA | WAVE service advertisement

WSD | WAVE-enhanced safety message delivery

WSPT | Workload-balanced shortest processing time first

The rest of the paper is organized as following. The related works are discussed
in Sect. 2. In Sect. 3, we describe system model and formulate the problem to be
solved. The cooperative BSM dissemination schemes TLMV and TLMV-M are
designed in Sect.4. Simulation results are given in Sect.5 and we conclude the
paper in Sect. 6.

2 Related Works

BSM dissemination plays an important role to ensure the safety of the traffic
system. The protocol basis of BSM dissemination have been clarified in [8,14].
Recent work on BSM dissemination can be classified into three categories: reli-
ability improvement, congestion control, and efficiency improvement.

[9] and [18] focus on improving the reliability of the BSM dissemination.
Reference [9] proposes a scheme which chooses a one-hop neighbor vehicle as a
potential forwarder to relay the BSM according to the network properties. More
vehicles can receive the BSM and some vehicles can receive several copies of
the BSM to improve the reliability of the BSM dissemination. A piggybacked
cooperative repetition approach is proposed in [18] where repetitions of the BSM
are piggybacked by the newly generated messages to make the dissemination of
the BSM more reliable.

When BSMs are frequently broadcasted on the CCH, congestion will cause
unsuccessful BSM dissemination and reduce the safety performance of the traffic
system [4]. [11,16,17] propose schemes to reduce the frequency that the BSMs
are generated and transmitted. While [12] and [15] solve the congestion problem
by controlling the transmission power.

All the aforementioned work focuses on the scenarios where the BSMs are dis-
seminated only on the CCH. However, [10] reveals that restricting the transmis-
sion of the BSM on the CCH will lead to a low dissemination efficiency. A WAVE-
enhanced safety message delivery (WSD) scheme is proposed to explore the SCHs
for BSM dissemination and a cooperative WSD is designed to employ cooperators
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for further dissemination efficiency improvement. A workload-balanced shortest
processing time first (WSPT) algorithm is proposed for cooperator selection.
The workload of a vehicle is defined as the number of SCHs that its neighbors
are working on. The vehicle with small workload will be preferentially selected
as a cooperator on the SCH that it has the shortest processing time.

Our idea comes from the work of [10] and we aim at further improving the dis-
semination efficiency by proposing novel cooperative BSM dissemination scheme.
Since the workload defined in [10] only indicates the number of SCHs that a vehi-
cle’s neighbors are working on, it contains no information about the number of
vehicles working on the SCHs and has little influence on the dissemination effi-
ciency. We focus on selecting cooperators that can disseminate the BSM to as
many as nearby vehicles within a time as short as possible. Moreover, we takes
into account the fact that a vehicle may have great dissemination efficiency on
multiple SCHs and propose a scheme that allows a vehicle to help disseminating
the BSM on multiple SCHs.

3 System Model and Problem Formulation

3.1 System Model

We consider a vehicular network consisting of N vehicles, denoted by V =
{1,2,--- ,N}. Let C,; denote the CCH and S¢;, = {s1, 2, - , 8¢} denote the set
of SCHs. Each vehicle accesses to the CCH and the SCHs according to the chan-
nel coordination model given in Fig. 1. We assume that each vehicle broadcasts
a RBSM on the CCH at the beginning of each time slot 0. This assumption is
reasonable since the WAVE protocol stack requires the RBSM to be transmitted
no less than 10 times per second to guarantee the safety performance. According
to [2], the RBSM contains a vehicle’s routine status such as the vehicle size,
position, speed, and heading acceleration, optional information can be added to
the RBSM to satisfy the application requirements. In this paper, we require a
vehicle v € V to add an information ¢, to its RBSMs. Here, ¢, € {Cep, U Ser} is
the channel that v will work on during the following time slot 1.

Assume that all vehicles have the same transmission range. For a vehicle v €
V', other vehicles within v’s transmission range are called as v’s neighbors. Denote
the set of v’s neighbors as N, = {v1,v2,--- ,v|n,|} with |N,| being the size of
N,. Within each time slot 0, vehicle v will collect a list L, = {cy,, Cppy - ,CU‘N“‘}
indicating the set of channels that v’s neighbors will be on during next time slot
1. We divide the neighbor set into two subsets N and N7 according to the
rule that Yv; € N, ¢,, = Cun, NJ = N, \ N¢. Then, NS will be the set of
neighbors who keep on the CCH and N7 will be the set of neighbors who work
on the SCHs for next time slot 1. Correspondingly, we divide the list L,, into two
sublists with LS for N¢ and LY for NS. Let S, = LY N S, denote the set of
SCHs that v’s neighbors will be on during the next time slot 1. For any s; € S,
i1 €{1,2,---,6}, let m? denote the number of neighbors that will be on the SCH
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s; for next time slot 1. That is

ml = " Ic, () (1)

vsENF

Here, I, ) =1 if ¢,, = s; and I, o) =0 otherwise. Therefore, we can
formulate a set M, = {m”|sl € Su} for S,. For better understanding, we sum-
marize the information that a vehicle v will obtain during each time slot 0 in
Table 2.

Table 2. Information obtained by vehicle v during time slot 0

Notation | Meaning

N, The set of v’s neighbors

N¢ The set of neighbors who keep on the CCH

NS The set of neighbors who work on the SCHs
for next time slot 1

Sy The set of SCHs that v’s neighbors will be on
during the next time slot 1

M, The number of neighbors that will be on the
SCH s; for next time slot 1

3.2 Problem Formulation

In the above described vehicular network, we consider the scenario shown in
Fig.3. A vehicle v observes a safety related event and generate an EBSM at
time t = tg during current time slot 1. Let the beginning of the current time slot
1 being the original time that is ¢ = 0. According to WAVE, the BSMs should
be broadcasted on the CCH. Vehicle v should turn to the CCH and broadcast
the EBSM immediately. Considering the fact that there may be some neighbors
working on the SCHs during the current time slot 1 and will not be on the CCH
until next time slot 0. v should broadcast the EBSM again at the beginning
of the next time slot 0 to inform these neighbors. In this case, the number of
vehicles being informed of the EBSM within current time slot 1 is

past time slot0  current time slot 1 next time slot 0
v &\ "CCH § | CCH N\ CCH \\\N
t=0 t=to time
EBSM

Fig. 3. Generating an EBSM at time slot 1
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[Ny |
nr, =N =) Lo (en,) (2)
i=1
Here ICch (c) = 1if ¢, = C,p, and Icch(%) = 0 otherwise. The time delay for

informing ali the neighbors is
D=50—ty+T,+T; (3)

Here, 50 is the total length of time slot 1, 50 — ¢ is the rest time of the current
time slot 1, T, indicates the access delay of the CCH, T; indicates the time
needed for transmitting the EBSM.

It can be seen from (2) and (3) that the transmission efficiency of the EBSM
is low since limited number of vehicles can be informed during the current time
slot 1 and the time delay of informing all the neighboring vehicles are consider-
able. The low efficiency transmission of the EBSM results in potential threaten
to the safety of the traffic system. Therefore, we aim to improve the transmission
efficiency of the EBSM by designing a cooperative BSM dissemination scheme.
In this scheme, vehicle v who generates the EBSM will turn to the CCH and
broadcast the EBSM immediately. At the same time, v will select several neigh-
bors who receive the EBSM to help transmitting the EBSM on the SCHs of S,,.
Our objective is to inform as many nearby vehicles as possible while keeping the
dissemination delay as short as possible.

4 Cooperative BSM Dissemination Scheme

In this section we solve the cooperative BSM dissemination problem under the
scenario given in Fig.3. We first design a scheme called as Time Least and
Most covered Vehicles first (TLMV) which allows a vehicle to help disseminating
the EBSM on no more than one SCH in Sect.4.1. Considering the fact that a
vehicle may have great dissemination performance on several SCHs, we propose
a TLMV-M scheme by allowing a vehicle to help disseminating the EBSM on
multiple SCHs in Sect. 4.2.

4.1 TLMYV Scheme Design

As shown in Table 2, each vehicle v get the information of N¢, N2, S,, and M,
during each time slot 0. When v generates an EBSM at time ¢y of the current
time slot 1, it turns to the CCH and broadcasts the EBSM. The neighbors within
set N¢ will get the EBSM. Once received the EBSM, vehicle v, € N¢ returns
necessary information to participate into the cooperative BSM dissemination®.

The necessary information includes S,_, M, , and T,, . Here,
T, = {tj* =t;"[a] + ;[t]]s; € Su.} (4)

! In this paper, we assume that all vehicles are willing to cooperate for BSM dissem-
ination in order to ensure safety. Motivation schemes is outside the scope of this
paper.
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with t7°[a] being the access delay of v. to SCH s; and ¢;°[¢] being the transmis-
sion delay of v, to finish the transmission of the EBSM. ¢;°[a] can be obtained
according to [10] and ¢;°[t] can be considered as a constant equals to the length
of the EBSM divided by the predefined data rate [1].

If S,. NS, = 8S) # &, vehicle v. becomes a candidate cooperator on the
SCHs of Sy . After receiving the feed back from all the neighbors of N, vehicle
v forms a candidate cooperator list as LS = {(v, t;*, m{<)|s; € Sy } for any
s; € Sy. Then, vehicle v arrange the cooperator for the SCHs sequentially. The
SCH s; with the minimum channel index ¢ will be arranged first. v} is selected
as the cooperator to disseminate the EBSM on s; according to the rule that

*
Ve
?

t

{ tpc
: [

= min

v Ve
m,° m;

3

ses ) 5)

After the arrangement for each SCH, the selected cooperator will be deleted
from the cooperator lists for the unarranged SCHs. Therefore, each vehicle can
only help disseminating the EBSM on no more than one SCH.

4.2 TLMV-M Scheme Design

In practical, there exist scenarios where a vehicle have great dissemination per-
formance on several SCHs. For such scenarios, we propose a TLMV-M scheme
which allows a vehicle to help disseminating the EBSM on multiple SCHs to
further improve the performance of the TLMV scheme.

After forming the candidate cooperator lists for the SCHs in S,. Vehicle v
first selects the cooperator for SCH s; with the minimum channel index <. v} is
selected as the cooperator to disseminate the EBSM on s; according to the rule
given in (5). Then, a time of length T, = t:z will be cost for v, to finish the
cooperative EBSM dissemination on s;. As to any unarranged SCHs for which
v, are candidate cooperators, v change the parameter ¢;° to be t7° + T, . After
that, v arrange the cooperator for the next SCH according to the rule given
in (5).

5 Performance Evaluation

In this section we compare the dissemination efficiency of our TLMV and TLMV-
M with that of WSPT proposed in [10] through simulation study with MATLAB.
Two metrics are defined for performance evaluation

— Dissemination Time: The time cost for disseminating the EBSM on the SCHs
of set S,.
— Dissemination Range: The number of vehicles received the EBSM.

We conduct the simulation study under two scenarios. The simulation results for
scenario I-fixed scale vehicular network are given in Subsect. 5.1, and the results
for scenario Il-scaleable vehicular network are given in Subsect. 5.2.
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On the other hand, we assume the traffic flow is subject to Poisson distribu-
tion. Then we use the Poisson distribution to randomly generate some numbers
obeying the Poisson distribution as the number of vehicles will cooperate with
the vehicle A. These vehicles and A form a cooperation vehicles collection. These
two cases are specifically analyzed in the following two subsections.
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Fig. 4. (a) Total delay of each service channel (b) The number of vehicles covered of
each service channel

5.1 Scenario I-Fixed Scale Vehicular Network

In this subsection, we conduct the simulation study in a fixed scale vehicular
network. For each vehicle v, the size of N is fixed to be 20 and the size of N
is randomly generated. The access delay of v, to SCH s; is set to be ¢;°[a] = 0 ~
0.025 s, the length of the EBSM is set to be 200B, and the data rate of a vehicle
is set to be 1 ~ 63.5 Mbits [1,5,10,19]. We conduct 200 times of simulation, the
average dissemination time and the average dissemination range on each SCH
are given in Fig. 4(a) and (b) respectively. The average dissemination time and
dissemination range on all SCHs are also shown with tick “ave” in the figures.
It can be seen that our TLMV and TLMV-M outperform the WSPT in terms
of the dissemination time and the dissemination range on all SCHs. The reason
is that WSPT considers the workload of the vehicles when selecting coopera-
tors. However, the workload has little influence on the dissemination efficiency.
TLMV-M performs better than TLMYV since the vehicles with great dissemi-
nation efficiency on multiple SCHs are not efficiently utilized in TLMV. For
example, vehicle v. has low dissemination delay on s1,s2 and many neighbors
are working on s, so. In TLMV, v, is assigned to disseminate the EBSM on s .
Then, s, will be assigned to another vehicle whose dissemination delay is bigger
than v, and may have less neighbors working on so. However, s; and ss will both
be assigned to v, in TLMV-M thus leading to a better dissemination efficiency.
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5.2 Scenario II-Scaleable Vehicular Network

The density of a network usually follows the Poisson distribution given in (6).
The probability density function for different A is shown in Fig. 5.

_ AT

P(n) = n >0 (6)

n!

Here, n is the size of N¢ or N, X is the parameter of Poisson distribution.
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Fig. 5. Probability density function for different A

In this subsection, we randomly decide the size of N& and N7 following the
Poisson distribution to investigate the dissemination performance for different
network scale. For each network scale, i.e. each value of A, we get the dissemi-
nation time and the dissemination range by averaging the results of 4000 times
of simulation. The results are given in Fig.6(a) and (b).

The results are consistent with that of Fig.4. TLMV-M performs best and
TLMYV outperforms WSPT. The network scale increases with the increasing of
A. More neighbors will be generated around each vehicle. Therefore, the dissem-
ination range of all schemes increase with A\. When more neighbors are gener-
ated around v, there will be more cooperator candidates for v to select. The
probability of selecting better cooperator with lower dissemination delay and
can disseminate the EBSM to a wider range will increase using our TLMV and
TLMV-M. However, the WSPT scheme take the workload as the preference met-
ric. When the network scale increase, the number of vehicles with heavy workload
will increase. These vehicles will not be preferred to be the cooperators in the
WSPT scheme. Vehicle v will choose cooperators from those vehicles with light
workload even if the dissemination delay of these vehicles are longer. Therefore,
we can observe a slightly increase in the dissemination time of WSPT with the
increase of A.
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6 Conclusion

The dissemination of the BSMs plays an important role to ensure the safety
performance of the traffic system. In this paper, both the CCH and the SCHs are
explored for BSM dissemination. Cooperators are selected for cooperative BSM
dissemination by designing the TLMV and the TLMV-M schemes. Simulation
results show that our design can significantly reduce the dissemination delay and
increase the number of vehicles receiving the BSM.
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Abstract. The efficiency and reliability are crucial indexes when a trust system
is applied into Wireless Sensor Networks (WSNs). In this paper, an efficient and
reliable Trusted Intrusion Detection System (TIDS) with double cluster heads
for WSNs is proposed. Firstly, an intrusion detection scheme based on trust is
discussed. The monitoring nodes are responsible for evaluating the credibility of
Cluster Member (CM) instead of depending on the feedback between CMs,
which is suitable for decreasing the energy consumption of WSNs and reducing
the influence of malicious nodes. Secondly, a new trust evaluation method is
defined in TIDS and it takes the data forwarding and communication tasks into
consideration which may enhance the reliability of Cluster Head (CH). The
theoretical and simulation results show that our solution can effectively reduce
the system overhead and improve the robustness of WSNs.

Keywords: Wireless Sensor Network « Trust system - Data Aggregation

1 Introduction

The development of micro-chip and short distance communication technique makes
WSNs develop in an amazing manner. WSNs are widely deployed in the fields of
environmental monitoring, health care and space exploration. Due to the limitation of
resource and unattended deploying manner, WSNs are faced with more serious security
challenges than the cable networks. Traditional security techniques such as encryption
and authentication can protect WSNs from being eavesdropped or tampered. However,
these techniques are difficult to be implemented in each node because of the perfor-
mance limitation of sensors. Therefore, it is necessary to exploit new attack detection
and defense techniques for WSNss.

As an active defense technique, intrusion detection can not only identify potential
attacks, but also take corresponding protection measures for monitored network [1].
Meanwhile, it provides relevant data records which may be used as the data source to
trace the behavior of malicious activity. Because of the limited transmission range of
the sensor node, it is almost impossible to directly transmit each sensing data of each
node to the Base Station (BS) in a large-scale WSN. Generally speaking, there may be
data redundancy between neighbor nodes which cause the unnecessary communication
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overhead. To solve this problem, the Data Aggregation (DA) is a favorable choice [2].
Although there are a several studies which combined DA with the intrusion detection,
the energy efficiency and data precision are important issues in large-scale WSNs. In
this paper, we propose a Trusted Intrusion Detection System (TIDS) used in cluster-
based WSNs in order to evaluate the reliability of the node and isolate the malicious
node from the network.

The remainder of this paper is organized as follows: Sect. 2 describes an overview
of related work. Section 3 discusses our network model and some assumptions. The
efficient and reliable trust system is analyzed in Sect. 4. Section 5 provides the theo-
retical and simulation evaluation of TIDS. Section 6 concludes this paper.

2 Related Work

2.1 Clustering Algorithms for WSNs

The sensor node can directly communicate with the BS or interact with each other
through relay nodes. The larger the sensor network is, the greater the energy consumes.
Therefore, nodes far away from the BS will exhaust their energy at a faster speed than
the nearer ones. Faced with this problem, the clustering mechanisms such as LCA [3],
LEACH [4], GS® [5] and EC [6] were proposed to improve the network scalability and
throughput. The nodes in a WSN are divided into different groups and the node with
more energy is elected as a CH in a cluster and all CHs of different clusters form a
higher-level backbone network. Clustering is an important management strategy which
has the ability to facilitate DA technique in a WSN. A double CH model is different
from the traditional model, where two cluster heads are selected. Each CH performs
DA and its results are sent to BS individually [7]. The BS computes the similarity of
two results. If the similarity coefficient does not exceed the pre-defined threshold, the
two CHs are added to the blacklist. Meanwhile, the feedback is transmitted from the BS
to the trust system which can be used to identify and isolate the compromised sensor
nodes in time.

The cluster topology is convenient for creating a trust system locally and carries out
DA in a WSN. Furthermore, it simplifies the communication and effectively prolongs
the lifetime of network. In addition, a trust system can be applied into the cluster
topology easier than other topologies such as tree and ring.

2.2 Trust System for WSNs

The trust system is a favorite scheme which provides a mechanism to monitor the
security state of network. For example, it is capable of detecting errors or malicious
nodes in a cluster [8]. Many studies have been proposed to discuss the trust systems for
WSNs [9-11]. However, these systems suffer from various limitations and consume the
overwhelming resources, especially in a large-scale WSN.

Recently, a few trust management systems have been addressed for clustering
WSNs. A novel lightweight Group based Trust Management Scheme (GTMS) for
clustered WSNs was proposed [12] which divided the trust values into three levels:
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sensor node level, CH level and BS level. The innovation of the GTMS was that it
evaluated the trust of network from different viewpoints instead of a single trust value.
Reliable Data Aggregation and Transmission protocol (RDAT) introduced different
functions to compute the reputation and trust values for different activities including
sensing, aggregation and routing [13]. The trustworthiness of node is a comprehensive
one which depends on the trust of sensing, aggregation and routing protocol.

Improved Reliable Trust-Based and Energy-Efficient Data Aggregation for WSNs
(ARTEDA) took the remaining energy and link availability into consideration and
prevented the routing path from being overused [14]. Therefore, it ensured that the
routing path selected by the trust system was reliable. In addition, watchdog mecha-
nism was employed in many trust systems to monitor the communication behaviors of
nodes [7].

2.3 Attack and SDA in WSN

An attacker in a WSN may be an internal node, an external node or both. If the nodes of
WSN are equipped with the encryption-based authentication and authorization mech-
anisms, the external attacks are limited to physical disruption or interference with the
communication channel [15]. Internal attacker can initiate various malicious activities
such as tampering, eavesdropping and dropping. Among them, packet dropping may
have a drastic effect on network performance without being blocked by authentication
and authorization [16, 17]. Three typical dropping attacks are described as follows.

e Blackhole Attack. It deserts all received packets and causes the most serious
damage to the network. However, it can be easily captured for its activity is rather
obvious compared with the normal activity.

e On-Off Attack. When the attack is on, it drops all received packets; when the attack
is off, all the received packets are forwarded.

e Selective Forwarding Attack. Different from above mentioned attacks, the selective
forwarding attack deserts packet randomly. It may hide the malicious behaviors in
normal activities and a sophisticated detection mechanism is indispensable [18].

Recently, several protocols have been proposed for Secure Data Aggregation
(SDA) in order to deal with the internal attacks in WSNs. Kefayati discussed a Blind
Information Fusion Framework (BIFF) for SDA [19]. The data are transformed from
normal space to anonymous space and cannot be deduced after they were fused. A new
probabilistic grouping technique, Secure hop-by-hop Data Aggregation Protocol
(SDAP), was described which divided the nodes in a tree topology into logical groups
(sub trees) of similar size [20]. The commit-and-attest scheme was discussed where the
aggregation result could be verified at BS. In addition, trust assessment systems were
widely adopted in many protocols including GTMS [12], RDAT [13], Irteda [14] and
DCHM [7], which can ensure the security of DA. Therefore, a SDA scheme is pro-
posed in this paper so as to enhance the security of TIDS.
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3 Network Model

We develop a trust-based framework for double-CHs-based WSN and design a
mechanism to reduce the probability of a malicious node being selected as aggregation
node. The nodes in a clustering WSN can be identified as CH and Cluster Member
(CM) as shown in Fig. 1.

O Cluster Head @ Monitoring Node

@ C(Candidate Cluster Head O Sensor Node

Fig. 1. Network model.

The following assumptions are adopted in our scheme. There are three types of
nodes: CM, Monitoring Nodes (MN) and Aggregation Nodes (AN or CH) in a WSN.
In addition, we identify a node by a triple (ID, T, S) where ID, T and S represent the
node identify, the node type and the node subtype, respectively. T defines which type
of node is required, such as CM, CH or MN. To prevent trust values from being forged
during the transformation from one node to another, a secure communication channel
can be established through deploying a key management scheme such as random key
distribution mechanism [21].

All nodes are trustworthy in the initial stage and BS is secure with unlimited energy
supply. This paper focuses on the selective forwarding which aims to reduce the
performance of the network in terms of packet loss rate and prevent the data from being
transformed to BS [18]. We propose an intrusion detection mechanism based on Beta
model to detect the abnormal behaviors of nodes. The trust value of CM is evaluated by
its CHs and MNs when a WSN suffered from an attack. Therefore, each CM does not
need to maintain the trust table or communicate with other CMs, which reduces the
communication overhead and eliminates the possibility of being attacked by a com-
promised CM.
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4 Trusted Intrusion Detection System with Double CHs
for WSNs

The proposed trust intrusion detection system consists of three parts: cluster compo-
nent, CH component and BS component, as shown in Fig. 2. The main tasks of cluster
component are to select CHs, form clusters, monitor the CMs and update the trust
system. CH component is in charge of detecting outliers, aggregating data, uploading
the aggregation results and trust tables to BS. Two CHs in a cluster execute these
operations synchronously with the aim of guaranteeing the reliability of CMs in a
cluster and send two aggregation results to BS. According to these aggregation results,
BS determines whether the CHs are credible or not.

Cluster Component

i Cluster Heads and Trust System Outliors
i|  Clustering » Monitor Nodes » Initialization and D .
! . etection
! Selection Update
1 A A
v
Y N Credible Data
Aggregation
v
Aggregate Results and
Outliers Uploading
Computing Similarity J
i A
Coefficient CH Component
BS Component

Fig. 2. Overview of the functions of the framework.

4.1 CH Election and Clustering

In the initial phase, sensor nodes are divided into several clusters by improving the
clustering algorithm described in DCHM [7]. Different from DCHM, MNs are selected
as well when the CHs are selected in our model. MNs need to monitor the behaviors of
CMs and maintain a trust table of nodes in a cluster.

The CH and MN selections are two critical parts in the cluster formation. Two
indexes are deduced in our model in Eq. (1). The relative residual energy, E,;, can be
calculated as

Eri = (1>
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where E; and E,,,, are the residual energy and the maximum initial energy of node i,
respectively. The greater the relative density of node i is, the higher the correlations
between i and its neighbors are.

The relative density, Dn,;, can be obtained by Eq. (2).

Dn i
Dnmax

Dl’lri = (2)
where the density of node i is expressed as Dn;. Dn,,,, refers to the largest density in a
network. If the distance between them is not up to the predefined threshold dy, the two
nodes are spatially related.

The density of nodes indicates the number of neighbor nodes within the commu-
nication radius dy. Dn,; is regarded as a principle to optimize the CH selection. The
choice of CH does not depend on one index and it is a comprehensive one as shown in

Eq. (3).
F,' =0 X Eri +on X Dn,,» (3)

where «; and o, represent the weight of E,; and Dn,;. The value of weight depends on
the application scenario. In this paper, we take E,; as the main factor in the calculation
of F; (a1 > ).

In this way, the node with more energy and density has higher probability to be
chosen as a CH. As a result, the CHs can afford more extra workload compared with
CMs. In addition, the energy consumption of sensors follows the model as depicted in

Eq. (4).

2

)=l Bt = ([ S
where [ denotes the number of transmitted bits; d is the transmission distance; E,j..
indicates the energy required for signal processing; &5 and &,,, are the energy consumed
by the amplifier to transmit data at the shorter distance and the longer distance
respectively. Three types of nodes (CH, MN and CM) are deployed in a cluster and
these nodes should be initialized before trust system is applied. We choose MNs and
CMs according to the following functions.

11
NMN =pX Nmml»l? S |:Za§:| (5)

NCM = Ntoml —pX Nmml —-1= (1 7P)Nmml -1 (6)

where N, represents the total number of nodes in a cluster, Ny and N¢ys represent
the number of MNs and CMs. Parameter p is the proportion of MNs in a cluster and it
is between i and %, which has been proved in [22]. It is indispensable that CHs need to
be reselected in the following cases. (i) The energy of CH is lower than the threshold
E,,. (i1)) The CH is detected in an abnormal state. If one or both situations occur, the
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reselection message is triggered by BS. MCH (Main Cluster Head) keeps in work
constantly and CCH (Candidate Cluster Head) sleep and forwards packets periodically.
We illustrate the CH selection in Algorithm 1 according to the above-mentioned
mechanisms.

Algorithm 1.  Cluster Head Selection Algorithm.
Input: Density and energy of node, the energy and trust thresholdEy,, @
Output: CHs and MNs
1. Begin
2. If E;< Egor the Trust value of CH< O then
3. Broadcast a reelection message;
4. Calculate F; and trust value of CMs according to Equation (3) and (10) in Section 4.3.2;

5. Ifequality then

6. Select two candidates and MNs according to equation (5);

7 Else

8 Choose the first and second candidates as MCH and CCH according to F;;
9. Select MNss in a descending order;

10. End

11.  Send confirm message to the candidates to ensure that the candidates have enough energy;
12.  If energy enough then

13. Select the candidates as the new CH;

14. Else

15. Repeat line 4 to line 10;

16. End IF

17. End IF

18. End

4.2 Trust System Initialization

In the initialization stage of trust system, an aggregation tree is needed so that CHs can
transmit the aggregation data to BS hop-by-hop. Therefore, it is necessary to build an
aggregation tree rooted at BS for organizing sensor nodes in a network. We adopt the
algorithm described in [23] to form an aggregation tree and the message is transmitted
along the tree from the leaves to root. The initialization of the trust system is consistent
with the traditional trust system, such as GTMS, RDAT in [13, 14].

If the original CH is trusted, BS will send the outlier table Tgs to all the CHs in the
network. Each CH receives the table, Tgg as shown in Table 1, and CH shares this table
with MNs in the same cluster. Each MN compares its own trust table Ty, with Tgs.
The trust values are updated if Tgs and Tyy have different items. On the contrary, the
update will be ignored. If the original CH is not trusted, the trust value of CH is
initialized to zero.

4.3 Trust Intrusion Detection System

As discussed in Sect. 2.3, the internal attack is a serious problem in a WSN and TIDS
should decrease the impact of attacks as soon as possible. TIDS detects internal attacks
through the following steps.
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4.3.1 Monitoring Mechanism

The MN listens to the activities of CH and CM. The monitoring mechanism operates in
a way similar to that of watchdog. Each MN monitors the forwarding activity of CHs.
A “good” behavior of CH will be recorded if a packet is forwarded; otherwise, a “bad”
behavior of CH will be counted. According to the behaviors of CHs, MN store the
different numbers of activities in the trust table T),y. MNs also compute trust value of
CMs according to the behaviors of CMs. MN only needs to listen to the channel and
maintain the trust table, which consumes less energy than data transmission.

Table 1. Trust table in BS (Ts).

Cluster | Node ID | Trust value | Outlier | Bad behavior | Good behavior
Clusterl | MCH, 0.9167 No 0 10
Clusterl | CCH, 0.9167 No 0 10
Clusterl | MN; 0.6923 No 2 8
Clusterl | MN, 0.9167 No 0 10
Clusterl | MN3 0.8333 No 1 9
Clusterl | Nodeg 0.1579 Yes 5 5
Clusterl | Node,, |0.5000 Yes 3 7
Cluster2 | MCH, 0 Yes 4 6
Cluster2 | CCH, 0 Yes 2 8
Cluster2 | ...... | ...... |0 o
Cluster2 | MN; 0.8333 No 1

Cluster2 | Node, 0.3043 Yes 4 6
Cluster2 | ......  |...... | o
Cluster2 | Node,, |0.0725 Yes 6 4

4.3.2 Trust Evaluation

Based on the monitoring mechanism in Sect. 4.3.1, MNs evaluate the trustworthiness
of nodes with a trust model. In the Beta trust model, MN; calculates the reputation R;;
according to the behaviors of CM;. For example, MN; counts the number of good and
bad behaviors of CM; as r;, s;; and records the credibility of node CM; using Eq. (7).

Rij = Beta(p|rij+1,sij+1) ™)
Beta model can be represented by a I' function

[(rij+si;+2)

Beta(p|rij+1,5ij+1) = (rij+ 1) (si;+1)
i Ly

Pl —p)* (8)
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Then the trust value of CM; in MN;, T;;, can be expressed as

’j’
riJ—i-l

T;j=E(Ri;) = PY—

)
where 0 <p <1, r;; >0 and s;; > 0. We introduce a parameter 0 which is called the

attenuation factor and substitute s;; with 05 — 1 into Eq. (9). T;; can be transformed to
Eq. (10).

/ rij+1 rii+1
T.. = i =Y _ 10
W riJ+(0‘YfJ — 1>+2 rij+0“iJ+1 ( )

The improved Beta trust model has at least three characteristics compared with the
traditional Beta model. (i) The trust value of node decreases dramatically when a bad
behavior emerges. (ii) The trust is based on the computation rather than the commu-
nication, which consumes less energy. (iii) The data received from the trust nodes will
be fused and the other ones will be ignored by CHs, which improve the accuracy of
DA.

4.3.3 Intrusion Detection
Each MN generates the trust table for all the nodes in a cluster as shown in Table 2.

Table 2. Trust table in MN (Tyy).

Cluster | Node ID | Trust value | Outlier | Bad behavior | Good behavior
Clusterl | MCH, | 0.9167 No 0 10
Clusterl | CCH, 0.9167 No 0 10
Clusterl | MN, 0.6923 No 2 8
Clusterl | MN, 0.9167 No 0 10
Clusterl | MN; 0.8333 No 1 9
Cluster]l | Node, 0.3043 Yes 4 6
Clusterl | Node, 0.9167 No 0 10
Clusterl | Nodes 0.9167 No 0 10
Clusterl | Nodey 0.5000 Yes 3 7
Clusterl | ......  |...... .o |eeeen
Clusterl | Nodey, |0.5000 Yes 3 7

Here, we take cluster 1 as an example to describe the detection mechanism. We divide
the intrusion detection into intra-cluster and inter-cluster detections.

(1) Intra-Cluster Detection. The MNs mainly monitor the behavior of CHs and CMs.
Assumed that a cluster consists of many sensor nodes, N = {ng|k = 1,2,...,n}. Take
k = 10 for example, the number of MNs is 3 (an integer between 10/4 and 10/3
according to Eq. (3)). Three MNs are symbolized as MN,;, MN, and MN;. They are
assigned to evaluate the trust values of a CM, CM;, in the same cluster. They evaluate
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1j°
each other. Then, a comprehensive trust value of CM; and CT; can be formulized as

Eq. (11)

the trust values, T, ., T, , and T, ; of CM; respectively and exchange trust tables with

CTy = aiTy; + ax Ty + a3 Ty (11)

where a;, ay, as are the weight of trust values and a; + a; + a3 = 1. The weight value
is based on F; according to Algorithm 1.

By comparing the comprehensive trust value with a predefined threshold @7, a MN
determines whether CM; is trustworthy or not. A node will be considered as malicious
one if CT; is less than @7. A MN inserts a malicious item into the outlier table. After
that, MN shares the table with CHs and other MNs. CH records this outliers table and
send it to upstream node in aggregation tree until BS reaches. Then, BS isolates the
malicious node from the network according to this outlier table. This process is
depicted in Algorithm 2.

Algorithm 2. Intra-Cluster Detection Mechanism.
Input: Original data from CMs, trust value of CMs and the threshold trust 6
OQutput: Trust data and outliers table Ty y
1. Begin
Compute comprehensive trust value CT; of CM;
IfCT; < 07

»

3
4 CM; is a malicious node, then store it in Tyy;
5. Else

6. CM; is a normal node and CH accepts its data;
7. EndIF

8. End

(2) Inter-Cluster Detection. Inter-cluster detection is mainly performed at BS and the
main work of BS is to calculate the similarity of the aggregated results. The MCH,
MCH;(i = 1,...,m), where m is the number of CH in a WSN, submits the aggregation
result Rycy, and the outliers table T)yy,. The CCH, H](/ =1,...,m), keeps sleeping and
working according to the sleeping strategy. In a time window ¢, CCH sleeps #/2 and
works for ¢/2. In working time, CCH; sends the aggregation result Rccy, and the
outliers table Ty, to BS. Then, the similarity coefficient can be verified using Eq. (12).

A= g1 * <1 _ 2 x ’RMCH,‘ - RCCHj|> *M (12)

|Rucn, + Recn | ? | Thw, U Tuaw |

where ¢ and &, are the weights and & +¢& = 1. |TMN,. N TMNf| denotes the number of
common outliers in Ty, and Tuy;- ‘TMN,. U TMN/.‘ is the number of all outliers in Ty,
and Tu;- The Ry, and Rccn, will be accepted by BS, if 1 is more than a similarity
threshold ®g. Otherwise, MCH and CCH are both reassigned by BS when A< @j.
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Algorithm 3 shows the pseudo code of inter-cluster detection. In this way, BS only
accepts the trust aggregation result and the accuracy is ensured.

Algorithm 3. Inter-Cluster Detection Mechanism.

Input: Aggregation results, outliers tables Ty and similarity threshold Og
Output: Outliers table Tgg

1. Begin

2. BS computes the similarity coefficient A
3. fA=0s

4. Rcywill be accepted by BS;

5. Else

6. Reelect CHs according to Algorithm 1;
7. EndIF

8. End

4.4 Trusted Data Aggregation

DA is an effective technology to eliminate data redundancy and improve energy effi-
ciency in a WSN. The basic idea is to fuse the data received from different sources to a
single packet and reduce the energy consumption in data transmission. In TIDS, the
reliable data are obtained and the malicious nodes are detected. The aggregation is
carried out within the trust data. CH calculates the sum of the sensing data and sends
the result to BS. Then, the final aggregation result can be expressed as follows:

RCH,- = Zf:() data; (13)

m
o Rem.
RDA = Avg(RCHl ,RCH27 .. -7RCH,,) = % (14)

where k is the number of trust CMs and m is the number of trust ones in n CHs.

5 Simulation

In this section, theoretical analysis and simulation studies will be done to verify our
scheme by examining parameters in terms of security, energy consumption and net-
work lifetime. A network with 150 sensor nodes is randomly deployed in a 400 m *
400 m area. The communication radius of the sensor node is 50 m and the transmission
rate of the node is 1 Mbps. All the simulation parameters are displayed in Table 3.

As discussed previously, the compromised sensor nodes can attack the network in
several traditional ways such as jamming, message dropping and falsifying. In this
study, only take dropping attack is considered and packet loss ratio is 50% for a
compromised sensor node and 10% for a credible sensor node. Besides, the sensor node
measurement model approximately accords with Gaussian distribution.
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Table 3. Simulation parameters.

Parameter | Value Parameter | Value
Packet size | 27 bytes 0 2
Epnax 0.0117J o 0.6
Evtec 50 nJ bit ™' % 0.4
& 10 pJ bit ' m™? &l 0.5
Emp 0.0013 pJ bit ' m | &, 0.5
Ey 0.0017J ai 0.5
Or 0.5000 a 0.3
Oy 0.80 as 0.2

5.1 Average Energy Consumption and Network Lifetime

A sensor node is composed of a sensor module, a processing module, a wireless
communication module and an energy supply module. The sensing module and the
processing module only consume a small amount of energy. The communication
module being the most important part needs to be evaluated.

When the node is in a sending state, the relationship between the energy con-
sumption and distance is E = kd", where n is a signal attenuation index, which is a real
number between 2 and 4. In our simulation, the initial energy (E,...) of CMs is
0.01 J. According to Eq. (4), the energy consumption of the sender is Erx(l,d) =
Erx_ctec(l) + Erx_amp(l,d) +1 X Egjec +1 X &5 X d’> when sending I bit data between
nodes. And the energy consumption of the receiver is Egx(l) = I X Egjec-

The average energy consumption refers to the ratio of the total dissipation energy of
the entire network in one second to the number of all the sensor nodes. The simulation
results of average energy consumption and lifetime are shown in Figs. 3 and 4,
respectively. It can be found that the average energy consumption of TIDS is smaller
than that of DCHM. The energy consumption of TIDS is larger than that of a network
without any security mechanism. This is mainly due to the fact that some extra data are
calculated, stored, transmitted in TIDS. However, our scheme guarantees the security
and accuracy for DA and it is a reasonable tradeoff among different network
parameters.

Figure 4 shows the number of surviving nodes in a network. Most of the nodes are
active in the initial 6 x 10* s in the condition that dy = 50 m. But the number of
surviving nodes decreases significantly after 6 x 10* s in DCHM. TIDS can keep
working in 6.5 x 10* s in TIDS. Although the lifetime of TIDS is shorter than that of
the network without any mechanism (7.5 x 10* s), TIDS demonstrates a better per-
formance in lifetime than DCHM. Figures 3 and 4 denote a fact that the energy
consumption is an unavoidable overhead when a security mechanism is applied in a
WSN and SDA should provide security at a price as low as possible.
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Fig. 3. Average energy consumption. Fig. 4. Number of remaining nodes.

5.2 Security Analysis

The compromised node is a huge threat to a WSN. The performances of TIDS are
verified in two cases, compromised CH and the evolution pattern of trust value.
Assumed that #; is the working time of a compromised node, C;, in a cluster, the
probability of C; being selected as a CH is defined as follows:

1 le Ziczl li
P. X +5x==+ +2leife 2i T (15)
where c is the number of compromised nodes, Ty, is the lifetime of the whole network.
For example, the lifetime of the network is 10000 s when there is no compromised
node in cluster 1. In cluster 2, the working time of compromised MCH is 100 s. In
cluster 3, the compromised MCH is operated for 500 s and CCH is dominated by a
malicious activity for 400 s. Therefore, P, is equal to 5% according to Eq. (15).

We compared TIDS with DCHM and demonstrated their performances in Fig. 5.
The P, increases linearly with the number of compromised nodes increase if CHs are
randomly selected without any security mechanism. Both DCHM and TIDS perform
well, especially when the ratio of compromised nodes is less than 10%, and TIDS
presents a better performance than DCHM in other cases. Our mechanism is acceptable
because P, is below than 50% even if the compromised nodes are more than 75%.

A normal node should not be reported as a malicious one although it may act as an
abnormal one occasionally due to the unreliable channel. In our experiments, TIDS are
tested in two situations: (1) a normal node operates in a network scene with commu-
nication errors and (2) a normal node operates in a network scene without any com-
munication error. The simulation results are shown in Fig. 6. As time goes on, the trust
value of the normal node gradually increases to a higher level. It should be noted that a
few errors may result in a severe fluctuation of trust value. This proves that our trust
evaluation model in Sect. 4.3.2 can actualize the decline-quick-rise-slow which makes
it easier to recognize a malicious node.
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5.3 Accuracy of TIDS

The detection rate of malicious nodes is related to the number of malicious nodes. If
there are many malicious nodes in a WSN, the detection rate is lower; otherwise, the
detection rate is higher. Our experimental network is operated with different propor-
tions of malicious nodes (0%, 10%, 20%, 30%, 40% and 50%) between TIDS and
FDSR [22]. For each proportion, our experiment is repeated 20 times with the mali-
cious nodes being deployed to a random location in each experiment. Then, the average
detection rate is obtained which is shown in Fig. 7. It is clear that the detection rate
keeps declining with the proportion of malicious nodes increasing. Both TIDS and
FDSR can detect the malicious nodes at a higher level (more than 90%) when the
compromised nodes are less than 10%. However, the detection rate drops to nearly
70% when the proportion of compromised nodes rises to 50%. This illustrates that a
more accurate detection mechanism needs to be explored in subsequent studies.
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Fig. 7. Detection ratio with compromised Fig. 8. Detection ratio changes with time.

nodes.
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The evolution of detection rate is also tested a fixed proportion of malicious nodes
(25%) at different times. Figure 8 shows that the detection rate increases with the time
goes on. It is obvious that the detection rate of TIDS is better than FDSR, which is
mainly because the trust values of nodes may be more accurate with the updating of
trust table.

Aggregation accuracy is a key criterion for data aggregation in WSNs. Figure 9
displays a comparison between the FDSR, DCHM and TIDS in accuracy of aggre-
gation. The accuracy of these three protocols grows slowly in the initial stage and the
malicious behaviors of the compromised nodes are not detected, which means that the
compromised nodes are not excluded from the network. The aggregation accuracy
increases sharply after 1200 s because TIDS collects enough malicious behaviors and
the trust tables are exchanged among MNss in a cluster. Meanwhile, BS isolates most of
the malicious nodes from the network and aggregates the data received from trust nodes
only. The aggregation accuracy of TIDS increases to 91.1%, while FDSR is 85.7% and
DCHM is 85% after the network runs for 3000 s. Although the improvement of
accuracy does not reach a prominent degree, the promotion made by our scheme is
significant compared with DCHM and FDSR.
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Fig. 9. Comparison of aggregating accuracy.

6 Conclusion

In this paper, we discuss a trust-based intrusion detection mechanism and the secure
data aggregation issues in WSNs. We attempt to solve these problems by clustering
technique, trust system, and data aggregation. We ensure certain levels of security in
case of compromised nodes and prevent the aggregation result from being deviated
through trust evaluation, trust exchange and outlier detection. Our scheme promotes the
system performance in terms of security and accuracy at a relatively low price of
energy consumption. Simulation verifications show that TIDS significantly improves
the detection rate, the lifetime and the aggregation accuracy of WSNs. Although TIDS
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is a favorable trade-off between network security and energy efficiency, we are a long
way from a good solution to make the network run in a reasonable manner. For future
work, a more accurate aggregation scheme is required and a novel trust model is an
important design goal in subsequent studies. In addition, the threshold plays a sig-
nificant role in trust-based intrusion detection system and an optimal threshold should
be determined, which is one of the valuable topics we are pursuing in the future.
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Abstract. Sensitive data sharing through cloud storage environments
has brought varies and flexible secure demands. Attribute-based sign-
cryption (ABSC) is suitable for cloud storage because it provides com-
bined data confidentiality and authentication, and fine-grained data
access control. While, the existed ABSC schemes hardly support efficient
attribute revocation. In addition, the heavy computational overhead of
ABSC limits the applying resource-constrained device in cloud storage
environments. In this paper, to tackle the above problems, we propose an
efficiently revocable attribute-based signcryption scheme with decryption
outsourcing. The proposed scheme achieves the efficient attribute revo-
cation through delegating the cloud server to update ciphertext with-
out decrypting it. During the decryption phase, it outsource massive
decryption operations to the proxy server so that computation cost on
user’s devices is small and constant. The security analysis proves the cor-
rectness, confidentiality, collusion resistance, unforgeability and forward
secrecy of our scheme. Furthermore, performance analysis shows that our
scheme is efficient in terms of the ciphertext, key size and computation
cost while realizing desired functions.

1 Introduction

With widespread popularity of cloud computing, Storaging and sharing sensitive
data in cloud computing are used in many domain, such as social networks
and personal health record system. In this scenario where the user often stores
sensitive data in cloud computing environment, users concern about the privacy
of their sensitive data become the main barrier impedes cloud computing from
wide deployment and adoption [1,2]. Thus an essential security requirements of
data sharing in the cloud computing is to ensure the users’ access control of their
private data.

In the cloud computing, the access policy should be flexible to support fine-
grained access control. The traditional access control system and cryptography
methods is difficult to meet these requirements [3,4]. Attribute-based encryption
© Springer Nature Switzerland AG 2019
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(ABE) [5,6] offers one-to-many encryption by embeding attributes and access
policies into the private key or ciphertext. It means that encrypted data can
only be decrypted by a private key when the involved attributes match the
access policy. To share sensitive data, the data owner can encrypt data using
attribute-based access policy before uploading these data to the cloud server.
In this way, only users whose attributes satisfy access policy can be allowed
to access the sensitive data without knowing the data owner’s unique identity
information [7,8].

Similarly, Attribute-Based Signature (ABS) [9,10] generates signatures on
a message without revealing the identity of the signer. In ABS, a signer who
possesses a set of attributes from the authority can sign a message with a predi-
cate that satisfies his attributes. The signature reveals only the fact that a single
user with some sets of attributes satisfying the predicate has attested to the mes-
sage. In order to achieve the confidentiality and authenticity simultaneously, an
efficient and flexible method named as Attribute-Based Signcryption (ABSC)
is proposed. Signcryption is a cryptographic primitive that can realize signa-
ture and encryption simultaneously. Compared with the previously proposed
attribute-based encryption scheme, the attribute-based signcryption scheme can
not only perform confidential communication but also identity authentication.
Meanwhile, our scheme can reduce the communication costs and computational
overheads.

Although ABSC is a promising solution for data sharing, the large number
of bilinear pairing operations in the ABSC schemes bring high computational
cost on the user side. In addition, the frequency of designcryption operation is
far greater than signcryption operation. Therefore, how to improve the efficiency
of the designcryption algorithms is a key issue. In order to alleviate the compu-
tation overhead on the owner and user sides, several outsourced ABE schemes
[11-14] transfer the computation to the cloud side, which is extended into our
signcryption scheme.

In this paper, we further study the aforementioned problems and propose a
revocable attribute-based signcryption scheme with outsourced designcryption.
Our main contributions are outlined as follows:

— We construct an efficent revocation ciphertext-policy attribute-based sign-
cryption scheme, which integrates encryption and signature without requiring
any certificate for verification and supports efficient attribute revocation.

— We provide an immediate revocation approach with high efficiency. In our
scheme, the attribute authority delegates the ciphertext update procedure to
cloud server. Benefiting from that the users’ computation and communication
has been obviously alleviated.

— We theoretically prove the correctness of the proposed scheme and analyze
its efficiency and feasibility. In particular, Our scheme is proven to be confi-
dentiality under adaptive chosen plaintext attack. And the security analysis
also shows the resistant against collusion attacks, unforgeability and forward
secrecy.
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The rest of the paper is organized as follows. Section 2 overviews the related
work. We present the system and security model in Sect.3. Our CP-RABSC
construction is described in Sect. 4. In Sects. 5 and 6, security analysis and per-
formance analysis are discussed. Finally, we conclude the paper in Sect. 7.

2 Related Work

The attributes revocation is an essential mechanism in ABE applications for
real-world applications. Because the users’attributes may change frequently in
the system. Boldyreva et al. [15] proposed an attribute revocable ABE schemes,
which extended from their main contribution, a revocable IBE. They realize
revocation by update attribute secret key periodically. This approaches has two
main problems: (i) there is a vulnerability span of time, which is not backward
and forward security [16]. (ii) The periodically key update could be a heavy
computation burden for the key authority and all non-revoked users. To overcome
the problem, Attrapadung et al. [17] proposed a new revocable ABE scheme, in
which data is encrypted with a list of revoked user index and a set of attributes
or a policy. The revoked users cannot decrypt data and non-revoked users do
not need to update their private keys periodically any more, but the data owner
needs to manage the revocation list. The shortcoming of this mechanism is that
it does not support the attribute-level revocation which means revocation of
user’s attributes.

In recent years, Yu et al. [18] proposed a method to achieve immediate
attribute revocation. The method implemented attribute revocation by employ-
ing the proxy re-encryption, which allows an untrusted server (such as the cloud)
to convert a ciphertext into a new ciphertext without decrypting it. Li et al.
[19] presented an efficient CP-ABE scheme with user revocation, and the lower
computation cost through outsourcing both encryption and decryption to cloud
servers. Later They also presented a CP-ABE scheme [20] with attribute revo-
cation, which resists collusion attack by existing users and revoked users.

Signcryption is a cryptographic primitive that simultaneously performs the
functions of both digital signature and encryption in a single logical step. The
attribute-based signcryption (ABSC), first introduced by Gagne’ et al. [21], inte-
grates attribute-based encryption and attribute-based signature with restriction
that the access structure is fixed in the setup phase. Recently, many ABSC
schemes have been proposed [22-29]. Wang et al. [22] introduced an attribute-
based signcryption with ciphertext-policy and claim-predicate mechanism, which
combines data encryption and signing by a expressive access tree. Emura et al.
[23] put forward a supporting dynamic encryptor attribute-based signeryption
scheme, which means that users are free of being involved in the key updat-
ing procedure. And they proved its secure in the standard model. Hu et al
[24] proposed a fuzzy attribute-based signcryption scheme supporting error tol-
erance for the attributes in the body area network. Liu et al. [25] proposed a
secure sharing scheme for a personal health records system based on ciphertext-
policy ABSC. Later, Rao [26] proved that Liu’s scheme fails to provide confi-
dentiality and public ciphertext verifiability. And they also presented a provable
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secure CP-ABSC scheme for cloud-based PHR. sharing system that has ability
to provide confidentiality, authenticity, signcryptor privacy and public verifi-
ability, simultaneously. Yu et al. [27] proposed a hybrid access policy ABSC
scheme based on key-policy signature and ciphertext-policy encryption. Never-
theless the above ABSC schemes did not consider revocability. Meng et al. [28]
proposed a novel decentralized key-policy attribute-based signcryption scheme,
which applies the multi authority and the decentralized authority can reduce
the communication cost and the collaborative cost. Deng et al. [29] proposed
a ciphertext-policy attribute-based signcryption with outsourced designcryption
scheme in the cloud-based personal health records system, which eliminate the
computational overhead of the designcryption process at user side. However,
their scheme required large computation and communication cost to support
attribute revocation.

3 Preliminaries and System Model

In this section, we summarize some mathematical backgrounds related to bilinear
mapping, which can be used to design attribute-based signcryption schemes.

3.1 Preliminaries

Bilinear Maps. Let Gy and Gp be two multiplicative cyclic groups with the
prime order p. A bilinear map e : Gg X Gy — Grp satisfying the following
properties:

(1) Bilinear: for all P,Q € Gg and a,b € Z;, the equation e(P*, Q") = e(P,Q)*
is true.

(2) Non-degeneracy: The generator g satisfies e(g, g) # I, where I is the identity
element of group Gr.

(3) Computability: There is an effective polynomial time algorithm to compute
e(P,Q), for all P,Q € Gy.

Decisional Bilinear Diffie-Hellman Problem (DBDH). Given (g,g%,g°,
g%, h) where h € G5 and a,b,c € Z, are previously unknown random num-
bers, the Decisional Bilinear Diffie-Hellman problem is to decide whether A =

6(9, g)abc_

Access Structure. Let P = {P, P, ..., P,} be a set of parties. A collection
A C 27 is monotone if VB, C, we have that if B € A and B C C then C € A. An
access structure (monotone access structure) is a collection (monotone collection)
A C 2F \@. The sets in A are called the authorized sets, and the sets not in A
are called the unauthorized sets.
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Access Tree. Let 7 be a tree representing an access structure. Each non-leaf
node of the tree represents a threshold gate, described by its children and a
threshold value. Let num, and k, be the number of children and the threshold
value of a node z, respectively. When k, = 1, the threshold gate is an OR
gate and when k, = num,, it is an AND gate. Each leaf node z of the tree is
described by an attribute and a threshold value k, = 1.

Secret Share Scheme. We utilize the secret sharing scheme introduced by
Shamir [30] to embed a random number into the access tree in the signcryption
procedure. To illustrate that, we define a algorithm divide(7, t) that takes an
input an access policy tree 7 and a secret t and return a set of secret shares
corresponding each leaf node x of 7, {¢.(0)}. The algorithm is described as
follows.

— Choose a polynomial ¢,() for each non-leaf node = in the tree 7. These
polynomials are chosen in a top-down manner, starting from the root node.

— For each node z in the tree, set the degree d, of the polynomial ¢,(-) to be
one less than the threshold value k, of that node, i.e., d, =k, — 1.

— Starting with the root node r, set ¢,.(0) = ¢, and choose d, other points of
the polynomial ¢,.() randomly to define it completely. For any other node
z, set ¢z(0) = gparent(z)(index(x)) and choose d, other points randomly to
completely define ¢,(+).

— Finally, for each leaf node z in the tree, the secret share is ¢,(0) =

Aparent (.13) (mdex(x))
We also define the Lagrange coefficient
de T—7
Ai,S(-r) :f H J

—
jes 'Y
i

for i € Z,, and a set S of elements in Z,.

3.2 Network Architecture

The network architecture of our scheme is shown in Fig.1. It consists of four
entities, which are data owners, cloud server, attribute authority and data users.
The attribute authority generates initial private keys for users including data
owners and data users, and distributes the private keys to users through secure
channels. It is also responsible for updating users private key when attribute
revocation occurs. A data owner uploads signcrypted data to the cloud server.
The cloud server stores the encrypted data with its signature and provides them
to the data users. Data users downloads the encrypted data from cloud server
and unsigncrypt them for further application.
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Fig. 1. Network architecture of our scheme.

3.3 Algorithm Definitions

Our scheme consists of the following algorithms:

Setup(1*): This algorithm is run by the attribute authority. On input security
parameter A, it returns the master public key mpk and master secret key msk.
mpk is shared by users while msk is kept secret by the system.

sExtract(mpk, msk, As): This algorithm is run by the attribute authority. On
input the master public key mpk, master secret key msk and a user’s signing
attribute set A, it generates signing secret keys SK 4, for a user.

dExtract(mpk, msk, A;): This algorithm is run by the attribute authority. On
input the master public key mpk, master secret key msk and a user’s decryption
attribute set Aq, it generates decryption secret keys SK 4, for a user.

Signcrypt(m, mpk, SKa_,ms, A): This algorithm is run by a data owner. On
input the plaintext m, master public key mpk, predicate 75 of data owner and
a ciphertext access policy A it outputs the ciphertext 4.

OutDesigncrypt (6, mpk, tk, s, A): This algorithm is run by the cloud server.
On input the ciphertext §, master public key mpk, the transforamtion key tk,
predicate s of data owner and the ciphertext access policy A, it outputs either
the transformed ciphertext ¢’.

UserDesignerypt (6,8, mpk, SK4,,7s,A): This algorithm is run by a data
user. On input the ciphertext ¢, the transformed ciphertext ¢’, master pub-
lic key mpk, the decryption secret key SK4,, predicate m, of data owner and
the ciphertext access policy A, it outputs either the plaintext m or rejection
symbol 1.

UpdateKeyGen(mpk, msk, a;): This algorithm is run by the attribute author-
ity. On input the master public key mpk, master secret key msk and the revoked
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attribute ay, it outputs new master public key mpk’, master secret key msk’, user
secret key (SKA 7SKAd) and update key uk;.

CiphertextUpdate(d, uky, ar): This algorithm is run by the cloud server. On
input the signerypted message d, revoked attribute ax and update key uky it
outputs new signcrypted message 6.

3.4 Security Model

The notion of security with respect to data confidentiality can be captured by a
game. If no probabilistic polynomial time adversary has a non-negligible advan-
tage in winning the following game, it is said to be indistinguishable under chosen
plaintext attacks. A challenger C provides the enviroment for the attack, and A
is an adversary.

Setup: The challenger C runs the Setup algorithm on input a security parameter
A, gives public parameters mpk to the adversary A and keeps the master key
msk secret.

Query Phase 1: The adversary A makes the following queries.

sExtract: A queries a signing attribute set A, C answers by running algorithm
sExtract(mpk,msk,Ay).

dExtract: A queries a decryption attribute set A4, C answers by running algo-
rithm dExtract(mpk,msk,Aq).

Signcrypt: A queries a signing attributes set Ay, a ciphertext policy Ay
and a message m, B runs algorithm sExtract(mpk,msk,A;) and Sign-
crypt(m,mpk,SK 4_,7s,A) returns the ciphertext § to A.

Challenge: The adversary A submits two equal length messages mg and my
to the challenger C with signing attribute and access policy. The attribute
sets which satisfy the access policy must be not queried in Query Phase 1.
C picks ber{0,1} and signcrypt the message m; by run algorithm Sign-
crypt(m,mpk,SKa,,ms,A). Then return §; to A.

Guess: Finally, the adversary A outputs a guess bit ¥’ € {0,1} and wins the
game if b =1b'.

The advantage of the adversary A in the above game is defined as Adv(A) =
|[Pr(b="b")— %

4 CP-RABSC Construction

In this section, we present the specific construction for our revocable attribute-
based signcryption scheme with outsourced designcryption.
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4.1 System Initialization

Setup. Gy and Gp are both cyclic groups of prime order p, while g is the
generator of Gg. Let e : Go X Gy — G be a bilinear pairing. For each attribute
a; in the global attribute set ¢/, this algorithm chooses a random number v; € Z;
and calculates V; = ¢g”. Besides, it picks another secret number o €g Z; and
calculate A = e(g, g)*. And it defines two hash functions: H; : {0,1}* — G and
Hy :{0,1}* — Z7.

It sets the master secret keys as msk = {{v; }q,cu, &}, and the master public
key as mpk = {ga Go, p, A7 {V;l}aielxi}'

4.2 User Key Generation

dExtract. The algorithm selects random number rq4, 8 € Z; for each decryption
user. And according to the user’s attribute set Aq4, it randomly chooses {rq; €
Z3}a;ea,- Then it computes Dg = g ", Dg; = g /B H | (a;) /P, D, =
Hl(ai>7'd,i/viﬁ.

It sets transformation key as tk = {(Dgq,;, D ;) }a;c Ay, retrieval key as rk =
and the decryption secret key as SK4, = (Daq, t’k, rk).

sExtract. The algorithm selects random number rs € Z for each signer. And
according to the signer’s attribute set A, it randomly chooses {rs ; € Z;}aie A,-
Then it computes Dy = ¢g*~ ", D, ; = g™ Hy (ai)TSvi,D;,i = Hy(a;)"/vi.

It sets the signing secret key as

SKa, = (D57 {(DS"“‘D;‘,’L')}‘HGAS'
4.3 Data Signcryption

Signcrypt. For the predicate ms of the data owner and ciphertext access policy
A, the algorithm defines two corresponding access tree 75 and 7. It picks a
random number s € Z; and runs the algorithm divide(7, s), divide(7s, s).
These algorithm return the shares of s: {¢;(0)}a,ca.,{qj(0)}q,ca,. A, As are
sets of attributes in A and 7, respectively. It computes Cop = m - A%, Cfj = g°,
C; = g%, Cl = V(0).

Then it picks a random number ¢ € Z7 and computes V' = e(Ch,g'), h =
Hy(m,V, T, T,), R =g - D!, Ry = DY, R} = (D] ;).

The ciphertext is:

§= (CO’ C(l)v {(Cﬂ CZ{)}aieAe7 h, R, {(Rj7 R;)}ajeA577;77;)
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4.4 Data Designcryption

OutDesigncrypt. When the user receives the ciphertext J, the algorithm trans-
forms the ciphertext under transformation key tk as follows.
For each tuple in tk, it computes
(C’iv Dd,i)

e
Fy, = ——2 =%t — raq:(0)/B
d, €(C{anm) e(gag) 9

and assigns this value to according leaf node in 7..
Then, it can recover the value of a non-leaf node z with leaf node set S, as

Ay,s, r
Fao= [ Faro" = e(g, )17
z€S,

or return L. It repeats above steps up to the root node to get Fj,oot =

e(g,g)" /P
For each tuple in {(R;, R})}, it computes

_ 6(Rj g) _ rsq;(0)
8,0 T e(‘/‘;,R;) _e(gvg) )
and assigns this value to according leaf node in 7.
Then, it can recover the value of a non-leaf node 2z’ with leaf node set S, as

Ais,,(0) g
Foor = H Fs,z’sm = e(g»g)rqu ©
z'€S,

or return L. It repeats above steps up to the root node to get F o0t = €(g,g)"=*.

Finally, it sends the transformed ciphertext 6’ = (Fy root, Fs.root) t0 the data
user. UserDesigncrypt. When receiving the transformed ciphertext ¢’, the
data user exploits the retrieval key rk = 3 to recover the message and verify the
signature as follows. It computes

Co e(Ch, R)
Y =e(Dg,CY) - FY om= 2V = 0
oot Y (Y : Ee,rloot)h

Then, it outputs m if h = Ho(m, V', Ty, 7;) holds. Otherwise it outputs L.

4.5 Attribute Revocation

UpdateKeyGen. When an attribute ay, is revoked from some users, this algo-
rithm chooses a new random number vx € Z; and computes Vi = g% to replace
v and Vi for that attribute.Then, it updates influenced user secret key part
ﬁl’Lk = Hy(ag) /%, ng = H(attry)"*/" and distributes to those users
who still possess that attribute.
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Besides, it generates the update key uki = ;—Z and send to cloud proxy
re-signcryption service.

SigncryptUpdate. When the data owner receives the update key wukg, it
updates the influenced ciphertext as follows.
It computes a; # ag, C) = C!, R, = R}; a; = ay, C! = (C})***, Rl = (R})"k*
The updated ciphertext is

g = (007 CV(/)a {C’i7 é;}ieﬂgaha R7 {Ri7 fzg}ieﬂsvtz;; 7—5)

5 Security Analysis

Confidentiality. The proposed scheme is IND-(CP-ABSC)-CPA secure under
the DBDH assumption in the random oracle model.

Theorem: If an adversary A can break the IND-(CP-ABSC)-CPA secure of our
scheme that makess ¢ times queries with a non-negligible advantage ¢, then there
is another challenger C with algorithm B can solve the DBDH problem with a
non-negligible advantage.

Due to the space limited, we will give the proof in the extended version.

Collusion Attack Resistance. In the proposed scheme, the secret sharing is
embedded into the ciphertext instead to the private keys of users so the private
keys of users are randomized by r4,7rs such that they cannot be combined in
the proposed scheme. In order to unsigncrypt a ciphertext, a user or a colluding
attacker should recover e(g, g)*°. To recover this, the attacker must pair C;, C;’
from the ciphertext and D;, D;’ from some colluding user’s private key for an
attribute attr; that the attacker does not hold. However, this results in the value
e(g,9)®® is blinded by 74, s which is randomly assigned to each user. This value
can be blinded out if and only if the user has the enough key components to
satisfy the secret shared in the ciphertext. Therefore the proposed scheme is
secure against collusion attacks.

Unforgeability. The adversary who wants to forge the signcryption ciphertext
must have the secret key of sensitive data owner and the random factor ¢t. How-
ever, it cannot forge the private key SKa, = (Ds, {Ds., D;i}attmeAs) because
the secret number 75 and {ry, i} are chosen randomly. Additionally, the attacker
cannot falsify a valid signcryption ciphertext from exist ciphertexts. Even if the
adversary changes the ciphertext, the receiver can still verify the integrity and
legitimacy of the ciphertext by algorithm Unsigncrypt.Thus the proposed scheme
is unforgeable under chosen message attacks.
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Table 1. Communication cost

Size

Ciphertext (2le + 215 + 2)|Gol + |Gr| + | Zp|
Decryption Key | (2|Aq| + 1)|Gol + | Zp|

Signing Key (2|As| + 1)|Go|

Table 2. Computation cost

Cost
Signcryption (2le +2ls+3)Eo +2Er + P
Designcryption | Eo + Er

6 Performance Analysis

In this section, we analyze the communication and computation cost of our
proposed scheme. For the computational cost of decryption, we only consider
the computation on the user side. We assume that the size of access structure
and hash computation cost are not included in the calculation (Tables1 and 2).

We analyze the ciphertext, decryption key and signging key size of our
proposed scheme as follows. The ciphertext is 6 = (Co, C{, {(Ci,Cl)}a,ea.,
h, R, A{(Rj, R)}a;ea,)- The total size is |Co| + [Co| + [Ac|(|Ci| + [Ci]) + || +
|R| + |As|(|1Rs] + [R}]) = (2le + 25 + 2)|Gol| + |G7| + | Zp|. The decryption key
and signing key is SKa, = (Da,tk = {(Da,i, Dy ;) }asenq, vh), Ds = g*7 ",
Dy = g™ Hi(a;)™*, D ; = Hi(a;)"*#/%. The size can be calculated as |Dg| +
[Adl(|Dail + 1Dy 1) + Ikl = 21 Aal + DIGol 12y, Dol + |A,(1Dal + [D,1) =
(2144] +1)[Gol.

The major concern for the computation cost is the exponentiation and pair-
ing operations in signcryption and designcryption algorithm. In our scheme, the
Signerypt algorithm calculates Co, G, {(Ci, C}) }a,ea,, hy B {(Rj, R}) }ajea.,
V = e(C},g"), which need (2|A.| + 2|As| + 3) times exponentiation opera-
tion in Gy, two times exponentiation operation in Gy and one pair operation.
And the UserDesignerypt algorithm calculates Y = e(Dy, CY) - Fgmot,V’ =

e(Ch, R)/(Y - Fy',or)", which only need one exponentiation operation in Go and
one exponentiation operation in Gr.

Due to the space limited, the performance evaluation is omitted here, we
will evaluate our scheme performance in terms of storage overhead and time

complexity in the extended version.
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7 Conclusion

In this paper, we present an efficient revocation attribute-based signcryption
scheme for data sharing in the cloud storage system. In our scheme, only users
whose attributes satisfy the access policy defined by data owner can have access
to the encrypted data. And data users can check the data authenticity and
integrity with the signing attributes which hide the specific identity of the
data owner. Besides, the proxy re-signcryption serivices reduce the computaion
and communication overhead when attributes revocation. The security analysis
showed its confidentiality, anonymous collusion attack resistance, unforgeability
and forward securecy. The performance analysis indicated that our scheme has
low computation overhead of decryption and attribute revocation.
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Abstract. This paper proposes a novel cognitive cooperative transmission
scheme by exploiting massive multiple-input multiple-output (MMIMO) and
non-orthogonal multiple access (NOMA) radio technologies, which enables a
macrocell network and multiple cognitive small cells to cooperate in dynamic
spectrum sharing. The macrocell network is assumed to own the spectrum band
and be the primary network (PN), and the small cells act as the secondary
networks (SNs). The secondary access points (SAPs) of the small cells can
cooperatively relay the traffic for the primary users (PUs) in the macrocell
network, while concurrently accessing the PUs’ spectrum to transmit their own
data opportunistically through MMIMO and NOMA. Such cooperation creates a
“win-win” situation: the throughput of PUs will be significantly increased with
the help of SAP relays, and the SAPs are able to use the PU’s spectrum to serve
their secondary users (SUs). The interplay of these advanced radio techniques is
analyzed in a systematic manner, and a framework is proposed for the joint
optimization of cooperative relay selection, NOMA and MMIMO transmit
power allocation, and transmission scheduling. Further, to model network-wide
cooperation and competition, a two-sided matching algorithm is designed to find
the stable partnership between multiple SAPs and PUs. The evaluation results
demonstrate that the proposed scheme achieves significant performance gains
for both primary and secondary users, compared to the baselines.

Keywords: Massive MIMO - Non-orthogonal multiple access *
Dynamic spectrum access - Relay selection - Cooperative spectrum sharing

1 Introduction

Mobile traffic is growing at a very rapid rate. Massive multiple-input, multiple-output
(MMIMO) and non-orthogonal multiple access (NOMA) are two essential enabling
technologies for next-generation (5G & beyond) mobile networks to achieve necessary
performance improvement in spectrum efficiency and network capacity for meeting
ever increasing user demands. Traditional MIMO networks typically use a few of
antennas to transmit and receive signals. Massive MIMO (MMIMO), on the other
hand, is a MIMO system using an antenna array with a large number of elements at the
base stations (BSs) or access points (APs) [1, 2]. Advanced signal processing tech-
niques can be employed to leverage the large number of antennas and concurrently
generate multiple directional signal beams, each focusing a great amount of signal
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energy on an intended mobile user (MU). Beamforming enables the BS/AP to
transmit/receive multiple signal beams simultaneously to/from multiple MUs on the
same frequency channel with a high signal gain. The more antenna elements the BS/AP
is equipped with, the more possible signal paths and the higher total throughput. The
emerging 3GPP 5G New Radio (NR) standards [3, 4] support MMIMO in both
mmWave bands and sub 6 GHz bands with up to 64 logical antenna ports, and the
number of antenna elements is expected to increase in the future standard releases.
NOMA is another technique to improve spectrum efficiency and network throughput
[5, 6]. With NOMA, a user receiving the superposition transmission with its own signal
sent in lower power can decode the stronger signal components for other users and then
cancel them out to get its own signal, thus yields a significant spectral efficiency gain
over conventional orthogonal multiple access. These new radio techniques can
potentially significantly enhance the network performance and distinguish 5G systems
from 4G systems.

In addition, 5G NR will support services with different spectrum licensing terms
[7], including exclusive-use licensed spectrum, shared spectrum, and unlicensed
spectrum. In particular, dynamic access to shared spectrum through cognitive radio
(CR) capability can make more efficient use of spectrum, alleviate the spectrum scarcity
problem, and provides new services. For example, non-operator organizations can use
shared spectrum to deploy private networks in public venues, workplaces, or industrial
facilities, which will unlock opportunities for innovative deployment models and take
advantage of 5G technology to extend mobile networking ecosystem.

It is vital to have efficient and reliable mechanisms to optimize dynamic spectrum
access (DSA) to the shared spectrum. There can be different models for DSA [8]. In
interweave or underlay DSA models that most existing research focused on, unlicensed
secondary users (SUs) of spectrum can access the licensed spectrum bands of primary
users (PUs) to transmit data only when the PUs are not using the spectrum or when the
interference from the SUs are tolerable by the PUs, i.e. below certain threshold, through
techniques such as spectrum sensing and interference management. Alternatively, the
PUs and SUs can cooperate in DSA, termed cooperative DSA [9, 10], also known as
cooperative cognitive radio network (CCRN) model, to achieve flexible spectrum
sharing. The cooperative spectrum sharing can perform more efficiently than unco-
operative shared access and benefit both parties. Novel network architecture and pro-
tocols are needed to facilitate the cooperation. Specifically, it is worth to investigate
whether joint optimization of various elements in the network system is possible and
design efficient algorithms to leverage advanced physical-layer technologies such as
MMIMO and NOMA in cooperative cognitive radio networks for significant perfor-
mance gains and new network functionalities.

In this paper, we propose a novel cooperative transmission scheme of PUs and SUs
by exploring new radio technologies such as MMIMO and NOMA in dynamic spec-
trum access and sharing. We study a deployment scenario consisting of a cellular
macrocell network and multiple cognitive small cells, in which the incumbent
macrocell network owns the spectrum band and is the primary network (PN), and the
small cells act as the secondary networks (SNs). The macrocell network serves a group
of primary users, and small cell networks serve their own secondary users. The sec-
ondary access points (SAPs) of the small cells equip with cognitive radio capability
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with MMIMO beamforming and NOMA technologies. A SAP can dynamically access
the spectrum owned by the macrocell network to help the incumbent BS to relay the
primary traffic to the PUs while simultaneously transmit its own data with MMIMO
and NOMA. Such cooperation creates a “win-win” situation: the throughput of PUs
will be significantly increased with the assistance of SAP relays, and the SAPs can
serve their SUs opportunistically. In this way, the dynamic spectrum access by the
small cells will not congest the licensed spectrum, but improve the performance of the
incumbent primary network. The interplay of these advanced radio techniques is
analyzed in a systematic manner, and a framework for the joint optimization of relay
selection, NOMA and MMIMO transmit power allocation, and transmission scheduling
is proposed and investigated. Further, to model network-wide cooperation and com-
petition, a two-sided matching algorithm is designed to find stable partnership between
the SAPs and PUs in the network. The evaluation results demonstrate that the proposed
scheme greatly improves the utilities of both primary and secondary users.

@ Base Station

Spectrum Owned
by BS-PU2

Spectrum Owned by
BS-PU1

SAP1

Relaying

Relaying

& PU2
PU1

Fig. 1. A scenario for cognitive cooperative relaying with MMIMO and NOMA.

2 System Model

As shown in Fig. 1, there exist a group of small cells in the coverage area of an
incumbent macrocell base station (BS) that is the owner of a spectrum band. The
incumbent BS serves a number of PUs. We assume that a PU is allocated a licensed
sub-channel for data delivery in a time slot via orthogonal frequency-division multi-
plexing (OFDM). Thus, we define a link between the macrocell BS and PU as the
primary link (PL). For simplicity, we assume the incumbent BS and PUs are equipped
with a single antenna and no NOMA capability.

Each small cell SAP is assumed to have MMIMO and NOMA interference can-
cellation capability, which can dynamically access to the sub-channels in the licensed
spectrum of the incumbent PUs to serve its SUs opportunistically. Under the proposed
cooperative DSA framework, a SAP can dynamically relay the traffic for the PU, while
borrowing PU’s sub-channel to transmit/receive the secondary data to/from its SUs
using its MIMO and NOMA capabilities. We design the algorithms for a PU to select a
SAP as relay and the SAP to control the power for transmitting SU data in the small
cell and relaying PU data to optimize overall system performance. The SUs in a small
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cell are served opportunistically. For system fairness and simplicity, we allow one PU
at most has one small cell SAP as its relay in a time slot. A SAP can only help one PU
and access the PU channel that it is in cooperation with. In addition, we consider the
downlink data communication from the macrocell BS to the PUs, whereas both uplink
and downlink transmissions are considered for the SN. For the uplink from PU to the
macrocell BS, symmetric analysis can be applied.

If a PU; does not have a relay during a transmission time slot ¢, the BS will directly
send data to PU; on the subchannel allocated to PU;. If a SAP; acts as a relay for a PU;
in a time slot ¢, we call SAP; and PU; forms a partnership. Let S; denote a set of SUs in
small cell j associated to SAP;. Thus, the time slot 7 is divided into two subslots as
shown in Fig. 2. In subslot 1, the BS will transmit PU;’s data on the subchannel
allocated to PUj;, and the partner SAP; will receive the PU;’s data. Meanwhile, SAP;
will schedule K SUs in its small cell, SUy, k € S; to transmit secondary uplink traffic
and utilize its MMIMO beamforming and NOMA signal cancellation capabilities to
receive the secondary uplink traffic, while receiving the primary data. In subslot 2, the
SAP; forwards the primary data to PU; and also sends K downlink secondary traffic
beams to its SUs in the small cell, SUy, k € S;, with MMIMO and NOMA. We will
consider the case where an SAP is equipped with M antennas (M > K) and a SU has a
single antenna.

®
PL@ ,§AP/$ BS
WQ‘ : ‘\'\.\ Subslot one

Subslot two /-/

R //'/ S~ ‘\.
N Vg h \ !
. NN Uy

N\

'\v\_S\Ur K Sl{t"/

Fig. 2. MMIMO NOMA transmissions.

Assume the slot duration is T, subslot 1 duration 67(0 < ¢ < 1), and subslot 2 size
(I — 0)T. In subslot 1, an SAP; accesses the subchannel allocated to its partner PU;
and receives the signal sent from the incumbent BS to PUj, along with the uplink
signals from K SUs. Let y,, be the baseband signal output at the m-th element of the
SAP; antenna array. The M x 1 signal vector at the array output,

Y= s Yajs - - o Ymjs - - .yMj]T can be represented by [11]
\f =hyjxp; + Hjx; + n; (1)

where Xy, is the primary message sent from the incumbent BS to PU; and the elements of

K x 1vectorxj =[x, X2, . - -, Xy - - .x,(j]T, represent the messages transmitted from each
of K SUs in the small cell S;. n; is noise, and Hjis the M x K channel matrix between the

SAP; and its SUs. The column of the channel matrix, H;= [hlj, .. .,hkj7...th],
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represent the channels or spatial signatures associated with each SU. The channel vector
with a linear antenna array can be modelled as [12]

By , .
hy; = v 1.e7™5 .. —jn(M—1)@ )
NET sz[ €T e ) (2)

where by; is the distance between the SAP; and SU k, k € S, e is the pathloss expo-
nent, ¢,; is the normalized direction, and f};; is the fading attenuation coefficient. hy; is
the channel vector between the incumbent BS and partner SAP; that can be modeled in
the same way. We are considering a flat Rayleigh block-fading channel model [10] to
simplify our problem description, with which the channel is invariant and flat within
each slot, but generally varying over the slots. For a large M value in MMIMO, a
simple conjugate beamforming structure, i.e. a maximum-ratio-combining
(MRC) beamformer with wy; :hgj at SAP can yield good performance [13]. The

symbol from the k-th user can thus be decoded by applying wy; :hgj to the array
output:

Ky = Wigy; = hyihuxei + higHx; + hyin; (3)

SAP decodes the message from each of the SUs by treating the signal from the
incumbent BS and other SUs as interference, with the following signal-to-interference-
plus-noise ratio (SINR):

2
IhZhw\aé

SINR;; =
Siespvi gyl ol + [hfihy o2, + o2

4)

where oc,zj is the signal transmit power of SU;, [ € S;, and oc%i is the power that the BS
transmits the primary data to PU;, and 0']2 is the noise power. Then the achievable data

rate from SU & to SAP j can then be expressed as Ry; = Blog, (1 + SINRkj). The data
throughput from SU k to SAP j during subslot 1 can then be expressed as

Cyj = 0TRy; = STBlog, (1 + SINRy;) (5)

After SAP; decodes the messages from its SUs, it subtracts these messages from the
superposed signal it received by carrying out successive interference cancellation
(SIC) [5, 6], and decode the information from the incumbent BS for PU; using a MRC
beamformer with wy; = th. The SINR for decoding the PU; information is given by

[ hy |2°‘12;i
SINRy = ——— (6)
J
Note that if there is no NOMA SIC, the SINR for the PU; message received by relay
SAP; is less due to the interference of the SUs, which is
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2
|hghbj | “lfi

Hyp 122 2
ZleSj |hbjhl]‘ o + o;

SINRy; = (7)

By applying SIC, the interference to the PU information is removed before decoding so
that its SINR is improved. The achievable data rate for the link from the incumbent BS
to SAP; can be expressed as: R = Blog2(1 + SINij). The corresponding data
throughput for the link from the incumbent BS to SAP; in subslot 1 is

Cy = O6TRy; = 0TBlog, (1 + SINR,;) (8)

It is possible to apply SIC in decoding the messages from the SUs. However, this
will significantly increase the signal processing complexity and the SUs are served
opportunistically, thus we only use SIC for PU message decoding to improve PU’s
performance. The SU message decoding depends on MMIMO beamforming. In
addition, we assume each SU uses a fixed power to transmit its uplink traffic as the
uplink power control introduces a large overhead and complexity.

In subslot 2, the SAP; relays the primary data x; to the PU; and simultaneously
transmits K secondary downlink messages, Xja = [xj1, X2, - - -, Xjk, - - .ij]T, one message
to a SU, on the PU;’s subchannel with MMIMO beamforming and NOMA. Similar

analysis can be performed. Let X;; be the signal received by the PU; and vector Xz =

(X1, X2, - - Xk, - - .fch]T contain the signals received at each of the SUs, respectively,
which can be described by

9(]',- = hﬂWjini +hj}iIWijd =+ n; (9)
I)Ejd = H}{Wjini + HjHWijd + ng (10)

where wj; is the M x 1 MMIMO precoding vector applied to x;; before transmitting it
by the M antenna elements of the SAP; to PU;, and W; is the M x K MMIMO
precoding matrix applied to the secondary signal vector sent to its SUs by the SAP; for
the transmit beamforming. The downlink channel matrix H}'I from the SAP; to the SUs
is considered as the conjugate transpose of the uplink channel matrix due to channel
reciprocity. hj; is the channel vector between the SAP; and PUj, and n; is noise. We
consider that the maximum ratio transmission (MRT) precoding [11] is used to transmit
the primary and secondary messages to individual users, that is, wj; = h;; and W; = H;.

An incumbent PU; receives a superposition of the messages for itself as well as the
SUs. It treats the SUs’ information as noise and decodes its own message with the
following SINR:

Hp 2
hi; hyion;

Hy 2 2
ZIGS,- hji hl]ajl + O;

SINR;; = (11)
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The achievable data rate of an incumbent PU; during subslot 2 is then
R; = Blogz(l + SINRj,»), and the corresponding PU; throughput in subslot 2 is

Ci = (1 — 8)TR; = (1 — 8)TBlog,(1 + SINR;) (12)

Assume that SUs have NOMA capability. After a SU receives the superposed signal, it
may try two approaches to obtain its message, depending on its MMIMO channel state
and SAP;’s power allocation strategy:

(1) a SUy, k € Sj, can try to decode the PU;’s message and then use SIC to subtract
this message from its observation, and finally decode its own information. For the
PU; message decoding at SUy, the SINR is given as:

Hy, 2
hkjh], o

SINRj_ji =
P Sies hifhyol + of

(13)

The data rate for PU; is R;; and let &; = (28i/8 — 1). If SINR_j; > &, SIC can be
carried out successfully at SU k and the SINR for decoding its own message is
given by

thjhkj Otjzk

Hp ~2 2
Zlesj\k hkjhl.lajl + Gy

SINR;, = (14)

(2) If SU; cannot successfully decode the PU; signal, i.e. SINRj_j; < g, it will
decode its own message directly by treating PU;’s information as noise. The SINR
of SU; signal is then

Hyp o2
hkjth Otjk

Hp o o2 Hp 2 2
hkjhjlocji + ZleS\k hkjhljajl + (o

SINR;, = (15)

The achievable data rate for SU; is thus Ry = B 10g2(1 + SINRjk), and the
corresponding data throughput for SU; in subslot 2 is

Ci = (1 — 8TRy = (1 — 6)TBlog2(1 + SINRjk) (16)

Moreover, If the incumbent BS transmits data to PU; directly on its subchannel
without cooperative relaying, the achievable rate is a function of the BS transmit
power o, and the complex channel gain & between BS and PU;, which can be

expressed as [11], Ry gir = Bloga(1 + Z—}; hbi|2) where 0'1.2 is the noise power. The

PU; throughput without the cooperative relaying in time slot T is

2
oz
Chigir = TRpigir = TBlogy(1 + O__bzllhbi|2) (17)
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3 System Optimization

From the above analysis, we can see that a set of strategies affect the achievable
throughput of PU and SAP transmissions, including (i) a PU should decide whether to
use its frequency channel for direct transmission from BS to PU, or for SAP relaying.
(i) In the latter case, the best MMIMO-NOMA SAP relay for a PU should be selected.
(iii) After a SAP relay is selected, how are the resources shared in the PU and SU data
transmissions? That is, the MMIMO-NOMA relay transmission and power allocation
strategies should be decided, including the size of subslots 1 and 2 as well as the SAP
power allocation for transmitting PU data and SU data. We model the system of
multiple PUs and multiple SAPs as a two-side matching problem, and study the relay
selection, relay transmission, and power allocation strategies for overall system
optimization.

3.1 System Utility Maximization

Let P denote the set of PU links and S the set of MMIMO-NOMA small cells each led
by a SAP. We define the utility that each party can earn as its throughput, which is a
function of relay selection, subslot partition, transmit power allocation, and MMIMO-
NOMA transmission states. If PU link i,i € P uses SU j,j € S as a relay, the utility of
PU;, is defined as the throughput with this partnership, U? ; = Gy = Cji. Here, we
assume that the SAP; relay should forward all the data received from the incumbent BS
to the cooperating PUj, that is, satisfying the flow conservation constraint C;; = Cj,
because the primary data has higher priority. The utility of SAP relay j is the sum of the
throughput that it receives and transmits its own data on the subchannel leased from PU
link i, Ul-fj = ZkeS,- (Wuij + wdek) where w, and wy, 0 < w,,w; < 1, are the
weight factors that are put on the SU uplink and SU downlink transmissions,
respectively.

In the case of direct transmission from the BS to PU; without cooperative relaying,
the utility of PU; is Uid” = Cpigir- The utility of SAP; without cooperation is U]f""’ =
Cij = Cip = 0 because the SAP does not have spectrum to transmit without cooper-
ation. A PU; selects a SAP; as the cooperative relay only when its utility through the
relay is greater than that of the direct transmission, i.e. U, = Cy = Cji > UYr = Cpy gir-
For a SU, the requirement is that its utility with cooperation should be greater than zero,
e U= Yhes, (wuCi +waCit) > Uf" = 0. In addition, the transmit power alloca-
tion of the SAP should be subject to the SAP total power constraint:
ocjz, + > kes, ocjzk < Py, Where P, is the maximal total transmission power of SAP.

Let us first assume that PU; has selected SAP; as its cooperative relay. The relay
selection optimization problem will be discussed in the next section. Then, the
objective is to maximize the total utility U’ ; T Uj; by jointly determining the optimal
subslot length ¢ and the power allocation of the SAP MMIMO-NOMA PU data relay
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and secondary data transmission to SUy, k € S;, subject to the above flow conservation
and power constraints. The optimization problem can be formulated as

mox (U0} = e {6 X GG} a8)

57Pj,-.ij‘k€5j 9.PjiPixjkes;
s.t. Cpj = Cji > Chigirs E . (wuCij + waCit) > 0,
J
i+ XA <P 0<d<l1
‘ji Gk = Fmax,
kESj

The above constrained optimization problem can be solved with gradient ascent
algorithms [14].

3.2 Two-Sided Matching

Next, we will focus on the cooperation and relay selection problem among multiple PU
links and MMIMO-NOMA-empowered SAPs, and aim to optimize the utilities of all
the entities with fairness. There exist competitions among the PUs, as well as among
the SUs during relay selection and partner matching. The optimal strategy of an entity
depends on the behaviors of other entities.

In practice, the SAP; can estimate the channel vectors hy; and Hj=[hyj, ...,
hy;, .. .hgj] in its small cell and determine the power allocation and beamforming for its
MMIMO-NOMA transmission. The PU; estimates the channel coefficients hy; and h;.
We assume that a common control channel is available for exchanging messages
among the entities involved in cooperation. Then, BS, PUs and SAPs periodically
exchange control messages within their transmission range, i.e. local neighborhood. All
the achievable link rates can be then derived. We consider the scenario without global
information. The partnerships are formed through local information exchange among
the BS, PUs and SAPs. Under this setting, we find our problem is best modeled using
two-sided matching theory [9, 15, 16]. Based on this theory, we define the following
concepts.

Definition 1: An entity is individual rational, if it will only cooperate with others when
such a partnership improves its utility, i.e.,U” > U?yi» Vi € P and Uj; > 0,V €8.

Definition 2: A blocking pair is a pair (PU;, SAP;) who both already have their
respective partners n(i) and n(j), but prefer each other rather than their partners, i.e.,
Ul,o < Upjand Uy < U3

We can easily see that, if there exists a blocking pair, the entities involved have an
incentive to break up from their existing partnership and form a new pair. Therefore,
the current matching is unstable and not desirable. The definition of matching stability

is given as follows.

Definition 3: A matching is stable if and only if every participating PU and SAP is
individual rational and if there is no blocking pair in the network.
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Based on the given definitions, our objective is to find a stable matching in the
primary and secondary markets. It has been proven that a stable matching always exists
for a two-sided market [15], and PUs and SAPs can find their partners using the
following matching algorithm.

For each PU p € P:
Initialize the preference list by ranking the PU’s utility in
partnership with each of available SAP relays, p.list();
p.partner < free; end « false;
while end !'= false
if p.partner = free and p.plist != J then
s « pop(p.plist());
Send a “propose” message to s;
if p receives an “accept” message from s then
p.partner <« s;
if p receives a “reject” message then
delete the message sender from p.plist();
If the message sender is the current partner of p then
p.partner < free;
Algorithm end when no message to issue and no response re-
ceived from SAPs.

For each SAP s € S:
Initialize the preference list by ranking the SU’s utility in
partnership with each of available primary links, s.list();
s.partner « free; end <« false;

while end !'= false
if s receives a “propose” message from p then

if p ¢ s.list()then
s sends a “reject” message to p;

else
S.partner < p;

s sends an “accept” message to p;
for each PU p’ with a rank lower than p in s.list()
s sends a “reject” message to p’;
remove p’ from s.list();
Algorithm end when no message received from PUs and no re-
sponse to send.

The above algorithm is an extension of [16], which is a distributed version of the
Gale—Shapley algorithm [15]. It can be proven that the algorithm finishes in O(Np+ Ng)
iterations and results in a stable matching that is optimal for the PUs [15], where Np is
the number of PUs and Ny is the number of SAP relays. Note that since the PUs
represent the owners of the channel and can proactively lease the channel for higher
utilities, the result of our mechanism is therefore desirable.

4 Evaluation Results

In this section, we evaluate the performance of the proposed MMIMO-NOMA-based
cognitive cooperative relaying framework. We consider that Np PUs are randomly
located in a semicircle with a radius of 100 m centered at the incumbent BS. Moreover,
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Ns MMIMO-NOMA SAP relays are randomly distributed within the same semicircle.
Each SAP serves a small cell with 8 active SUs, 4 transmitters and 4 receivers, besides
relaying data for the PU. The SUs are randomly placed in a circle centered at the SAP
with a radius of 25 m. A SU receives or sends the secondary data from or to the
SAP. In addition, we assume that the subchannel bandwidth for a PU link is 1 MHz.
The thermal noise level is set to be —100 dBm. The transmission power of the
incumbent BS, Py, is set to be a value such that the average channel SNR of the PUs is
0 dB. The maximum transmission power of a SAP and a SU is set to be 1.0 x P, and
0.5 X Py, respectively. We further assume that the incumbent BS and PUs are
equipped with a single antenna. The SAPs are equipped with MMIMO and NOMA
transceivers, and the SU has a single antenna, but has NOMA capability. As discussed
before, the channel is modeled as a flat block-fading channel [10] and line-of-sight
propagation between the sender and receiver with a path loss exponent of 3 and a
small-scale Rayleigh fading component ¢ = 1.
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Fig. 3. (a) Average utility of primary users, (b) Average utility of secondary access points
versus the number of secondary access points for difference schemes.

Figures 3(a) and (b) illustrates the average utilities of PUs and SAP relays,
respectively, versus the number of SAPs. The number of PU links, Np is set to be 20.
The “Direct Transmission” in the figures means that there is no cooperative SAP
relaying, and the incumbent BS directly transmits its data to a PU. For the “MIMO with
NOMA” scheme, the SAP relay has only two antenna elements. With massive MIMO
and NOMA, the SAP equips with a 32-element MMIMO antenna array. Figure 3(a)
shows the average PU utility for the relaying schemes improves as the number of SAPs
increases because more SAPs result in more opportunities for the PU links to find
suitable cooperative relays. Figure 3(b) shows that the SU utility for the relaying
schemes decreases as the number of SAPs increases because more SAPs compete to
access the limited spectrum resource. We can see from the figures that by exploiting
cooperative SAP relaying with massive MIMO and NOMA, the proposed scheme
significantly outperforms the direct transmission and MIMO-NOMA relaying schemes
in terms of PU’s utility. The MIMO-NOMA relaying scheme sometimes achieves a
little better SAP utility than the MMIMO-NOMA relaying scheme, especially in the



Massive MIMO Cognitive Cooperative Relaying 109

case of fewer SAP relays, because the SAP relays may not be at a good location and
need to greedily allocate more power to transmit the PU data, but leave less power for
SU data transmission.
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Fig. 4. (a) Average utility of primary users, (b) Average utility of secondary access points
versus the number primary users for difference schemes.

Figures 4(a) and (b) shows the utilities of PUs and SAPs versus the number of PU
links, respectively, when the number of SAPs, N; is 20. In Fig. 4(a), the average PU
utility decreases for the relaying schemes as the number of PUs increases because more
PU links compete for good SAP relays, and some of PUs may not be able to find
suitable relays. In Fig. 4(b), the SAP utility improves with more PUs because a SAP is
more likely to be selected as a relay for a PU link and access the PU’s spectrum for its
own data transmission. The MMIMO-NOMA based cooperative relaying scheme
achieves much higher PU utility than the baselines. Due to the greedy allocation of the
SAP transmit power to maximize the PU utility, the SU utility of the MMIMO-NOMA
relaying scheme is less than that of the MIMO-NOMA relaying scheme in some cases.
The results validate that our MMIMO-NOMA cooperative relaying framework can
achieve win-win gains for both PUs and SUs.

5 Conclusions

In this paper, we present a novel framework that enables multiple PUs and multiple
MMIMO-NOMA empowered SAPs to cooperate in traffic relaying and dynamic
spectrum sharing. By leveraging the MMIMO and NOMA capabilities, SAPs help
relay traffic for PUs while concurrently accessing the PUs’ spectrum to transmit their
own data. The optimization algorithms for the SAP relay selection and data trans-
mission are proposed and analyzed. Evaluation results show that both PUs and SAPs
can benefit from this proposed framework.
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Abstract. Controlling a weighted linear dynamic network is important
to various real world applications such as influencing political elections
through a social network. Extant works mainly focus on minimizing the
number of controllers that control the nodes in a network, but ignore the
cost of controlling an individual node. Apparently, controlling a journal-
ist or a mayor in a city has largely different costs, and we show that
the aggregated control cost in extant works is often prohibitive. In this
paper, we formulate the minimum control cost (MCC) problem in a
weighted linear dynamic network, which is to find the set of controlled
nodes with minimum sum of control costs. We show that the MCC prob-
lem is NP-hard by reducing the set cover problem to it. We also derive the
lower /upper bounds and propose two approximation algorithms. Exten-
sive evaluation results also show that the proposed algorithms have good
performance compared to the derived lower bound of the problem.

1 Introduction

Weighted dynamic networks have been employed as a model in various areas,
including transportation networks [16], social networks [1] and network flow con-
trol [21]. In a weighted linear dynamic network, each node has a state value that
changes with time by a linear transformation model, each edge has a weight
that models the connection between the nodes, and each node has a weight that
identifies the hardness of controlling it (we call it control cost). In real world
applications, it is an important and challenge problem to control a weighted lin-
ear dynamic network [2,11,12,17,19,20,22, 23] which targets at driving all nodes
towards designated states by controlling only a small subset of the nodes.

This work is supported by the National Natural Science Foundation of China under
Grant No. U1636215 and National Key R&D Program of China 2018YEB1004003.
© Springer Nature Switzerland AG 2019

E. S. Biagioni et al. (Eds.): WASA 2019, LNCS 11604, pp. 111-123, 2019.
https://doi.org/10.1007/978-3-030-23597-0_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23597-0_9&domain=pdf
https://doi.org/10.1007/978-3-030-23597-0_9

112 Z. Gu et al.

Control Cost

@ Node

Fig. 1. An example with 6 nodes: exact control may find {1, 2, 3, 5, 6} as the controlled
nodes with a total cost 104, while a better set {1, 2, 3, 4, 6} has a minimum cost 5.

For instance, in a mayoral election, it is possible for some parties to control
the voters through social networks such as Twitter. Directly controlling different
voters in a city may incur different costs. Even in a small town, it is economically
prohibitive to control all voters. Therefore, it is more preferable to control only
a small portion of voters with minimum cost and let these voters influence other
voters in the network.

However, extant works ignore minimizing this cost and they typically focus
on minimizing the number of controllers [11,22]. A controller is a node added to
a network which can impose the same control signal onto all its controlled nodes.
For instance, the exact controllability theory (in short, exact control) [22] which
offers a method to find the minimum number of controllers and to discover a
set of nodes to be controlled. However, this approach does not consider the cost
of controlling an individual node, and our example in Fig.1 shows that their
control cost can be extremely high.

In this paper, we formulate the problem of controlling a weighted linear
dynamic network with minimum control cost (MCC). Controlling different nodes
may take different costs and the problem targets at finding a set of nodes con-
trolled by external controllers that minimizes the total cost. If the control cost of
each node is uniform, it would be straightforward to find the minimum number
of controlled nodes, which also minimizes the total control cost. If the control
cost of each node varies, the problem becomes much more difficult. In the paper,
we prove that the MCC problem is NP-hard, no matter the control costs are
uniform or not. We then propose two approximation algorithms to tackle it. The
main contributions of the paper are:

(1) We formulate the MCC problem of weighted linear dynamic networks for
the first time, and prove its NP-hardness;

(2) We propose two approximation algorithms: the HR’s algorithm computes
the control cost in a short time, but incurs quite large approximation
ratio without guarantee, while the Headhunter’s algorithm achieves In N-
approximation ratio with time complexity O(N3) (N is the number of nodes
in the network);
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(3) We conduct extensive evaluations on real data and the results also corrobo-
rate the theoretical analyses.

The remainder of the paper is organized as follows. In the next section, we
introduce the system model and formulate the MCC problem. Section 3 high-
lights existing works related to the MCC problem. In Sect. 4, we prove the NP-
hardness of the problem and derive the lower/upper bounds. In Sect. 5, we pro-
pose two efficient approximation algorithms. We present the evaluation results
in Sect. 6 and conclude the paper in Sect. 7.

2 Preliminaries

2.1 System Model

Considering a weighted network G(A) with the node set V' = {vy,vq, -+ ,un},

denote :Tt)) € CV as the state values of the N nodes at time t. The matrix
A = (aij)nxn € CV*N is called the coupling matriz of the network G(A). For
directed networks, if there exists a directed link from v; to v;, the edge-weight a;;
is nonzero. For undirected networks, a;; = aj; for all 4, j, thus A is symmetric.

Definition 1. A controller is an external node that can inject signals to change
the state values of the nodes in the network.

Definition 2. A controlled node in a network is a node directly controlled by
one or more controllers.

Suppose we use M controllers {ci,ca,...,capr} to control G(A). Denote
B = (bjj)nxm € CN*N as the controlling matriz, in which b;; is the con-
stant scaling factor that amplify or diminish the same signal from controller c;
to the controlled node v;. We say node v; is a controlled node if 35,b;; # 0
(that is, the i-th row of B has nonzero entries), and network G(A4, B) is called
a controlled network. Time is discretely measured in slots of equal length, and
network G(A, B) fits the linear time-invariant (LTI) dynamics:

2(t+1) = A-2(t) + B-u(t),u(t) e CM.

A linear dynamic network G(A, B) is said to be controllable if it can be
driven from any start state to any final state in finite time steps by imposing
time-variant signals via the controllers. Suppose each node v; in the network
G(A, B) has a cost w;. Denote w = [wy, ..., wx] as the cost vector of all nodes,
and denote Wyin, Wmae as the minimum and maximum cost to control the nodes.
For a controllable network G(A, B), denote the set of controlled nodes as C,
which consists of the indices of non-zero rows in B.

Definition 3. The control cost of network G(A, B) is the total cost of the con-
trolled nodes, i.e. ) ccw;
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Remark 1. We do not consider the cost of the controllers, because they are
virtual nodes without defined costs. Even assigned with homogeneous cost,
ECT [22] already proves the minimum number of controllers needed for full
control is the largest geometric multiplicities of the coupling matrix. So their
minimum cost is fixed given the network.

2.2 Problem Formulation
We formulate the Minimum Control Cost (MCC) problem as follows:

Problem 1. For a weighted dynamic network G(A) with cost vector w, find a
controlling matrix B such that G(A, B) is controllable and the control cost of
G(A, B) is minimized.

The decision version of the problem is: given a budget K, decide whether
there exists a controlled network G(A, B) with control cost no larger than K.

2.3 Mathematical Basics

We introduce related mathematical concepts briefly which can be found in well-
organized textbooks on linear algebra (e.g., [10]).

Let I,, denote the n x n identity matrix; we omit the subscript if not causing
confusion. Let e; denote the k-th column vector of I,,, and all the n unit vectors
er (1 <k < n) together form the natural basis for the n-dimensional linear
space. Let 6 denote the zero vector.

For a matrix A, denote A as the conjugate transpose. If AA¥ = I, then
A is unitary, and the column vectors of A form an orthogonal basis. If there
exists matrix A~! such that AA~! = I, A is invertible, and A~ is the inverse
matriz. Denote r(A) as the rank of A, which is the maximal number of linear
independent row vectors (or column vectors) in the matrix A. The proof of the
following lemma can be found in [10].

Lemma 1. Suppose P is an N x N invertible matriz, Q is an M x M invertible
matriz and A is an N x M matriz, r(PAQ) = r(A).

For the block matrix [A, B], we may denote its rank as r(A, B) for convenience.

Throughout this paper, we assume the N x N matrix A has s distinct
eigenvalues A1, ..., As; with the algebraic multiplicity «; and the geometric mul-
tiplicity u; for A;. The geometric multiplicity pu; = N — r(A — X\I) is the
dimension of the eigenspace Ker(A — \;I) = {x € CN|(A — N D)z = 6}.
That is, u; is the maximal number of independent eigenvectors correspond-
ing to \;. The algebraic multiplicity is defined in the characteristic polyno-
mial: fa(A\) = det(A\] — A) = [[_, (A = X\;)*, where a; is the dimension of
the root subspace Uy, = {z € CN|Im > 0,(4 — \;I)™ = 0}. Then, it is
shown in [10] that Y ;_, @y = N. The Jordan normal form (JNF) of matrix
Ais J = diag(Jy,,...,Jy,) such that there exists an invertible matrix P suits
A=PJP L
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In linear algebra, the size of Jy, equals o, and the number of Jordan blocks
in Jy, equals ;. If Jy, is diagonal, i.e. all Jordan blocks are 1 x 1, oy; = p; can
be deduced. The column vectors in matrix P are the generalized eigenvectors of
A, which form a complete basis of the N-dimensional linear space. In fact, we
can transform a matrix to its JNF by changing from natural basis to the basis
formed by generalized eigenvectors.

3 Related Works

In control theory, G(A, B) is controllable if and only if it satisfies the PBH rank
condition [7]: 7(\;Iy — A, B) = N for every eigenvalue \; of A. We introduce
two types of controllability.

3.1 Structural Controllability Theory (SCT)

In some applications, edge-weights cannot be easily measured. Structural control-
lability [11] reveals the controlling property related to the topological structure
of the network. SCT split each node into an in-node and an out-node, and each
directed edge is mapped to an edge between the in-node of its starting node and
the out-node of its ending node, resulting in a bipartite graph. Through maxi-
mum cardinality matching on the bipartite graph, a set of unmatched in-nodes
are identified in time O(m+/n) [8]. The corresponding nodes in the original graph
each should be directed controlled by one controller. There are also isolated com-
ponents without unmatched nodes (usually forming circles), to which there is no
directed path from those other unmatched nodes, so at least one node in each
isolated component should be directly controlled by the controllers. That is the
main reason that the SCT do not always optimize the control cost, since the
selection of these additional controlled nodes is uncertain.

3.2 Exact Controllability Theory (ECT)

Exact controllability is introduced in [22], which computes the minimum number
Np of controllers to fully control an arbitrary network as Np = maxi<;<s i,
i.e., the largest geometric multiplicity. Using the equation (Al — A, B) = r(Al —
J,P~1B), ECT also propose a method to design the controlling matrix B, which
finds P~!'B and then generates B = P(P~1B).

4 Problem Hardness of the MCC Problem

We rewrite the PBH rank condition as follows.

Lemma 2. Suppose A= PA'P~! where P is invertible; the PBH rank is

r(A—M,B)=r(A —X,P"'B). (1)
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This lemma can be deduced from Lemma 1 directly since [4' — A\, P™'B] =
P~1[A — M\, B]diag(P, I). From Lemma 2, we can change to a more convenient
basis to facilitate the process of finding such e (the k-th column vector of I).
One of such bases is formed by generalized eigenvectors. By using an invertible
matrix P such that A = PJP~!, we only need to satisfy 7(J — \;I, P"!B) = N
for each \; to control the network.

4.1 NP-Hardness

We show the MCC problem is NP-hard by reducing the Minimum (weighted)
Set-cover problem (whose decision version is NP-complete [9]). A weighted Set-
cover instance is characterized by:

(1) a set of points V = {v1,va,...,v,},

(2) a multi-set! of sets S = {S1,...,Sm}, Si C V and it has the weight w(S;);
for 1 <i<mandJ", S, =V, and

(3) the incidence matrix @ = (g;j)nxm such that ¢;; = 1 iff S; covers point v;.

The minimum set cover problem is to find the optimal cover Sppr C S
satisfying validity (Uges,, ., S = V) and optimality (3 g5, .. w(Si) = OPT
is the minimum among all valid covers). In the unweighted version, w(S;) = 1
for 1 <4 < m. In the decision version, the problem is to decide whether there
exists a valid cover of size k for any given constant k.

We first transform a set-cover instance (V,S,w, Q) to (V', 8", w’, Q") such
that |V'| = |S’| = m + n. Suppose all weights are in the range [Wpmin, Wmaz]. We
add n dummy sets S, ;(1 < i < n) and m dummy points v, (1 < i < m).
Specifically, we construct the instance as follows:

(1) Vawmmy = {vn+ill <i<m}, and V' =V U Vaummy-

(2) S; = Si U Vigummy, w'(S;) = w(S}), for 1 <i <m; S, = {vi} U Vaummy,
w'(S),4;) =W for 1 <i<mjand & = {S}[1 <j<m+n}.

(3) @ is an (m + n) x (m + n) matrix, whose first n rows are [@, I,] and the

last m rows are all 1’s (corresponding to the Vaymmy)-

The transformation preserves the validity and the matrix @’ is invertible. We
omit the proof due to page limits. Then, we can modify the non-zero entries in
Q' to get an invertible matrix (1 = (¢ij)Nxn, where N = m + n is the size
of the matrix @;. Let P = Qfl and J be any diagonal matrix with N distinct
eigenvalues, such as J = diag(1,2,..., N). Then we can transform the set cover
instance into an MCC instance with the coupling matrix A = PJP~! and the
cost to control node v; is w; = w'(S;) (1 < j < N).

Suppose a set of node indices C' = {c1,...,cp} C [N] is chosen as con-
trolled nodes, the controlling matrix is B = [e.,,...,€,,]|, and the cover
Sc = {Se;s---,Scy }- Then, we can deduce that G(A, B) is controllable iff the
cover S¢ is valid. Therefore the above polynomial reduction from the weighted
minimum Set-cover problem to the MCC problem reveals the NP-hardness.

! Different elements in S may coincide.



Minimum Control Cost of Weighted Linear Dynamic Networks 117

Theorem 1. The minimum control cost (MCC) problem is NP-hard.

4.2 Lower and Upper Bounds

When one controller only controls one node, the columns of B are restricted to
unit vectors eg, and the MCC problem is equivalent to the minimum number
of controller problem where all nodes have uniform weights (such as w; = 1
for node v; € V). For a controllable network G(A, B), the PBH rank condition
should be satisfied. Note that r(A — A\;I) = n — u;, and thus we need to pick an
optimal set C such that ey (k € C') can compensate for the p; defective (missing)
dimensions of the column space of A — \;I for each \;.

Let Nc = |C| denote the number of controlled nodes and OPT =}, w(j)
denote the minimum control cost. The cost of each node is in the range

[wm'm7 wmax} .

Theorem 2. max; 1; < No < Y, i and Wi, max; p; < OPT < Winag Y ; fi-

Proof. (sketch) Note that for each A; there are u; defective dimensions A—\;I to
be covered by p; linearly independent column vectors of P~1, so No > max; ;.
Since each chosen column covers at least one extra defective dimension (otherwise
it can be removed from the optimal set), and so N¢ < ZZ ;. Since Wi No <

OPT = ZjEC Wj < WnazNe, we have Wy max; p; < OPT < Winaa Y, Mi-

5 Approximation Algorithms

We propose two approximation algorithms called the HR’s Algorithm and the
Headhunter’s Algorithm. We introduce the intuitive ideas behind the names of
the algorithms. Suppose a multinational company is recruiting a think tank to
help the company adapt to various challenges. The column vectors in A repre-
sent the abilities of current employees. A — \;I represents their abilities under
challenges (there is one challenge for each eigenvalue). For each challenge, there
are missing dimensions of abilities among the current employees. The column
vectors in the matrix B represent the abilities of new employees in the think
tank, restricted to unit vectors ex; and there are various bases to measure the
abilities. To meet the challenges, a minimum number of new employees talented
at those missing dimensions is desirable, in order to satisfy the PBH rank con-
dition (A — A\ I, B) = N,VA,;.

The HR department of the company can recruit new employees without the
help of the headhunter, who simply recruits enough people to overcome each
challenge separately. However, the headhunter is able to measure the abilities
of the candidates from multiple dimensions, and can recommend appropriate
candidates who overcome multiple challenges.
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5.1 The HR’s Algorithm

We present the HR’s algorithm in Algorithm 1. After computing all eigenvalues
of A (Line 4), the algorithm generates corresponding controlled nodes for each
eigenvalue as Lines 6-9. This process is similar as recruiting enough people to
overcome each challenge (i.e. eigenvalue) without the help of headhunter.

Algorithm 1. The HR’s Algorithm

: Input: the coupling matrix A and the weight vector w;

: Output the set C' of node indices, the control cost;
C =0

Compute all the eigenvalues of A: {A1, A2, -+, As};

while ¢ < s do
Compute matrix D = \; Iy — A;
Use Gauss-Jordan elimination with partial pivoting to transform D into column
canonical form and get a set of indexes of maximal linear independent rows with
indices in V = {c1,¢c2,- -+ , ¢ };

8:  Compute the complement set V* of V/;

9: C:=CuUuV™

10: end while

11: cost := 3, s w

"C’DU‘“WN”—‘

Theorem 3. Suppose B is formed by column vectors ey(k € C) where C is
given by the HR’s Algorithm, then G(A, B) is controllable.

Proof. In each iteration, the unit vectors e; for j € V* C C are linearly inde-
pendent of the columns of \;I — A, so the PBH rank condition is satisfied for
;. Therefore, the network is controllable.

We adopt Gauss-Jordan elimination(Line 7), of which the time complexity
is O(N?), and so the time complexity of the HR’s Algorithm is O(N*). The
algorithm is straightforward but the approximation ratio can not be guaranteed.

5.2 The Headhunter’s Algorithm

The headhunter is able to measure the abilities of the candidates in more con-
venient bases other than the natural basis as in the HR’s algorithm. At the
beginning, the headhunter performs a preparatory step, after which p; row vec-
tors (representing the abilities of candidates with respect to those defective
dimensions) are identified for each A;. We calculate the Jordan normal form
J = P7YAP = diag(Jy,...,Js) where J — \;I contains exactly p; empty rows
(each being the last row of a Jordan block). The corresponding rows (with the
same row indices) in P~ are selected and stacked vertically to form the Ny x N
matrix Q. The headhunter selects columns in Q) to “cover” the defective dimen-
sions. The weight for the j-th column is the cost w; of node v;. The headhunter
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can use exponential-time search over all possible combinations of columns, and
iterate on all possible value K = > jec wj in the range [Winin MAX; Ly Winaz N1
Each inner verification only takes time O(K Ny max; ;). Even with dynamic
programming to reuse the column canonical forms, such exact algorithm is still
not practical for real-world networks with hundreds of nodes.

Algorithm 2. The Headhunter’s Algorithm

1: Input: the N x N coupling matrix A and the weight vector w;

2: Output: the set C of selected node indices, the control cost;

3: Initialize C := (J;

4: Prepare the N; x N matrix Q, formed by rows ¢i(1 <i < s,1 <k < p;);
5: Let the round number ¢t = 0.

6: while there are non-zero entries in any row vector ¢ do

7 t=t4+1.

8:  Calculate ecc;(t) := |{i|31 < k < p;, ;. ; # 0}| for each column j.

9: ](t) - argma‘xl<j <n efjg;)” ’

10 C:=CuU{jit)}
11:  for each covered eigenvalue \; by the column j(¢) do
12: Perform the following Gaussian elimination to erase non-zero entries in the

first covered row ¢} such that k = min{h|l < h < p;, qi,j@) # 0}:

13: for each j s.t. q,i]- ;é 0 do
14: Qh; = Gh,j — qk " )qh,](t) for 1 < h < ;.
15: end for
16:  end for
17: end while
18: cost :=} o w

To be efficient, the headhunter greedily selects the columns and we describe
the algorithm in Algorithm 2. Define the effective covering count ecc;(t) as the
number of dimensions newly covered if the j-th column of @) is selected at round ¢.
In one round, an eigenvalue is covered at most once. If the newly selected columns
are linearly dependent on previously selected columns within p; dimensions for
A;, then )\; is not covered at this round.

The headhunter prefers the greedy method that selects the controlled
node with the lowest average cost #j(t) (for ecc;(t) > 0) in each round.
Assume the row vectors corresponding to \; in @ are gi,q5,...,q,, where
qk [qk 1 qk g e q}lﬂ’ ~J- We show the correctness and time complexity as fol-
lows.

Theorem 4. The time complexity of the Headhunter’s Algorithm is O(N3).

Proof. We show the sketch of the proof. Each \; can be covered p; times, and we
perform at most O(Np?) operations for each \;. Therefore the time complexity
is O(N Y, 1?) = O(NNy max; p1;) = O(N3).
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Theorem 5. The Headhunter’s Algorithm has an approximation ratio of log N.

It follows a similar proof as that of the greedy algorithm for Minimum Set-
cover problem. We omit the details. In fact, the approximation ratio is asymp-
totically optimal, by the inapproximability results of Set-cover Problem [4].

6 Evaluation

We evaluated the algorithms in terms of control cost with various weight settings,
and obtained the computation time. We used a single machine equipped with
an Intel i7 3.5Ghz CPU, 16G memory and 1T SSD. As shown in Table 1, we use
10 real datasets of various network types such as social networks and citation
networks. We also generated datasets using the ErdosRenyi [5] (ER) model.

Table 1. Evaluation datasets

Dataset name Nodes (N) | Edges | Weight
Prison inmate [13] (PI) 67 182 | Unweighted
Organization Consulting [3] (OC) 46 879 | Unweighted
Organization Freeman [6] (FM) 34 695 | Unweighted
Florida Baydry [18] (FD) 128 2137 | Weighted
Florida Baywet [18] (FW) 128 2106 | Weighted
Mangrove [18] (MG) 97 1492 | Weighted
Electronic circuits [14] (EC) - s208a | 122 189 | Unweighted
Electronic circuits [14] (EC) - s420a | 252 399 | Unweighted
Electronic circuits [14] (EC) - s838a | 515 819 | Unweighted
Co-authorships [15] (NS) 1461 2742 | Weighted

6.1 Control Cost

For each algorithm, we compute control cost in three weight settings. In the first
setting, we assume the weight of a node is d+1 (d is the out degree of the node);
in the second setting, each node’s weight is generated randomly ranging from 1
to 5; in the third setting, the weight of a node is equal to 1 (uniform).

Figure 2 shows the total control cost and the corresponding lower and upper
bound in 10 real datasets when the node weights are d + 1, random, and uni-
form. In Fig.2(a) and (b), control costs by HR are much lower than the upper
bound. On the other hand, Headhunter shows an optimized cost which is near
the lower bound. In selecting nodes to control, HR finds a possible solution with-
out considering the cost, while Headhunter puts the cost of controlling a node
into consideration. When the node weights are uniform, the control cost is equal
to the number of nodes that need to be controlled in the network; Fig. 2(c) shows
that both HR and Headhunter achieve good results near the lower bound.
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Control Cost
Control Cost

ol d M oL
Pl OC FM FD FW MG EC1 EC2 EC3 NS Pl OC FM FD FW MG ECl EC2 EC3 NS

(a) Node weight: d + 1 (b) Random node weight  (c) Uniform node weight

Fig. 2. Control cost of real networks with different node weights. The y axis is cut to
show the upper bound. See Table 1 for the description of the datasets.
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Fig. 3. (a) Control cost of ER network with random (upper) and d + 1 (lower) node
weights; (b) Control cost comparison of structural algorithm and Headhunter.

Figure 3(a) shows the control costs on the generated network by the ER
model with random or d+ 1 as node weights. In the ER model, an edge between
two nodes exists with the same probability p. We set p = 0.005 and generate a
network with number of nodes ranging from 200 to 1000. Notice that the net-
work is not restricted to be fully connected. As shown in the figure, Headhunter
has found controlled nodes which is near optimal cost in each case. As the num-
ber of nodes increases, the generated network becomes much more connected;
the number of nodes that need to be controlled as well as the corresponding
costs decrease. Although structural controllability is a less constrained model,
we compare the cost with structural controllability algorithm in [11]. As shown
in Fig.3(b), the control cost of structural controllability is much higher than
Headhunter. This is because the structural controllability algorithm does not
consider the cost of controlling each node, so a node with high control cost may
be chosen even if there are other nodes with lower costs.

6.2 Computation Time

We also evaluated the total computation time for finding the valid set of con-
trolled nodes and the corresponding control cost. The computation time is impor-
tant as the network may be large and it can take infeasible amount of time to
compute. Table2 shows the comparison of the three algorithms including HR,
Headhunter and Structural Controllability (structural).
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Table 2. Comparison of computation time

Dataset Time (s)
HR | Headhunter | Structural

Trust-prison inmate 9.2 0.63 0.03
Organizational-Consulting | 5.97 | 0.24 0.02
Organization-Freeman-1 | 4.82 |0.32 0.016
Foodweb-Florida Baydry |42.5 |0.46 0.13
Foodweb-Florida Baywet |31.8 |0.45 0.14
Foodwebmangrove66 15.2 10.32 0.12
Electronic-s208a 87.1 1.3 0.05
Electronic-420a 287.1 8.7 0.19
Electronic-s838a 5573 |75 0.59
Co-authorships 505.1 | 49 2.28

The results show that HR has a short computation time while Headhunter is
much faster to get to exact controllability. As Headhunter does not need excessive
matrix transformation and union of sets as in the case of HR, the computation
time is greatly reduced. Structural has a short computation time, but it cannot
provide exact control when edge weights are given (Sect. 3). In contrast, HR and
Headhunter guarantee exact controllability.

Evaluation results show that our algorithms can attain the set of controlled
nodes with total control cost close to the theoretical lower bound, while the
computation cost is reasonable.

7 Conclusion

In this paper, we formulate the minimum control cost (MCC) problem of
weighted linear dynamic networks. We proved its NP-hardness by reducing the
set-cover problem to its decision version and derived the lower/upper bounds.
We present two approximation algorithms, of which the Headhunter’s algorithm
achieves log N-approximation ratio with O(NN?3) time complexity. Our evaluation
has shown that the proposed algorithms could find controlled nodes with control
costs that are close to the lower bound.

References

1. Berger-Wolf, T.Y., Saia, J.: A framework for analysis of dynamic social networks.
In: Proceedings of the 12th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining. ACM (2006)

2. Chen, Y.Z., Wang, L.Z., Wang, W.X., Lai, Y.C.: Energy scaling and reduction in
controlling complex networks. Roy. Soc. Open Sci. 3, 160064 (2016)



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Minimum Control Cost of Weighted Linear Dynamic Networks 123

Cross, R.L., Parker, A.: The Hidden Power of Social Networks: Understanding
How Work Really Gets Done in Organizations. Harvard Business Review Press,
Brighton (2004)

Dinur, I., Steurer, D.: Analytical approach to parallel repetition. In: the Forty-Sixth
Annual ACM Symposium on Theory of Computing, pp. 624-633. ACM (2014)
Erdos, P., Rényi, A.: On the evolution of random graphs. Publ. Math. Inst. Hung.
Acad. Sci. 5, 17-61 (1960)

Freeman, S.C., Freeman, L.C.: The networkers network: a study of the impact of
a new communications medium on sociometric structure. School of Social Sciences
University of California (1979)

Hautus, M.L.J.: Controllability and observability conditions of linear autonomous
systems, Nederl. Akad. Wetensch. Proc. Ser. A 72, 443-448 (1969)

Hopcroft, J.E., Karp, R.M.: An n°/? algorithm for maximum matchings in bipartite
graphs. SIAM J. Comput. 2(4), 225-231 (1973). https://doi.org/10.1137/0202019.
http://epubs.siam.org/doi/10.1137/0202019

Karp, R.M.: Reducibility among combinatorial problems. In: Miller, R.E.,
Thatcher, J.W., Bohlinger, J.D. (eds.) Complexity of Computer Computations.
Springer, Boston (1972). https://doi.org/10.1007/978-1-4684-2001-2_9

Lancaster, P., Tismenesky, M.: The Theory of Matrices: With Applications. Else-
vier, Amsterdam (1985)

Liu, Y.Y., Slotine, J.J., Barabési, A.L.: Controllability of complex networks. Nature
473, 167 (2011)

Lombardi, A., Hérnquist, M.: Controllability analysis of networks. Phys. Rev. E
75(5), 056110 (2007)

Milo, R., et al.: Superfamilies of evolved and designed networks. Science 303, 1538—
1542 (2004)

Milo, R., Shen-Orr, S., Itzkovitz, S., Kashtan, N., Chklovskii, D., Alon, U.: Network
motifs: simple building blocks of complex networks. Science 298, 824-827 (2002)
Newman, M.E.: Finding community structure in networks using the eigenvectors
of matrices. Phys. Rev. E 74, 036104 (2006)

Ni, C.C., Su, Z., Gao, J., Gu, X.D.: Capacitated kinetic clustering in mobile net-
works by optimal transportation theory. In: IEEE INFOCOM 2016 (2016)
Czeizler, E., Gratie, C., Chiu, W.K., Kanhaiya, K., Petre, I.: Target controllability
of linear networks. In: Bartocci, E., Lio, P., Paoletti, N. (eds.) CMSB 2016. LNCS,
vol. 9859, pp. 67-81. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-
45177-0-5

Ulanowicz, R.E., DeAngelis, D.L.: Network analysis of trophic dynamics in south
Florida ecosystems. US Geol. Surv. Prog. South Florida Ecosyst. 114, 45 (2005)
Wang, L.Z., Chen, Y.Z., Wang, W.X., Lai, Y.C.: Physical controllability of complex
networks. Sci. Rep. 7, 40198 (2017)

Wang, W.X., Ni, X., Lai, Y.C., Grebogi, C.: Optimizing controllability of complex
networks by minimum structural perturbations. Phys. Rev. E 85, 026115 (2012)
Wen, J.T., Arcak, M.: A unifying passivity framework for network flow control. In:
INFOCOM 2003. IEEE (2003)

Yuan, Z., Zhao, C., Di, Z., Wang, W.X., Lai, Y.C.: Exact controllability of complex
networks. Nat. Commun. 4, 2447 (2013)

Yuan, Z., Zhao, C., Wang, W.X., Di, Z., Lai, Y.C.: Exact controllability of multi-
plex networks. New J. Phys. 16, 103036 (2014)


https://doi.org/10.1137/0202019
http://epubs.siam.org/doi/10.1137/0202019
https://doi.org/10.1007/978-1-4684-2001-2_9
https://doi.org/10.1007/978-3-319-45177-0_5
https://doi.org/10.1007/978-3-319-45177-0_5

q

Check for
updates

Privacy Protection for Context-Aware
Services: A Two-Layer Three-Party
Game Model

Yan Huang®™), Zhipeng Cai, and Anu G. Bourgeois

Georgia State University, Atlanta, GA 3030, USA
yhuang30@student.gsu.edu, {zcai,abourgeois}@gsu.edu

Abstract. In the era of context-aware services, users are enjoying
remarkable services based on data collected from a multitude of users.
However, in order to benefit from these services, users are enduring the
risk of leaking private information. Game theory is a powerful method
that is utilized to balance such tradeoff problems. The drawback is that
most schemes consider the tradeoff problem from the aspect of the users,
while the platform is the party that dominates the interaction in reality.
There is also an oversight to formulate the interaction occurring between
multiple users, as well as the mutual influence between any two parties
involved, including the user, platform and adversary. In this paper, we
propose a platform-centric two-layer three-party game model to protect
the users’ privacy and provide quality of service. One layer focuses on
the interactions among the multiple asymmetric users and the second
layer considers the influence between any two of the three parties (user,
platform, and adversary). We prove that the Nash Equilibrium exists
in the proposed game and find the optimal strategy for the platform to
provide quality service, while protecting private data, along with inter-
actions with the adversary. Using real datasets, we present simulations
to validate our theoretical analysis.

1 Introduction

Due to the rapid development and popularity of context aware services, people’s
lives have become more comfortable and convenient than ever before. Applica-
tions include health care, smart grid, industrial services [48], social network plat-
forms, and transportation, to name a few [5,7]. Smart transportation [6,15,32]
provides drivers the optimal path based upon current traffic conditions, e-health
[46] platforms are able to continuously monitor a patient’s health status and
facilitate communication with the healthcare specialist, and the smart grid [31]
improves power management by monitoring usage patterns and balancing loads.
Typically, it is only with the users’ information that these context aware applica-
tions can provide and maintain any service and the quality of the service is often
directly dependent upon the quantity and quality of collected data. As a result,
users must consider the cost of leaking private information in order to benefit
© Springer Nature Switzerland AG 2019
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Fig. 1. Two-layer three-party game model

from such services. There is, of course, always a threat of private information
being captured during data transmission. However, in recent years, private data
leakage, as well as intentional data sale/reuse is more likely from the service
provider platform [3,4,16,18,25,26,49]. In recent news we learned of Facebook
improperly sharing data that impacted 87 million users [2] and Equifax [1] com-
promised private information of 143 million users. In spite of this, users still
employ these applications, as the services are deemed essential to many people,
thus positions the provider platforms in a dominant capacity [14].

This has led to considerable research on techniques to protect a user’s private
data from being leaked and/or sold. Most of the privacy protection algorithms,
e.g. k-anonymity [40,41], [-diversity [30,33], t-closeness [22], and differential pri-
vacy [36,50], protect the data by adding noise, but this in turn will decrease the
quality of the services provided. Therefore, several game theory based models
have been proposed to balance the trade-off between service quality or reward
and privacy protection.

Most of the game theory based research has a drawback, in that they only
focus on the interaction between two parties, i.e. the user with an untrusted
platform, or the user with an adversary (an entity trying to purchase or steal
data) [13,27,28,44]. A more realistic model should consider the interactions of
the three parties: the user, platform, and adversary. These two-party models
ignore or fail to formulate the interaction between each pair of parties (3 such
pairings). More recently, diverse three-party game models have been proposed to
provide a more realistic interaction analysis [21,23,24,39,42,43]. Yet there is still
a shortcoming, as they can only provide binary strategies, meaning the decision
for users to submit or not submit their data. Instead, it would be beneficial to
have a fine-grained strategy to provide a protection level ranging between 0-1,
which is what we propose in this paper.

Another deficiency with the current n-player game models (those with n
users) [13,28,29,44,45,47] is that they only consider the interaction between
the users and other parties (either the platform or adversary). They fail to
represent the interaction between asymmetric users, where users have individual
privacy protection expectations. To demonstrate the impact, let us consider a
transportation application. A user is able to get accurate traffic status without
submitting any personal information to the platform, provided other users do
submit their information. If multiple users stop submitting their information, the
service quality will decrease, and if no users submit their information, minimal
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service can be provided. Thus multiple users must submit their data to provide
enough context to the platform for better quality service.

In this paper, we design a platform centric two-layer three-party game model
to provide a balanced fine-grained strategy for the platform, while minimizing
users’ privacy loss and maximizing quality of service (shown in Fig. 1). To avoid
the drawbacks of the existing work, we need to overcome the following chal-
lenges: (i) Interaction among asymmetric users. Users of the same service have
interactions and each user has a different privacy protection expectation. Thus,
the interactions among the users increase the difficulty in addressing the users’
strategy selection. (ii) Complicated game structure. Users’ strategies are not
only influenced by other users, but also by the platform’s strategy, as well as
the adversary’s strategy. We formulate this by using two-layer game model — a
game model among asymmetric users and a game model among users, platform
and adversary. (iii) Theoretical analysis and solution. The complicated game
structure and asymmetric users increases the difficulty to perform a theoretical
analysis of Nash equilibrium and determining proper strategies for users and
platforms.

The following methods are implemented to address the above challenges in
this paper. Firstly, we utilize a quasi-aggregative game model to formulate the
interactions between asymmetric users and utilize a contract model to formulate
the interactions between the platform and adversary. Secondly, based on the
proposed two-layer three-party game model, we analyze the Nash equilibrium to
find the proper fine-grained strategies for all users and the platform. Finally, we
perform simulations based on real datasets to validate the theoretical analysis.

To the best of our knowledge, we are the first to provide a privacy protection
framework from the perspective of the platform, since the platform is in the
dominate position, as described above. The main contributions of this paper are
summarized as follows:

— A platform-centric two-layer three-party game model to capture the interac-
tions among asymmetric users, and the interactions between users, the plat-
form, and adversary. This will provide proper guidance for both the users and
platforms.

— The theoretical Nash equilibrium analysis to find the proper fine-grained guid-
ance for all the asymmetric users and the platform.

— Simulations with real datasets to validate the theoretical analysis and evaluate
the performance of the proposed two-layer three-party game.

The rest of the paper is organized to introduce the system model in Sect. 3. We
analyze the optimal strategies for asymmetric users and platforms in Sect. 4.
Section 5 presents the simulations to validate the theoretical analysis and we
conclude the paper and discuss future work in Sect. 6.

2 Preliminary

In this section, we present previous results that are fundamental to the work
proposed in this paper. Let I' = (7;, S;)ic.s denotes a non-cooperative, pure
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strategy game with a finite set of players .# = {1,...,I}, and finite dimensional
strategy sets S; C RY,s; € S;. The joint strategy set S = [Lics Si, is assumed
to be a compact metric space, and payoff functions 7; : S — R,i € ., are
assumed to be upper semi-continuous. Then the Quasi-Aggregative Game can
be defined as follows.

Definition 1 (Quasi-Aggregative Game) [17]. The game I' = (7;,5;)ics s a
quasi-aggregative game with aggregator g : S — R, if there exist continuous
functions F; : R x S; — R (the shift functions), and 0;: S_; - X_; CRi € S
(the interaction functions) such that each of the payoff functions i € & can
be written: 7; = m; (05 (5—:,8:),8:), where m; : X_; x S; — R, and: g(s) =
F; (0i(s—:),8i)),Vs € S,i € . Agent i’s best-replies, depend on x_; = o;(s_;),
is given by R;(x_;) = argmaxm;(x_;,$;) : $; € S;.

Theorem 1. The quasi-aggregative game has a pure strateqy Nash equilibrium
(PSNE) the following two assumptions holds [17].

Assumption 1. Each correspondence R; : X_; — 25 is strictly decreasing.

Assumption 2. The shift-function F;, i € #, all exhibit strictly increasing
differences in x_; and s;.

3 System Model

In this section, we formulate the interactions between asymmetric users, as well
as the interactions among the three parties and introduce the proposed game
model.

3.1 Users Model

Assume a set of users N = {1,2,...,n} use a client of a platform to get context-
based service. Each user i« € N will submit a dataset D; = {d;1,d;2,...,dim}
with m attributes to the platform. The client has a local privacy protection
algorithm installed which satisfies strict privacy protection standards, such as
Local Differential Privacy [36]. Thus, the platform can only get anonymized data
or noise-added data from users.

Even if the client has a privacy protection algorithm installed, the
anonymized data or noise-added data can still leak some information to the
platform, the privacy leakage level depends on the privacy protection setting of
the client. Without loss of generality, we define the privacy protection level of
attribute j as d; € [0, 1].

When §; = 1, the platform cannot retrieve any information about users’
attribute j. When §; = 0, the platform can retrieve all the information about
users’ attribute j. To get statistical result from users, the platform has to set
the same § = {41, da, ..., &, } for all the users [9,11,20,38]. According to privacy
protection laws, such as General Data Protection Regulation within the Euro-
pean Union and the European Economic Area, the platform should use strongest
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privacy protection strength in the client by default. Thus, the default setting of
privacy protection level vector is § = {1,1, ..., 1}.

However, by using the strongest privacy protection strength, the platform
cannot collect usable information from users, resulting in worst service quality.
Thus, to collect information from users, the platform has to offer a § with lower
privacy protection level.

Users have the right to accept or reject the platform’s offer §. We define user
i’s strategy for attribute j as a;; € [0, 1], which defines the probability of user
i accept the privacy leakage level 6;. Therefore, the strategy vector of user i is
a; = {a;1, a2, ..., a;m } and the strategy vector of all users is a = {a;,a;,...,a, }.

The service quality depends on the users’ strategy, and one user’s strategy
has a marginal impact on service quality. The service quality of user i received
from the platform depends not only on its strategy a;, but also on the strategy
of other users a_;. Formally, for a specific privacy protection level, the expected
received service quality of user ¢ is determined by the strategy of user i and other
users’ strategy, which can be defined as Q; (a—;, a;).

Meanwhile, the platform may resell users’ data to a adversary resulting in
privacy loss to the users. Assume each user has a constant privacy cost estimation
vector ¢; = {c;1, Ci2, ..., Cim }, Where ¢;; defines the privacy cost of attribute j’s
privacy leakage. We can define the total cost estimation of user i as follows:

Ci (@) =Y eijag (s;+ (1=55)), (1)
j=1

where s; < 0; is privacy leakage level when the platform resells the users’ dataset.
Thus, we can derive the expected utility function of user ¢ as follows.

Ui (ai,a—;) = Qi(a—i,a;) — Ci' (a;) . (2)

3.2 Platform Model

The quality of service depends upon the number of users that accept the pri-
vacy protection level of attributes. For this reason, the platform entices uses to
accept the offer with higher privacy leakage level by providing more accurate
service quality. We define o;(a) as the expected number of users that accept the
information leakage level d; for attribute j, and calculate o;(a) as

oj(a) = Z Qij- (3)

The value of §; reveals the privacy leakage of users’ attribute j and also
reveals the information that can be retrieved by the platform. According to the
research of privacy protection algorithms [10,11,37], the service quality based on
attribute j can be defined as a logarithmic function of privacy leakage level ¢,
and is affected by the number of users that accept the privacy leakage level §; as
a law of diminishing marginal utility. Therefore, we can derive that the service
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quality depends on a single attribute j as log((1—4;)+ 1)(7;’(0,)7 where 0 < b < 1
is the parameter revealing the impact of a?(a). The value of b is decided by the
local privacy protection algorithm.

Meanwhile, attribute ¢ and attribute j; may have a correlation. Thus, the
information of attribute ¢ not only contributes to the service which is based
on attribute ¢ but also contributes to the service which is based on attribute
j, if there is a correlation between attribute ¢ and j. We define the correlation
between attribute i and attribute j as e;;. Therefore, the information of attribute
1 also contributes to the expected service quality which is based on attribute j
with the correlation coefficient e;;. Accordingly, we can define the total expected
service quality @ as

Q(.a)=> (14 D ep|log((1-0;)+1)ob(a). (4)
j=1 k=1,k#j

The collected dataset from users can generate income for the platform. The
expected income form data is also affected by the privacy leakage level § and the
number of users who accept the platform’s offer. According to data aggregation
research [19] and the standard form of Cobb-Douglas production function [34],
the expected data value to the platform can be defined as

(9,a) =a2(1—5)§0§(a), ()

where « is the total value productivity of the platform, and ¢ € (0,1) is the
platform’s value output elasticities of each attribute.

To get extra profit, the platform could sell the collected data to an adver-
sary. The platform may choose a different privacy leakage level vector s =
{s1, 82, ..., Sm } for the resale dataset. And for each unit of privacy leakage level
of attribute j, the platform asks for a price p; for each user’s data. The price
vector of the dataset is defined as p = {p1, p2, ...pm }, which is determined in a
contract with the adversary. Thus, the total expected price is defined as

S P, @ Zp]‘s] _] (6)

However, the data resale incurs a cost due to reputation loss to the platform.
If we define r; is the unit cost for reselling one user’s attribute j with privacy
leakage level s;, we can derive the expected cost due to reputation loss as

Z rjsja?(a). (7)

Meanwhile, the platform has a constant running cost c,. Thus, the total
expected cost of the platform is C? (s,a) = Z] 17450 ( )+ cp-

To sum up, the expected utility of the platform is UP (6 s,p,a)=VP(d,a)+
P (s,p,a)—CP? (s,a). The platform will maximize its utility by achieving a Nash
Equilibrium with the users and adversary.
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3.3 Adversary Model

To get users information, the third party can purchase data from the platform.
By using purchased data, the adversary can generate value according to its type
v, where @ is its value productivity, and -y is its value output elasticities of each
attribute. According to data aggregation research [19] and the standard form of
Cobb-Douglas production function [34], the expected data value to the adversary

can be defined as .

Vi(s,a) =0 s)o%(a). (8)
j=1
Thus, the expected utility function of the third party is

U ((p(),8),a) = Vi (s,a) = P((p(),s),a). (9)

4 Game Model

In this section, we formulate the problem with a two-layer three-party game and
analyze its Nash Equilibrium.

4.1 Aggregative Game Model

In this paper, we assume users do not exchange information with the other
users. Each user’s action influences the other users’ utility. With a specific pri-
vacy leakage level §, we can use quasi-aggregative game model to formulate the
interactions among users.

To maximize utility, a user chooses a proper privacy leakage level for each
attribute. According to [17], we define the interactions among users as m
quasi-aggregative games, e.g., I; = (7;;,4;),Vj = 1,2,..m, where A; is user
i’s strategy space. The payoff function of each player in this game can be
defined as 7;; = Uji(0ij(a—;),aij); the aggregator can be defined as g;(a) =
Fij(oii(a;),a;;) = 0i;(a—;)+a;;; the interaction functions vector can be defined
as 0ij(a—i) = D _pen ki Okj- User i in the game I'; aims to maximize its utility by
properly choosing a strategy vector a; such that a; = arg max U} (o;(a—;), a;j).

aij

According to the property of quasi-aggregative game theory [17], we can
derive the following theorem.

Theorem 2. The game I, = (T;, Ai)icn has a pure strategy Nash equilibrium
(PSNE) for any privacy leakage level §.

Proof. When the integrated value o_; increases, user i can get increased payoff.
Thus, user 7 can increase its payoff by decreasing the value of strategy s;. As a
result, the best-reply correspondence of user i is strictly decreasing. It is obvi-
ously that the shift function F; (Sect.4.1) exhibits strictly increasing differences
in z_; and s;. According to [17], the theorem is proved.
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4.2 Contract Model

The platform makes a contract with the adversary. Assume the adversary
announces its type is v, v € (0,1). The platform provides a menu of contracts
{(p(7), s) }to the adversary. According to contract theory [35], to incentivize the
adversary to accept the contract designated for him rather than choosing other
contracts or refusing any contract, the menu of contracts should satisfy both
the individual rationality condition and the incentive compatibility condition
defined below.

Condition 1 (Individual Rationality (IR)). A menu of contracts {(p(v),s)}
satisfies the individual rationality constraints if it yields to the adversary a non-
negative payoff, i.e., Vy € (0,1), Ut (p(7), s) > 0, where Ut(p(y), s) is the utility
of adversary with type ~y.

Condition 2 (Incentive Compatibility (IC)). A menu of contracts {(p(7), )}
satisfies the individual compatibility constraints if the best response for the adver-
sary with type v is to choose the contract (p(7), s) rather than other contracts,

ie., V7,4 € (0,1), U'(p(v),8) = U'(p(%), 5)-

Therefore, the objective of the platform is to maximize its utility by properly
creating a menu of contracts. We formalize the optimization problem of the
platform as follows.

max UP (9, s, ,a),
{te(m:9)} (4,2.2(7),0) (10)

subject to Condition 1 and 2.

According to the aggregative model and contract model, we can see that the
platform needs to properly choose the privacy leakage level § for all users and
create the contract menu for the adversary to maximize its utility. Therefore, the
Nash Equilibrium can be derived by solving the combined optimization problem:

max UP(d,s,p(v),a”),
0. {(p():8)}) ( ( ) ) (11)

subject to Condition 1 and 2.

where a* is the PSNE of the aggregative game.

5 Simulation

In this section, we study the interactions in the proposed two-layer three-party
game. In the simulation, we utilize a parallel machining learning algorithm
termed Particle Swarm Optimization (PSO) [8] to find the optimal strategies
for the user and the platform.
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5.1 Simulation Setting

We use real datasets as the inputs of the user and platform. More specifically,
based on the Data Protection Survey published by SANA [12], we extract four
protection levels for income, age, and race. As shown in Tablel, §;, do, I3,
and 44, are the protection levels used by Retail platforms, Healthcare platforms,
Government platforms, and Financial platforms, respectively.

Table 1. Extracted strategies

Application | {Income, Age, Race}
Retail 61 =40.2, 0.3, 0.4}
Healthcare |d2=1{0.3, 0.4, 0.5}
Government | d3 ={0.4, 0.5, 0.7}
Financial 64=40.6, 0.7, 0.8}

We set the correlation coefficient between income and age as 0.1, the corre-
lation coefficient between income and race as 0.01, and the correlation coef-
ficient between age and race as 0. We also tried the other correlation coef-
ficient values and find out that the correlation coefficient is not a key fac-
tor. The privacy costs of users have normal distribution with parameters:
Wincome = 10, fiage = 6, firqce = 2 and o? = 1. The total value productivity
of the platform is « = 6 and the output elasticity is ¢ = 0.6. The total value
productivity of the adversary is # = 8 and the output elasticity is b = 0.6. The
reputation cost for the attributes are ripcome = 3, Tage = 2, Trace = 1. We choose
the best strategy from running the algorithm 100 times, where each run consists
of 10,000 iterations.

5.2 Users Interaction

Figure2 shows the utility of user ¢ when it performs different actions under
different privacy protection levels. The z axis is the protection level, where §g =
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{0,0,0} is the lowest protection level and d5 = {1, 1,1} is the highest protection
level. 81 to d4 are the increasing protection levels, as in Table 1. The solid red
line in Fig.2 shows the utility of user ¢ when it stays in the Nash Equilibrium,
and the dashed green line is when it leaves the Nash Equilibrium. As we can
see, the user’s utility increases at first and then decreases as the protection
level increases. The reason for utility increasing, is that the rate of the user’s
privacy loss decreasing is larger than that of service quality decreasing. However,
the user’s utility decreases after the maximum point, because the rate of service
quality decreasing is larger than that of privacy loss decreasing. User ¢ has utility
0 with the strongest protection level 5 because the user cannot get any service
quality and has no privacy loss. Figure 2 also shows us that the utility of user
¢ when it stays in NE is higher than that when it leaves NE. This proves the
existence of NE in the aggregative model and that users cannot get higher utility
if they use non-NE strategies.

5.3 Platform Comparison

We compare the proposed platform with a trusted platform and an untrusted
platform. We assume the trusted platform keeps users’ data safe and will not
trade the data, while the untrusted platform sells all its collected data.

As shown in Fig. 3, the utility of the proposed platform (solid red line)
increases at first and then decreases as the protection level increases. The utility
increases because the rate of payoff increasing is larger than that of reputation
loss increasing and the utility decreases because the rate of payoff increasing is
less than that of reputation loss increasing. This proves the NE existence of the
two-layer three-party game because the platform cannot increase its utility by
simply decreasing the privacy protection level.

Figures 3 and 4 compare the utility of three types of platforms with different
protection levels and different adversary types, respectively. As shown in Fig. 3,
the trusted platform has higher utility than the untrusted platform with pro-
tection level 0y to 6, because the trusted platform has no reputation loss and
the selling profit of untrusted platform cannot make up its reputation loss. The
untrusted platform has higher utility than the trusted platform with protection
level 85 to &5 because the payment from selling data can dominate the reputa-
tion loss, thus has more profit than the trusted platform. This explains why the
platforms usually sell users data in real life.

However, the platform does not need to sell all the users’ data to maximize its
utility. From Figs.3 and 4, we can see that the proposed platform in this paper
has the highest utility because it balances the tradeoff between payoff (from
data collection and selling data) and reputation loss. It will choose a proper
protection level and selling strategy to maximize its utility. Therefore, we can
conclude that the proposed framework can provide balanced strategies for the
platform. By using the proposed model, the platform will properly choose the
data selling strategy, thus decreasing users’ privacy loss.
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6 Conclusion

The use of context-aware services are integrated into the majority of people’s
daily lives. By utilizing these services, one must provide certain private infor-
mation in order to receive better outcomes. Users risk leaking private data, as
service platforms are sometimes willing to sell this information to a third party,
or adversary to gain more profit, thus resulting in conflicting goals.

This paper studies the interactions among the three parties by proposing a
platform-centric two-layer three party game. In the proposed game model, we
theoretically formulate the behaviors of each party and the interactions among
the three parties by using an aggregate game model and contract model. We run
simulations with real datasets to validate the effectiveness of the proposed game
model. We show that the proposed model can provide the proper strategy for
the platform to balance the payoff and reputation loss, thus increasing privacy
protection of the users. This work will enable platforms, such as Facebook, to
provide quality service and protection to its users, but also provide a means
to profit from a balanced strategy. To further investigate more realistic privacy
protection issues, this work will be extended to a model that considers the influ-
ence of temporal data. Therefore, the users and platform need to consider the
privacy protection for not only the current status, but also previous and future
conditions.
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Abstract. The APPs running on smart devices have greatly enriched
people’s lives. However, they are collecting personally identifiable infor-
mation (PII) secretly. The unrestricted collection, processing and unsafe
transmission of PII will result in the disclosure of privacy, which cause
losses to users. With the advent of laws and regulations about data pri-
vacy such as GDPR, the major APP vendors have become more and
more cautious about collecting PII. However, the researches on detect-
ing privacy leakage under GDPR framework still receive less attention.
In this paper, we analyze the clauses of GDPR about privacy processing
and propose a method for PII leakage detection based on Association
Mining. This method assists us to find many hidden privacy leakages in
traffic data. Moreover, we design and implement an automated system to
detect whether the traffic data sent by the APPs reveals users’ PII. We
have tested 509 APPs of different categories in the Google Play Store.
The result shows that 76.23% of the APPs would collect and transmit
PII insecurely and 34.06% of them would send PII to third parties.

Keywords: GDPR - Privacy leakage - Association mining

1 Introduction

The widespread use of smart devices has led to the development of various APPs.
While providing users with services, these APPs also collect users’ personally
identifiable information (PII) [1,4]. Researches show that the proportion of APPs
leaking personal data has increased exponentially in recent years, and significant
numbers of APPs leak personal data to third-parties [5,15].

In order to regulate the data collection, transmission and processing behavior
of operators, many countries have enacted different laws and regulations, such
as EU General Data Protection Regulation (GDPR), American California Con-
sumer Privacy Act (CCPA) of 2018, and People’s Republic of China Network
Security Law. Among these laws and regulations, GDPR is considered as the
most important change in data privacy regulation in 20 years [13,22].

The GDPR reshapes the way in which data is collected, transmitted and
processed. Compared with previous laws, it expands the material and territorial

© Springer Nature Switzerland AG 2019
E. S. Biagioni et al. (Eds.): WASA 2019, LNCS 11604, pp. 137-148, 2019.
https://doi.org/10.1007/978-3-030-23597-0_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23597-0_11&domain=pdf
https://doi.org/10.1007/978-3-030-23597-0_11

138 Q. Jia et al.

scope of protection, and is known as the most advanced and strict law on data
protection and privacy. With the implementation of the GDPR, it is necessary
to recheck the privacy leakage problem in APPs.

Existing detection methods for APP privacy leakage include the following two
aspects: analyzing APPs and detecting traffic data. Analyzing APPs by static or
dynamic methods often results in high false positives, and it is difficult to form
an automated system [1,4-8,14,21]. Detecting traffic data are mainly based on
string search and regular matching. Although precise PII strings can be detected,
there are still many potential privacy leakages if the APP developers deliberately
modify the keywords in the traffic data to evade detection [2,3,9-12,20].

In order to mine hidden information which cannot be shown by simple string
search and regular matching, we propose a novel detection method, association
mining based on the iterative key-value pair matching, to detect the APP pri-
vacy leakage under the GDPR environment. The main idea of this method is that
personal data such as personal identifier, device identifier and location informa-
tion on a single terminal will not be changed in an experimental environment.
Therefore, the associations between keys and values can be used to mine more
indirect associations among different keys and discover the hidden information.

The contributions of this paper are summarized as below:

— We analyze the GDPR clauses regarding the data collection, transmission,
and processing, and find out the differences from other privacy laws.

— We propose a novel detection method, association mining based on the iter-
ative key-value pair matching, to explore the potential privacy leakage issues
hidden in traffic.

— We implement a privacy leakage detection system based on association min-
ing and detect the top 509 Android APPs in Google Play Store. The result
shows that 76.23% of the APPs are collecting and transmitting privacy data
insecurely, and 34.06% will send PII to third parties at least once;

The rest of the paper is organized as follows. Section 2 lists related works
about privacy leakage detection. Section3 gives the interpretation of GDPR
and puts forward the subjects of study. Section4 introduces the methodology.
Section 5 gives the design and implementation of the privacy leakage detection
system. Section 6 evaluates the APPs in Google Play by our system. Section 7
concludes the paper.

2 Related Work

2.1 The Analysis of APP Programs

As is mentioned above, the static analysis is a method of analyzing the program
file without executing it. The most popular static analysis techniques include
dataflow analysis, symbol execution and so on. Using static analysis methods,
we can reach each accessible branch of the program and track the data flow.
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However, in actual works, many branches in a program are actually unreach-
able, which may cause false positives, and the dataflow-tracking may cause path
explosion, which will increase the number of calculations exponentially [1,4-6].

Dynamic analysis means to analyze an APP when it is running on a real
or virtual device. During the process of analyzing, the analyst may use hook
functions and debug tools to observe APP behaviors and data transmissions.
Sometimes, the analysts should modify or customize the systems, and a large
number of operations rely on manual works. Therefore, it is difficult to develop
an automated detection system, and the efficiency is relatively low [7,8].

2.2 The Analysis of Traffic Data

The existing researches include TaintDroid developed by Enck et al. [8], which
provides real-time privacy analysis using Android’s virtualized execution envi-
ronment. Ren et al. implemented a cross-platform privacy leakage detection sys-
tem Recon, and it shows privacy leakage during APPs running in a visual way
[3]. Reyes et al. tested 5,855 children’s apps on Google Play and found that
73% of them transmit sensitive data over the Internet [2]. The above works have
promoted the development of privacy leakage detection on a single terminal.
However, after analyzing plenty of traffic packages, we found that many of them
contain hidden privacy leakages, especially customized or ambiguous keywords
that can not be detected by previous methods.

2.3 The Analysis Based on the GDPR

Some articles combined with the GDPR to detect privacy leakages mainly have
two ideas: one is to define the scope of the privacy according to the GDPR,
then apply machine learning, string search and other methods to detect privacy
leakages during the execution of the APPs. For example, Tesfay et al. subdivided
Privacy Sensitive Information (PSI) into 13 types, then use machine learning to
classify the unstructured texts from Twitter, and analyze whether they contain
PSI or not [17]; the other idea is to check the APPs’ compliance with a certain
clause of the GDPR. Ferrara et al. designed a method of taint analysis to merge
all sources of sensitive data, then reconstruct the data flow, and finally generate
a report of the GDPR analysis [18]. Kammiiller took advantage of the Attack
Trees to verify GDPR compliance and illustrated on the example of a healthcare
IoT [19]. The two ideas do not actually interpret the GDPR, or just make a
static detection which has the problem of path explosion.

3 GDPR and Privacy Leakage Detection

The General Data Protection Regulation (GDPR) [22], passed by the European
Union in April 2016 and came into effect on May 2018, is a regulation with the
aim of strengthening personal data and privacy protection for residents of the
EU. With the implementation of GDPR, many APP vendors have adjusted their
privacy policies and become more cautious in collecting and processing privacy.
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3.1 Scope and Definition

Chapter 1 Article 3 of GDPR stipulates the territorial scope, it applies to the
personal data controllers and processors in the EU, wherever they work. APPs
storing or processing personal data of the EU citizens, regardless of whether they
have businesses in the EU, must meet with the GDPR [22].

Chapter 1 Article 4 of GDPR defines several keywords. ‘Personal data’
includes the name, identification number, address, an online or social identi-
fier of a natural person. By processing ‘personal data’, the individual’s perfor-
mance, economic status, health, personal preferences, interests, reliability, behav-
ior, location or whereabouts, etc., collectively called ‘profiling’, can be evaluated.
In mobile, ‘personal data’ usually includes the following parts:

— Personal identifier (PI): name, gender, date of birth, email address, etc.
— Device identifier (DI): network, hardware information, phone number, etc.
— Location information: longitude, latitude, base station information, etc.

3.2 Data Collection and Secure Transmission

Chapter2 Article 6 of GDPR states that the legality of processing, including
collection, storage, modification, transmission, etc., must first satisfy the condi-
tion that ‘the data subject has given consent’. When installed or running, the
APP may apply for many unnecessary permissions and collect irrelevant users’
personal data, which violates the GDPR.

In terms of data transmission, Chapter 4 Article 32 stipulates that measures
such as anonymization and encryption should be adopted to ensure security
when processing personal data. If the APP transmits personal data using plain
text or a simple encryption algorithm, users’ information would be easily stolen.

3.3 Third-Party Privacy Disclosure

It is clarified in Article 13 of Chapter 3 that ‘when collecting personal data,
the APP should provide with the identity details of the data controller, and the
purposes as well as the legal basis for the processing, and the recipients of the
personal data’. APPs may send data to third parties for reasons such as remote
calls, information collection, etc., and this further increases the risk of privacy
disclosure. From the terms of the GDPR, the behavior that APPs transmit
personal data to third parties without users’ explicit knowledge, violates the
regulations of the GDPR.

4 Methodology

4.1 Data Extraction

In mobile, most of the APPs transmit data through the HT TP /HTTPS protocol.
The substance of privacy leakage detection is analyzing specific HTTP/HTTPS
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packages in the network. Figure 1 shows a typical HT'TPS request package. Three
sections in request packages, i.e., (a) the request line, (b) the Referer header field
and Cookie header field, and (c) the request data, may contain a large amount of
valid personal information, as they are used as the carriers of request parameters
or APP data.

(a

fad

POST https://1f. xxxxxx. com/pgc/ma/
Yeityid=361&tengxun_new&aid=1&max_behot time= HTTP/1. 1
Host: 1f.xxxxxx.com

Connection: keep—alive

Accept: application/json, text/javascript

User—Agent: Mozilla/5.0 (Linux; Android 4.4.2; MI 6 Build/NMF26X)
(b) [Referer: https://1f. xxxxxx. com/user/profile/native index/
?Puser 1d=2935892161&is following=0

(c) | data=%7B%22bssid=28%3AC2%3ADD%3A4D%3AFC%h3AAI2C%22]1 ocation%22%3Atrue%2C
%22phone%22%3Atrue%2Ch22storage%22%3Atrueh7D%2C%22night mode%22%3A%2C%2
2apn notify%22%3A1%2C%22switch domain%22%3A0%2C%22video nowifi notice m
0de%22%3A0%2C%22refresh mode%22%3A0%2C%22comment mode%22%3A0

Fig. 1. Example of HTTPS packages.

The contents of the Referer header field and the request header both consist
of a domain name and several parameters. The format of parameters is key-
value pairs like ‘keyl=valuel&key2=value2&key3=value3&...”, where the equal
sign (=) is an assignment character, and the ampersand (&) is a connector. The
key is a name defined by developers, while the value is its corresponding content.
In most cases, the actual meaning of the key value can be inferred by the name.

The cookie field and request data contain the cache information and form
information sent by the APP. Although having no fixed assignment characters
and connectors, they usually appear as key-value pairs. Valid key-value pairs
can also be extracted as long as the assignment characters and connectors are
effectively recognized.

4.2 Association Mining

In general, a key can express its actual meaning, so analysts can examine whether
the key carries personal data or not [10]. However, after analyzing a large amount
of traffic data, we find that it is impossible to filter all the packages containing
personal data through common keys. In some cases, the developer deliberately
modifies the key in order to evade the detection. Thus, simple common keys
matching cannot accurately infer whether a package carries personal data. For
example, the key-value pair ‘bssid=28%3AC2%3ADD%3A4D%3AFC%3AA9 in
Fig. 1 is actually the MAC address rather than a Basic Server Set id. In this case,
such APPs can leak a large amount of privacy without being noticed.
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To address this problem, we propose the key-value association mining. Its
main idea is that: (a) pre-set a collection of keys as a key set; (b) collect and
analyze traffic data for a large number of APPs on a single terminal, extract
all key-value pairs; (c) for each key in key set, extract the associated values in
all key-value pairs to expand the value set; (d) for each value in the value set,
extract the associated keys in all key-value pairs, expand the key set and remove
duplication; (e) repeat (c) (d) until the key set and the value set no longer grow,
and the matching is completed.

[ latitude ] [ location ] [ cityid ]

| 2262159 | [ 24

Fig. 2. The process of association.

The main assumption of this method is that personal data such as the per-
sonal identifier, device identifier and location information on a single terminal
in a session will not be changed. So the associations between keys and values
are used to discover more indirect associations among different keys, and thus
enlarge the coverage of privacy leakage detection. As shown in Fig. 2, the key
‘latitude’ finally matches a key-value pair of ‘cityid=24" which can not be easily
found through common methods.

5 System Design and Implementation

We design and implement our system prototype on Android OS, which is running
on more than 85% smart devices. We setup our detection system on Android
Emulators to automatically examine APPs’ privacy leakage. The detection sys-
tem includes three modules: APP Crawler, Automation Platform, and PII
Detector in Fig. 3.

5.1 APP Crawler

The APP Crawler is responsible for collecting APPs from APP stores (e.g.,
Google Play), and storing them by categories. Robustness and parallelism are
considered when crawling, so techniques such as error handling and multi-
threading are used in the implementation.

In our experiments, the Crawler starts with reading the APP category names
and links on the main page of Google Play. Then for each category, it goes to
sub-pages and downloads the top 20 APPs of each category. The automation
was implemented by the Beautiful Soup library® in Python. In the end, we have
downloaded 509 APPs of 27 categories from Google Play and saved them with
their package names.

! https://www.crummy.com /software/BeautifulSoup, .
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APP Crawler Automation Platform PII Detector
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Fig. 3. Privacy leakage detection system.

5.2 Automation Platform

The Automation Platform is responsible for installing, running and uninstalling
the APPs. It would manipulate user interface for 15 min, capturing and saving
the traffic data. The platform must ensure that only one APP is running at a
time in order to eliminate interference from the other APPs. APPs connect to
the Internet through a Man-in-the-Middle (MIM) proxy, while the traffic capture
tool working on the proxy collects traffic data for further analysis.

APPs Runtime Emulation. We use Yeshen Emulator? in our prototype.
Yeshen Emulator is a popular Android emulator that can customize a virtual
Device id, SIM number, IMEI, IMSI and other private parameters of Android
OS. It can also set virtual GPS data. ADB (Android Debug Bridge) debugging
tools are integrated into Yeshen Emulator and we use the ADB Monkey tool to
send some pseudo-random user events (such as clicking, returning, back to the
desktop, etc.) to emulate Ul operations.

Traffic Data Capture. We capture traffic data by Fiddler2?, which integrates
the functions of MIM proxy, traffic interception, and HTTPS decryption. We
only need to store the traffic data for the APPs being tested, so we want to
discard the traffic data not generated from the emulator (e.g., traffic data from
other hosts in LAN or physical machines) and traffic data generated by Android
system APPs and pre-installed APPs in the emulator. So we set Fiddler2 to filter
traffic packages in the network and only save packages by Yeshen Emulator. Then
we run ‘iptables firewall’ through the ADB shell, set firewall rules to prevent the
other APPs from connecting the Internet.

2 https://www.yeshen.com.
3 https://www.telerik.com/fiddler.
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5.3 PII Detector

After previous steps, we now have a large number of traffic packages, which are
composed of a request line, header fields, and request data. First we need to
extract the valid data and convert them into key-value pairs. Then we generate
the complete key set and value set, and detect whether a package leaks PII or
not. Finally, we make statistical analyses for quantifying privacy leakages.

Pre-processing. We extract the three valid sections as mentioned above and
divide them into key-value pairs by different connectors. The key-value pairs
follow the pattern of ‘key(assignment character)value(connector)key(assignment
character)’. The request line and the Referer field use the equal sign (=) and the
ampersand (&) as the assignment character and connector respectively, while
the cookie field and request data have no fixed formats and characters. Some
common characters we have seen are :=/ (assignment characters) and ,;&—+—
(connector). Therefore, we use a simple statistical method to solve the challenge,
that is, counting the numbers of assignment characters or connectors respectively
in the sections, and selecting the most ones.

Besides, there are many binary data and other invisible characters, as well as
a lot of newline characters, brackets, quotation marks in a real traffic package.
In addition, the generated key-value pairs contain many invalid data, such as
random strings, domain names, etc. These data are filtered and removed in pre-
processing as well.

Privacy Pairs Generation. We conduct association mining as described in
Sect. 4.2 to generate more complete key set and value set and expand them
until they cannot grow anymore. In order to avoid the explosion of associated
keys/values that are added into the sets, we only expend frequent keys/values
whose number of appearance is larger than a threshold (=3 in our experiment)
in each round. This can avoid a large number of random keys/values that are
not related to user privacy.

We set the initial key set with some common device identifier and location
information keywords including ‘phoneNumber’, ‘imei’, ‘imsi’, ‘androidid’, ‘mac’,
‘longitude’, ‘latitude’. At the end of the expansion, many other keys related to PII
or sensitive data in the key set, such as ‘system_info’, ‘deviceid’, ‘devicename’,
‘providceld’, ‘cityi’, ‘areald’, ‘mypos’, ‘adCode’, are found with our methods
in the experiment. Some keys/values that are not related to privacy may be
included. In this case, we filter and remove values which are obviously not related
to user privacy.

In the end, we analyze the privacy leakage of APPs by the key set and value
set. When the key and the value of a key-value pair are both in the set, the pair
is evaluated as a privacy pair. A package which includes one or more privacy
pair is classified as a privacy-sensitive one.
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Fig. 4. The distribution of privacy-sensitive key-value pairs in packages.

6 Evaluation

In our experiments, we have crawled 509 APPs of 27 categories from Google
Play, captured 169,326 packages, and extracted 629,217 valid key-value pairs.
The overall analysis result shows that the privacy-sensitive key-value pairs have
appeared in about 34.0% of all captured packages and on average each one carries
3.716 pieces of privacy, as shown in Fig. 4.

Unconsented Data Collection. For the analysis of APPs, we find that 388
out of the 509 APPs transmit personal data over the Internet, accounting for
76.23%. These personal data are captured and transmitted in our automated
detection system without ‘the data subject’s consent’, so the APPs do not con-
form to Chapter 2 Article 6 of GDPR. This proportion is higher than 61.9% or
63.3% by the other existing methods [6,16], which shows the effectiveness of our
method. Among them, APP categories such as Jobs, Cars, Medical and News
transmit more personal data, while Novel, Personalization, Audio and Enter-
tainment APPs seem more secure, as shown in Fig. 5.

Unencrypted Personal Data Transmission. Device identifiers (e.g., android
id, IMSI, etc.) are observed to be the most personal data collected by APPs. The
APP vendors leverage them to identify devices and target ads to users. When
transmitting personal data, more than 39% APPs use the unencrypted HTTP
protocol, though decreased 9% in the past 2 years, which are considered insecure
and violate Chapter 4 Article 32 of GDPR. The different personal data and their
transmitting methods are shown in Table 1.
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Fig. 5. Categories ranking in transmitting personal data.

Table 1. The different personal data and their transmitting methods.

Type

HTTP

HTTPS

Total

Device ID
Network Info

50408 (23.56%)
11534 (5.39%)

65424 (30.38%)
30268 (14.15%)

115832 (54.14%)
41802 (19.54%)

Location 21622 (10.11%) | 34394 (16.08%) | 56016 (26.18%)
Others 92 (0.04%) 192 (0.09%) 284 (0.13%)
Total 83656 (39.10%) | 130278 (60.90%) | 213934 (100%)

Third-party Data Disclosure. Sending personal data to a third-party with-
out consent is likely to violate Article 13 of Chapter 3 of GDPR. We extract
the SLD (second-level domain) from the Host header filed of a package, then
judge whether the host is a third-party or not according to the attribution of
SLD. We find that 173 of the 509 APPs have sent personal data to third-parties,
accounting for 34.06%. The Keywords that are most concerned by third-parties
are listed in Table 2.

Table 2. The Keywords that are most concerned by third-parties.

Keyword | Frequency | Keyword | Frequency
imei 19204 device_type | 7891
device_id | 11955 imsi 6266
0s 10644 lat 6095
os_version | 9176 Ing 6063
uuid 8921 mac 5610

Power of Association Mining. After analyzing the key set and value set
generated in our association mining, we find that many different keys have the
same values, which are their actual meanings, as shown in Table3. Analysts
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would miss a lot of privacy leakages if they only search for sensitive key names
in network traffic.

Table 3. Actual meanings and related keys appeared in packages.

Actual meaning | Related keys

imsi net_oper, sim_serial, iccid, AD9, deviceid

android_id aid, deviceld, distinct_id, did, openudid, uuid

imei uuid, deviceToken, deviceld, devkey, meid

mac mac_address, device_id, bssid, m

longitude Ing, Ing_pos, currentLng, x1

latitude lat, lat_pos, mypos, y1, geoia, latlng, X1, Coordinate

7 Conclusion

While changing people’s lives, the APPs running on smart devices are collecting
our privacy. With the implementation of laws and regulations such as GDPR,
this problem has not been greatly improved. Some APP developers are even
deliberately concealing the transmission of users’ PII in traffic data, and it is
difficult to detect this case by previous methods. In this paper, we propose
a privacy leakage detection method based on Association Mining, design and
implement a detection system, then apply it to the APPs in Google Play Store,
and the result is as we expected.

We should know that the key-value matching can extend the boundary of
privacy leakage detection and reduce false negatives, but it also increases false
positives to a certain extent. By filtering key set and value set we can slow down
the occurrence of false positives, but it cannot be completely avoided.

In future research, Combining the static or dynamic detection method with
the analysis of data flow to infer the actual meanings of keys, the effect may be
further improved.
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Abstract. Cross-domain roaming in Wi-Fi networks is ubiquitous and
the frequency of global roaming of users has increased dramatically in
recent years. To ensure network security, it is important to authenticate
users belonging to different domains. Existing solutions like eduroam
leverage a centralized and hierarchical architecture to authenticate users,
which leads to serious performance and security issues in practice. In
this paper, we propose Trustroam, a novel cross-domain authentication
scheme in Wi-Fi networks based on blockchain. Different from traditional
hierarchical solutions, Trustroam authenticates users and servers in a dis-
tributed and anonymous manner, avoiding several serious problems such
as single point of failure and privacy leakage. Through the distributed
consensus mechanism and mutual authentication, our scheme is highly
fault tolerant to handle compromised server attacks. We implemented
the Trustroam prototype in a real testbed. Experimental and evaluation
results show that our scheme is superior to existing hierarchical solu-
tions in terms of scalability, security and privacy preserving. Besides,
Trustroam is an effective solution that can be conveniently and incre-
mentally deployed in practical environments.

Keywords: Cross-domain authentication + Eduroam + Consensus -
Blockchain - Security

1 Introduction

There are massive requirements of Wi-Fi access every day in the world. In order
to enhance the network security and management, users should be authenti-
cated before connecting to the network. In Wi-Fi networks, it is a ubiquitous
phenomenon that users roam between different access points (APs), institutions,
regions and countries. According to [1], there are more than 500,000 international
cross-domain access requests between academic institutions every day. A secure
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and scalable cross-domain authentication scheme is needed to coordinate the
current roaming scenarios in the Wi-Fi network.

Eduroam [2] is a solution to this problem. It allows users to obtain Internet
connectivity at visiting institutions with the personal credentials distributed
by their home institutions. The visiting and home institutions establish trust
between them through a hierarchical RADIUS [4] system. However, the normal
operation of the entire system depends on the trust of a few nodes in such an
architecture, which will lead to several problems. First of all, it introduces a single
point of failure and the hierarchical trust fabric has caused great performance
and operations bottlenecks on the aggregation proxies in practice [3]. Secondly,
the central nodes of the hierarchy are vulnerable to varieties of attacks, which
will seriously affect the security of system services. Finally, once the node of
the hierarchical fabric is compromised or hacked, the privacy of users will be
ruthlessly leaked.

Blockchain [6] technology has the features of decentralization, distributed
consensus, and anonymity. In the blockchain network, a distributed ledger called
blockchain is jointly maintained by all nodes, and revisions to the blockchain
depend on the consensus of most nodes. The blockchain technology has been
applied to many sectors in recent years. Some studies [7,8] have tried to use
blockchain for authentication in wireless networks. However, merely using the
blockchain as a database, these authentication methods are so rough and rudi-
mentary that they have low fault tolerances and inadequate anonymity, which
leads to security and privacy leakage problems.

In this paper, we propose a novel cross-domain authentication scheme in Wi-
Fi networks based on blockchain. Different from traditional hierarchical solu-
tions, we utilize blockchain to authenticate the users and the authentication
server (AS) in a distributed way. Based on the distributed consensus mecha-
nism, the normal operation of the authentication system is determined by the
stability and trust of most nodes rather than a few central servers. Therefore, it
has a strong fault tolerance.

The main contributions of this paper are:

— We propose Trustroam, a novel blockchain-based distributed authentication
scheme for cross-domain roaming. It prevents the single point of failure and
privacy leakage problems facing the hierarchical authentication architecture
like eduroam.

— We design a mutual authentication protocol to verify both the users and the
AS, which improves the reliability of the AS node and thus enhances the
access security.

— We implement a prototype of Trustroam in a real testbed. The experimen-
tal results and comprehensive analysis show that our scheme is superior to
existing hierarchical cross-domain roaming authentication solutions in terms
of scalability, security and privacy preserving.

The rest of this paper is organized as follows. The related researches are
shown in Sect.2. The detailed design of Trustroam is described in Sect.3. In
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Sect. 4, we introduce our testbed implementation and evaluation of our scheme.
In Sect. 5, we make a discussion and finally we draw a conclusion in Sect. 6.

2 Related Work

Eduroam [1] is a world-wide roaming access service for the international research
and education community. Authentication in eduroam is achieved based on
a hierarchical fabric which typically consists of three levels (organizational,
national, and global) of RADIUS [4] servers. Before a user accesses the network
service of the visiting institution, an authentication will be performed between
the user and his or her home institution, during which the RADIUS hierarchy is
responsible for routing and forwarding the authentication packets. However, this
hierarchical architecture has led to great performance and operation problems
on the aggregation proxies. Especially when a single point of failure happens,
a large scale of service will be down or affected. What’s worse, user’s identity
information may be leaked to other institutions due to the certificate forgery.

Researchers [3] presented a new trust fabric based on RADIUS/TLS [9] to
enhance the security and reduce the routing complexity of eduroam. Authors in
[5] made an investigation of identity theft vulnerabilities and MITM (Man in the
Middle) attacks in eduroam and provided some countermeasures to resist these
attacks. To overcome the shortcomings of unstable and slow user authentication,
[10] proposed a disruption-tolerant authentication architecture to improve the
performance and stability of eduroam. However, these enhanced solutions for
eduroam cannot address the problems of single point of failures and internal
compromised server attacks.

Blockchain has attracted widespread attention in recent years. [7] proposed
an authentication method using bitcoin 2.0 to enhance the security in Wi-Fi
access. Based on consortium blockchain, [8] proposed a cross-domain authenti-
cation scheme to authenticate users roaming among multiple areas in Vehicle-
to-Grid networks of smart grid. However, these methods simply use blockchain
as a database to store users’ credentials, which is vulnerable to compromised
server attacks and privacy leakage.

3 Proposal Design

In Wi-Fi networks, there are two typical roaming scenarios, intra-domain and
inter-domain (cross-domain). In this paper, we are mainly focusing on the cross-
domain roaming scenario, in which a user belonging to institution A roams to
institution B and requests to access the Wi-Fi network service. To ensure network
security, the institution B should verify the identity and validity of the access
users. The notations are listed in Table 1.
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Table 1. Notations and parameters of process and algorithm

Notation Description

U User

Cu, Cs Challenge string generated by user and AS
SK., SKj Secret key of user and AS

ADDR,, ADDR; | Node address of user and AS

Lra List of trusted AS address

Lru List of registered user address

H(-), Sig(-) Hash and signature function

R Result of authentication

TX, Transaction for triggering authentication

3.1 Trustroam Process

Different from the existing hierarchical solutions like eduroam, we leverage the
distributed consensus mechanism of blockchain to verify the user and AS. The
node address issued by the blockchain is used as the user’s credential to be
authenticated. Generally, the node address is derived from the public key of the
user. With the appropriate encryption algorithm like ECDSA [14], we can recover
the node address from the user’s digital signature. In our proposal, both the
user’s device and the AS are the blockchain node, which means they have their
own node address and secret key and they can generate and send transactions. So,
the authentication for the user and AS can be performed by verifying appropriate
digital signatures.

Users should first register in their home institutions with their identity infor-
mation and node addresses. The node address used to identify a user across
multiple domains will be stored in the blockchain at the registration step. Then,
the home authentication server responses to the user with a list of trusted AS
address (Lr4) which would be used to verify the visiting AS when the user roams
to other institutions.

After the successful registration, users can access to the Wi-Fi networks of the
participating institution (namely the institution that has deployed Trustroam)
through authenticating their registered node address. Fig.1 shows the process
of authentication protocol of Trustroam.

(1) U requests to access the network service. Then the AS sends C, to U.

(2) U generates C,, and signs Cs and C,, with SK,,. Then U sends Sig(H(C,,C,,)),
C, and ADDR,, to AS.

(3) AS generates TX,, and sends it to the blockchain network to authenticate U
distributedly. After reaching a consensus, the blockchain network will notify
AS of the result R. If success, AS accepts U, signs Cg, C,, and R with SKj,
and sends Sig(H(C,,Cy,R)), R and ADDR, to U; otherwise, AS notifies U
of the error type and detailed messages.
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User AP AS Blockchain Network

B S @ <

(1) Request to access |

‘ Generate a challenge string Cs ‘
(2 Send < Cs >

Generate a challenge string Cu
Sign the H(Cs/Cu) with SKu

(3)Send < Sig(H(Cs/Cu)), Cu, ADDRu >

Generate 7Xu to authenticate user |

(@) Send TXu to trigger authentication

1
| Verify the user distributedly |

(B) Notify the result < R> of authentication

Accept or reject the user
Sign the H(Cs/Cu/R) with SKs

® Send < Sig(H(Cs/Cu[R)), R, ADDRs >

Verify the signature of the AS
and the AS is invalid

AS is valid

(7) AS authentication

(8 Data

Fig. 1. Authentication protocol of Trustroam.

(4) U verifies the signature of AS and checks whether the ADDR; is in the local
Lpa. If yes U notifies AS of the result; otherwise U requests to check whether
AS is a new trusted AS or an invalid one. If it is a new trusted AS, then U
updates the local Ly 4; otherwise U can reject to access to the network.

The Lr4 is designed for fast authentication of AS. It is maintained by the
blockchain network and the user device and it can be updated according to the
verification result of AS.

3.2 Distributed Consensus and Authentication

In order to reach a consensus among massive peer nodes, researchers have pro-
posed many consensus mechanisms, such as Proof of Work (PoW) [11], Proof
of Stake (PoS) [12], Delegate Proof of Stake (DPoS) [13] and so on. Based on
these mechanisms, we propose to authenticate users through multiple AS nodes
belonging to different participating institutions which join together to form a
blockchain network. The authentication code is written in the blockchain in
advance. A transaction that encapsulates the input parameters of the authen-
tication function should be sent to trigger the execution of the authentication
procedure which is also called smart contract [15].

As shown in Fig. 2, when a user sends his or her digital signature to AS for
authentication mentioned above, the AS node will generate a transaction TX,,
and broadcasts it to all the peer nodes. Each node receiving the transaction
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Fig. 2. Process of distributed authentication based on PoW consensus mechanism.

Algorithm 1. Algorithm for user verification
Input: Sig(H(TX.)), H(TX.), ADDR,, Sig(H(Cs,Cu)), H(Cs,Cy ), ADDRy;
Output: (True or False, Reason);

1: // The function retrieveaddr() recovers the node address of the signer from the

signature and message.

2: require(ADDR; in Lt4 and ADDR,, in Lry);

3: RADDR, = retrieveaddr(Sig(H(TX.)), H(TX.), HashType);

4: if RADDR, |= ADDR, then

5. return (False, AS signature invalid);

6

7
8

: end if
: RADDR,, = retrieveaddr(Sig(H(Cs,Cy)), H(Cs,Cy), HashType);
: if RADDR,, '= ADDR, then

9:  return (False, User invalid);

10: end if

11: generate result R and stage it in a block;

12: return (True, Success);

will be triggered to authenticate the user. The detailed process is presented in
Algorithm 1. At the same time, the full nodes (namely the AS node acting as a
miner) try to solve a hash puzzle to compete for the right to write the blockchain
under the PoW consensus mechanism. Once a node solves the problem, it adds
the authentication results to a new block and broadcasts the block to all the
peers. Other nodes will check the received block and its contained results. If the
block or included results is invalid, then it would be dropped; otherwise the new
block will be added to their local blockchain. After that, most of the nodes will
reach a consensus on the validity of the access user. The security of PoW is based
on the assumption that a majority of computation power is controlled by honest
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nodes. Our scenario meets this precondition because the 51% attack [6] can be
easily detected and the participating institutions will adjust their computational
power dynamically for their own benefit.

In Algorithm 1, the node first parses the received transaction and retrieves
the input parameters including the signatures of the user and AS. Then it checks
whether the AS is trusted and whether the user is registered. This check point
prevents the access of illegal users or AS.

3.3 AS Verification

To enhance the access security, users are supposed to initiate an authentication
for the AS which is not included in the local L1 4 before accessing to the network.
The AS verification is completed by the distributed nodes. Randomly selected N
(its value is predefined by the participating institutions) trusted AS nodes will
verify the untrusted AS and sign the authentication result. The untrusted AS
should redirect the results to the user. If all the signatures are valid and signed
by the trusted AS and the results are not tampered, the AS will be added to
user’s local Ly a; otherwise it would be an illegal AS and the user is able to
determine not to connect to the visiting network. The AS verification process is
shown in Algorithm 2.

Algorithm 2. Algorithm for AS verification

Input: Sig(H(TX,)), H(TX.), ADDR,, N;

Output: (True or False, Reason, Signature);

1: // N is the number of AS signers; ADDR;.sn is the number of AS signers that
have already authenticated ADDR,; Lgi4 is the list of signed AS.

2: if N < ADDR;.sn then

3:  return (True, Success, Null);

4: end if

5: if ADDR, not in L7 4 then

6.

7

8

: return (False, AS invalid, Null);

: end if

: RADDR, = retrieveaddr(Sig(H(TXs)), H(TX,), HashType);
9: if RADDR, != ADDR, then
10:  return (False, AS signature invalid, Null);
11: end if
12: if ADDR,;.sn == N - 1 then
13:  ADDR;.sn = 0;
14:  return (True, Success, Sig(H(Success,ADDRy)));
15: end if
16: ADDRg.sn += 1;
17: randomly select a trusted AS TA, in (Lra - Lsig);
18: send TX,, to TA, to trigger the next verification;
19: return (True, Success, Sig(H(Success,ADDRj)));
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The Algorithm 2 is executed in the full node and triggered by the AS verifica-
tion transaction TX generated by the user. On receiving the TXy, the AS signs
the hash of TX, with its private key and sends a transaction to authenticate
itself. If the number of signers that have verified this untrusted AS (ADDR;.sn)
is less than N, the current node will generate and send a new transaction to trig-
ger the next verification. In this case, the authentication is secure and credible
since the result is determined by multiple nodes.

4 Implementation and Evaluation

4.1 Implementation

We implemented the Trustroam prototype in a real testbed, which consists of
multiple authentication domains and a blockchain network. Figure 3 shows the
topology of the testbed.

Blockchain Network
192.168.8.2/24 192.168.7.2/24 192.168.6.2/24

ASC  as|p ASEI

DHCP Server A AS A DHCP Server B

| 192 168.9.2/24 192.168.10.2/24 ‘

192.168.9.3/24

Router 192.168.10.3/24

Switch A p
Home Institution AP A &

Fig. 3. Topology of Trustroam testbed.

Switch B

ApPB  Visiting Institution

We use Ethereum [14] as the blockchain technology, based on which we
developed a smart contract [15] and wrote about 200 lines of Solidity code to
implement distributed authentication function. Five ASes are connected together
to form a blockchain network through a Peer-to-Peer protocol and a private
Ethereum blockchain is maintained by these ASes. Open vSwitch [16] is deployed
as the gateway to detect the access request and control the network connection
of the user.

Modules mentioned above are deployed in the Dell PowerEdge R730 Server
(Intel Xeon 2.20 GHz 20 CPU, 32GB Memory, 2TB Hard-disk and 81 Gbps
network-cards), with Ubuntu 16.04 LTS operating system installed. Several lap-
tops of Thinkpad T450 are used as the roaming hosts for testing.
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As shown in Fig. 3, when roaming to a visiting institution, the host will first
associate with AP B and get an IP address. Then the Gateway B will temporarily
block the data traffic of the host and notify the AS B to authenticate the host.
After the successful mutual authentication, the Gateway B will be notified of the
authentication result and forward user’s data packets normally. The following
experiments are carried out based on such roaming scenario.

4.2 Evaluation

Security and Anonymity. Our solution resolves the management and security
issues of eduroam by flattening the network. Compared to eduroam, Trustroam
leverages the distributed consensus mechanism to authenticate the access user,
which has no single point of failure problem built on a peer-to-peer network.
In this case, a small amount of compromised servers have little impact on the
authentication result since it is determined by the consensus of most AS nodes.
Therefore, anyone who forges the authentication result to spoof the user and the
trusted AS will be blocked. The AS verification algorithm and mutual authentica-
tion protocol allow our proposal to better defend against MITM attacks because
the untrusted AS will be elaborately verified by the user and the blockchain
network.

In addition, we use the blockchain node address to uniquely identify a user,
and no extra credentials will be provided to the AS during authentication phase.
Users are anonymous to the visiting institution. So we can infer that our scheme
enhances the access security, anonymity and privacy preserving of cross-domain
roaming compared to eduroam.

Scalability. We compare the scalability between the eduroam and Trustroam
by evaluating the authentication load of the AS node. Suppose there are N par-
ticipating institutions, Spqtionar ASes of national level and Sgi0p4; ASes of global
level in eduroam and f full nodes in Trustroam, then the authentication load of
global AS Lgiopai, national AS Lpgtionar, and Trustroam AS node Liyystroam iS
presented as follows.

-
Lgiopat = 1
ghobal Sglobal ( )
Mg

Lna ional = 2
! ! Snational ( )

1+ f) n,
Ltrustraam = % (3)

where n, denotes the number of cross-domain authentication packets in unit
time of the entire network. « represents the ratio of the number of authentication
packets of global level to the number of all the cross-domain authentications.
Figure4 shows the variety of AS load with n, and «a under the condition
of N =1000, Sgiobal =2, Snational =25, f =100. We can see that the AS load
of Trustroam is relatively greater than that of eduroam. It is because that the
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Fig. 4. Load of AS in Trustroam and eduroam.

user is authenticated by multiple nodes simultaneously to enhance the security
in our consensus-based proposal, which leads to additional overhead. However,
due to the hierarchical trust fabric, a large scale of traffic will cause a serious
performance bottleneck on the aggregation proxies in eduroam. According to
the result, the load of the central sever (e.g. AS of global level) grows with the
increase of «, while Trustroam is barely affected by the global authentication
traffic. When o > 0.20, its load will exceed that of the node in Trustroam. So,
we can infer that our scheme is more scalable than eduroam in the practical
environment, especially with a large scale of international authentications.

Authentication Latency. Since it is difficult to measure the authentication
latency of eduroam and Trustroam in a large scale, we compare their perfor-
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< A 350 x
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(a) Authentication latency of different (b) Roaming delay varies with authenti-
mechanisms cation traffic size in Trustroam

Fig. 5. Trustroam shows comparable performance in terms of authentication latency
and has high throughput in practice.



Blockchain-Based Cross-Domain Authentication Scheme for Wi-Fi Access 159

mance in our local testbed. In addition to PoW, we also measure other consensus
mechanisms.

The result of our measurement is shown in Fig. 5(a). We can observe that the
consensus mechanism has an important effect on the authentication latency of
Trustroam. According to the measurement result, the authentication latency of
eduroam, Trustroam with PoW and Trustroam with DPoS is 5.65s, 11.68s and
0.72 s respectively. Under the premise of ensuring the security and trust of the
system, the participating organizations can implement Trustroam with DPoS to
reduce the latency in practice.

As shown in Fig. 5(b), we also measure the roaming authentication delay of
Trustroam under the condition of a large amount of authentications. We can
see that the authentication delay grows linearly with the number of transactions
increasing and the throughput is about 15tps and 500tps of the PoW and DPoS
respectively. So it can provide services for a large number of users.

Overhead. To evaluate the signaling overhead, we measure the data size and
number of packets transmitted in 5s between the user and the AS with the
number of users increasing. The results is shown in Fig.6. We can observe
that Trustroam has much lower signaling overhead than eduroam because
Trustroam has no complex key negotiation and certificates exchange that is
done in eduroam. In addition, with the increase of concurrent authentications,
eduroam shows a high packet loss rate due to the bottleneck of the central server,
while Trustroam is less affected by large-scale of traffic because of its distributed
architecture.
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Fig. 6. Signaling overhead of Trustroam and eduroam.

We analyze the computation and storage overhead of our proposal for authen-
ticating n users. The computation overhead Pcomputation and storage overhead
P iorage are represented as follows.
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n k
Pcomputation =m- Z Cz + Z Qj (4)
i=1 j=1
k
PstorageZS'Rn +nRu +mZBl (5)

=1
where m is the number of full nodes of the blockchain network. C'; is the cost
of smart contract execution including the digital signature verification for the
user and AS. The complexity of C; is O(1). @; is the overhead to solve the hash
puzzle. Its complexity is O(log2?), in which d is the value of the difficulty to solve
the problem. So the computation complexity of Peomputation i3 O(m -k -log2?),
where k is the number of generated blocks. s is the number of AS nodes. R,, and
R, denote the item size of the L4 and Lry respectively. B; is the size of a new
generated block. The storage cost of Pgiorage is O(m-k), in which the storage
overhead of the L4 and Lgy is too small and ignored.

5 Discussion

The security of Trustroam depends on the security of the blockchain technology,
which is open to everyone in the network. An adversary can simply launch a
node to interact with the blockchain. Therefore, it is important to guarantee
the trust of AS nodes. Our scheme can be deployed incrementally. A new AS or
institution should be carefully checked before it participates in the blockchain
network. For example, its credentials must be verified by multiple participants
before joining the network.

Different consensus mechanisms may lead to different authentication latency.
It is demonstrated that PoS is faster than PoW to reach a consensus of blockchain
in practice. DPoS is even faster but will impair its decentralization characteristics
to some degree. In the scenario of cross-domain roaming, the DPoS can be used
to reduce the authentication delay. Furthermore, the distributed authentication
can be performed asynchronously, namely, users are authorized to connect to
the network prior to authentication, further reducing the roaming latency. It is
a tradeoff between the security and the latency.

Mining in the blockchain network can be very resource-intensive, so it is
important to provide an incentive for the node to mine the block sustainably.
A feasible solution is to charge the user and then compensate the node. Fur-
thermore, we recommend that administrators utilize a more environmental and
lightweight mechanism to authenticate the user. For instance, Trustroam can
randomly select only a few nodes rather than all the full nodes to authenti-
cate the user, which will greatly reduce the authentication overhead. Due to the
random selection for AS nodes, its security is barely impaired in this way.

6 Conclusion and Future Work

In this paper, a novel cross-domain authentication scheme in Wi-Fi networks
based on blockchain is proposed and the design of our proposal is described
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in detail. Through the distributed consensus mechanism and mutual authen-
tication, Trustroam avoids the problems of single point of failure and privacy
leakage, which enhances the security of cross-domain roaming and has a strong
fault tolerance to deal with compromised server attacks. We implemented the
Trustroam prototype in a real testbed and carried out experiments and evalua-
tions on the proposal. The results show that our scheme is feasible, effective and
convenient to deploy. Compared to existing hierarchical solutions, our scheme
has the advantages at scalability, security and privacy preserving. In future work,
we will focus on the optimization of its performance on latency and resource con-
sumption and design a lightweight consensus mechanism to make the proposal
more efficient.
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1 Introduction

Recent years have witnessed the advancement of Wireless Sensor Networks
(WSNs) in various applications [1]. Nevertheless, due to the penetrations of
WSNs with big sensory data [5,6,12,15], how to store the sensed data becomes
a very challenging problem. Since sensor nodes usually have limited resources
and thus cannot provide qualified data storage service, specialized storage nodes
are deployed to form the so-called Heterogeneous Wireless Sensor Networks
(HWSNs) such that the data sensed by the regular sensor nodes are delivered
to the storage nodes through multi-hop transmissions.

Unfortunately, sensor networks may be deployed in hash areas, and the result-
ing vulnerability (especially for the storage nodes) is a considerable threat for
data storage, and thus is supposed to be concerned. One choice is to introduce
data redundancy. For example, by applying erasure codes, the reliability of the
data storage can be significantly improved [2,9]. Nevertheless, the induced data
redundancy also increases data traffic in the sensor network, while the sensor
nodes usually have quite limited energy (e.g. in [14]). Moreover, the increasing
network scale also induces inevitable overhead in data storage.

To this end, we aim at seeking a tradeoff between the storage reliability
and the energy efficiency of data delivery and storage in this paper, by jointly
optimizing routing and storage node deployments. Specifically, by leveraging the
notation of Markov approzimation [4], we design a Continuous Time Markov
Chain (CTMC) based algorithm, to adaptively tuning the deployment of the
storage nodes as well as the corresponding data routing scheme. The cost in data
delivery and storage is (nearly) minimized with data storage reliability ensured.
We also verify the efficacy of our algorithm through extensive simulations.

The rest of this paper is organized as follows. We introduce our system model
and formulate our optimization problem in Sect. 2. Our algorithm as well as
related analysis are presented in Sect. 3. We evaluate our algorithm through
extensive simulations in Sect. 4. We then survey related literatures in Sect. 5
and finally conclude our paper in Sect. 6, respectively.

2 System Model and Problem Formulation

2.1 System Model

We model a WSN as a digraph G = (N, &). N' = {n;};—1,... || denotes a set of
|V sensor nodes. For each pair of sensor nodes, e.g., n; and n;, if n; is within
the maximal communication range of n;, there exists a directed transmission
edge (n;,nir) € €. Assume S = {s;};—1,. |5 is a set of |S| storage nodes. We
denote by 7; the data storage cost we have to pay to place one unit of data at
s;. Specifically, the storage cost not only involves the energy consumption to
receive the data packets from sensor nodes, but also more significantly stems
from maintaining the received data. We suppose that the storage nodes are
equipped with mobile mechanisms (e.g., as shown in [16,18]), if re-deployment is
demanded for adapting to the dynamics of network states. We also assume the
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storage nodes are equipped with long-range communication modules to exchange
messages with each other for cooperations and to handle remote queries.

We denote by U = {ug}r—1,... 1 (Ul > |S|) a finite set of sites where we
are allowed to deploy our storage nodes. We then extend the WSN graph G by
N — N JU and € «— EJ{(n;,ux)}. In particular, if uy is within the maximal
communication range of n;, then there exists a directed edge (n;,ug) € €. In
such an extended graph, we define a cost assignment v : & — R™ to represent
the data delivery cost, i.e., the energy consumed on carrying a unit of data along
a transmission edge e € £.

2.2 Reliable Data Storage

The reliability of data storage can be achieved by replication or coding. In the
former solution, individual data have multiple copies, each of which is placed at
distinct storage node, while in the latter one, the original data can be encoded by,
e.g., Mazimum Distance Separable (MDS) codes first, and each of the encoded
data is then placed in distinct storage node. The above two solutions share
the same idea in the sense that the reliability is guaranteed by introducing data
redundancy, such that the original data can be recovered even some of the storage
nodes (and thus part of the data) are corrupted.

Take coding technique as an example. Let \; be the amount of data sensed
by node n; in each sensing-storage period'. The original data can be encoded
through, e.g. MDS codes parameterized by (p;, ;). In particular, the \; original
data can be encoded into (u; — \;) parity data. Both the original data and the
parity ones are then delivered from source node n; to u; distinct storage nodes.
We hereby call both of them encoded data for brevity, as the original data can
be treated as the one encoded by identity matrix. The storage reliability lies in
the fact that the original data can be recovered by accessing any A; of the u;
encoded data. In another word, the corruptions of any less than (u; — \;) storage
nodes (or encoded data) will not prohibit the recovery of the data sensed by n;.
Therefore, we tolerate at most min;{u; — A;} storage node failures.

In data replication solution, if each sensor node replicates its data for pu;
times, it is sufficient to access one of the copies. Since the copies are placed at
different storage nodes, at most min;{y; — 1} storage node corruption can be
tolerated. By this way, we save the computation overhead in encoding process
but have to spend more energy on data delivery, since node n; should deliver p;
full copies of its sensed data to distinct storage node. In fact, as shown later, our
optimization framework is readily compatible to both replication and coding-
based solutions by scaling the cost of data delivery and storage; nevertheless, we
currently focus on redundant coding scheme in the following.

! We assume that the data storage is performed periodically in individual nodes. In
each period, the data cumulated in the sensing phase are encoded and delivered to
the storage nodes.
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2.3 Problem Formulation

In this paper, we aim at minimizing the costs induced by both data delivery and
storage, while ensuring the storage reliability, by jointly optimizing routing and
storage node deployment. Let z; , € {0,1} denote if node n; € N transmits one
of its encoded data to the storage node deployed at uy (if any) along multi-hop
transmissions. Specifically, for the purpose of cost minimization, data are deliv-
ered along the “shortest” paths under cost assignment 2. Assume c; j, denotes
the minimum cost to deliver a unit of data from n; to ui. We also suppose
yjx € {0,1} indicates if storage node s; is placed at uy. Given a coding scheme
{(pis Ai) Yiz1,... |n|> we formulate our optimization problem of Joint roUting and
Storage node deploymenT (JUST) as follows

NV U] VT U |S]

min chi,kl‘i,k +ﬁZZZTj$¢,kyj,k (1)
=1 k=1 =1 k=1 j=1
U

s.t. Zzi’k = Wi, Vn; € N (2)
k=1
|S|
Zyj’k_xi7k20’ VniEN,UkGu (3)
j=1
IS|
> yik <1, Yup €U (4)
j=1
u|
Zyj’k <1, VSj esS (5)
k=1
Tik,Yjk € {0,1}, Vn,; GN,Sj eS,u, €U (6)

The above optimization problem is composed by a quadratic objective function
as well as a set of linear constraints, and thus is a Quadratic Integral Program-
ming (QIP) problem. In the objective function (1), the first item indicates the
data delivery cost, while the second one represents the storage cost. We intro-
duce parameter § to make a tradeoff between them. The objective function is
minimized with the following constraints respected: (2) the storage reliability is
ensured (i.e., each sensor node n; places its u; encoded data in distinct storage
nodes); (3) for each pair of n; and wy, there exists a storage node deployed at
uy, if n; delivers one of its encoded data to uy; (4) at most one storage node is
deployed at each ug; (5) each storage node is deployed in at most one site.

The NP-hardness of the optimization problem can be proved even in a homo-
geneous setting, where the storage nodes have identical storage cost (i.e., 7; =7
for Vs; € §), such that our problem is reduced to minimizing ZZ & Ci kTi 1 With
the constraints (2)—(6). Specifically, we aims at choosing a subset of U to deploy

2 The shortest paths can be calculated through applying many state-of-the-art algo-
rithms, as we will show in Sect. 3.1 later.
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the given storage modes S such that the induced data delivery cost is minimized
with the storage reliability also guaranteed by a given coding scheme. There-
fore, by adopting homogeneous storage nodes, our JUST problem actually can
be transformed into a Fault Tolerate k-Median Facility Placement (FTKMFP)
problem and thus is NP-hard.

3 Jointly Optimizing Routing and Storage Node
Deployment Towards Reliable Data Storage

In this section, we leverage the Markov approximation framework [4] to resolve
our combinatorial problem. We first discuss a simplified case where storage nodes
are fixed in Sect. 3.1, to inspire the application of Markov approximation to our
problem in Sect.3.2. We then present the details of our algorithm and give
corresponding discussion in Sect. 3.3.

3.1 What If Storage Nodes Are Fixed?

When the storage nodes are fixed (i.e., {y;x};, are knowns), our aim becomes
seeking for the optimal routing scheme to deliver each of the encoded data from
its source sensor node to destination storage nodes, such that the induced over-
head (including both data delivery cost and storage cost) is minimized. Hence,
in our JUST problem, we minimize }, , (cik + B3, Tjyjk)%ik, subjected to

Tip < Zlf;‘l yjr for ¥n; € N and uy € U. Since the storage node locations
are given, the cost associated with each w;, i.e., ¢;r + ﬂzj TiYjk, is also
known. Hence, the optimal solution in this case is to let each source sensor
node n; € N delivers its encoded data to the u; “nearest” storage nodes with
less overheads. Apparently, the above p;-Nearest storage Nodes (u;-NN) policy
is based on polynomial-time graph shortest path algorithm, e.g., Dijkstra’s algo-
rithm or Floyd-Warshall algorithm, or other state-of-the-art distributed shortest
path algorithms [11,13]. Although introducing a new freedom of storage node
deployment has the potential of decreasing the cost of distributed data storage,
the problem becomes very hard such that only nearly optimal solution can be
achieved, as we have demonstrated in Sect. 2.3.

3.2 Markov Approximation

Assume F C {0,1}1XU1 is a set of feasible deployment strategies, and cf
denotes the total cost induced by a given f € F. Specifically, f = {yjr}jx,
which respects constraints (4) and (5). Recall that, given Vf € F, the data
routing strategy (as well as the induced cost c¢y) can be calculated according
to p;-NN policy, as shown above. In fact, our optimization framework accom-
modates various routing subroutines which may be aimed at distinct objectives
(e.g., in terms of energy). Our JUST problem (1)—(6) is equivalent to
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gc%ig{cf} (7)

The above objective function can be approximated by a log-sum-exp function
parameterized by 6:

1
Po({crhrer) = —5log > exp(—bey) (8)
fer
where 6 is a positive constant. According to [3], we have

Theorem 1. mingcr{cs} can be approzimated by ¢o({cs}rcr), owing to the
following tight bound

1
0<¢o({cr}rer) — ?gg{fif} < glog | F| 9)

The approximation difference gets close to zero, as ¢ approaches infinity, i.e.,

1
i =— lim -1 E —0
?éljl}'{cf} booe 000 fefexp( )

By associating each f € F with weight p; € [0, 1], our problem formulation
(7) has the same optimal value as

min Z crpf (10)

feFr

sty pp=1 (11)
feF
pp >0, VfeF (12)

where {py} fer are variables. The weight p can be regarded as the time fraction
of adopting the deployment strategy f in a long run. The equivalence is obtained
by letting py = 1 for the optimal deployment strategy and 0 for the others.
Considering our problem (7) has an approximation ¢g({cs}er), its unique
properties can be exploited to drive our algorithm design. In more details, the
log-sum-exp function ¢g({cs}rer) has a convex and closed conjugate function

i 1
Popsirer) = —3 > prlogps
feF

where py > 0 for Vf € F and } ;. rps = 1. In another word, ¢g({cs}ser) is
the same as the optimal value of the following optimization problem (so-called
“JUST-Approx”)
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. 1
min Y erpy+ 5 Y prlogpy (13)
fer fer
s.t. pr =1 (14)
fer
pr>0, VfeF (15)

Based on the Karush-Kuhn-Tucker (KKT) conditions, we have the optimal solu-
tion to our JUST-Approx problem

. exp(—fcy)
pr = , VfeF (16)
f > prerexp(—btey)

According to Theorem 1, this result gives a nearly optimal solution to the JUST
problem with an optimality gap bounded by 0! log|F|. In particular, the cost
is (nearly) minimized by time-sharing across different deployment strategies in a
long run according to {p?} rer- Unfortunately, since the size of F is exponentially
large, it is highly non-trivial to explicitly calculate p} according to (16).

3.3 Algorithm

To solve the above JULY-Approx problem (and thus to address the JULY prob-
lem with approximation optimality), we design a homogeneous Continuous-Time
Markov Chain (CTMC) {F(t)}i>0, where ¢ denotes time and F(t) € F is a ran-
dom variable indicating the storage node deployment at time t, so as to drive
the adaptive deployment of the storage nodes. In the CTMC, state transitions
(i.e., storage node re-deployments) may occur at any point in time, and can be
specified by transition rates. In particular, we assume that two states are linked
by re-deploying only one storage node. The assumption does not compromise the
reachability between the states and thus the irreducibility of the Markov chain.

Due to the state finiteness and irreducibility of CTMC {F(¢)};>0, it has
a unique stationary distribution. In the Markov approximation framework, we
design a time-reversible CTMC {F(t)}:>0, such that its stationary distribution
respects the following detailed balance equation

Pyas,p+ = Dp+ds+ s (17)

where qf ¢+ and g¢+ ; denote the transition rates from f to f * and the one from
fT to f, respectively. In this paper, we defined the transition rates gy, s+ as

5 exp(—0cy+)
exp(—0cy) + exp(—0cy+)

INE (18)
where ¢ is a constant. Recalling the definition of ¢} (for Vf € F) in Eq. (16).

The above definition apparently satisfies the balance equation (17).
We implement CTMC {F(¢)};>0 based on the following propositions [10]:
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Proposition 1. The sojourn time in each state f is an exponential random
variable with rate defined by

= > aqp=0 ), exp(~fey) (19)

exp(—fcy) + exp(—0Ocy
FEF() gy SP(=ber) +expl=bey)

where F(f) denotes the set of states adjacent to f.

Proposition 2. The transition probability from f to fT € F(f) is defined as

i+ = dg.+/ Vs (20)
if we consider the discrete-time counterpart of the CTMC.

Remark 1. According to the above two propositions, the optimality of the
CTMC-driven method can be explained from two folds: we spend more time on
sojourning in the storage node deployment with lower cost, while it is more likely
to mowve to the lower-cost storage node deployment.

By the above two propositions, a straightforward way is to adaptively deploy
the storage nodes in a centralized manner as follows: (i) supposing the current
storage node deployment is f, we set up a count down timer initialized by an
exponential random value At ~ Exponential(vy); (i) when the timer expires, we
transit to a new storage node deployment, f* € F(f) according to the transition
probabilities defined in (18). Nevertheless, this approach entails some central
infrastructures, and thus cannot be adapted to distributed sensor networks.

Algorithm 1. Algorithm for jointly optimizing storage node deployment
and routing (in each epoch)

1 Initialization: randomly initialize the storage node deployment f;

2 foreach epoch do

3 Calculate an routing strategy according to f;

4 foreach s; € S do

5 Generate an exponential random variable At; ~ Exponential(v;);

6 Set up a count down timer initialized by At;;

7 if No notification message is received then

8 When the timer expires, move to a new site according to (21), and
broadcast a notification message;

9 else

10 ‘ Stop the timer;
11 end

12 end

13 end

We hereby propose an algorithm in Algorithm 1, to implement CTMC in a
distributed manner. We assume that the storage nodes S are initially deployed
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at U in a randomized fashion (see Line 1). The lifetime of the sensor network
can be divided into a set of epochs, and a new epoch begins when some storage
node changes its location. In each epoch, we first calculate a routing strategy
according to the current storage node deployment f by the u;-NN policy (see
Line 3). In every epoch, each storage node s; generate an exponential random
variable At; ~ Exponential(vj) where v; = > ¢z () ars and F;(f) is the
subset of feasible storage node deployments with only s; placed at different sites
from the one in f (see Line 5). Each storage node s; then sets up a count-
down timer initialized by At; (see Line 6). According to Lines 7-11, when the
timer expires, s; broadcast a notification message, while the ones received the
message before the expirations of their timers stop counting down. Assuming
j* = argmin;{At;};_; .. |5/, storage node s;- is the one whose timer expires
first, the time span of the current epoch is Atj«. As shown in Line 9, we re-
deploy s;- according to the probabilities

prp+ = qp g+ /vie, VT € Fp(f) (21)

The algorithm complexity mainly stems from computing c;+, i.e., calculat-
ing routing strategy and the corresponding cost. Since the sensor nodes are fixed
and the sites for storage node deployment are knowns, the shortest paths from
the sensor nodes to the sites (as well as the resulting data delivery cost) can be
calculated by state-of-the-art polynomial-time algorithms (e.g., Dijkstra method
with a time complexity of O(|NV|?)). The results can be pre-loaded in the storage
nodes, especially considering the storage nodes usually have sufficient memory
space. Moreover, when a storage node moves to a new site, it notifies the other
storage nodes of its new position by broadcasting O(log |[U|)-length notification
messages to the associated sensor nodes, such that all storage nodes can calcu-
late ¢+ locally. In fact, the storage nodes can forward the notifications to the
sensor nodes by piggybacking the received new storage node deployment in the
acknowledgments. Furthermore, for each sensor node, when getting the notifi-
cation messages from the storage nodes, it could quickly calculate the cost to
place a data unit in the re-deployed storage node and then update the routing
scheme according to the p;-NN policy.

In the above implementation, each storage node only needs to maintain a local
timer. One question is that, does it still realize CTMC {F(¢)};>0 by respecting
Propositions 1 and 27 We then have the following theorem, where it is implies
that using a set of local timers instead of a centralized one does not compromise
the optimality of {F(t)}+>0 in solving our JULY-Approx problem.

Theorem 2. In Algorithm 1, the sojourn time for each state f is exponentially
distributed with rate vy (19), and the transition probability from f to f+ (f* €

f(f)) 18 pf7f+ = Qf,f-%—/’Uf (20)

Proof. For each storage node deployment f, the sojourn time At(f) can be
defined as At(f) = min{At;},_ ... s|, according to Algorithm 1. Since At; ~
Exponential(v;), we have At(f) ~ Exponential(3_; v;). In another word, At(f)
is a random variable following an exponential distribution with rate defined by
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D250 =22 D prer, ) Arp- Also, as U, F(f) = F/{f} and N); F5(f) = 0, we
obtain } . vj = 22y 45,5 = vg. Hence, At(f) ~ Exponential(vy).

Suppose j* = arg min; At;. Recalling At(f) ~ Exponential(zj v;), the prob-
ability of At(f) = At;« can be defined by Pr(At(f) = Atj<) = vj-/37;v;.
Therefore, for Vf+ € F(f), we define py s+ as

_ Y dngt _ dhgt
22V U vy

pry+ = Pr(At(f) = Aty-) x pj-(f')

where s;+ is the storage node redeployed provided that transition f — f* hap-
pens, and p;-(f*) is the probability that f — f* happens.

4 Simulations

In this section, we evaluate the efficacy of our algorithm by extensive simulations.
We assume 200 sensor nodes are uniformly deployed in a 100 m x 100 m targeted
area. Each senor node sets its storage reliability requirement uniformly in a range
of [1,4]. For simplicity, we assume the sensor nodes have identical transmission
power and receiving power, such that the data delivery cost associated with each
edge can be normalized to 1. We suppose the system involves 10 storage nodes
whose storage costs are uniformly chosen from [1, 4]. We assume 3 = 1 such that
we equally consider the cost of data delivery and the one of storage.

8
,x1010 , . 5 x10°
-o-# of sites = 25 =# of sites = 25
. # of sites = 20
v -4 of sites =20 || S50 ttes =
*‘7"1'5 # of sites = 15 S [J# of sites = 15
8 z
5 1 &1
° be:i: k
T o5t §ost
0 ‘ : : 0
1 1.5 2 2.5 3 1 1.5 2 2.5 3
o 0
Fig. 1. Total cost. Fig. 2. Optimality gap.

We first illustrate the total cost of our algorithm (including both data delivery
cost and data storage cost) under different numbers of sites where we deploy the
storage nodes. The results are given in Fig. 1. It can be shown that, increasing
the number of the sites results in decreased total cost, since we have much larger
space of feasible solutions. Another observation is that, taking smaller value for
# implies lower total cost, which is consistent with the fact that we approach the
optimum by increasing the value of 6 (see Theorem 1).

We also compare the results of our algorithm with the optimal ones. Due to
the computational intractability of large system settings, we assume the storage
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nodes have identical storage cost to “shrink” the domain of feasible solutions. We
shown the optimality gaps (defined in Eq. (9)) in Fig. 2. It can be demonstrated
that, increasing 6 results in smaller optimality gap, which confirms Theorem 1
again. Another interesting observation is that, although setting more sites to
deploy the storage nodes leads to lower total cost, the corresponding optimality
gap is larger than the cases with less sites. This can be explained by re-visiting
Eq. (9) Theorem 1: more sites implies larger F, and the optimality gap is inversely
proportional to |F]|.

5 Related Work

There have been a vast body of proposals investigating data collection issues by
one or multiple sink nodes, e.g, [8,22]. Although we borrow the idea of employing
mobile sinks, these algorithms cannot be applied to the storage problem as they
do not take into account storage reliability as well as the cost in data storage,
which are the main concerns in the context of data storage.

Some of the exiting proposals aim at distributing the sensed data among
sensor nodes. For example, [19] chooses a subset of non-root sensor node to
store the data delivered from the downstream ones in a tree-structure sensor
network. [20,23] integrate compress sensing and probabilistic broadcasting to
decrease data traffic and energy consumption. In [17,25], a quorum-based data
storage strategy is proposed, using data replication to ensure storage reliability.

To handle increasing demand on data storage posed by large-scale deploy-
ments of sensor networks, specific storage nodes are usually employed in many
recent proposals. [24] utilizes random network coding to encode original data
and distributes the encoded data to pre-deployed neighboring storage nodes in
a randomized manner. Besides, homomorphic fingerprinting is used for data
maintenance. In [18], the sensor nodes are organized to clusters according to
pre-deployed storage nodes, and a mobile sink then visits the storage node for
data collection. [21] proposes energy-efficient algorithms, based on which, each
sensor node can determine to which storage node its data are delivered to. Ran-
dom linear network coding is applied to guaranteed the desired fault-tolerance.
In [7], storage nodes are treated as “relay” nodes such that the data collected
at sensors are first delivered to storage nodes for compress, and the compressed
data are then forwarded to a sink node. The energy consumption is minimized
by optimally deploy the storage nodes, but no storage reliability is considered.

6 Conclusion

To address the problem of minimizing data delivery and storage cost with stor-
age reliability guaranteed, we have proposed a CTMC-based algorithm in this
paper, by leveraging the framework of Markov approximation, such that the
deployment of the storage nodes are adaptively scheduled, while the routing
scheme is updated accordingly. The performance of our algorithm has been ver-
ified by theoretical analysis and numerical simulations.
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Abstract. Real-time identifying and tracking monitored objects is an important
application in a public safety scenario. Both Radio Frequency Identification
(RFID) and computer vision are potential solutions to monitor objects while
faced with respective limitations. In this paper, we combine RFID and computer
vision to propose a hybrid indoor tracking system, which can efficiently identify
and track the monitored object in the scene with people gathering and occlusion.
In order to get a high precision and robustness trajectory, we leverage Dempster-
Shafer (DS) evidence theory to effectively fuse RFID and computer vision based
on the prior probability error distribution. Furthermore, to overcome the drift
problem under long-occlusion, we exploit the feedback from the high-
confidence tracking results and the RFID signals to correct the false visual
tracking. We implement a real-setting tracking prototype system to testify the
performance of our proposed scheme with the off-the-shelf IP network camera,
as well as the RFID devices. Experimental results show that our solution can
achieve 98% identification accuracy and centimeter-level tracking precision,
even in long-term occlusion scenarios, which can manipulate various practical
object-monitoring scenarios in the public security applications.

Keywords: RFID - Visual tracking - DS evidence theory - Occlusion-aware

1 Introduction

Nowadays, with the increasing number of thefts in museums, important venues, etc.,
anti-theft systems are gradually integrating with industries such as Closed Circuit
Television [1] and intelligent electronic device [2, 3]. However, these anti-theft
products can only deal with those cases in which the object is stolen, but fail to identify
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and track the thief bringing with the object when multiple people are gathering, which
is more and more mentioned as the advanced public security services [4].

Intuitively, both RFID and computer vision are potential solutions for above public
security services. RFID has been widely used in many fields because of its light
volume, non-line-of-sight propagation, automatic identification, and low cost [5].
A RFID reader can efficiently identify the tag people are wearing within the working
range. However, it is very difficult to accurately track moving people based on passive
RFID system alone, in which the positioning accuracy is usually at the meter level,
such that fine-grained identification and tracking of tagged objects cannot be achieved
within this range. On the other hand, computer vision has achieved remarkable accu-
racy in tracking individual objects and is currently broadly applied in many areas, such
as robotics, surveillance, human motion analyses and so on. Nevertheless, the fatal
problem faced by computer vision based tracking systems lies in that, such a system
can be easily dysfunctional when occlusion occur over the monitored object or the thief
[6]. Besides, computer vision cannot distinguish similar items, such as documents,
valuable assets, thus it is unfeasible to track these objects solely with computer vision.
Furthermore, suppose that there are multiple people gathering, the monitored object is
being stolen with a sever occlusion on it. In such a scenario, neither RFID nor computer
vision can solely help the safeguard identify who is stealing the object and what track
the thief is running out.

To solve such a practical problem, in this paper, we propose a fusing scheme to
combine the advantages of RFID and computer vision for online identifying and
tracking. More specifically, if the RFID tag is pre-attached to the object in visual
surveillance scenarios, we can identify the thief by determining which track is the
closest one to the trajectory of the tag. When an item is lost in a multiple-people
gathering scenario, the camera detects and tracks all of the individuals in the surveil-
lance area, while the RFID reader detects the tag on the item and tracks the tag. The
position and speed of the thief and the tagged stolen item at the same time are often the
closest. Therefore, for the detected RFID tag, we try to match it to one of the people
that is most likely to be the thief by using a distance and velocity probability matrix in
the sliding window. Due to the low accuracy of the RFID trajectory and the fragility of
the visual trajectory to occlusion, neither RFID nor visual can solely help a fine-grained
and robust tracking. Unfortunately, previous studies only employ the visual trajectory
or simple weighting method to obtain the final trajectory [15, 16], which results in a
dramatic trajectory error. For this task, we introduce DS evidence theory to fuse the
RFID position and the visual position based on a priori probability error distribution to
obtain an accurate and robust trajectory. Additionally, visual tracking is prone to fail
when the thief is occluded, especially under long-term occlusion. Thereby, the position
matrix and peak information of correlation filter are used to determine and correct the
false tracking under occlusion.

Contributions: In summary, this paper makes the following contributions:

¢ First, we propose an innovative combination of RFID signals and visual signals for
online identification and high-precision tracking, which can be applied to find
person stealing the tagged object.
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e Second, DS evidence theory based on prior error distribution is used to fuse the
position information of visual and RFID, which can obtain the fusion trajectory
with high robustness and precision.

e Third, a template update strategy and the RFID signal are used to adjust the search
box of correlation filter for visual tracking under long-term occlusion.

e Fourth, we implement the system with off-the-shelf camera and RFID products. It’s
validated that the tracking accuracy is set to the centimeter level and the matching
accuracy is 98%. More importantly, the object can be tracked correctly even in
long-term occlusion.

The rest of the paper is organized as follows. Section 2 introduces related research.
The main design of our scheme is over viewed in Sect. 3. We describe the technical
details of our approach to people tracking and identification in Sect. 4. Section 5
presents experimental results of the system. Finally, Sect. 6 concludes the paper.

2 Related Work

Recent studies have shown that people tracking and identification can be accomplished
using RFID. The mainstream method in RFID-based people tracking solutions is to
leverage Received Signal Strength (RSS) as fingerprints or distance ranging metrics
[7]. Mehmood et al. [8] used Artificial Neural Networks (ANN) to learn the intrinsic
link between RSS fingerprints and position coordinates. Figuera et al. [9] added the
spectral information of the training data to the Support Vector Machine (SVM).
Dwiyasa et al. [10] applied Extreme Learning Machine (ELM) to position fingerprint
localization algorithm. However, the tracking accuracy of these methods in a complex
experimental environment is still low, and it is not possible to accurately locate the
tagged object.

On the other hand, recent years have witnessed the rapid advance of computer
vision, making it possible for reliable object tracking. Since 2013, Correlation filter-
based tracking strategies have been widely studied due to their high efficiency and
strong robustness, and its representative method is the Kernelized Correlation Filter
(KCF) [11]. Correlation filter predicts the region in the image related to the position of
the last frame of the object and then extracts the object region. After a series of
transformations, such as Fast Fourier transform, the region with the maximum response
in the result is considered as the object’s position. Unfortunately, Vision-based tracking
is susceptible to illumination, distortion, occlusion, and fast motion, which ultimately
leads to a failed tracking [6].

There are some researches focus on the combination of RFID and computer vision
for identifying and tracking in different applications. A robot with RFID antennas and
camera was used for people tracking in a crowded environment, and this approach was
refined by using a fixed camera and RFID antennas [12]. Reference [13] introduce an
approximate aggregation for tracking quantiles and range countings in wireless sensor
networks. Xuan et al. introduce the fusion of electronic and visual signals, but it
focuses on the matching algorithm, and the final positioning accuracy is low [14].
Reference [15] performed better in the theory, but the experimental environment was
very small and the phase measurement was complicated.
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3 Scheme Overview

To address our scheme clearly, we first introduce our scheme overview, as shown in
Fig. 1. The whole scheme needs two kinds of input information, RFID information and
computer vision information. For RFID part, we need the tag’s ID, tracking trajectory,
and velocities in all trajectory points. For visual part, we need the detected persons,
tracking trajectories and also velocities in all trajectory points. Then, the data pro-
cessing procedure is composed of three phases, association, fusion and occlusion-aware
processing.

The association phase aims to match the RFID tag to the visual thief, we calculate
the distance and velocity probability matrix in the time window, and select the person
corresponding to the tag with the largest probability. The fusion phase is to get an
accurate and robust trajectory. We employ DS evidence theory to fuse the coordinate
information of the two sensors based on the prior error distribution, and obtain a fusion
trajectory superior to the single sensor trajectory. The occlusion-aware processing
intends to correct false tracking in case of occlusion when tracking the thief, we use the
feedback information from the tracking results and the probability matrix of the two
sensors, so that the tracker can still track correctly after long-term occlusion.

Based on the scheme architecture, we then introduce the technic details of the
scheme in the next section.

fffffffffffffffffffffffff -
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| . . | | | Match the tag to the person: | |
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Fig. 1. System architecture

4 Detailed Scheme

4.1 Signal Acquisition

Signal acquisition primarily uses RFID and vision sensors to detect and track objects
and obtain their own trajectories. For the RFID subsystem, we need to obtain the tag’s
ID and the tracking trajectory. We choose ANN [8] to locate RFID tags and get the
tracking trajectory for two reasons. First, compared to online learning methods such as
Landmarks, ANN only requires reference labels offline for easy deployment. Second,
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ANN has a greater impact on nonlinear fitting and positioning accuracy compared to
machine learning methods such as SVM [9]. For ANN, in the offline phase, the ref-
erence tags are placed 60 cm apart from one another to obtain the training data, which
including the RFID signals and the coordinates of the reference tags. In the online
phase, the input of the ANN network is the RSS of the four antennas, and the output is
the coordinate of the tagged object. Thus, we can get the trajectory of the tagged object.

For the visual subsystem, we need to obtain the detected people and their tracking
trajectory. Firstly, to get the detected people, we choose YOLO [16] for pedestrian
detection, which has high precision and can run in real time. Secondly, since we need
to specifically track the thief, we choose the single object tracking algorithm based on
Efficient Convolution Operator (ECO) [17] is used to get the tracking trajectory. ECO
is improved on the basis of correlation filter, which is a state-of-the art algorithm. When
using the hand-craft features, the speed of ECO can reach 66 fps, which enables real-
time tracking. ECO specifies that the template is updated every six frames. But when
the model is updated while it is occluded, the template will drift to the occlusion object
and lead to false tracking, we will improve the template update strategy in Sect. 4.3.

4.2 Association and Fusion

The two described subsystems provide a set of tags T and a set of visions V, incor-
porating the identifier and location estimates for every tag and vision, respectively.
From these two sets, we want to establish an assignment between individual tags and
visions such that a subset T; is assigned to a particular vision V;. The described
problem can be formulated in a data association context which considers the spatial

distance d;; = , /xfj + yfj between tag T; and visual V;. Depending on the localization

uncertainty of the RFID and visual system, a zero-mean Gaussian kernel with specific
covariance (crx, ay) is obtained. Then, the spatial distance can be transformed into a
probability measure, we have:

2

1 —X5 | Vi
- ; ; 1
Pij 2nG, Oy exP(ZG% + 203 (1)

On the other hand, the tag and the pedestrian speed are defined as the derivative of the
trajectory with respect to time, we have:

dXTi (t)

Vi = m (2)
We can extend them to a function of time, and build an assignment matrix that holds
the individual probability measures for each RFID « visual pair. Tag T; can then be
assigned to the most likely class V; by finding the maximum value within the sliding

window time.
Existing systems and algorithms only focus on visual trajectories, or use simple
weighting methods. However, visual tracking is easy to fail due to problems such as
occlusion. Therefore, we use DS evidence theory to combine the trajectories of RFID
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and visual object based on the priori error distribution to obtain robust and accurate
results. DS evidence theory fuses basic probability assignment functions in the iden-
tification framework through combination rules and finally makes decisions, which is
introduced as follows [18].

BPA on X-axis for ANN BPA on Y-axis for ANN BPA on X-axis for [ECO BPA on Y-axis for [ECO

Fig. 2. The basic probability distribution function (BPA) for ANN and IECO without occlusion.

Identification Framework: We define the identification framework ® = {H;, Hy,
...,Hm} as a set of discrete locations within the object space region, which is the mean
error distance from the real position.

Basic Probability Assignment Functions (BPA): The probability values of RFID
positioning error and visual positioning error in the identification framework are cal-
culated separately. Thus, we get the BPA m;, m, of ANN and IECO under different
areas based on the Gaussian distribution. Figure 2 shows the BPA without occlusion,
while the BPA under occlusion in discussed in Sect. 4.3.

Combination Rules: The combination rule based on evidence credibility can be
defined as follows:

m(H) = p(H) + K- &-q(H),
m(®) = p(@®) + K-£-q(®) + K- (1 — ¢)

forH # (), ®, where p(H) represents the combination mass without normalization, and

q(H) represents the average support of proposition H. € is the evidence credibility. We
have:

D) = 37y (H)ma(Ha) g (Hy) )

a(H) = S mi(H) 5)

By taking consideration the local conflict degrees, the evidence credibility € can be
calculated. Thus, the introduction of the local conflict concept is the innovation of this
modified combination method. We therefore have
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where Kj; is the local conflict of evidence m;, m;. While K is the average conflict degree
of all local conflict Kj;, (i, j =1, 2, ..., N), which represents the global conflict of
system.

4.3 Occlusion-Aware

Most existing trackers are prone to long-term or short-term occlusion because of
obstacles, pedestrians, etc. However, these phenomena will lead to drifting problems
and missed the thief. In the proposed method, we use template update strategies and
RFID signals to solve occlusion problems in visual tracking.

In correlation filter, the ideal response map should have only one sharp peak and
the waveform is smooth in other areas when the detected object is highly matched to
the correct object. Otherwise, when the object is occluded or has undergone violent
deformation, the entire response map will fluctuate intensely. Therefore, the peak value
and the fluctuation of the response map can reveal the confidence degree of the tracking
results to a certain extent. Hence, we explore a high confidence feedback mechanism
with two criteria. The first criterion is the maximum response score. The F.x of the
response map F(s,y; w) can be defined as follows:

Fimax = maxF(s,y; w) 9)

The second criterion is a novel one to measure the Fluctuation of the Waveform
named F,, measure. We have

|Fmax - Fmin|
mean (th (Fup — Fmin)z)

where F.x, Fmin and Fy;, denote the maximum, minimum and the w-th row h-th
column elements of F(s, y; w). When the two criteria Fy.x and F,, of the current frame
are lower than their respective historical average values with certain ratios 1 and (2,
the correlation filter will not be updated, which can reduce the impact of short term
occlusion.

Furthermore, in addition to the above two indicators, when both the distance
probability matrix and the velocity probability matrix in the sliding time window are
larger than the experimentally set threshold 3 and 4, we can conclude that the object
tracking fails due to long-term occlusion. In the sliding time window, we mainly focus
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on the BPA of RFID, while the visual BPA is negligible due to occlusion. To correct
the occlusion, the search box of the correlation filter is adjusted to the position of the
RFID, thus the tracking is performed again.

5 Experimental Results

In this section, we conduct performance evaluation of the hybrid scheme in our lab
environment.

5.1 Evaluation Methodology

We conduct indoor experiments in a laboratory (10 m x 7 m) by using an off-the-shelf
camera and four RFID antennas with different population sizes, RFID antennas are
placed at the center of each side. In the scene, there are multiple individuals, with one
of them (the thief) having an attached RFID tag (the tagged object). The surveillance
camera is calibrated with known intrinsic parameters, including focal length, lens
distortion, and relative rotation and translation with respect to the scene, so that image
coordinates can be transferred to world coordinates. Ground truth was annotated by
clicking on individuals’ head in each image and using calibration information to
reconstruct their coordinates. The hybrid system runs on a computer with CPU, and its
running speed is 66 fps, which enables real-time tracking. We adopt the error distance,
defined as the Euclidean distance between the result and the ground truth, as our base
metric.

5.2 Performance of Matching

For the thief identification, we test our ability to identify the thief with multiple people
moving in the experimental area. The matching accuracy rate R denotes the success rate
of matching the tagged object to the thief, which can be defined as follows:

_ of successful matches

= 100 11
of experiments in total % % (11)

The experiments in Table 1 show that system has perfect performance, which
demonstrates the effectiveness of our association algorithm. Besides, with the number
of people increasing, the performance gets worse because people movement cause
signal reflection and extra visual noise.

Table 1. Matching accuracy with different numbers of people

# of tracks 1 2 3 4
Matching accuracy 100% (99% |99% |98%
Localization accuracy | 10 cm |21 cm |29 c¢m | 39 cm
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When matching the thief, the length of the sliding window, i.e., the number of
location points, usually affects the success rate of matching. We set the number of
locations from 10 to 80 at an interval of 10, and for each case, we test on 2, 3 and 4
trackers respectively. Figure 3 describes how the matching accuracy changes along
with the sampling number. When the number of location points increases, the accuracy
also tends to increase, i.e., from 59% when the location number is 5 to 98% when the
location number reaches 80. In practical experiments, we set the number of points to
60, which not only obtains relatively higher matching accuracy but also reduces the
complexity of the experiment.

I > rackers
03 wrackers
I ¢ rockers

Matching Accuracy
-
a

10 20 30 40 50 60 70 80
Number of sampling points

Fig. 3. Matching accuracy ratio vs position number

5.3 Performance of Fusing Algorithm

We then evaluate the thief tracking accuracy of our scheme and compare the perfor-
mance with other well-known systems. As shown in Fig. 4(a), the path of RFID is
dispersed to a large extent, while the video and the fusion paths are closer to the real
path. Besides, the Cumulative Distribution Functions (CDF) of the error distance for
different methods are shown in Fig. 4(b). For RFID-only method, most of the errors are
within 100 cm. While 90% of the errors are less than 30 cm with the fusion method
and video tracking.

The mean error distance of our fusion approach is compared with methods using
only RFID or camera for people tracking (Table 2). The ANN model has better per-
formance than SVM [8] while the ultimate positioning accuracy is at the decimeter
level. In terms of visual methods, the improved ECO (IECO) has higher position
accuracy than the original ECO [24]. The fusing approach has better results than the
RFID-only and visual-only approach, and its positioning error is 0.097 m, which
demonstrates that our fusion method is effective.



184 M. Li et al.

—+— RFID
e oolind m %\ 0.9 —6— Video
4 A * < os —*— Fusion
£
S 07
3 E
=
= 06
E 2 g 205
B &
2
Q04
)
1 =
£ 03
— El
s *  Fusion Path 50.2
0 o *  Video Path [ &}
* Real Path 0.1
RFID Path
-1
-2 -1 0 1 2 3 4 5 6 20 40 60 80 100
x(m) Error (cm)
(a) (b)

Fig. 4. Comparison of tracking performance when there is no occlusion. (a) Shows the paths
corresponding to three different methods and the ground truth. (b) Shows the cumulative
distribution function (CDF) corresponding to different methods.

Table 2. Comparison of the mean error distance for different tracking systems

System | Sensor type Error (m) | Error in x-axis (m) | Error in y-axis (m)
SVM | Passive RFID 0.530 0.310 0.263
ANN | Passive RFID 0.400 0.279 0.234
ECO | Camera 0.124 0.086 0.089
IECO | Camera 0.118 0.063 0.081
Fusion | RFID and camera | 0.097 0.039 0.070

5.4 Performance of Occlusion-Aware

The experiments on long-term occluded scenes are also validated. As shown in the first
row of Fig. 6, the IECO algorithm drifts after the object is occluded for a long time and
then tracks another object. For the fusion algorithm, the object is completely occluded
in frame 516 and lost for a certain time. However, after performing the correction using
RFID signal, the object is correctly tracked in the 886th frame.

The path of the occlusion experiments is shown in Fig. 5(a), the trajectory of the
visual-only (IECO) tracking method is completely erroneous after being occluded,
while the RFID and fusion methods do not deviate from the true trajectory. As shown
in Fig. 5(b) and Table 3, the mean error distance of the RFID-only method is 0.52 m,
and 90% of the errors is within 0.9 m. Although the video path is concentrated, the
error is increased due to the tracking error caused by the occlusion. However, the
fusion error is 0.2 m, which has better results. Furthermore, 90% of the errors are
within 50 cm, which suggest enhanced performance compared to the single sensor.
Therefore, our fusion method can still track the thief correctly under long-term
occlusion, and has higher tracking accuracy than the single sensor.
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Fig. 5. Comparison of tracking performance under occlusion. (a) Shows the paths correspond-

ing to different methods and (b) shows the cumulative distribution function (CDF) corresponding
to different methods.

Table 3. Performance comparison of different tracking systems

System | Sensor type Error (m) | Error in x-axis (m) | Error in y-axis (m)
SVM | Passive RFID 0.656 0.410 0.346

ANN | Passive RFID 0.52 0.32 0.34

ECO |Camera 2.224 1.886 1.689

IECO | Camera 1.95 1.69 0.94

Fusion | RFID and camera | 0.21 0.12 0.15

Frame 308

Frame 516

Frame 886

Fig. 6. Comparison of tracking performance under occlusion. The top row is the visual tracking
method (IECO), and the second row is the fusion tracking method.
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6 Conclusion

In this study, we propose a hybrid system that combines the identities of RFID and
high-precision tracking of computer vision for online tracking and identifying. The
distance and velocity probability matrix in the time window are used to match the
RFID tag and the visual thief. In order to get a robust trajectory, the coordinate
information of the two sensors is fused by DS evidence theory based on the prior error
distribution. In addition, we use the characteristics of the correlation filter and the signal
strength of the RFID to address the occlusion issue. The system performance under
different number of people is evaluated, which depicts that the system can achieve
fairly good precision and strong robustness, objects can still be tracked correctly under
long-term occlusion. Due to the poor positioning performance of RFID in dense
crowds, we will focus on improving the positioning performance of RFID in the
feature.
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Abstract. Video-based person re-identification (RelD) is a problem of person
retrieval that aims to match the same person in two different videos, which has
gradually entered the arena of public security. The system generally involve
three important parts: feature extraction, feature aggregation and loss function.
Pedestrian feature extraction and aggregation are critical steps in this field. Most
of the previous studies concentrate on designing various feature extractors.
However, these extractors cannot effectively extract spatiotemporal information.
In this paper, several spatiotemporal convolution blocks were proposed to
optimize the feature extraction model of person Re-identification. Firstly, 2D
convolution and 3D convolution are simultaneously used on video volume to
extract spatiotemporal feature. Secondly, non-local block is embedded into
ResNet3D-50 to capture long-range dependencies. As a result, the proposed
model could learn the inner link of pedestrian action in a video. Experimental
results on MARS dataset show that our model has achieved significant progress
compared to state-of-the-art methods.

Keywords: RelD - Spatiotemporal feature - Mixed convolution *
Non-local block

1 Introduction

Person RelD aims to use computer vision technology to match person under two
different cameras that has non-overlapping, which has aroused attention among
researchers in recent years for the wide range of application, such as intelligent
security, intelligent video surveillance and criminal investigation. In order to monitor
the whole social region, it is necessary to use cameras to cover social region com-
pletely. Unfortunately, it is a real challenge to transmit the real-time video data, for
each cameras has a separate line. With remarkable progress of technology of wireless
network transmission, wireless network transmission algorithm could realize data
interaction between front-end acquisition equipment and background analysis equip-
ment. Moreover, multiclass classification [1] and feature selection [2, 3] are vital for

information processing.
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In general, according to different sampling rules, person ReID methods can be
classified two categories: image-based which use video as training sample and video-
based which use image as training sample. A majority of the previous work use image-
based approach [4-9], while only a few use video-based approach [10-14]. Compared
to static image feature extraction, the temporal component of videos provides addi-
tional information for identification, as the same person is easier to be re-identified
based on the motion information. However, Video-based person RelD system needs to
capture pedestrian video that contain complete walking movements, and send the video
data back to back-up server by wireless network transmission algorithm. In order to
solve the problem that the amount of video data is too large to transmit, we optimize the
algorithm of wireless network transmission to raise efficiency of data transmission or
simplify the model to reduce the requirement of data volume.

Person RelD system generally involve three important parts: feature extraction,
feature aggregation and loss function. Feature extraction and feature aggregation attract
more attention in recent work [11]. These work proposed several methods of feature
aggregation, including average or maximum temporal pooling method, RNN based
method, and temporal attention method. But those methods failed to capture long-range
dependencies and track spatial alignment simultaneously. [13] proposed using the
jointly attentive spatial-temporal scheme, but failed to optimize the networks under
severe occlusion. In conclusion, those approaches cannot effectively extract spatial-
temporal information.

In this work, we adopt a novel scheduling policy to transmit video data [15] and
devise an end-to-end deep convolutional network that is used to extract spatial-
temporal features. Inspired by the recent success of mixed convolutional model on
video action recognition [16], we directly use a hybrid model of 2D and 3D convo-
lution to extract spatial-temporal features. It can integrate feature extraction and feature
aggregation into one step. Then the non-local block is embedded into model to capture
long-range dependencies. We summarize the contributions of this work in three-folds.

e Propose to use 3D convolution model to extract and aggregate spatial-temporal
features.

e Propose a new model that contain 2D and 3D convolution to extract and aggregate
features.

e Combine non-local block with Residual model to extract and aggregate spa-
tiotemporal features, which is capable of mining the dependencies among frames.

In the following, we discuss some related works in Sect. 2, and introduces the
details of the proposed model in Sect. 3. Section 4 introduces the experiment config-
uration states and experimental results. At last, some conclusions are stated for this
research in Sect. 5.



190 Y. Li et al.

2 Related Work

In this section, we will discuss some of the research progress in person RelD field,
especially video-based deep neural network. Then we will summarize the mixed
convolution in action recognition. At last, we will discuss the non-local block which
has achieved excellent performance in feature extraction of video.

2.1 Person RelD

Image-Based Person RelD. Corresponds to an approach that extract pedestrian fea-
tures from a single image, which pays more attention to some external information such
as mask, pose, and skeleton. Gheissari et al. [17] proposed a method of representing the
shape and structure of human body with multiple triangles. Douglas Gray et al. [18]
proposed the most effective feature selection method from different perspectives
through feature learning. Bazzani et al. [19] proposed using the cumulative HSV color
histogram of the multi-frame image of pedestrians to represent the global characteristics
of pedestrians. Zhao et al. [20] proposed a partial alignment representation method for
body part misalignment problems. These method mainly solve problems of person
misalignment, and is difficult to cope with complex environment changes such as
illumination and occlusion.

Video-Based Person RelD. Corresponds to an approach that extract pedestrian fea-
tures from video sequences, which pays more attention to motion information. Wang
et al. [21] firstly proposed a new video ranking model to select discriminative spatial-
temporal feature representations. McLanghlin et al. [12] utilized RNN to integrate the
temporal information among frames. Chung et al. [22] presented a two-stream con-
volutional neural network to learn spatial and temporal information separately. Zhou
et al. [10] proposed temporal attention model for feature learning. Liu et al. [23]
designed a Quality Aware Network, which obtained sequence features with higher
discriminative power and solved a series of practical problems in illumination blur.

2.2 Mixed CNN

Mixed CNN is a neural network model that contains 2D CNN and 3D CNN. 2D CNN
is used to extract spatial features, while 3D CNN is used to extract spatiotemporal
features [24]. Tran et al. [24] proposed using 3D CNN in action recognition, and found
that 3D ConvNets are more effective in spatiotemporal feature learning than 2D
ConvNets. Considering the problem of a large amount of calculation, Qiu et al. [25]
proposed a P3D ResNet, which replaced one 3 x 3 x 3 convolution kernel with one
1 x 3 x 3 convolution kernel on spatial domain plus one 3 x 1 x 1 convolution
kernel on temporal domain. Considering the solid performers of 2D CNN in action
recognition, Tran et al. [16] proposed a method that use MCx and rMCx to extract
spatial-temporal features.
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2.3 Non-local Block

Non-local technique [26] is a filtering algorithm which computes a weighted average of
all areas that are similar to the current area. Inspired by this technique, Wang et al. [27]
proposed a non-local block to capture long-range dependencies in video-based feature
extraction. Particularly non-local block is an independent block that could be
embedded into any neural network. Moreover, in [27], the author showed the perfor-
mance of non-local block for the task of video segmentation, and action recognition.

3 The Proposed Approach

We introduce detailed settings of the proposed model in this section. We divided the
person RelD system into two parts: feature extractor and loss function. Feature
extractor consists of feature extraction and feature aggregation, which is mainly used to
extract spatiotemporal features from continuous video clip, and loss function is used to
optimize feature extractor.

s S o — ) ——
] 3 £

| space-time pool | | space-time pool | | space-time pool | | space-time pool |

| 3D conv + non-local |

Clip Clip Clip Clip

(a) 2D ResNets (b) 3D ResNets (¢) Mixed CNN (d) 3D + Non-local

Fig. 1. Proposed model for person RelID. (a) 2D ResNets; (b) 3D ResNets; (c) Mixed CNN,
which contains 3D convolution and 2D convolution; (d) 3D + non-local.

3.1 Spatiotemporal Feature Extraction and Aggregation

In this part we use ResNet-50 (see in Fig. 1(a)) as basic network that utilizes x to
denote the input clip of size b x 3 x W x H, where b is the batch size, 3 is the
channel of image, W and H are the width and height of the frame. Only bottleneck
blocks are considered, and the details of network are shown in Table 1. In this work,
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we reconstruct the convolution unit with several different spatiotemporal convolutional
variants, such as 3D convolution, mixed convolution and non-local block. Then, we
will explain each neural network in more detail.

Table 1. Our ResNet3D-50 model for video-based. The size of the input image is 256 x 128.
Residual blocks are shown in brackets.

Layer Output size
convy| 7 x 7 x7,64,stride 1,2,2|T x 128 x 64
pool; |3 x 3 x 3 avg, stride 1, 2, 2| T/2 x 64 x 32
res, Ix1x1,064 T/2 x 64 x 32
3x3x3,64 3
1 x1x1,256
res; I x1x1,128 T/4 x 32 x 16
3x3x3,128 | x4
I x1x1,512
resy 1x1x1,256 T/8 x 16 x 8
3x3x%x3,256 | x6
1 x1x1,1024
ress 1 x1x1,512 T/16 x 8 x 4
3x3x3,512 | x3
1 x1x1,2048
global average pool, fc 1x1x1

3D CNN. 3D CNN corresponds to ResNet3D-50 [28] that has the same number of
layers as ResNet-50. Each of the 2D convolution in ResNet-50 network is replaced
with 3D convolution. For each bottleneck block, the input x; is 5D and has the size
B;x N;x L x H; x W;, where B, is the batch size, N; is the number of channels, L is
the number of frames in the clip. The filters are convolved in 3D, and contain both time
and spatial dimensions. The value at position (x, y, z) on the j-th feature map in the i-th
layer v “is given by:

Pi—1Qi—1Ri—
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Where P; and Q; denote the height and width of the kernel, respectively. R; denotes the
size of the 3D kernel along with the temporal dimension, W;;" denotes the (p, g, r) th
value of the kernel connected of the m-th feature map in the previous layer v;—;, and b;;

denotes the bias. The 3D CNN architecture is illustrated in Fig. 1(b).
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Mixed CNN. Mixed CNN corresponds to a mix of 2D convolution and 3D convolu-
tion. [16] has demonstrated that 3D convolutions are particularly useful in the early
layer, while 3D convolutions are not necessary in the later layers. Thus a new archi-
tecture may use 3D convolutions in the bottom layer and switch to using 2D convo-
lutions in the top layers. In this work ResNet3D-50 is considered having 5 groups of
convolutions (Fig. 1(b)), our new architecture consists in replacing all 3D convolutions
in group 5 with 2D convolutions. The Mixed CNN architecture is illustrated in Fig. 1(c).

3D CNN NL. 3D CNN NL corresponds to ResNet3D-50 which contains non-local
blocks. Inspired by the non-local mean operation [26, 27] define a generic non-local
operation as:

1
m Zf(xi»xj)g(xj) (2)

i

yi=

Where y is the output signal and x is the input signal (image, video, features) of the
same size as y. i represents the index of an output position whose response is to be
computed, and j represents the index that enumerates all possible positions. The
function f computes a correlation coefficient between i and all of the j. The function
g computes a response of the input signal at the position j. Vj represents all positions of
Jj. At last the factor C(x) is used to normalize the response.

There are several versions of f and g, and experiments show that the non-local
operation is not sensitive to these choices. For simplicity, we only consider g as:
8(x;) = wgx; where w, is a weight matrix to be learned, and we consider f as:

.X»T_X’
flxi,x;) = €% (3)
Where xx; is dot-product similarity. And the normalization factor is considered as:
€)= 3, f(wx) (4)

The non-local operation is warped into a block that can be embedded into plenty of
existing architectures. The non-local block is defined as:

z; = Wi+ (5)

Where x; is the input and “+x;” represents a residual connection [29]. y; is given in
Eq. (2). The non-local block is illustrated in Fig. 2.
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Fig. 2. A spacetime non-local block.

The feature maps are shown in Fig. 2 as the shape of their tensors, e.g., T x H
W x 1024 for 1024 channels (proper reshaping is performed when noted), where “®”
denotes sum, and “®” denotes multiplication. The blue boxes denote 1 x 1 x 1
convolutions. “X x X x X x X” denotes the size of input or output after the
operation.

For non-local operation is an efficient, simple and generic component for capturing
long-range dependencies, it is embedded in the group 2 of ResNet3D-50 network. This
type of the CNN architecture is illustrated in Fig. 1(d).

3.2 Loss Function

Our loss function consists of a softmax cross-entropy loss function with label
smoothing regularization [30] and a triplet loss function.

The triplet loss function used in this paper was originally proposed in [31], named
as Batch Hard triplet loss function. To form a batch of samples, we randomly sample
P identities and randomly sample K tracks for each identity (each track contains
T frames); totally there are P x K clips in a batch. For each sample « in the batch, the
hardest positive and the hardest negative samples within the batch are selected when
forming the triplets for computing the 108S Ly per

all anchors

—_— hardest positive
P K —_—
i gl
Ltriplet = g E [m + HlaXD( s p)
i=1 a=1

i i ]
,jgmp D(fLf,
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The original Softmax cross-entropy loss function is given by:

Zpiﬁa log gi (7)

a=1

1 P K
Lsoﬁmax = -
=1

P xK p
Where p; , is the ground truth identity and ¢;, is the prediction value of sample {i, a}.

The label-smoothing regularization is proposed to regularize the model and make it
more adaptable with:

!

1
Lsoﬁ‘max - Px K4

12

) (8)

Zpi‘a log((l - S)Qi,a + N

P K
=1 a=1

Where N is the number of classes. This can be considered as a mixture of the original
ground-truth distribution ¢;, and the uniform distribution u(x) = 1/N.

L= L(mftmax + Ll‘riplez (9)

4 Experiments

In this section, our proposed approach is evaluated on MARS [32]. Our approach is
compared with the state-of-the-art approach, and experimental results demonstrate that
our proposed method can enhance the performance of feature extraction and feature
aggregation.

4.1 Datasets

There are three public video datasets for person RelD, including MARS, iLIDS-VID
[21], and PRID-2011 [33]. All proposed models are evaluated on the MARS dataset,
which is the largest. MARS is an extension of the Market-1501 dataset. MARS con-
tains 1261different persons, 625 are used for training and 636 for testing. Each person
is captured by at least 2 cameras. Given a query tracklet, MARS aims to retrieve
tracklets that contain the same ID.

4.2 Experimental Setup
In this part, we detail the experimental configurations for training and testing.

Training. The sequence length can be set to any value, but considering the limitation
of GPU memory and the long dependence of tracklet information, 4 or 8 for each
identity is set for the training process. For instance, 8 frames are adopted as an input
tracks in training term, and randomly be chosen 8 from a tracklet, then another 8 frames
are randomly chosen from remaining frames of the tracklet. Finally one tracklet was
divided into multiple input tracks, which constitutes our training sample set. The spatial
size of input images is 256 x 128, and is randomly cropped from a tracklet whose size
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is randomly enlarged by 1\8 with a probability of 0.5. Batch size is set to 64. Adaptive
Moment Estimation (Adam) [34] is adopted with a weight decay of 0.0005 when
training. The model is trained for 60 epochs, beginning with a learning rate of 0.0003
and reducing it by exponential decay with decay rate 0.1 at 20 epochs and 40 epochs.
The model was pre-trained on Kinetics and UCF101 dataset.

Testing. All proposed models are tested on MARS dataset, which contains 1980 query
tracklets and 9330 gallery tracklets. Cumulated Matching Characteristics (CMC) and
mean average precision(mAP) are used to evaluate the performance. Considering the
convenience of experiment comparison, only the CMC at rank-1, rank-5, rank-10 and
mAP are reported. Batch size is set as 1. During testing, the video is divided into some
clips, and clip level representation is extracted. The video level representation is the
average of all clip level representations.

4.3 Component Analysis of the Proposed Model

In this part, the performance of 3D convolution, Mixed convolution and 3D convo-
lution with non-local block separately are reported separately.

Different Convolution Units: 2D vs 3D. 2D CNN, 3D CNN and Mixed CNN on
MARS dataset are shown in Table 2. 2D CNN is baseline that is image-based ResNet-
50 network. 3D CNN is video-based train model that is pre-trained on Kinetics and
UCF101 dataset. Mixed CNN is our proposed model which has 2D convolution and 3D
convolution. The 3D CNN improves the mAP of 2D CNN counterparts (+1.5 point
accuracy), results shows that 3D convolution is more effective than 2D convolution in
spatiotemporal feature extraction. It is noted that Mixed CNN has 64.3% accuracy,
slightly higher than the 3D CNN’s 64.0%, which demonstrates that temporal modeling
is more necessary in early layer while it is not necessary in the later layer.

Table 2. Component analysis of the proposed approach: 2D CNN is the Resnet-34, 3D CNN is
the ResNet3D-34, Mixed CNN is the ResNet-34, which contains 2D convolution and 3D
convolution.

Methods CMC-1 | CMC-5 | CMC-10 | mAP
2D CNN 74.2 88.1 91.7 62.5
3D CNN 75.8 89.2 92.6 64.0
Mixed CNN | 75.3 89.7 922 64.3

Different Length Settings: T = 4, 8, 16. The sequence length of the input image is a
key factor in determining the effectiveness of the model. ResNet3D-50 network is used
to study the correlation between sequence length and accuracy. The results in Table 3
show that T = 8 performs better than T = 4 and T = 16. When T is small, the model is
prone to overfitting because the input contains less information. However, when T is
large, the model is difficult to train because the input contains more information. T = 8
is more suitable for video-based problem. In the rest of this paper, T is set as 8 by
default.
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Table 3. Comparison of different sequence length T = 4, 8, 16

Length | CMC-1 | CMC-5 | CMC-10 | mAP
T=4 |71.0 84.7 88.3 56.6
T=8 |74.6 89.1 91.7 63.1
T=16|723 86.7 89.8 59.9

Different Embedding Position: Non-local Block. Considering the non-local block
can be embedded into any position, Resnet3D-34 model was used to study the cor-
relation between inserting position and accuracy. Table 4 shows that the performance
of a non-local block on res, is slightly higher than on res,, which demonstrates big
spatial size is sufficient to provide spatial information.

Table 4. Comparison of different embedding position of non-local block

Position CMC-1  CMC-5 | CMC-10 | mAP
res, 74.1 87.9 91.4 61.8
res; 73.9 88.3 91.5 61.4
res, & res; | 74.1 86.6 90.9 60.3

4.4 Comparison with State-of-the-Art Methods

The best parameter setting is selected in our proposed model, and their performance is
compared in MARS dataset, with the result shown in Table 5.

Table 5. Comparison with state-of-the-art methods

Methods CMC-1 | CMC-5 | CMC-10 | mAP
Zheng et al. [32] 65.0 81.1 - 45.6
Li et al. [35] 71.8 86.6 - 56.1
Liu et al. [23] 73.7 84.9 - 51.7
Zhou et al. [10] 70.6 90.0 - 50.7
Hermans et al. [31] 79.8 914 - 67.7
Liu et al. [36] 68.3 - - 52.9
Li et al. [14] 82.3 - - 65.8
Ours (3D CNN) 80.7 91.0 93.4 69.9
Ours (3D + non-local) | 79.6 90.7 92.8 67.3

It is clearly showed that the accuracy of video-based is higher than that of image-
based model, which shows that 3D convolution is more effective than 2D convolution.
Zhou et at. [10] used a very complex feature extraction model that combined Spa-
tial RNN, temporal attention and temporal RNN. However the mAP is only 50.7%. In
contrast, we adopt a simple model that is based on ResNet3D-50, and the mAP achieve
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69.9%. The mAP of [14] is only 65.8%, our proposed model (3D + non-local) can
achieve 67.3%, and we believe the improvement mainly comes from the use of non-
local block that could capture the linkages intrinsic among tracklets.

5 Conclusion

Video-based person RelD is a significant research, which has made a great progress. In
this paper, several end-to-end models are proposed that are used for feature extraction
and aggregation. The experiment is designed to demonstrate the effectiveness of each
model. Experimental results show that 3D convolution could more effectively fuse
spatiotemporal features and non-local block could capture long-range dependencies.
While our study was focused on feature extractor, we will try to find more suitable
convolution unit and improve the performance of loss function in the future.
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Abstract. Side channels are actively exploited by attackers to infer
users’ privacy from publicly-available information on Android devices,
where attackers probe the states of system components (e.g., CPU and
memory), APIs, and device sensors (e.g., gyroscope and microphone).
These information can be accessed by applications without any addi-
tional permission. As a result, traditional permission-based solutions
cannot efficiently prevent/detect these probing attacks. In this paper,
we systematically analyze the Android side-channel probing attacks, and
observe that the high frequency sensitive data collecting operations from
a malicious app caused continuous changes of its process states. Based
on this observation, we propose SideGuard, a process-state-based app-
roach to detect side-channel probing attacks. It monitors the process
states of the applications and creates the corresponding behavior models
described by feature vectors. Based on the application behavior mod-
els, we train and obtain classifiers to detect malicious app behaviors by
using learning-based classification techniques. We prototyped and evalu-
ated our approach. The experiment results demonstrate the effectiveness
of our approach.

Keywords: Side-channel attack - Supervised learning -
Android system state + Application behavior model

1 Introduction

Android has the leading market share among mobile operating systems, with
85.9% of global market share in the first quarter of 2018 [1]. Mobile applica-
tions (apps) in the Android platform provide convenient services in different
aspects, e.g., social life, health care, e-commerce, business, etc. Most of these
apps carry and process users’ private information that should be protected from
unauthorized access of other applications. To enforce this security requirement,
the Android platform deploys a sandbox-based security model where each app
runs in its application-sandbox and cannot access other apps’ data. In addition,
Android uses a permission system to regulate apps’ access to resources and ser-
vices. Though the above security mechanisms make it difficult for attackers to
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directly access other apps’ information, research has shown that side-channel
attacks can still infer users’ sensitive information from the publicly-available
information from the shared resources [5,9,20], e.g., the states of system com-
ponents (e.g., CPU and memory), APIs, and device sensors (e.g., gyroscope,
microphone, etc.).

More seriously, the aforementioned side-channel information can be obtained
without additional permissions. For example, the states of system components
are obtained from Android’s public interfaces, including procfs and sysfs.
One of typical side channel attacks using system states infers browsing history
and UI transition based on data resident size and shared virtual memory size
extracted from procfs [5,9]. APIs are designed for applications’ access to system
resources, but they are abused for side channel information acquisition and trans-
mission [4,22]. Different kinds of sensors collect diverse personal information to
enhance functions that improve user convenience. However, large amounts of sen-
sors provide more potential targets for side channel probing attacks. Researches
have shown that sensor data can be used to infer users’ input on the screen [15]
and location [7,10].

To defend against side channel attacks, traditional detection schemes usu-
ally adopt data flow analysis, control flow analysis, or both. TaintDroid [6] is
a typical detection scheme based on data flow. By analyzing the flow of sensi-
tive information in the application, data flow analysis detects the application
behaviors of transmitting sensitive information outside in different ways, such
as through network socket. The control flow analysis captures the application’s
behaviors by analyzing API calls and their trigger conditions to detect side
channel attack. However, these traditional detection schemes are not designed
specifically for detecting side-channel information leakage that can be bypassed
by well-designed side-channel attacks. For example, Babil et al. [2] presented var-
ious side-channel attacks that can bypass TaintDroid’s taint tracking detection.
Determining the fundamental features of the side-channel behavior to defend
against probing attacks with high effectiveness is still a critical challenge in
mobile data security, especially, privacy preserving.

Our Observation. To infer user’s sensitive data effectively, malicious apps typ-
ically need to access/probe the resources leading to side-channel attacks repeat-
edly at a high frequency. These probing operations result in a continuous change
of malicious apps’ process states. Similar to probing attack detection using pro-
cess states (e.g., UI state inference attack [5]), side-channel attack behaviors
can also be “leaked” (or identified) via process states. An approach designed
under the similar inspiration, APPGuardian [21], simply considered CPU sched-
ule status from schedstat in /proc as behavior features to detect malicious
data-collection behaviors, which may not have enough sensitivity and result in
false positive.

In this paper, we propose SideGuard, an approach to detect side-channel
probing attacks based on system states in Android. SideGuard works as an
independent app installed on Android devices. It monitors system states and
collects app behaviors for applications running in the system based on the system
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state changes. SideGuard adopts learning-based classification techniques, such as
SVM and Random Forest, to train a behavior classifier to identify the malicious
apps that is carrying out probing attacks. SideGuard is a lightweight detection
method without any modifications in Android system or applications.

Contributions. In summary, we make the following contributions in this paper.

— We systematically analyze typical Android side-channel probing attacks, and
observe that the high frequency sensitive data collecting operations from a
malicious app will inevitably cause continuous changes of its process states.

— We propose a system-state-based approach, SideGuard, to detect the Android
side channel probing attacks. Our approach monitors and takes the changes of
the system states as the critical features to identify the dynamic behaviors of
an application. We train a behavior classifier and detect the probing attacks
according to the application’s system-state behavior model.

— we prototype and evaluate our approach. The experiment results illustrate
the effectiveness of SideGuard, which can detect six different types of probing
attacks, and the best F1 score achieves 0.99.

Paper Organization. The rest of this paper is organized as follows. Section 2
presents the overview of our approach; Sect.3 proposes our approach and illus-
trates the critical components in detail; Sect. 4 presents the implementation and
evaluation results of our approach; Sect.5 discusses related work; and Sect. 6
concludes the paper.

2 Overview

2.1 The Influence of Probing Behaviors on System States

A side-channel probing attack typically consists of two steps: public informa-
tion collection and privacy inference. Malicious applications that perform side-
channel probing attacks collect public information through different side chan-
nels, and send them to attackers that carry out analysis and inference remotely.
The side-channel attacks have high stealthiness because attackers only collect
public-available information without additional permissions, which can hardly
be detected by conventional malware detection approaches. How to distinguish
side-channel probing attacks and the normal access to the system resources is
the main challenge to effectively defend against the side-channel attacks.

To address this problem, we first analyze typical side-channel attacks by
executing side-channel probing operations and monitoring the corresponding
dynamic behaviors and system states. Specifically, we developed an application
that performs side-channel probing behaviors and collects mobile usage data
tcp-snd from procfs. We monitored the process state of this application in
every second. Figure 1 illustrates the change of voluntary context switches, one
of process state data that indicates the switching number of the CPU from one
process to another. The attack behavior started from the fourth second and
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ended at the sixteenth second. Figure 1 shows that the number of voluntary con-
text switches increased during the attack and all variation between time periods
were nearly same. The reason of this constant increase is that although the appli-
cation were running in the background, it collected data at the high sampling
frequency and needed to occupy CPU continuously. This is just one example of
the “visibility” of such probing attacks. There are other kinds of system states
that also changed when probing behaviors happen.

Based on the experiments, we found that to accurately infer users’ sensi-
tive information, malicious apps need to collect a large amount of side-channel
information with high frequencies. Highly frequent side-channel data collection
causes aggressive utilization of CPU, shared memory and other shared resources
and presents continuous changes of process states. Therefore, the change pattern
of process state data can be used to reveal application behaviors, and further,
to detect these attacks.

2.2 Approach Overview

The aforementioned analysis discloses that the high frequency operations collect-
ing system states from a malicious app will inevitably cause continuous changes
of its own system states. Based on this finding, we propose SideGuard, a system-
state-based approach to defend against side-channel probing attacks. As shown
in Fig. 2, SideGuard consists of two main components, the ProcMonitor module
and the Attack Detection module. The ProcMonitor module collects process-
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related states, e.g., data from procfs, and extracts apps’ dynamic behavior
features for side-channel probing detection. The Attack Detection module takes
the apps’ dynamic behavior feature vectors as inputs and detect the unexpected
behaviors based on learning algorithms.

3 Design

In this section, we present the design of SideGuard. We first identify the process
states that are related to probing attacks. Shown in Fig. 3, SideGuard collects
the states using its ProcMonitor. Upon receiving the states, SideGuard converts
them into feature vectors for training and detection. Training datasets from
benign/malicious samples are used to train a behavior classifier, which is then
used to detect probing attacks based on suspicious app states.

3.1 System States Selection

Process states of applications can be divided into three categories by their chang-
ing modes, namely, constant states, increased-decreased states and accumula-
tive states. Constant states are irrelevant to applications behavior and remain
unchanged after processes are created. Most of them are attribute value of appli-
cations, such as process ID (pid), user ID (uid), etc. Increased-decreased states
refer to those states varying with applications behaviors, such as memory usage
or CPU share of the process. As for accumulative states, e.g., CPU schedul-
ing times and interruption times, they continually accumulate while apps are
running. Our approach focuses on increased-decreased states and accumulative
states.

We build an Android application behavior model based on 16 process state
features as representation of applications behaviors, which are illustrated in
Table 1. These features include various of processor, memory, scheduler and file
system states, namely, the number of file descriptor slots allocated (Feature 1),
states related to virtual memory (Feature 2-8), the number of context switches
(Feature 9-10), the number of threads in process containing this thread (Feature



206 Q. Lin et al.

Table 1. 16 process state features used for applications behavior model

No | Directory | Feature Description

1 |/status |FDSize Current number of
file descriptors

2 VmPeak Peak virtual memory
size

3 VmLib Shared library code
size

4 VmPTE Page table entries size

5 VmSize Virtual memory size

6 VmHWM Peak resident set size

7 VmRSS Resident set size

8 VmData Size of data segments

9 VoluntaryCtxtSwitches Number of voluntary
context switch

10 NonVoluntaryCtxtSwitches | Number of
involuntary context
switch

11 Threads Number of threads in
process

12 | /stat Utime CPU time spent in
user code

13 STime CPU time spent in
kernel code

14 | /statm Size Total program size

15 Resident Resident set size

16 Share Resident shared pages

11), CPU usage time (Feature 12-13) and the data related to memory (Feature
14-16). Details of the features are also shown in Tablel. They are extracted
from /proc/(pid)/status, /proc/(pid)/s-tat and /proc/(pid)/statm.

3.2 Data Collection and Feature Vector Generation

In our approach, ProcMonitor is an independent Android app runing on the
Android device to extract required process state data from Android system for
the follow-up attack detection. ProcMonitor reads user-specified pid, loads its
process state files, including status, stat, and statm. ProcMonitor stores all
process state data for feature vector generation.

Because an application behavior changes different process state data in dif-
ferent association patterns, we generate feature vectors according to the analysis
of association patterns between side channel behaviors and application states.
Basically, there are two types of association patterns.
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— In the first association pattern, values of process state features increase sig-
nificantly at the moment when malicious apps launch side-channel probing
attack. The value stays high until the attack operations stop, after which
they decrease to the original level. Process state features with this associa-
tion pattern can only be increased-decreased states. For instance, malicious
apps produce new threads to collect sensitive data, which increases number of
threads (status.Threads, increased-decreased states); when data collection
is finished, the number of threads decreases accordingly, as shown in Fig. 4.

— In the second association pattern, values of process state features show a
rising trend for the duration of side-channel attacks and the increase is
almost constant. Process state features with this association pattern can be
increased-decreased or accumulative data. For example, malicious apps need
CPU scheduling continually, which means applying for CPU usage and hand-
ing over CPU. Thus, CPU scheduling times (status.NonvoluntaryCtxtSwit
ches, accumulative data) increase continuously, as shown in Fig. 5(a), and the
increment is constant, as shown in Fig.5(b). Another example is that pro-
cess memory size (statm.Size, increased-decreased state) increases during
the moment that malicious apps store collected state information in memory,
then either temporarily store it in local storage or send it to a remote server.

Among the 16 process state features, Feature 1, 2, 3, 4, 11 are associated
with application behaviors in the first pattern, which require no preprocessing.
And other features are associated in the second pattern, for them, we utilize
increments of their value instead of themselves to present the implicit correlation
in multiple moments.

Given the process state feature set {F'1;, F'2;,..., F16;}, which is collected
from the Android device at the i-th time, we calculate the increment of the
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features with the second association pattern as follows (take Feature No. 5 as
an example):

AF5; = F5; — F5;_, (1)

Then we generate feature vector v; as follows:

vi= (F1;, F2;, F3;, F4;, AF5;, AF6;, AF7;, AF8;, AF9;, AF10;, F11;,

2
AF12;, AF13;, AF14;, AF15;, AF16;) @

3.3 Classifier Training and Attack Detection

We collect process state data of malicious and benign apps, label each generated
feature vector and construct a labeled app behavior dataset. The Behavior Clas-
sifier is trained based on the dataset. For our approach, the real-time collected
process data of suspicious apps will be converted into a feature vector to be
tested by the Feature Vector Generation module. Then the feature vector will
be entered into the Behavior Classifier, which will predict the behavior is benign
or malicious.

4 Implementation and Experimentation

In this section, we introduce the implementation and discuss results from exper-
iments.

4.1 Side-Channel Behavior Simulation

We developed three malicious apps that can perform six types of side-channel
attacks based on existing research. We named these three applications as Pro-
cReader, APICaller and SensorSniffer. ProcReader reads mobile data usage
and shared-memory size in procfs with the time period of 50 ms to re-perform
Twitter Identities Inference [22] and UI Inference [5]. APICaller invokes Medi-
aRecorder and isMusicActive, which are APIs exploited by Audio Recording [2]
and Driving Route Inference [22]. SensorSniffer collects accelerometer and gyro-
scope data to re-perform TouchLogger [3] and Voice Eavesdropping [12].

We perform the aforementioned typical side-channel attacks and extracted
these applications’ process states as attack behavior samples when they run in
the background.

4.2 Process State Extraction

To build our behavior model, ProcMonitor extracts required process state data
from procfs. ProcMonitor lists the process ID and the name of applications on
the main interface so that users can choose the process they intend to monitor
and input the process ID according to the list. For example, if an attack that
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Fig. 6. Process state data of ProcReader received in the server (Color figure online)

read tcp_snd data is performed by ProcReader, to monitor its process state, we
need to run ProcMonitor, find ProcReader’s process ID on the main interface
and enter it in the input box. Then the process state of ProcReader will be sent
to the server. The data received are shown in Fig. 6. The Threads data in the red
box are associated in the first pattern, and the VoluntaryCtxtSwitches data in
the blue box are associated in the second pattern. Therefore, we need to convert
raw data to the behavior feature vectors as we described in Sect. 3.2.

4.3 Experimentation and Results

We run these malicious applications in the background to simulate data collec-
tion progress in side channel and collected their process states as attack behavior
samples. In addition, we collected normal behavior samples for training by run-
ning three benign applications in the background, including Google Chrome,
WPS Office and QDreader, ranking highly at Google Play Store.

For each malicious app run in the background, we collected 1,000 set of data
as specific attack behavior samples at the interval of one second. To ensure
no bias on the sample data, there are 1,000 normal behavior samples that we
collected for training phase, which consists of 400 sample data collected when
Google Chrome runs, 300 sample data collected when WPS Office runs and 300
sample data collected when QDreader runs.

We deployed seven learning algorithms, including SVM, MLP, RandomFor-
est, DecisionTree, ExtraTrees, AdaBoost and GradientBoosting, and trained
the corresponding classifiers respectively. For each algorithm, we trained the
One-vs-One Classifier and the One-vs-Rest Classifier. We used ten-fold cross

validation fo.r'testing and chose Precision = %, Recall = TPZZ_% and
Fl1= M to measure the performance of a classifier.
reciston+ Recall
The F1 results of different classifiers are summarized in Fig. 7. The experi-
ments show that all classifiers, expect SVM, have good performances and their

F1 scores are beyond 0.99.

5 Related Work

Linux layer side channel uses procfs (proc file system) and sysfs (sys file
system) that are inherited from Linux system. A typical side channel probing
attack is to infer users’ browsing history exploiting related data about memory
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Fig. 7. Evaluation results of one-vs-one and one-vs-rest classifiers trained by different
learning algorithms

usage of applications in procfs, including data resident size [9] and data resi-
dent size [5], as we presented in Sect. 1. Power consumption of devices reflects
the state of applications and the behavior of users and Yan et al. [19] presented
a side channel probing attack to infer four kinds of privacy information utiliz-
ing the change of power consumption, including front-end running applications,
current browsing UI, the length of password user inputs and user’s location.
Michalevsky et al. [13] performed another location inference attack by analysis
of the distance between user’s location and the base station based on the power
consumption of mobile device. Spreitzer et al. [17] proposed ProcHarvester, an
systemic automated technique to assess the leaking of information from procfs,
which is a common source of side channel information. ProcHarvester located
the first procfs side channel in Android O.

Android layer side channel mainly refers to API provided by Android
system. Apps can read mobile usage data through a public API class called
android.net.TrafficStats. Based on the data obtained through it, Zhou et
al. [22] designed a packet sequence comparison method to identify specific Twit-
ter ID. And even the packets are encrypted, Taylor et al. [18] can identify appli-
cations’ state by data transmission direction, data packet length and so on. In
addition to that, API could be utilized to send sensitive information secretly. For
example, Chandra et al. [4] designed two malicious applications that sent infor-
mation through received intervals of battery change broadcast, and Marforio et
al. [11] exploited volume change broadcast to launch similar attack.

Hardware layer side channel includes built-in equipment in Android
devices, e.g., different kinds of sensor, camera, microphone and so on. They col-
lect users personal information for function enhancement, but provide potential
targets for side-channel probing attacks because applications can access these col-
lected data without additional permissions required. For instance, Cai et al. [3]
infered users’ passwords according to the relation between input number and
acceleration sensor. Combined with acceleration sensor and gyroscope sensor,
Ping et al. [16] performed an attack that inferred input text. In addition to
input inference, data from different sensors can be exploited to infer location.
For example, user’s vehicle can be inferred by acceleration sensor [7]; user’s
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driving route can be inferred by barometric sensor [8], acceleration sensor and
gyroscope sensor [14].

6 Conclusion

In this paper, we analyze the correlation between the side-channel-attack behav-
iors and application process states. Based on our observations, we propose
SideGuard, a learning-based approach to defend against side-channel probing
attacks. SideGuard works as an independent app on the mobile device that
monitors the process states and infers the runtime behaviors of other apps. It
extracts 16 process state features and creates corresponding application behavior
models. We train the detection classifiers using different machine learning algo-
rithms based on our application behavior model to detect side channel attack.
The experiment results show that the F1 score of SideGuard are beyond 0.99.
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Abstract. Modern applications in mobile computing become increas-
ingly complex and computation intensive. Task offloading from mobile
devices to the cloud is more and more frequent. Edge Computing, deploy-
ing relatively small-scale edge servers close to users, is a promising cloud
computing paradigm to reduce the network communication delay. Due
to the limited capability, each edge server can be configured with only
a small amount of functions to run corresponding tasks. Moreover, a
mobile application might consist of multiple dependent tasks, which can
be modeled and scheduled as Directed Acyclic Graphs (DAGs). When an
application request arrives online, typically with a deadline specified, we
need to configure the edge servers and assign the dependent tasks for pro-
cessing. In this work, we jointly tackle on-demand function configuration
on edge servers and DAG scheduling to meet as many request deadlines
as possible. Based on list scheduling methodologies, we propose a novel
online algorithm, named OnDoc, which is efficient and easy to deploy in
practice. Extensive simulations on the data trace from Alibaba (includ-
ing more than 3 million application requests) demonstrate that OnDoc
outperforms state-of-the-art baselines consistently on various experiment
settings.

Keywords: Edge Computing + DAG scheduling -
Function configuration + Online algorithm

1 Introduction

With the development of cloud computing [1,2], resource-limited mobile devices
can significantly expand their capability by offloading computational-intensive
tasks to the remote cloud. However, due to the long distance between mobile
devices and the remote cloud, serious communication delay is inevitable. It is
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even worse when a large amount of data needs to be transferred. Such long
latency can not meet the demand of delay-sensitive applications with strict dead-
lines, e.g., Automatic Drive and VR applications. To mitigate this problem, edge
computing is proposed as a new cloud computing paradigm [3,4]. By deploying
relative small-scale edge servers at the edge of the Internet (e.g., wireless access
points), edge computing can provide nearby rich computing resources to the
mobile users so that the propagation delay can be decreased significantly.

The resource and computation ability of edge servers are relatively con-
strained compared with a remote cloud. We should carefully configure the func-
tions (i.e. computation modules of applications) that an edge server supports.
At the same time, modern applications might consist of multiple dependent
functions whose dependency can be modeled as DAGs (Seen in Fig. 1). Further-
more, in edge computing, mobile users come online and generate requests on
some applications, which are typically latency-sensitive and require an immedi-
ate response. Assigning requests deadline is common practice in real-time sys-
tems to guarantee the quality of service. Therefore, it is of great importance to
study how to configure edge servers and schedule the tasks to each server so that
as many request deadlines can be satisfied as possible.

Task offloading [5-10] has been a major research topic because of its diffi-
culty and importance. A notable work by Topcuoglu et al. [6] aimed to make
suitable decisions to improve performance by reducing makespan. Inspired by list
scheduling schemes, they proposed an insertion-based heuristic algorithm called
HEFT [6]. Minimizing the overall cost is also a practical objective in task offload-
ing. Neto et al. [7] tried to reduce the energy consumed by mobile devices and
designed a flexible and innovative computation offloading framework. Sundar et
al. [8] considered the execution and communication cost jointly to minimize the
total cost subject to the application deadline. By appropriately allocating the
application deadline among individual tasks, the tasks were scheduled in a greedy
manner. All aforementioned works assumed that the edge servers can serve any
requests assigned, which is impractical. Due to the limited resource (e.g. memory
and CPU), an edge server cannot configure all the functions simultaneously.

The scheduling of dependent tasks represented as a DAG, called DAG
scheduling for short, has also been extensively studied [6,11-14]. Based on their
techniques, the existing DAG scheduling schemes can be classified into three cat-
egories [15,16]: list scheduling [6,17], cluster-based scheduling [11,18] and task
duplication-based scheduling [15,19]. However, all these work focused on schedul-
ing tasks of one DAG in offline manner. In the real scenario in edge computing,
users’ requests come in arbitrary order and time and we cannot know any infor-
mation about these requests until their arrivals. To tackle the scheduling problem
in this manner, we need an online algorithm.

A common practical method for function configuration is on-demand config-
uration (e.g., Azure Functions [20]): when a task is assigned to some edge server
without the corresponding function for it, the edge server will first copy the func-
tion image from the remote cloud and deploy it locally to serve the task. In this
work, we consider on-demand function configuration and DAG scheduling jointly
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in edge computing. Our objective is to satisfy as many request deadlines as pos-
sible. The problem, even its special case, has been proved to be NP-Hard [§].
Based on list scheduling methodology, we then propose an efficient and effec-
tive online DAG scheduling with on-demand function configuration algorithm,
named OnDoc.

Our main contributions can be highlighted as follows:

— We formulate the online function configuration and DAG scheduling prob-
lem in edge computing where multiple application requests, with specific
deadlines, are generated online in arbitrary time and order. The objective
is maximizing the number of requests that satisfy the deadlines.

— We design a scheduling algorithm to meet as many request deadlines as pos-
sible. To the best of our knowledge, this is the first work that studies func-
tion configuration and DAG scheduling jointly in an online manner in edge
computing. Our algorithm OnDoc maintains multiple task scheduling lists to
reduce idle time of edge servers dramatically. Besides, OnDoc is easy to imple-
ment and does not introduce large scheduling overhead.

— We conduct extensive emulations under Alibaba data trace [21]. The evalua-
tion results show that our online algorithm, OnDoc, can adapt well to differ-
ent network environments and perform consistently better than the heuristic
baselines on various experiment settings, e.g., the number of requests satisfy-
ing their deadline by OnDoc can be at least 1.9x that of the baselines.

The rest of this paper is organized as follows. In Sect.2, we present the
model and problem formulation. In Sect. 3, we present OnDoc in detail. Section 4
illustrates our simulation results, and Sect. 5 concludes the whole work.

2 System Model and Problem Definition

Network: The network consists of heterogeneous edge servers and a remote
cloud, denoted as S = {s1, $2, ..., $m }. Each edge server s; has a limited capacity
C;, which means that the multi-dimension resources (e.g. CPU, I/O, and storage)
available in s; can maximally configure a number of C; functions (i.e., deploying
functions and serving the corresponding tasks) simultaneously. Note that there
is a special server s,, to represent the remote cloud, where we assume it has
enough resources to configure all functions. The data rate between server s; and
s; is denoted as d; ;. We set d; ; = d;; and d; ; = 400 if i = j.

Application and Request: There are multiple applications in our edge com-
puting system and each request invokes one of them with initial data. Each
application is modeled by a directed acyclic graph (DAG) G(V,E, W), to depict
the dependence among all the functions. Here, V is the set of nodes denoting the
tasks, &£ is the set of directed links defining the dependence among tasks, and
the set W depicts the amount of required data transferred from the predecessor
task to the successor on each link. For instance, a link (v;, v;) with weight w; ;
specifies that there is w; ; amounts of data transferred from task v; to v;. Hence,
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v; cannot start before the data transfer is finished. The computation and com-
munication of one task cannot overlap. Then if two tasks are placed at different
servers s, and s,, the communication delay, e.g., w; j/d; ,, should be considered.

Each request is submitted to the edge system from one edge server termed
the initial server, which will call for an application denoted by a DAG. Given
the DAG of a request, a task without any predecessor tasks is called the entry
task and a task without any successor tasks is called the exit task. For ease of
presentation, we let the exit (entry) tasks all connect to a pseudo exit (entry)
task which does not take any processing time or resources, so that there will be
exactly one pseudo exit (entry) task in each DAG. The weight of links adjacent
to the pseudo exit task is the amount of the output data produced by the exit
tasks. For the pseudo entry task, the weight of the additional links is the amount
of initial data received by each entry task. The pseudo entry and exit task must
be processed in the initial server of the request, which means that initial data
must be transferred from and the result must be sent back to the initial server.

Function Configuration: Without loss of generality, we assume that each type
of task exactly maps to one function. We define a function map : V. — F. V is
the set of all tasks and F' is the set of all functions. For any v € V and f € F,
map(v) = f means that task v is to be processed by function f. To process task
vj on server s;, s; must have configured the corresponding function f; = map(v;)
locally. Specifically, when task v; is assigned to edge server s; without function
fj> si has to suffer configuration time, denoted as C; ,, to download the function
from the remote cloud and deploy it. Each deployed function on a edge server
can process one task at one moment, which means that the queuing delay is
considered. Recall that we assume the remote cloud has configured all functions,
where all tasks assigned can be processed at their arrival. An edge server can
configure a new function directly as long as it has enough capacity. Otherwise,
we need to release some configured functions for the new one.
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Problem Formulation: Here, we consider a series of requests arriving online
in arbitrary time and order, denoted as R = {ry,ro,...... }. Each request rg
calls for one application in the edge system with a deadline L. Except for the
parameters of the network and the DAGs of all applications, we cannot know
any information of a request before its arrival, e.g., the application it calls for,
the amount of initial data, the initial edge server, and its deadline. Let v¥ denote
the i-th task of request rj. The processing time for v at server s; is pi-f ;» which
can be known at the request’s arrival. The assumption is practical since that we
can estimate the processing time well based on the previous record. Note that
since the initial data of each request might be different, the processing time of
the same task from different requests of the same application might be different.
When rj, arrives at server s; in time t,l, we decide where to process each task
(called task assignment). Here, if task v¥ is assigned to a server s;, we should
first configure the corresponding function map(vF) if s; does not hold it. If a
task is assigned to the remote cloud, we can process it as soon as it arrives at
the cloud. As the granularity of tasks is relatively small, we do not consider task
preemption to avoid extra processing overhead. That is to say, once one task is
started, it will be continuously processed until its completion. The completion
of the exit task indicates the completion of the request, which should be before
the deadline. Under the aforementioned model, our goal is to satisfy as many
request deadlines as possible.

A simple example of our model is illustrated in Fig. 1. Specifically, there is an
edge-cloud system containing 3 edge servers and a remote cloud. The capacity
of edge servers is all set to 2, while the cloud holds all functions. Two requests,
r1 and 79, call for the same application with their own initial data arriving at
server s1 and so, respectively. We take r; as an example, whose task 1 and 2
are assigned to edge server si, and task 3 and 4 to sy. s; then need download
function 2 from the remote cloud and choose to drop the existing function 4.
Besides, task 2 can be processed only if function 2 has been deployed on s; and
its predecessor node (i.e., task 1) has been finished.

3 Algorithms

We describe the details of OnDoc (Algorithm 1) in this section. OnDoc is a variant
list scheduling scheme, which remains simplicity and efficiency of many prevalent
list scheduling schemes of DAG scheduling. The main idea of list scheduling is to
define priorities of tasks and assign tasks to the server in priority order. Besides,
we have to modify the function configuration of each edge server simultaneously
due to the limited capacity. Hence, OnDoc is composed of three parts: priority-
calculating strategy, task-assigning strategy, and function-configuring strategy.
We next present these strategies specifically.

Priority Calculation: When addressing DAG scheduling with list scheduling
strategies, a useful method that can prioritize the tasks efficiently and simply is
significant. Shin et al. [16] classifies task priorities applied by most list scheduling
heuristics into three types: S-level, B-level, T-level. S-level, called static level, is
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the longest path from the task to the exit task with computation cost taken
into consideration only. B-level is also calculated from bottom (exit task) to top
(entry task). The difference between S-level and B-level is that communication
cost is taken into consideration by B-level as well. T-level, namely, is the sum
of computation cost and communication cost of the longest path from the entry
task to the concerned task. After computing task priorities, we can prioritize
these tasks corresponding to the decreasing (increasing) order of S-level, B-level
(T-level). However, all these task priorities are static and can only prioritize
tasks from one request. The challenge remaining is that we have to schedule
tasks from multiple requests concurrently in most cases and we cannot employ
these task priorities to determine the priority of tasks from different requests.

To tackle the aforementioned challenge, we maintain multiple task scheduling
lists @ = {l1,12, ...} rather than follow the idea of list scheduling methodology
to merge tasks form all request to construct one prioritized list. Q is the set of
prioritized lists of requests. Let @) be empty initially. When ¢ = tL, request 1
arrives at initial server s; with deadline L, we employee the B-level as task
priorities to get a scheduling list I of ry and insert I into @ instantly (Line
1-4 in Algorithm 1). Every time when we are scheduling, we only take the head
of all the scheduling lists in ) into consideration. To choose an appropriate
task to assign, we first determine the target server based on the Task-assigning
strategy for all candidate tasks. Then leaded by the idea to reduce the idle time
of edge servers, we choose the task that can start execution at earliest time
in its target server among all the candidate tasks to assign (Line 6-7). Each
scheduling process ends with the chosen task is already starting execution in its
target server, then the chosen task is deleted from its scheduling list and the
next scheduling begins. If the scheduling list of request ry is empty or request
exceeds the corresponding deadline, we delete it from @ (Line 9-10).

Task-Assigning Strategy: We greedily assign each task to the server which
can finish it as early as possible besides the pseudo exit (entry) task whose target
sever is initial server under our model. Let EFTfJ denote the earliest finish time
of task vé’“ on server s; and ESI}’fj be the earliest start time corresponding. As
illustrated above, EF Tfj and ESTfj are two most important attributes. We
follow the steps below to calculate them.

When determining EF Ti’fj, it is obvious that we should obey two constraints:
precedence constraint and capacity constraint. Precedence constraint means that
tasks cannot start execution before the data of its precursors transferring to
server s;. Capacity constraint means that tasks have to wait until server s; has
spare capacity. To articulate the two constraints, we formulate them as following.

For ease of formula, we record status of edge servers all the time. For instance,

we maintain a set 4; = {(v{,r]), (vy,15),..., (v}, 7))} (without pseudo entry

n''n
task) for server s;, when task vf is assigned to server s;, we insert a tuple (4, k)

to Aj;. Without loss of generality, we assume that

EFT!} . > EFT} > ..> EFT)
1 29

Vnsd
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and denote A;(m) = {(vi,71), (v5,75), ..., (v, 71, ) }. For convenience, if m >

m’ ' m

|A;|, we fill the set up with (m — |A;|) virtual tuples (Ventry, Tx)-
Then we define an indicator binary variable as following:

.
mi,jz{ i (1)

1 if otherwise
For (pseudo) entry task veyniry, we have
ESTf =EFT} . =tl.VjeS (2)

The precedence constraint is denoted as

% k w
EST; > max EFTE, . +——"— (3)
? i/ €pre(i,k) ’ il dtmﬂ(vfl)’j

Here, tar(vh) denotes the target server of v¥ and pre(i, k) represents the set of
predecessor tasks of vF. Also, the communication delay is included in the Eq. (3)
and w} ; denotes the amount of data transfer from v}; to v}

The capacity constraint is

k : v’
BSTi; 2, ey EFTy 4 Cmap(v) * Tmap(otymap(vy)) (4)
As a result, ESTZ-’fj can be computed as below:
wk
EST/; = max{ max EFT, tar(uk) T —_—
’ vepreik) O T g 5)

’
o T
o B BT ooty

map(of),map(vr]))
Obviously, we have:
ko k k
EFTZ»J = ESEJ' +pi,j (6)

Then we tentatively enumerate tasks’ EFT in each server to determine their
target server. For any task vF (i is not entry or exit), we have tar(vF) =
ming; e s EFTi]fj.

Function-Configuring Strategy: In Eq. (5), when « equals to

map(vf),map(vir,/)
1, it means that we have to configure the corresponding function to allow the
task to begin executing. First, we have to check whether there is enough capacity
for configuration. If so, we just take up the spare space simply, if not, we need to
decide which function will be replaced. In OnDoc, to allow the configuration to
start as soon as possible, we always choose the function which can be replaced
at the earliest time to drop. If there are many candidate functions that can be

replaced at the same time, we choose one uniformly random (Line 8).
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Algorithm 1. OnDoc
1 set Q «— 0;
/* Thread for maintaining @ */
2 if new request r arrives then
| «— scheduling list of r;

4 | Q=QU{l

/* Thread for assigning tasks and configuring functions */
5 while Q # 0 do

/* H consists of head of each scheduling list in @ */
6 Construct set H ;
7 We assign task v™ to server tar(v*)
8 Configure tar(v*) with corresponding function before v* executed;
9 if 3l € Q and | = 0 then
10 L delete [ from Q;

4 Performance Evaluation

In this section, we conduct extensive emulations to evaluate OnDoc based on an 8-
day data trace from Alibaba [21] and compare our algorithm with two heuristic
baselines. The emulation results show that the number of requests satisfying
their deadline by OnDoc can be at least 1.9x that of the baselines. Besides, we
investigate the impact on OnDoc of various parameter settings and demonstrate
that the performance of OnDoc is stably better the baselines.

4.1 Experiment Settings

Workloads: We use an 8-day data trace from Alibaba [21] as our workload. The
data trace contains more than 3 million jobs (called requests of applications in
this work) with the DAG information and the start time. We randomly choose
multiple requests consecutively each day to get 8 different sets and take the start
time of each request as its release time. Besides, to be more consistent with the
real scenario of edge computing, where requests need to be processed in real
time, we scale all the processing time to milliseconds. We conduct experiments
on 8 request sets independently and analyze the average performance.

Default Setting: We simulate an edge computing system with 5 heterogeneous
edge servers and one remote cloud. The available capacity of edge servers is lim-
ited to 3, while the remote cloud has all functions preloaded. The configuration
time for each function is set to 500 ms. And the data transmission time from
server to the cloud, which is by default set as 20 times of that between two edge
server, is set [100, 2000] ms. And we conduct experiments to study the impact of
these parameters. If not specified explicitly, the processing time in the remote
cloud is set 0.75x (in average value) of that in edge servers [5] as the remote
cloud typically has more resources than edge servers.
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4.2 The Heuristic Baselines

Due to the lack of work jointly studying online DAG scheduling and function
configuration, we adopt two classical schemes as our baselines, which are

— Local Heuristic (Local): when an application request arrived at initial
server, the local heuristic will process it in it. Precisely, we limit the target
server of each task to its initial edge server in Algorithm 1. This baseline makes
sense to verify that task assignment of one request should be considered even
with induced communication cost.

— First-Come-First-Serve (FCFS): FCFS is a popular scheduling policy
which is commonly used by the methods based on queuing theory [5]. We
implement it by converting multiple task scheduling lists to a single list with
respect to the releasing order and always assigning the task in the head of
the list to its target server.

Moreover, the two baselines employ the same task priorities and function con-
figuration strategy as OnDoc.

4.3 Experiment Results

In this part, we first illustrate the overall performance. The result shows that
OnDoc outperforms other baselines dramatically. The number of deadlines which
are satisfied is at least 1.9x of that of the baselines under default setting. Fur-
thermore, we conduct multi-group experiments to study the influences of differ-
ent settings of various parameters (i.e., the offload overhead to the cloud and
the capacity of the edge servers).
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Fig. 2. Overall performance of different algorithms

Overall Performance. Figure 2 demonstrates the performance of all algorithms
on the workloads from Alibaba. We scale the deadline of each request from
0.25x to 1.25x of the original value in the default setting with other parame-
ters remaining as the default value. Figure 2(a) depicts that the performance of
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all algorithms get better with the deadlines increasing. Meanwhile, OnDoc out-
performs the baselines dramatically. Under the default setting, the number of
requests that satisfy their deadline in OnDoc is 1.9x, 51.6x that of Local and
FCFS respectively. Furthermore, the makespan, the gap between the release time
of the first request and the completing time of the lasted completed request, of
our scheduling is minimum, which is a surprising byproduct shown by Fig. 2(b).
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Fig. 3. Task parallelism and # of function configuration of different algorithms

To understand why OnDoc outperforms the baselines, we conduct some fur-
ther analysis. (1) From the perspective of the parallelism between tasks from
different or even the same request, Fig. 3(a) demonstrates that OnDoc can exploit
the parallelism well. Task parallelism is defined as the average number of run-
ning tasks at every moment. Figure 3(a) depicts that task parallelism of OnDoc
is the highest. It means that OnDoc utilizes the resources of edge servers to
process more tasks concurrently than the baselines. Hence, OnDoc makes use
of computing resources more sufficiently. Meanwhile, it exploits the parallelism
between tasks better. (2) Configuration time is relatively larger compared with
processing time and communication cost of data transfer between edge servers.
The communication time from edge servers to the remote cloud is the same
order of magnitude as configuration time if the amount of transferring data is
large. Thus, an appropriate trade-off between the long distance communication
and configuration plays a significant role. Figure 3(b) shows that the number of
function configuration by OnDoc is dramatically less than the baselines. Further
analysis, which depicts 39.5% of all tasks are assigned to the remote cloud, illus-
trates that OnDoc utilizes the remote cloud to decrease the configuration cost
without inducing notable communication cost. Almost all the tasks assigned to
remote cloud request for a relatively small amount of data, which means that
OnDoc assigns tasks with a large amount of input data to edge servers to avoid
notable communication delay. Meanwhile, OnDoc employs cloud to mitigate edge
servers’ pressure to avoid repeating configuration.

Sensitivity Analysis. We also conduct abundant experiments to investigate
the impact of different settings. Figure 4(a) demonstrates the performance of all
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Fig. 4. The proportion of requests satisfying deadlines with different settings of the
capacity of edge servers and the overhead to the cloud

algorithms under different capacity setting. OnDoc and Local are affected signif-
icantly because more capacity means more computing resources. The number of
function replacing decreases due to the increase in capacity. On the one hand,
some repeating configurations are avoided. On the other hand, more capacity can
support more task execution simultaneously, which can exploit the parallelism
between tasks better. To study the impact of communication time to the remote
cloud, we scale it from 0.05x to 2.5x of the default value. Figure 4(b) illustrates
when communication time is 0.05x, OnDoc can finish all requests before their
deadline. Since the communication time to cloud equals to that between edge
server, the cloud can provide powerful computing resources (i.e., infinite capacity,
no function configuration time, faster task processing) without inducing more
communication cost than edge servers. It is easily understood that Local is not
affect by the overhead for it only uses edge servers. FCFS performs badly and is
not sensitive to the above parameters since its task assignment policy is the main
bottleneck constraining performance. The requests needing large processing time
will block the execution of all requests that released after it.

5 Conclusion

In this work, we study task scheduling with function on-demand configuration in
edge computing where requests for some application with specific deadlines and
initial data arrive online in arbitrary time and order. We construct a general
model for this problem with the goal to meet as many request deadlines as
possible. An efficient heuristic algorithm, named OnDoc, is proposed, which is
the first online algorithm to solve this problem to the best of our knowledge.
Specifically, OnDoc is based on list scheduling schemes and can be implemented
easily in practice. Besides, extensive experiments validate that OnDoc has a stable
and superior performance compared with the baselines.
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Abstract. Using magnetic beamforming, the power transmission effi-
ciency can be highly increased for realizing the practical near-field mag-
netic resonant coupling (MRC) wireless power transfer (WPT). The
usage of relay coils is also of great benefit for power transmission in
the WPT system containing multiple transmitters (TXs) each with a
coil. In this paper, we study the influence of relay coils and the magnetic
beamforming for a MRC-WPT system with multiple TXs, relay coils
and a single receiver (Rx), called multi-relay WPT (MWPT) system.
The optimization problem is formulated to design the currents flowing
through TXs in different places so as to maximize the power delivered
to the RX load, subject to a given constraint of summational power con-
sumed by all resistances in the MWPT system. In general, the problem is
a non-convex quadratically constrained quadratic programming (QCQP)
problem, which can be solved with relaxation of the Lagrange multiplier.
Numerical results show that by comparing with equal-current and mag-
netic beamforming mode, relay coils significantly enhances the power
transmission efficiency over the longer distances, and magnetic beam-
forming with passive relay coils significantly improve the transmission
power, efficiency and distance.
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1 Introduction

Wireless power transfer has been deemed as a promising technology, bringing
convenience for powering up electronic portable smart device (mobile phone,
laptop, wearable product, etc.) and electric vehicle [1-3]. Three prime visions
of WPT technology are inductive coupling, magnetic resonance and microwave
radiation. Inductive coupling certainly has restrictive condition in the transmis-
sion distance, and microwave radiation is of weak performance with its low energy
transfer efficiency. Magnetic resonance has the advantages of having relatively
long power transfer distance and high power transmission efficiency [4]. The
professional standards development organization, AirFuel, based on magnetic
resonant technology with the frequency (6.78 MHz) is vigorously promoting the
design of more practical wireless charging standards and provide a safe, reliable
and interoperable charging solution [5-7].

Designing a high quality electronic components (adjustable capacitance and
resistance, coil, etc.) or circuit is the traditional way to enhance the energy trans-
mission efficiency [8,9]. Currently, the study of algorithm for multiple transmit-
ters proposed to charge one receiver (MISO) has been investigated in [10,11],
which studied the MRC-WPT system with only two Txs and a single Rx. While
the obtained results cannot be directly extended to the cases that have more than
two TXs. The relay coils can also enhance the power transmission efficiency of
WPT system. The feasibility of relay coils for MRC-WPT system to prolong the
power transmission distance has been proved by Dionigi and Mongiardo [12]. In
the paper, they came up with a common attribute that can be used to design
a wireless power transfer network with relay elements by considering a simple
but rigorous equivalent network [13]. The current can be optimally controlled
through model analysis and experiment to achieve maximum power transfer
efficiency of the MRC-WPT system [14]. For the same relay resonator, the res-
onator current should be equalized to achieve the highest system power level.
Uniform current distribution and uniform spacing distribution with equal reflec-
tion impedance were analyzed. The latter was proved to achieve approximately
equal current and relatively high efficiency [15].

In this paper, we construct a MISO MRC-WPT system with multiple Txs,
relay coils and a single Rx. All the coils in the system are horizontally placed to
a same plane. While the positions of Txs and relay coils are fixed and uniform
spatial distribution. The Txs are keeping in contact with the Rx via bluetooth
communication in the controller module. We propose the magnetic beamforming
algorithm based on solving a QCQP problem, which adjusts each Tx current to
maximize the Rx load consumed power with the given sum-power of whole WPT
system. To solve the problem, we derive the lagrangian function and its Karush-
Kuhn-Tucker (KKT) conditions. And by doing a relaxation of the Lagrange
multiplier, we obtain the optimally allocated Tx currents to achieve the objective
function [16]. We compare the performances of same-set MWPT system with
each Tx equal-current allocated and common WPT system with each Tx equal-
current allocated and beamforming. Then we make comparison between the
MWPT system with equal Tx current and with the magnetic beamforming,
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respectively. Numerical results are observed to verify the advance of relay coils
and the magnetic beamforming algorithm.

2 System Model

As shown in Fig.1, we consider an MWPT system with Ny > 1 TXs each
equipped with a single coil, indexed by Tz(n), where n € Np, N > 1 relay
resonators each equipped with a coil, indexed by Rel(m), where m € Ny, and a
single Rx with a coil. There is a controller module, which can build a communi-
cation link between Txs and Rx to allocate the current to each Tx for magnetic
beamforming. The relay coils are passive coils, which contain no battery, no
load or communication module. Each TX is connected to a stable energy source
supplying sinusoidal voltage over time given by Opg () = Re{vTx(n)ejm},
with the complex vr.(,) denoting an adjustable voltage and w > 0 denoting
its operating angular frequency. Let sz(n) (t) = Re{iTx(n)er’t} (%Rd(m)(t) =
Re{igeiim)ye?™'}) denote the steady-state current flowing through Tz, (Rel(m)),
with the complex current ipy () (4gei(m))- Likewise, define io(t) = Re{ige’"'} as
the steady-state current in the RX, with the complex current ig.

Communication link
___Controller Module

iy Ly Lrel(2)

Crel(1)

Cra)

inqm L)

Crun)

Fig. 1. System model of an MRC-MWPT system

Let rrg(n) (TRei(m))s Lram) (Lrei(m)) and Crgm) (Crei(m)) denote the par-
asitic resistance, self-inductance and capacitance for Tz(n) (Rel(m)). Let Lo



228 B. Ma et al.

and Cjy denote self-inductance and capacitance for Rx. The resistance of the
Rx, denoted by ro > 0, contains the parasitic resistance rp, > 0 and the load
resistance rg; > 0, i.e., 79 = g + ro,;1. The load resistance rg; is considered
to be purely resistive. We use MTm(n)Rel(m)v MTm(n)qu MRel(m)Rrv MTz(nl,n2)7
and MRej(m,,m,) to denote the mutual inductance between the n-th TX coil and
the m-th relay coils, between the ni-th TX coil and ns-th TX coils, between
the mi-th and the mo-th relay coils, between the n-th TX coil and the Rx coil,
and between the m-th relay coil and the Rx coil, respectively. These mutual
inductance can be obtained by Conways mutual inductance formula [17]. Then,
we define the impedance and mutual inductance of Txs, relay coils and in the
matrix form as follows:

Z1e(1) JwMre2)y -+ JwMre1 Ny

Zp — jU)MT.‘I(l,Z) ZT?:(2) :"j“’MT.z(ZNT) 1)
jwMT'z(NT,l) j'LUMT;s(NT,Q) o ZTa(Ny)
’ ZRa JWMPpgRel(1) "'j@MRxRez(NL)
Zp — J'UJMR'el(l)Rr ZRfl(l) JWMRfl(l,NL) @)
leMRe.l(NL)Rx jWMR.el(NL,l) v+ ZRel(Ny)

If the currents of the coils are working at the resonance frequency, self-inductance
and capacitance can be eliminated and the impedance is equal to the resistance.
Since both of the relay coils and Rx coil are attaining the energy from Txs,
we put the mutual inductance and impedance of these coils together. Thus, the
mutual inductance matrix to the transmitter side is expressed as follows:

Mparz(y 0 MReTo(Nr)

MpeayTe(t)y - MRe()Tz(Nr)

M = (3)

Mpe(Np)T2(1) ** MRet(NL)T2(Nr)

According to Kirchhoffs voltage law (KVL) and Kirchhoffs current law
(KCL), we attain the following equations:

ir = jwZy ' Mir (4)

Ve = (Zr +w*MTZ;' M)ir (5)

where 1gp = [z’o7i£€l]7 is the Rx current and relay currents vector, tre =
i Rel(1) " - ,iRel(NL)]T; i = [irg1), - iTz(NT)]T is the Tx current vector; and

Vi = [Vrgay, -+ Vewvy)]? is the Tx voltage vector.

3 Problem Formulation

The total power consumption is the sum of Txs, relay coils and the Rx, which is
P = Ppy+ Prei+ Pry. Consider Pr, = il roio, Prer = 8, RReiiger, and Pr, =
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il Ry ir, where Ry, and Rp.; is diag[rrz1y, - TTa(Nyy] and diagrreiy, - -
;TRel(Ny)]- Then we give a constant value, called P4z, to be the constraint of
the problem for maximizing the power delivered to RX load, which is Pry;; =
iglro,lio. Then we can obtain:

P =i [wM"(Z;"YYRZ;'M + Rr,ir (6)
PR»L[—IU ’I“OlZTMT ZRMiT (7)
where R = diag[ro, Tgei(1), " > TRei(ny))> and zg is the first row vector of Zgl.

So, we can formulated the problem, indexed by (P), as follows:

(P) :max w?rg i M* 2H 2 Mir
’T (8)
st. iR [wWMY(Z;WPRZ'M + Rr,)ir < Pras

4 Optimal Solution

P is a complex-valued non-convex QCQP problem [16]. The optimal current
solution 47 can be obtained by leveraging the KKT conditions of the optimiza-
tion problem. Let A > 0 denote the Lagrange multiplier corresponding to the
constraint in (8). Because the imaginary-part of iz, (,) contribute in the same
way to Pra, Pre and PRZ, we can set the imaginary-part of ir,(,) equal to 0,
which means that 42 = 4Z. The lagrangian equation of (P) is given by:

L(ir, \) =w?rg M 28 2 Mir+

9
MPoaz — in[w MY (ZgWYRZ;'M + Re,ir} ©)

Then, the KKT conditions contain the feasibility conditions for the primal
and dual solutions, the condition that is due to the fact that the gradient of the
lagrangian equation in regard to ¢ must vanish, and the condition that stands
for the complimentary slackness, which are given by:

inw MY (Z;YWIRZ "M + Rrylir < P (
A>0 (11
i {w? M ro 2z zr — MZg" VY RZ;' M — ARy, M =0 (
MProz — in[ WM (Z;WHPRZ "M + Rr,)ir} =0 (

where Iz is [1,--- ,1]7. To figure out the set of equations in (10)—(13), we con-
sider two possible cases as follows.

e Case 1: A = 0. It can be confirmed that any i satisfying w?ro M”28 zr M
= 0 can satisfy the KKT conditions (10)—(13) in this case. However, this result
of i7 will make the objective function equal to zero, which is not the optimal
solution for (P). Thence, this case cannot lead to the optimal solution to (P).

e Case 2: A > 0. The equation can be deduced as follows:

WM [ro12zHzr — NZz" )" RZ;' M — AR, =0 (14)
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According to (14), we denote the following singular-value-decomposition (SVD):
wiroMT 2 2p MRy, + w*MT(Z)Y M RZ' M) =UTrUu® (15)

where U = [uy ---up,] is orthogonal, and I' = diag[y1,--- ,vn,]. Choosing
the minimum value, v*, from v, (1 < n < Np), it can be a relaxation that
make A equal to v*, which applies that lagrange dual function (11) is minimized.
Updating the value of A in (14), we denote the following SVD:

wMT[ro2H2p — NZz YT RZZM — ARy, = VKVH (16)

where V' = [v; - - - vy, ] is orthogonal, and K = diag[k1,- -+ , KNy, ]. Choosing the
maximum value, k*, from k,, (1 < n < Np) and the eigenvector, v*, correspond-
ing to k*, the optimal current is given by:

i = fv’, (17)

where [ is a constant satisfying that (10) holds with equality.

5 Numerical Results

As shown in Fig.2, we assume that the WPT system consists of Np = 5 Tx
coils, N;, = 3 relay coils and a single Rx coil, each of which has 80 turns and
a radius of 0.1 m. The wires of all coils are made by cooper and with radius of
1mm. All the coils are horizontal relative to the xy-plane. The coils of Tx, relay,
and Rx are same with resistance equal to 0.2688€ (ry, = 0.26882). And load
resistance ro; = 100§2 is set on the Rx. We choose all the capacitors adapted
to the resonance angular frequency w = 6.78 x 10°rad/s. Let hrgr denote the
vertical dimension between Txs and Rx. We consider that relay coils are always
placed in the middle flat of Txs and Rx on z-axis. And we assume that the Rx
can move in a disk of the xy-plane at z = 1 m with radius of 1 m.

The experimental group is a MWPT system set as Fig. 2 with equal Tx cur-
rent mode (ETCM). For control groups, we construct a basic WPT system that
has only 5 Txs and Rx placed in the same way as Fig.2. The benchmarks are
the WPT system with ETCM, denoted as B1, and with magnetic beamform-
ing, denoted as B2. And B1, B2 and experimental group are subject to the
sum-power constraint, P,q. = 100 W, of TXs and Rx (and relay coils). Let n
denote the efficiency of WPT, which is defined as the proportion of the Rx load

PRx,l

consumed power Pr,; to the total system power P,q,, ie., n = R

In Fig. 3, three curves are plotted and corresponding to the "maximum of
energy transmission efficiency 7 in B1, B2 and experimental group versus the
vertical dimension hyrgr between Txs and Rx. We compare the three curves and
obtain that the relay coils do the same performance of energy transmission effi-
ciency (n = 60.44%/73.59%) as B1/B2 at hrr =0.8829 m/0.9906 m, and do
make great progress in energy transmission efficiency over the longer vertical
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Fig. 3. Efficiency v.s. transmission distance.

transfer distances. It can be explained that MWPT system comes into being

overcoupling, which expresses as that the maximum of power delivered to the

RX load in MWPT system is less than the same value in B1 (B2) when hrp is
less than 0.8829m (0.9906 m).

Figure 4 plots the power delivered to Rx load, Pr,,;, versus the consumed
power of whole system, P,,,., in the case that position of Rx is x = 0 m,
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Fig. 4. Power v.s. sum-power.

y = 0.5 m, z = 1 m. For the case of P4, = 50 W, using the beamforming
algorithm can delivers more power up 31.3 W to Rx load resistance with the
efficiency of 62.6%; nevertheless the ETCM can delivered at best 23.5 W to Rx
load resistance with the efficiency of 47%. By using MWPT magnetic beamform-
ing, the performance of WPT system is better because of the increase of power
delivered to Rx load by 7.8 W and efficiency by 15.6%, respectively. We obtain
that MWPT magnetic beamforming can improve both the delivered power and
the efficiency of energy transmission, which has great significance in practical
scenarios.

—+— Magnetic Beamforming —<—ETCM
70
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PR)ct: (W)
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hrg: (m)

Fig. 5. Power v.s. the vertical dimension with Pp,.. = 100 W.
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In Fig.5, there are two marked curves that are plotted by the power of Rx
load, Prs,;, versus the vertical dimension, hrpg, in the case that Rx has fixed
coordinate on x, y axis, yet its z-axis coordinate changes with the varying hrg
with the P4, = 100 W. The power of Rx load can get highest value 65.64W at
hrr = 1.15 m with magnetic beamforming, meanwhile the maximum of Pg,
with ETCM is 55.12 W at AR = 1.248 m. The maximum difference of Pr,
between magnetic beamforming and ETCM is 24.4558 W when hrp is getting
to 0.8 m. It can be readily observed that magnetic beamforming has preferable
performance comparing to ETCM. With hrpg increasing, the decline of system
transmission efficiency causes that the difference value of Pr, ; between magnetic
beamforming and ETCM gets less. Besides, we obtain that magnetic beamform-
ing can keep higher power level in the larger area to prolong the transmission
distance.

6 Conclusion

In this paper, we study an beamforming algorithm for MWPT System by mag-
netic resonant coupling. Firstly, the problem is formulated as a QCQP problem
that maximizes the power delivered to Rx load by jointly adjusting the currents
of different Txs with the constraint of the total system consumed power. For
solving the problem, we derive the lagrangian equation of the problem and do
a relaxation of the Lagrange multiplier to obtain the feasible solution. Then
we construct two distributed WPT systems: a multi-relay WPT system with
ETCM and benchmarks that use ETCM and magnetic beamforming without
relay coils. Firstly, by comparing the MWPT system and benchmarks, it can
be observed that relay coils can greatly enhance the efficiency of WPT system.
Then we verify that the beamforming algorithm presented in this paper makes
great improvements in both transmission power, efficiency and distance by com-
paring the performances of the magnetic beamforming algorithm and ETCM in
MWPT system. For future work, we will study the optimal relay coils placement
to maximize the energy transmission efficiency and avoid the overcoupling in the
WPT system.
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Abstract. With the rapid development of e-commerce, various types of
recommendation systems have emerged in an endless stream. Collabo-
rative filtering based recommendation methods are either based on user
similarity or item similarity. Neural network as another choice of rec-
ommendation method is also based on item similarity. In this paper, we
propose a new model named Self Attention based Collaborative Neural
Network (SATCoNN) to combine both user similarity and item simi-
larity. SATCoNN is an extension of Recurrent Neural Network (RNN).
SATCoNN model uses self-attention mechanism to compute the weight
of products in multi aspects from user purchase history which form a
user purchase history vector. Borrowing the idea of image style transfer,
we model the users’ shopping style by gram matrix. We exploit the max-
pooling technique to extract users style as a style vector in gram matrix.
The experimental results show that our model has better performance
by comparison with other recommendation algorithms.

Keywords: Deep neural network - Collaborative filtering -
Self-attention - Recommendation - User style

1 Introduction

With the development of Internet technology and e-commerce, e-shopping web-
sites are full of a large amount of product information. Recommendation system
can help users avoid information overload and improve user’s shopping efficiency.
Many companies use recommendation system to improve the sales of products,
such as the famous company Amazon, Alibaba, YouTube, and all, especially
in recent years, with the e-commerce has developed spurt, the recommendation
system plays an increasingly important role in it, and even Netflix has set up
the Netflix Prize to promote the development of the recommendation system.
With the rapid development of e-commerce, various types of recommendation
systems have emerged in an endless stream [22-24]. The traditional recommen-
dation system uses collaborative filtering to recommend products. Collaborative
filtering based methods are either based on user similarity or item similarity
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separately [12,13]. Recently, neural network has been used in recommendation
system, however, it is also based on item similarity which recommend product
according to similarity between the target item and the user purchase history.
Until now, no model has been proposed to combine these two kinds of similarity
for recommendation system.

Traditional collaborative filtering algorithms are generally divided into two
categories. One is based on the user similarity, these algorithms recommend the
products to the users according to user similarity, one is based on the similarity
of the items, they make recommendation by item similarity. Matrix factorization
is one of the most used models by collaborative filtering algorithm. Matrix fac-
torization uses a latent vector to represent a user and a product respectively, and
then through the dot product of the user vector and the item vector to obtain the
user’s score on the item, and is optimized by minimizing the root mean squared
error (RMSE), and the item is recommended to the user through the obtained
score. Since the interaction between user and item is too sparse, coupled with the
limitations of the matrix decomposition technology itself, the above model can-
not generate good recommended results. With the great success of deep learning,
more and more people will apply deep learning in the recommendation system,
deep learning has powerful data representation ability, feature abstraction ability
and model expression ability, it can better extract features from heterogeneous
data and then alleviate the problems of data sparseness and cold start.

But regardless of the traditional recommendation system or the new neural-
based recommendation system, only utilize the unilateral similarity, either the
similarity between the products, or the similarity between the users. Without
getting rid of the dilemma of using a single method, we propose a new model that
combines these two methods, when calculating the recommended probability of a
new product, not only considers the similarity between items, but also considers
the similarity between target user and the users have brought the target item.
The traditional recommendation system based recurrent neural network, using
vanilla attention, only considering the importance of each product from a certain
aspect, which will limit the expression ability of the model. We introduced a self-
attention mechanism to consider the importance of the products from different
aspects, we use the GRU model and the self-attention mechanism to model the
user history purchase sequence. The traditional method is to use the vector
obtained by the GRU and attention mechanism as an abstract representation of
the user history. We use the gram matrix in the image style transfer to model
the users shopping style separately, and use the max-pooling to extract the users
style. Because in the real world, the amount of implicit feedback is much larger
than explicit feedback, so the entire framework builds the relationship between
users and products based on implicit feedback. It uses a binary classfication
approach, using three embedding layers: user layer, item layer and target layer.



Self-attention Based Collaborative Neural Network for Recommendation 237

2 Related Works

2.1 Traditional Recommendation Techniques

Most of the traditional recommendation algorithms are based on matrix factor-
ization techniques and probabilistic models. The most classic model is the item-
based collaborative filtering recommendation algorithm [9] proposed by Sarwar,
Karypis, Konstan, and Riedl in 2001. They explored item-based collaborative
fltering techniques, and first analyzed the user-item matrix to identify relation-
ships between different items, and then used these relationships to indirectly
compute recommendations for users. In 2007, Salakhutdinov and Mnih [10] pre-
sented the Probabilistic Matrix Factorization (PMF) technique, which can per-
formed well on the large, sparse and very imbalanced dataset. In 2009, Rendle,
Freudenthaler, Gantner and Schmidt-Thieme [3] presented a generic optimiza-
tion criterion BPR-Opt for personalized ranking that is the maximum posterior
estimator derived from a Bayesian analysis of the problem. They also provide a
generic learning algorithm for optimizing models with respect to BPR-Opt. In
2011, Wang and Blei [11] proposed an algorithm to recommend scientific arti-
cles to users of an online community, their approach combined the merits of
traditional collaborative filtering and probabilistic topic modeling.

2.2 Recommendation Based on Neural Network

With the great success of deep learning in natural language processing, speech
recognition and computer vision, more and more people apply deep learning in
the recommendation system [17-20]. In 2015, Wang, Wang, and Yeung [5] pro-
posed a hierarchical Bayesian model called collaborative deep learning (CDL),
which jointly performs deep representation learning for the content information
and collaborative filtering for the ratings (feedback) matrix. In 2016, Tan, Xu
and Liu [7] further studied RNN-based models for session-based recommenda-
tions, and proposed the application of two techniques to improve model per-
formance, namely, data augmentation, and a method to account for shifts in
the input data distribution. In 2017, He, Liao and Zhang [4] explored neural
network architectures for collaborative filtering. They devised a general frame-
work Neural network-based Collaborative Filtering (NCF), and proposed three
instantiations—GMF, MLP and NeuMF—that model user-item interactions in
different ways. In 2018, Wang, Zhang, Xie, and Guo [2] proposed DKN, a deep
knowledge-aware network that takes advantage of knowledge graph represen-
tation in news recommendation to addresses three major challenges in news
recommendation.

3 Preliminary

3.1 Implicit Feedback

Among user product interactions, there are many behaviors that can be used
to infer user preferences, such as click, browse, favorite, etc. These behaviors do
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not explicitly show the preferences of the user. The amount of implicit feedback
is much larger than explicit feedback. The explicit feedback is that the user
clearly expresses that he likes a item. For example, a user gives a item 5 points
and give another item 0 points. This paper mainly models the implicit feedback
behavior between users and items. Assume there are m users and n items, we
define implicit user item interaction matrix R € R™*™ [4] as

R — 1, if user i interacted the item j;
0, otherwise.

(1)

When the element value of the user-item interaction R;; is 1, it means that
there is interaction between user ¢ and item j, Note that R;; = 1 does not mean
that the user 7 likes item j. Similarly, R;; = 1 in the matrix does not mean
user i don’t like item j. The observed phenomenon reflects at least the user’s
interest in the item. The unobserved entry is just a missing value and lacks
negative feedback, but can be considered as a mixture of negative information
and potential interactions, the user might not like item, or user is just not aware
of this item.

3.2 Recurrent Neural Network

The Recurrent Neural Network (RNN) implements one of the most popular
models for solving the time series problem today. There are two main models
in the recurrent neural network, one is Long Short-Term Memory (LSTM), the
other is Gated Recurrent Unit (GRU), both models can alleviate the problem
of the vanishing gradient of the recurrent neural network, but the GRU model
need fewer parameters than the LSTM model and in various studies, e.g., in [16]
and the references therein, it has been noted that GRU is comparable to, or even
outperforms, the LSTM in most cases [15]. So we use the GRU model to encode
the user’s historical sequence.

3.3 Attention Mechanism and Self-attention Mechanism

The attention mechanism was first used in image processing and machine trans-
lation models [1], because it has achieved excellent results in both models, more
and more people apply it to other deep learning models. However, the core idea
is consistent. The candidate elements are given different weights by the rela-
tionship between the target and the candidate set. Finally, the weighted average
vector of the candidate elements is obtained as the vector we want to use. The
usual attention mechanism is Bahdanaus additive style. First we calculate the
score between the target and the candidate set:

score(hg, he) = vl tanh(Wyihy + Woh,) (2)
where the weight of the candidate set element is given by the following formula:

hi, he
s — c(jxp(score( £y he)) 3)
> oy exp(score(hy, he))
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the weighted average of the candidate set elements is:

C
Ct = Z atchc (4)
Cc=1

Finally, we can get our attention vector by the following formula:
ar = f(eg, he) = tanh(Welet; he) (5)

We represent the item vector in the user history as H = (hq, ha, ... hy,). The
attention mechanism takes the H as input, and outputs a vector of weights a:

a = softmax(wtanh(We HT)) (6)

The standard attention mechanism that assigning a single importance value to
a item makes the model focus on only one specific aspect of items. Thus, to
capture the user preference from different aspects, we need to perform multiple
hops of attention [25]. so the vector wss become a matrix. We get the weight:

A = softmazx(Weatanh(We HT)) (7)
The attention matrix is as the following;:

M = AH (8)

4 Self-attention Based Collaborative Neural Network
for Recommendation

4.1 Time-Aware User History Sequence Features

The extraction framework for timing features is as shown in Fig.1: First, We
get the user’s history item vectors Hist, from the item embedding. Hist, is
a d; x N matrix. d; indicates the dimension of the item vector. N indicates
the number of the items in user’s history. Connecting the item vectors obtained
from the item embedding layer with their corresponding tags, we get Hist, tqg
Histy tag is a (d1 +d2) X N matrix. dy indicates the dimension of the tag vector.
We use the user vector to initialize the hidden state, We enter the Hist, 44 into
the GRU model to get the output vectors H,,;. We use H,,; as the input for
self-attention:

Ap, = softmax(Witanh(WoHZ, ,)) (9)

My, = ApHopuwe (10)
Finally, we get an abstract representation of the user’s history:
up = at(thl + bl) (11)

a; indicates the active function,w; indicates a vector.
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Fig. 1. SATCoNN model

4.2 Shopping Style Model

In this section, we use the gram matrix in the image style transfer to model
the users shopping style. The gram matrix can extract the correlation between
features. We make the dot product of the matrix Hist, s,y and its own transpose
to get the gram matrix S. S is a (dy + d2) X (dy + d2) matrix. For each element
S;; in the S matrix is obtained by:

=N
Sij=Hn+xHyj+HyxHyj+- -+ HinxHyj = ZHm*ij (12)
k=1

For the simplicity of the formula, we simplify Hist, 1.q to H. S;; represents the
sum of the correlation strengths of the i-th feature and the j-th feature on each
item, we only take the largest element in each row, so we use the max-pooling
to extract the users style:

us = max — pooling(S) (13)

ug is the user’s style vector.
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4.3 User Similarity Model

In this section, we mainly model the relationship between users and users. We call
these users who interactive the target item i; as positive users U, and call these
users who dose’t interactive the target item as negative users U,,. The target item
vector i; contains its corresponding tag vector. According to the assumption of
collaborative filtering, similar users are more likely to purchase similar items,
therefore, we sample multiple positive users, and obtain the similarities between
the target user and the positive users through the cosine similarity. We want
to consider the similarity between the target user and the positive users under
the condition of the target item, which is a bit like the conditional Gan model,
so we concatenate the target user u; and the target item, and through a linear
transformation. We use sim,, represent the similarity vector between positive
users and target user. We also sample multiple negative users. If the target users
are more similar to these users, the target users are less likely to interact with the
target item. Of course, these similarities are calculated under the condition of the
target item. We use sim,, represent the similarity vector between negative users
and target user. Here, we do not use the vanilla-attention mechanism, mainly
because we want to highlight similar strength, and using the vanilla-attention
mechanism will loss similar strength information. We use the cosine similarity to
calculate the similarity vector between the target user and the candidate users,
then we use 0.5 4 0.5c0s(€@) to normalize the cosine similarity. We concatenate
sim, and 1 — sim,, to get a vector sim, Then we pass the vector sim through
the multi-layer perceptrons and relu function get a scala sup. sup indicates the
support strength of these candidate users to the target users.

sim = cat(SIM(U,, Weat(ig, ug)), 1 — SIM(U,,, Weat(iy, ut))))  (14)

cat is the concatenate function, W is the linear transformation. SIM is the
similarity function.

4.4 Combined Model and Loss Function

We connect the user history vector uy, the user style vector ug, the target user
vector u;, and the target item vector i; to get the vector v. Then we pass the
vector v through the multi-layer perceptrons, and get a scala r. We consider
the final problem as a binary classification problem. We take the support we
get in the third quarter and the scala r through linear combination and sigmoid
activation function to obtain the predicted probability p,;. The probability p,;
represents how likely user u is relevant to item i. We optimize the results by
minimizing the negative logarithm of the likelihood:

(u,i)ER

Yui 18 1 indicating that user u has a relationship with item i, and 0 otherwise. We
use the stochastic gradient descent method (SGD) to optimize the loss function.
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For negative samples, we treat items that have not interacted with the user
as negative samples and take a sample to obtain negative samples. In order to
prevent overfitting, we will add L2 regularization term to the loss. We also made
some restrictions on the similarity. We hope that the similarity between the
positive users and the target item is greater, while the similarity between the
negative users and the target item is smaller. The total loss is as follows:

loss = J(0) + )\u||ut||§ + )\ZHth% + Apmean(Upiy) — Apmean(Uyit) (16)

Au, iy An, and A, are hyperparameters that control the weight of each loss term.
mean is the mean function.

5 Experiments Evaluation

We conducted a lot of experiments to evaluate the performance of our model, our
model shows good performance by comparison with other models. In this section,
we mainly introduce our experiment part, including the detailed introduction of
the experiment data set, the evaluation criteria of the experiment, the setting of
the specific parameters of the experiment and the comparative experiments of
this paper.

5.1 Datasets and Evaluation Metrics

We used two public datasets for training. The two datasets are Amazon (Elec-
tro)! [21] and MovieLens (1M)2. The dataset of Amazon (Electro) is mainly
related to electronic products. There are various information such as price,
description, category, and user’s review information, there are 192,403 users,
63,001 items, 801 product categories and 1,689,187 interaction in the Amazon
(Electro) dataset. The MovieLens (1M) dataset is mainly related to movies,
with a total of 6,040 users, 3706 items, 18 product categories and 1,000,209
interactions.

Table 1. Dataset statistics

Dataset name Domain

Users Items | Categories | Interactions
Amazon (Electro) | 192,403 | 63,001 | 801 1,689,187
MovieLens (1M) 6,040 | 3,706 | 18 1,000,209

In this experiment, we followed the common strategy that randomly samples
100 items that are not interacted by the user, ranking the test item among the
100 items. we mainly use the AUC [6] to evaluate our model.

! http://jmcauley.ucsd.edu/data/amazon/.
2 https://grouplens.org/datasets/movielens,/ .
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5.2 Parameter Settings

In the experiment, we set the user vector, item vector, and label vector dimen-
sions to 128, 64, 64, respectively, We used the Matrix factorization technology to
pre-train user embedding, item embedding and tag embedding. we will add the
drop-out layer [8] during training to prevent overfitting, and drop-out rate is 0.5.
We choose the relu activation function to activate. We use the stochastic gradient
descent method (SGD) to optimize the loss function. The learning rate is set to
2e—4. For each positive sample, we extract [1-5] negative samples for training.
But, for BPR model, it only extract 1 negative sample for each positive sample
in the training. The regularization hyperparameters \,, \; are set to 3e—5 and
An, Ap are set to 4e—5. and we clip the gradient of the backpropagation during
training.

5.3 Baselines
The comparison algorithm of this paper is as follows:

— BPR [3]: This mainly adopts matrix factorization and probability model,
and optimizes the pairwise loss to obtain the user’s item ranking.

— GRU RNN [6]: We used the comparison model in [6], we changed the LSTM
unit in the model to the GRU unit, the stacked depth is set to be 1.

— GRU+Attention [6]: We introduced the attention mechanism based on the
above GRU RNN model.

0.0500 0.048
0.0475 0.046
0.0450 0.044
0.0425 0.042
0.0400 0.040
0.0375 0.038
0.0350 0.036
0.0325 0.034

gru_self_att aspectl gru_self_att aspect2
0.0550
0.046 0.0525
0.044 0.0500
0.042 0.0475
0.0450
0.040 0.0425
0.038 0.0400
0.0375
0.036 0.0350
gru_self_att aspect3 gru_self_att aspect4

Fig. 2. The attention weight from different aspect
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Fig. 3. The AUC in different number of negative samples per positive instance

Figure 2 shows the weight of self-attention on 25 different items of 4 aspects
on the MovieLens. For the convenience of display, we reshape the weights of 25
items into a 5 x 5 matrix. We can see that the same item has different weights
in different aspects.

From Fig. 3, we can see that our models are significantly better than other
models under different sampling strategies on the MovieLens, the rnn+attention
is not significantly improved relative to the RNN model, which might because the
RNN+Attention model only compute the attention weight from single aspect.
Our model is much better than the best performing model RNN-Attention
model in all the comparison models, which might because our model not only
compute the attention weight from multi aspects, but also combine user simi-
larity and user style. From Fig. 3, we can see that our model still performs well
relative to other models on the Amazon dataset.

The Table 2 is the mean of AUC from different sample strategy. Our model
is 3.26% points higher than the best performing RNN+Attention model in the
MovieLens dataset. In the Amazon dataset, our model is 2.73% points higher
than the best-performing RNN+Attention model. From the Table 1, under the
same model, the AUC value in the MovieLens dataset is significantly higher
than the AUC value in the Amazon dataset. This phenomenon may be related
to the dataset. We can see from Tablel that the interaction density in the

Table 2. The mean AUC of different sampling strategy on various algorithms

Algorithm name | Dataset

MowieLens | Electro
BPR 0.7732 0.7463
RNN 0.8352 0.8134
RNN+Attention | 0.8516 0.8373
SATCoNN 0.8842 0.8646
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MovieLens dataset is greater, while in the Amazon dataset, the interaction of
user item interaction is very sparse, but we can see our model still show excellent
performance on sparse dataset.

6 Conclusion

In this paper, we combine the model based on user similarity with the model
based on item similarity to solve the shortcomings of insufficient expression abil-
ity using a single model, and for the first time, we apply the Gram matrix in
image style transfer to the recommendation system to model the users preference
style, and use the max-pooling to extract the abstract representation of users
preferences style, and we introduced the self-attention+gru model to compute
the weight of products from multi aspects. For future work, we still have some
room for improvement, such as the price of the item, the user’s review informa-
tion, and the user’s different behaviors such as clicks, browsing, etc., which have
not been fully utilized. These jobs hope to be solved in the future.
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Abstract. With data growing exponentially, more and more people pre-
fer to share data with others by storing the data in edge servers. However,
edge server cannot be deemed completely trustable as the sensitive data
my be disclosed. Therefore, in this paper, we propose an efficient and
secure data sharing scheme for edge storage by employing Ciphertext-
Policy Attribute-Based Encryption (CP-ABE) which can be utilized to
conduct fine-grained control. This scheme can not only support data
recovery when some edge servers break down by employing Secret Shar-
ing Scheme, but also can support semi-trusted third party authority via
employing re-encryption method. That is, the third party authority can
not either reveal the private data stored in edge servers. Finally, we ana-
lyze security of our scheme to demonstrate that this scheme is resistant to
eavesdropping attack and colluding attack. Additionally, relevant exper-
iments results are shown that the scheme is feasibility and efficiency.

1 Introduction

Recent years, with the explosive growth of data, data sharing has been applied
in many fields and brings much benefits for us. For example, the educational
digital resources can be shared among some universities to improve the quality
of education [1]. Medical data of hospitals can also be shared with scientific
research institution to assist them in medicine development [2,3]. As the size
of shared data grows rapidly, it brings much storage pressure and computation
costs. Therefore, data sharing based on edge storage is attracting more and more
interests [4].

Although edge storage bring us much convenience, they also bring security
and privacy issues [5-7]. Data owners usually upload the data to edge servers,
which may make data owners lose the control over data and face privacy leakage
risk. That is, a malicious server or an attacker may compromise the data stored
in server to disclose privacy information of data owners [8,9]. Therefore, some
works on privacy-preserving data sharing have been proposed [5,10,11]. Most of
them encrypt the shared data and develop access control policy by employing
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ciphertext-policy attribute-based encryption(CP-ABE) [12,13]. However, there
are still two critical problems to be solved.

— When some edge servers break down, data stored in servers will be lost.
— The third party may be curious about the shared data, which is causing
data owners’ privacy information leakage.

To address the aforementioned problems, in this paper, an efficient and secure
data sharing scheme based on edge storage is proposed. The contributions are
summarized as follows:

— First, we construct a data sharing scheme based on Secret Sharing Scheme
and Attribute-Based Encryption, which supports distributed storage and
file recovery.

— Second, third party authority and edge servers can not reveal the data shared
by data owner in our scheme. It should be noted that we do not consider
collusion action between them.

— Third, data owners and data users can always communicate with the nearest
edge server, which can reduce the communication cost.

— Finally, we present comprehensive security analysis and experiments of our
scheme. The security analysis shows our scheme can resist several attacks
such as eavesdropping attack, replay attack and so on; the experimental
results demonstrate that our scheme is efficient and reduces computation
overhead of data owners and data users.

The remainder of this paper is organized as follows. In Sect. 2, we discuss related
works. We introduce our system model, attack model and design goals in Sect. 3.
In Sect.4, we introduce Bilinear Map, Bilinear Diffie-Hellman problem(BDH),
Rabin cryptosystem, Secret Sharing Scheme and Attribute-Based Encryption.
Then, we present our scheme in Sect. 5, which is followed by its security analysis
and performance evaluation in Sects. 6 and 7 respectively. Finally, we draw our
conclusions in Sect. 8.

2 Related Works

The importance of security of shared data stored in cloud servers and edge
servers has attracted much attention from both academy and industry. Many
privacy-preserving data sharing schemes have also been proposed [14,15]. In this
section, we mainly summarize some state-of-the-art schemes for data sharing
privacy preservation.

For instance, Green et al. [16] and Lai et al. [17] propose an efficient CP-
ABE scheme with outsourced decryption to reduce computation costs on the
user side. Liu et al. [18] propose a multi-owner data sharing system based on
CP-ABE which supports dynamically add and remove user without interfering
with data sharing. Tian et al. [19] propose a secure and flexible data sharing
scheme based on CP-ABE to support fine-grained access control for cloud stor-
age. Wang et al. [20] propose a three-layer privacy preserving cloud storage
scheme based on fog computing.
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In this paper, we propose an efficient and recoverable data sharing scheme by
employing ABE, Rabin encryption, AES encryption, signature mechanism and
so on. This scheme can reduce computation costs on the user side and resist many
attacks such as replay attack, collusion attack. However, it should be mentioned
that we do not consider the collusion action between trusted authority and other
entities.

3 System Model, Attack Model, and Design Goals

In this section, we formalize the system model, analyze attack model and present
our design goals.

3.1 System Model

In our system model, we mainly focus on how data owner shares data with
users via using the privacy-preserving method. There are four entities, including
(TA) trusted authority, data owner, data user and edge server. We consider
that many people in a certain region intend to share data with some particular
persons. Each person can be a data owner and a data user. Besides, there are
many edge servers with some computation and storage capacity around people.
Data owners uploads encrypted data to the edge servers and data users request
data from them. The system model is shown in Fig. 1.

1. Trustable Authority: TA is a semi-trustable authority entity, which boot-
straps the system by generating and sending system parameters honestly to
data owner, data user and edge server in a secure channel. It also assists in
user registration. However, it might try to disclose shared privacy data of
data owners which are stored in the edge servers.

2. Data Owner: DO is an honest entity responsible for uploading data to edge
server.

3. Data User: DU is an entity who wants to request data shared by DO.
However, some invalid DU may try to collude to obtain the data stored in
edge servers.

4. Edge Server: ES is in charge of data storage for data owner and provides
data retrieval for data users. Each edge server has some storage space and
computation resource.

3.2 Attack Model
We take into consideration the following three types of attack in our system.

1. External Attack: An adversary may eavesdrop, modify or replay the trans-
mitted data during communication among DO, DU, TA and ES to reveal

users’ privacy information. It might also compromise ES to disclose the data
stored by DO.
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Fig. 1. System model

Collusion Attack: For some DUs who do not have the corresponding permis-
sion to access data, they may try to disclose the data by colluding together.
Moreover, we also consider that some DUs without access permission and
ESs collude to achieve this goal. However, it should be mentioned that we
do not take into account the collusion between TA and ESs.

3.3 Design Goals

Under the aforementioned system model and attack model, our design concen-
trates on proposing a privacy-preserving, efficient, flexible, reliable and fault-
tolerant data sharing scheme. Specifically, the following three objectives should
be achieved:

1.

4

Privacy-Preserving: Secure and privacy is the primary goal of system design.
All the transmitted data is encrypted to protect the original data from
being revealed, which can guarantee confidentiality, integrity and anti-replay
protection. It is very difficult for adversary to compromise DO’s privacy by
accessing the data stored in ESs.

. Fault-Tolerant: ES devices may break down sometimes, which may result

in losing important data stored in these ESs. Therefore, this scheme should
achieve that even if some ESs break down, other ESs can still retrieval all
the original data of DO.

. Efficiency: This scheme should take into account computation and com-

munication efficiency. Specifically, computation overhead of DO and DU,
and storage overhead of ES should be reduced. Besides, the communication
overhead should be also reduced as much as possible.

Preliminaries

In this section, we review the related mathematical concepts for our protocol
construction and security analysis.
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4.1 Bilinear Map

We assume that G; and Gy are two cyclic groups with the prime order p. We
define e : G; x G; — G» as the bilinear map that has the following properties:

1. Bilinear: For all P, Q € G; and a, b € Z,, e = (aP,bQ) = e(P, Q). Here

Zp, =0,1,...,p — 1 is the Galois field of order p.

Non-degeneracy: The generator ¢ satisfies e(g, g) # 1.

3. Computability: There is an efficient algorithm to compute e(P, Q) for
VP, Q € G.

N

4.2 Bilinear Diffie-Hellman Problem (BDH)

Given two groups G; and Gs with the same prime order p, let e : G; x Gy = Go
be a bilinear map and g be a generator of G;. The objective of BDH is to compute
e(g,9)%¢ in (G1, Gy, e) from the given (g, g%, g%, g°), where a,b, c € ZP.

4.3 Rabin Cryptosystem

Rabin cryptosystem is an asymmetric cryptographic technique, whose security is
related to the factorization of large prime numbers. The Rabin cryptosystem can
shift computation complexity from clients to the server. Therefore, it is efficient
for terminal devices with low computing power to implement encryption.

4.4 Access Structure

The description is similar as the definition in [21]. Let Py, Py, ..., P, be a set
of parties. A collection A C 2{P1.P2-Pn} i monotone if VB,C : if VB € A
and B C C then C' € A. An access structure (respectively,monotone access
structure) is a collection (respectively, monotone collection) A of non-empty
subsets of P, Ps, ..., P,,i.e., A C 2{P1’P27“"P"}\(Z). The sets in A are called the
authorized sets, and the sets not in A are called the unauthorized sets.

4.5 Ciphertext-Policy Attribute-Base Encryption

In this section, we present an brief introduction of Ciphertext-Policy Attribute-
Base Encryption (CP-ABE) by Waters [21]. It can be composed of the following
algorithms:

— Setup: It outputs the public parameters PK and a master key MK based on
set up algorithm.

— Encrypt(PK, M, A): The encryption algorithm encrypt the message M with
the public parameters PK and an access structure A over the universe of
attributes to obtain the ciphertext CT.

— Key Generation(MK, S): TA can generate a private key SK by inputting
the master key MK and a set of attributes S of user.

— Decrypt(PK, CT, SK): User can decrypt the CT which contains an access
policy A with public parameters PK and the private key SK.
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5 Owur Scheme

In this section, we present an efficient privacy-preserving edge storage scheme.
In this scheme, we mainly focus on two points. One is how to recover data stored
in ESs when some ESs break down. The other is how to protect the stored data
from leaking. We assume that there are n ESs which have some computing power
and storage capacity in a certain area. DOs can share their data by uploading it
to ESs and establishing access policies to permit the valid DUs to access. That
is, TA, ESs and invalid DUs can not obtain plaintext of shared data. However,
we don’t take into account the collusion between ES and TA.

5.1 Initialization

Setup Parameters. For the edge storage system, we assume that TA will boot-
strap whole system. First, TA generates a pair of asymmetrical key(kipy, kipr)
for itself and setup the corresponding parameters about ABE. It will choose two
random exponents «, 3 € Z, and a bilinear group Gy of prime order p with
generator g. The public key will be published as: PK = Gg, g,h = ¢°, (g, 9)°.
The master key MK is (8, g%). Moreover, when one system i-th user finishes
registration, TA will assign him corresponding attributes set .S; and a pair of
asymmetrical key(kL,,, k%,.). The system user can be DO or DU. It should be
noted that all the initial keys and parameters are transmitted to the correspond-
ing object by a secure channel, and all the public keys will also be published.
Besides, every two FESs will be pre-deployed with the same initial symmetri-
cal key and corresponding parameter which is used to update the key. In other
words, the i-th ES can communicate with j-th ES by using the same symmetrical
key k;; and the corresponding parameter using for updating k;; is ;5. That is,
kij = H(ki; _ |l¢i;). It should be mentioned that the symmetrical key between
two ESs is only known by themselves, TA also does not know it. Finally, each
ES will also generate a pair of key (Kepu,, kepr,). The public key kep,, will be
published and the private key ke, will be hidden secretly.

ABE KeyGen. After assigning system users a set of attributes S, TA outputs
a key that identifies with the set. We assume that the i-th system user whose
attribute set is S; requests the ABE private key. TA obtains a set of hash value
S; on each attribute of S;. Then, TA chooses a random r € Z,, and r; € Z,
for the hash value of each attribute j € Si. Then TA computes the key as:
SK = (D = g«™/Bvj e S/ : D; =g H(j)"7,D} = g"). Finally, SK
is transmitted to corresponding system user by a secure channel. It should be
noted that once one system user’s attribute set has changed, it must request the
new ABE private key by transmitting its attribute set to TA.

5.2 Upload Data

When one DO wants to share data M with others, it should finish the following
three phases: key exchange, encryption and digital signature.
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CP-ABE Encryption. In order to share data with others, DO encrypts the
shared data M by employing CP-ABE which is proposed by Waters [21]. Firstly,
the DO will extract a keyword keyword from M and conduct a hash operation to
get H(keyword). Then, DO assigns a tree access structure I" and the root of I" is
R, the leaf node is the hash value of attribute set. We let Y be the set of leaf nodes
of I'. Moreover, DO will choose polynomial g, for each node = of I" and choose
a random s € Z,. It should be mentioned that qr(0) = s. After above steps,
DO can encrypt M under the assigned access policy I' and get the ciphertext
CT = (I,C = Me(g,9)**,C = h*,Vy € Y : C, = g, C, = H(att(y))®©).

Digital Signature and Re-encryption. In order to promise the prop-
erty of data for owner, DO will calculate the signature with his pri-
vate key ks, which can be denoted as Sig = Ey,,  (H(CT)||H (keyword)).
Then, the asymmetrical encryption with the public key of the near-
est ES should be computed to get the final ciphertext FC =
Bk, (CT||T||H (keyword)||H(CT||T||H (keyword))||Sig). Finally, F'C' will be
uploaded to the nearest ES (i-th ES) by DO.

5.3 Distributed Storage

When receiving F'C' from DO, ES decrypts it with private key kepr, to
get CT, T, H(CT||T||H (keyword)), Sig, H(keyword) at first. ES can also ver-
ify whether F'C' has been replayed, tampered or personated by checking T,
H(CT||T||H (keyword)) and Sig. After these operations, CT will be divided
into n pieces randomly (we assume there are n ESs in a certain area) based
on (t,n) threshold scheme proposed by Shamir [22] and n — 1 pieces will be
transmitted to other ESs. To guarantee adequate security of shared data, we set
t =n/2+ 1. That is, only more than half of the ESs can recover CT'. The detail
of distributed storage based on secret sharing scheme can be shown as following.
C'T will be split into ¢ pieces randomly, and the ¢ pieces will be used as parame-
ters to construct a polynomial. Then, ES will choose n different numbers such as
1,2,...,n — 1,n, and calculate the corresponding result (such as mq,mao,...,m,)
based on the constructed polynomial. Finally, ES can obtain n pieces data
CTl, CTQ, ceny CTn (CTl = (1,7’77,1)7 CT2 = (Q,mg), ceey CTn = (n,mn)) When
some ESs break down, other ESs can also recover the data just based on ¢
pieces data.

In order to protect the sensitive data of the data owner, the i-th ES
encrypts the piece data with corresponding symmetrical key before transmit-
ting it to other n — 1 ESs. We assume that CT" has been divided into n
pieces (CTy,CTy,..CT;...,CT,,i # j). The i-th ES will encrypt CT; with
the k;; and transmit the ciphertext to the j-th ES, which can be denoted as
Cj = Ey,,(CT}||Sig||H (keyword)||T||H(CT}||Sig||H (keyword))). When receiv-
ing Cj, the j-th ES will decrypt it and check whether this message has been
tampered or replayed at first. Then, CT}, Sig, H (keyword) will be stored in the
j-th ES.
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5.4 Access Data

We assume one DU wants to request data from ESs, it must finish the following
two phases.

Request Data. If i-th DU wants to request data from ESs, it should
do a hash operation on the keyword which it wants to request to obtain
H(keyword). Besides, DU will generate a symmetric key K and make a sig-
nature based on his private key k% . which can be denoted as DUgiy =
Eyi  H(H(keyword)||T). Moreover, DU will encrypt H (keyword), K, T, DUsig
with public key kep,, of the nearest ES (i-th ES) NES to get a ciphertext
Cy = Ek,,,, (H(keyword)||K|[DUg;y||T) Finally, C,, will be transmitted to
NES.

When receiving C,, from DU, NES decrypts it to obtain H(keyword),
K, DUsgiy, T and verify integrity, non-replayed by checking the signature
DUg;y and the real time 7. Then, NES will encrypt DUg;q, H(keyword)
and T with symmetric key of each two ESs, which can be denoted as Regq;, =
Ey,; ((H(keyword)||T||DUs;y) and send Reg; to other n—1 ESs. When receiving
Req;, the other ESs will check whether this request is from valid DU by checking
DUsg;,. If it is, the nearest ¢ — 1(¢ is the threshold value of recovering CT') ESs
for NES will search the requested data based on H(keyword) and transmit the
pieces of data to NES.

After receiving ¢t — 1 pieces of the required data, N ES can recover the whole
ciphertext C'T of original data based on t — 1 pieces from other ESs and one
piece of data stored in itself. The process of data recover is the same as that in
“Distributed Storage” phase. After recovering CT, NES will encrypt it with K
which is from DU to get the ciphertext C, = Ex (CT||T||H(CT||T)).

Decryption. When receiving C,. from the NES, DU decrypt it to obtain CT, T
and H(CT||T) and verify whether this message have been tampered or replayed
by calculating and checking H(CT||T). If success, DU will decrypt CT with its
ABE private key which is generated based on its attributes set to obtain the
required data M. The detail of decrypting of ABE can be shown as follows: If
the node x is a leaf node, then

e(Di’Cw) _ e(gr : H(i)”’ng(o))
(D C,) ~ ey, HiywO)

(0)

(1)

If the node z is a non-leaf node, then for all nodes z that are children of z, it calls
DecryptNode(CT,SK, z) and stores the output as F,. Let S, be an arbitrary
k,-sized set of child nodes z. If there is a valid S, then

DecryptNode(CT,SK,x) = =e(g,g)"%
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A' !
F, = H F, "% where i = index(z), S, = index(z) : z € S,

ZE€ES,
=TI (elg. g2t = TT elg. g @
zE€S, .5,

Therefore, DU can obtain the plaintext of data by computing

C/(e(C,D)/e(g,9)"*) = Cle(h®, g *T/P) Je(g,9)"*) = M (3)

6 Security Analysis

In this section, we analyze security properties of proposed schemes at first. In
particular, we focus on how this scheme can resist various attacks and achieve
privacy preservation.

6.1 Against Eavesdropping Attack

An attacker may disclose the shared data of DO by eavesdropping the mes-
sage which are transmitted through the communication channel. However, in our
scheme, all the message are encrypted with symmetrical encryption or asymmet-
ric encryption before transmitting. Moreover, only the receiver has corresponding
secret key to decrypt it. Therefore, it is impossible for attacker to decrypt and
reveal the transmitted data by brute-force with a non-negligible probability.

6.2 Against Colluding Attack

It should be mentioned that we do not consider the collusion between TA and
any other entities. We mainly pay attention to the collusion action between ESs
and invalid users. We assume that ESs and DUs want to disclose the data stored
in ESs by colluding. In our scheme, the data which encrypted by ABE is stored
in the ESs as ciphertext. Therefore, even if ESs and invalid user collude to obtain
complete ciphertext, they can not decrypt it without corresponding secret key.

7 Performance Evaluation

In this section, we evaluate the computation overheads of proposed scheme. It is
well-known for us that computational cost of hash functions and addition opera-
tions are much lower than modular exponentiation and multiplication operations.
Hence, the cost of hash functions and addition operations can be ignored and
only the computational cost incurred by encryption and decryption operations
will be considered in this study.

We assume that there are totally n ESs in the edge storage system, the
threshold value of recovering data is ¢. Note that Sha and Rec are the computa-
tional costs of data splitting operation and recovery operation based on Secret
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Sharing Scheme, respectively. A, and A, are the computational costs of an AES
encryption operation and an AES decryption operation, respectively. Att. and
Atty are the computational costs of an Attributed-Based encryption operation
and an Attributed-Based decryption operation, respectively. Sig and Ver are
the computational costs of an signature operation and an verification operation,
respectively. R, and R, are the computational costs of an Rabin encryption
operation and an Rabin decryption operation, respectively. For one DO, one DU
and one ES, we analyze the computational cost in our scheme as follows.

For DO, In the upload data phase, an Attributed-Based encryption operation,
a Rabin encryption operation and a signature operation are necessary. Hence,
the total computational cost for one DO is R, + Att. + Sig.

For ES, there are two cases to consider: (i) If ES receives data from DO,
a verification operation, an Rabin decryption, an data splitting operation and
n — 1 AES encryption are required, which can be denoted as Ver + Sha + (n —
1)A. + Ry; (ii) If ES receives request from DU, a verification operation, n — 1
AES decryption operation, an AES encryption operation, an Rabin decryption
operation, a data recovery operation are required. which can be denoted as
Ver+ (n—1)Aq + nA. + Ry + Rec.

For DU, a signature operation and an Rabin encryption are required in
request data phase. When receiving the ciphertext of data from ES, an AES
decryption and an Attributed-Based decryption operation are required. Hence,
the total computational cost for one DU is Sig + R + Agq + Atty. Table 1 sum-
maries the computational cost of DO, ES and DU. We conduct the experiments
running in python on a 3.7 GHz-processor 16 G-memory computing machine on
Windows 10 to study the operation costs. The experimental results indicate that
an AES encryption operation with 256-bit key almost costs 0.004 ms, an AES
decryption operation with 256-bit key almost costs 0.0039 ms. When the pub-
lic key of Rabin is 128-bit, an encryption operation costs almost 0.001 ms and
an decryption operation costs almost 0.09 ms. An data splitting operation and
recovery operation cost respectively almost 14 ms and 5 ms when the threshold
is (50,100). An RSA signature operation costs almost 3ms and an authentica-
tion operation also costs almost 0.3 ms. Besides, We conduct Attributed-Based
encryption and decryption running in C++ on a 3.2 GHz-processor 8 G-memory
computing virtual machine on Ubuntu. The experimental results indicate an
Attributed-Based encryption operation on nearly 8 MB file costs almost 69.3 ms
and an Attributed-Based decryption operation on nearly 8 MB file costs almost
89.8 ms.

Therefore, on the DO side, the total computational cost of one DO can be
denoted as 0.001 + 69.3 + 3 = 72.301 ms. For ESs, there are two cases. When
DO uploading data to ESs, the total computational cost of the nearest ES for
DO can be denoted as 0.3 + 14 +0.004 x (n — 1) +0.09 = 0.004 x n + 14.386 ms.
When DU requesting data to ESs, the total computational cost of the nearest
ES for DU can be denoted as 0.3 + 0.0039 x (n — 1) 4+ 0.004 x n + 0.09 + 5 =
0.0079 x n + 5.3861 ms. On the DU side, the total computational cost of one Du
can be denoted as 3 4 0.001 + 0.0039 + 89.8 = 92.8049 ms. Hence, in the upload
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Table 1. Comparisons of functionality

Entities Computational cost

DO R. + Att. + Sig

ES | Case-I |Ver + Sha+ (n —1)Ac + Ra
Case-II | Ver + (n — 1)Aq + nAc + Rq + Rec
DU Sig + Re + Aq + Atta

140
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1201 1
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Fig. 2. Total communication costs in upload and request phase

phase, the total computational cost for DO and the nearest ES is 72.301+0.004 x
n+14.386 = 0.004 x n+86.687. In the request phase, the total computational cost
for DU and the nearest ES is 92.8049+0.0079 x n+5.3861 = 0.0079 x n+98.191.
As shown in Fig. 2, which illustrates that our scheme is efficient.

8 Conclusion

In this paper, we propose a secure and efficient data sharing scheme for edge stor-
age: The encrypted data are divided into many pieces based on Secret Sharing
Scheme and each edge server stores one piece; in this way, just a certain number
of pieces can recover integrate data. It voids the stored data lost, and reduce
the storage load for edge servers. Moreover, this scheme can resist a variety of
attacks such as eavesdropping attack, colluding attack and so on. Furthermore,
the experiment result shows that our scheme is efficient and feasible. For the
future work, we plan to add attribute revocation mechanism to this scheme and
deploy it in real-world data sharing system based on edge servers.
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Abstract. This paper investigates the truthfulness establishment prob-
lem between two nodes (vehicles) in a vehicular network. We focus more
on the case when no interaction has been conducted and we use the
Point of Interests (POIs) visited by the two nodes (vehicles) to establish
the initial truthfulness. It turns out that this is a general version of a
well-studied problem in computational genomics called CMSR, (Comple-
mentary Maximal Strip Recovery) in which the letters (similar to POIs)
cannot be duplicated, while in our problem POlIs could certainly be dupli-
cated. We show that one version (when noisy POIs are deleted all the
remaining POIs must be involved in some adjacency), is NP-hard; while
the other version (with the adjacency involvement constraint is dropped),
is as hard as Set Cover. We then design a practical solution based on
local search for the first problem. Simulations with various synthetic data
show that the algorithm is very effective.

1 Introduction

While preserving privacy is important in a vehicular network, an even more
important problem is that when two vehicles (nodes) communicate, one needs
to determine the trustfulness of the other. This security issue must be addressed
due to the special safety requirement of vehicular ad hoc networks (VANET),
which has a wide range of applications in traffic control, accident avoidance and
parking management [15,16].

Almost unique to VANET, false information dissemination and Sybil attacks
are some of the critical security issues. The former could be a false information
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like “parking garage is full” so that the sender can keep away parking competi-
tors. The latter could be a generation of fake identities to completely fail the
functioning of the whole system [14,19]. The public-key infrastructure might not
be available over a road network; hence, some kind of trust management must
be maintained [17,18,20].

One challenge to build such a trust management system is how to build the
initial trustfulness between two vehicles while preserving the privacy. Recently a
method was proposed to compute the truth-telling probability, which is in turn
decided by the opinions of adjacent vehicles [13]. Such information might not be
available sometimes, for example, a man who lives remotely and works at home
might not have a big chance to connect to a VANET on a regular basis.

The solution we propose is to use the Point of Interests (POIs) visited by
each vehicle to establish some level of similarity, which serves as a starting point
for determining the trustfulness of vehicles. In this case, to protect privacy, all
sensitive information regarding the location of POlIs, time a POI is visited, etc,
are erased for our computation and comparison. Hence, an example of POlIs is
“home”, “restaurant”, “coffee shop”, “gym”, etc. (See Fig. 1 for a simple exam-
ple.) Sometimes, we could make POIs slightly more specific without sacrificing
privacy, for instance, a restaurant could be more specific, e.g., “Wendy’s” or
“MacDonalds” could be used.

coffee shop — office | restaurant | office — coffee shop — office | gym

Fig.1. The POIs visited by a white-collared professional during a typical work-
ing day. If we use A,B,C, and D to represent ‘gym’, ‘office’, ‘coffee shop’, and
‘restaurant’ respectively, then the trajectory would be represented as a sequence
(C,B,D,B,C,B,A).

Now suppose that we have the list of POIs visited by two vehicles over some
time period, say two weeks. How do we compare these sequences (of POIs)? We
adopt a classic concept called adjacency, which is used widely in computational
genomics [1,7,8]. (We note that in computing genomic maps, this concept of
adjacency is only applied on permutations, i.e., each letter appears exact once in
the input and in the final solution [21]. This is different for our purpose.) While
computing the number of adjacencies between two sequence or two permutations
are relatively easy, in our applications (and also in computational genomics appli-
cations), a more important and practical problem is to throw away some noisy
POIs to obtain the true similarity between two sequence of POIs. A variation
of this problem has been studied in the biological community, as the Maximal
Strip Recovery (MSR) and Complementary Maximal Strip Recovery (CMSR)
problems. (Here a strip is a common substring appears in both sequence, one
of which could be in reversed form. For both problem all the remaining letters
must be involved in some adjacency.)
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The MSR problem was first studied by the Sankoff group at University of
Ottawa [5,22]. The MSR problem, and its complement CMSR, have been shown
NP-hard [3,4,21]. Late they have been shown to be APX-complete [3,10]. MSR is
known to admit a 4-approximation algorithm [4]. (This is achieved by converting
the MSR problem to computing the maximum independent set in ¢-interval
graphs, which admits a 2¢t-approximation [2].) CMSR have been shown to admit
a factor-3 approximation [6], the factor has been improved to 2.33 [11], and the
current best approximation factor is 2 [9].

2 Preliminaries

At first, we make some necessary definitions. Given a set X of POIs (or just
letters), a string P is called permutation if each element in X appears exactly
once in P. We use ¢(P) to denote the set of elements in permutation P. A string
A is called sequence if some POIs appear more than once in A, and ¢(A) denotes
all POIs of A, which is a multi-set of elements in Y. For example, X' = {a, b,
¢, d}, A = abcdacd, ¢(A) = {a, a, b, ¢, ¢, d, d}. A substring with & letters (in
a sequence A) is called an k-substring, and a 2-substring is also called a pair.
Throughout this paper, the relative order of the two letters in a pair does not
quite matter, i.e., the pair xy is considered to be the same as the pair yx. Given

a sequence A = ajasas- - an, let Py = {ajaq,asas,...,an_1a,} be the set of
pairs in A.
Definition 1. Given two sequences A = ajas---a, and B = bibs - by, if

a;Ai4+1 = bjbj+1 (07” a;Ai41 = bj+1bj), where A 541 € PA and bjbj+1 € PB, we
say that a;a;+1 and bjbj11 are matched to each other. In a mazimum matching of
pairs in P4 and Pg, a matched pair is called an adjacency, and an unmatched
pair is called a breakpoint in A and B respectively.

It follows from the definition that sequences A and B contain the same set
of adjacencies but distinct breakpoints. The maximum matched pairs in B (or
equally, in A) form the adjacency set between A and B, denoted as a(A, B).
We use ba(A, B) and bp(A, B) to denote the set of breakpoints in A and B
respectively. We illustrate the above definitions in Fig. 2.

sequence A= {cbcedaba)
sequence B = {ababdc)
Pa = {cb, bc, ce, ed, da, ab, ba}
Pg = {ab,ba,ab,bd, dc}
matched pairs : (ab < ba), (ba < ab)
a(A, B) = {ab,ba}
ba(A, B) = {cb,be, ce,ed,da}
bs(A, B) = {ab, bd, dc}

Fig. 2. An example for adjacency, breakpoint and the related definitions.
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Note that our breakpoint and adjacency definitions are more general than
those for permutations. Let P, @ be permutations over X with length n. Let
P (resp. Q) be the reversal of P (resp. Q). Then [bp(P,Q)| = |bo(P,Q)| =
n —1—|a(P, Q)|; moreover, if |[bp(P, Q)| = |bg(P, Q)| = 0 then either P = Q,
or P = Q. For general sequences, this is not necessarily true. For instance,
A = dabdcba, B = dcbabda, and there is no breakpoint between A and B. But
A # B and A # B. Nonetheless, when there are more adjacencies between A
and B, they are similar intuitively.

In essence, we need to compare the similarity between A and B when some
redundant POIs are deleted. (To start with, any POI family not in A and B at
the same time should deleted. Hence we assume that A and B are over the same
set of POIs X.)

Now, we define the problems we study in this paper formally.

Definition 2. Redundant POI Deletion (RPD).

Input: two sequences A and B of length at most n over a POI set X, and
two positive integers k., £.

Question: Can a total of k letters (POIs) be deleted from A and B to obtain
A* and B* such that ¢(A*) = ¢(B*), |a(A*, B*)| > £ and all letters in A* and
B* are involved in some adjacency in a(A*, B*)?

If two sequences X and Y are not inherently similar, requiring that the
remaining letters in X and Y are all involved in some adjacency might be too
much. Hence, we could have a different version of the problem.

Definition 3. POI Deletion to Maximize the Number of (String) Adjacencies
(PD-MNSA).

Input: two sequences X and Y of length at most n over a POI set X, and
two positive integers k, L.

Question: Can a total of k letters (POIs) be deleted from X andY to obtain
X* and Y* such that ¢(X*) = c(Y™*) and |a(X*,Y*)| > €7

We comment that the two problems are very different. As we will show in
the next section, the second problem is at least as hard as Set Cover (which
cannot be approximated with C'logn unless P=NP), while the first problem can
only be shown to be NP-hard at this point and it would be interesting to know
whether a constant factor approximation exists.

3 Hardness Results

3.1 RPD Is NP-Complete

Note that in reality we are really interested in the optimization version of the
RPD problem, i.e., deleting the minimum number of POIs in the input trajec-
tories A, B to maximize the number of adjacencies between the resulting tra-
jectories A’, B’ and each letter in A’, B’ is involved in some adjacency. For the
hardness result we simply look at the decision of the RPD problem (RPD for
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short). This problem is a generalization of the Complementary Maximal Strip
Recovery problem in which case no POI can be duplicated in the input 71, 75,
and even this restricted version of the problem is NP-complete (though the proof
is notoriously hard) [21]. Here we give a simple proof.

Theorem 1. The Redundant POI Deletion problem is NP-complete.

Proof. Tt is easy to see that the Redundant POI Deletion (RPD) problem is in
NP. We now show that Exact Cover by 3-Sets (X3C) can be reduced to RPD.
Given a base set X = {x1,22,...,234} and a set S = {S1,5%,..., S}, where
S; € X and |S;| = 3, the question is whether we could identify ¢ sets in S
which collectively cover all the n = 3¢ elements in X. In our construction, for
each z; we create an z}. Let S; = {x;1, 2, Ti3}, we construct a string T; =
TTh TiaT o X3, We construct two trajectories as follows.

A = (c1c2)"a1biThasboTs - - - G b T Q1 O 1 FH,
A ! A
B = x1xjc1comax5¢1Co - - TrXpC1C2 - FHFFa1br1agbs - - A by 1bmy1-

Note that in B, all the 2-substrings cico’s, z;z}’s and a;b;’s (before and after
#+4) are already forming 2n + (m + 1) + 1 = 2n + m + 2 adjacencies with the
corresponding ones in A. Hence the problem is really to delete letters in T;’s to
form new adjacencies in the form b;a;11. We make the following claim: X3C has
a solution of size ¢ iff the RPD problem has a solution of size (6(m — q),2n +
2m—q+2) (i-e., 6(m—q) letters can be deleted from A, B to form 2n+2m—q+2
adjacencies and all the remaining letters are in some adjacency). a

We show a simple example for the reduction. X = {1,2,3,4,5,6,a,b,c,
dye, f}. 51 ={1,2,3}, So = {1,5,a}, S3 = {4,5,6}, Sy = {a,b,c}, S5 = {4,b, ¢},
Se = {d, e, f}. Our construction is then

A= (0102)12a1b111'22'33"a2b211'55’aa'~a36344'55'66"a4b4aa’bb’cc’«a5b544'bb’66’

-a6b6dd/€€/ffla7b7##7
B =11cicy-22'cica - 33 cren - 44 cicq - 55 crea - 66'ciey - aa’ciey - b ciey - e crey
dd'cico - e€'crey - ffleieo - #4E - arby - agbs - asbs - asbs - asbs - agbe - arbr.

As the unique solution for this X3C instance is {S1, S3, S4, S¢}, we need to
delete the 12 letters in 75 and Ty from A to obtain A’, and notice that B’ = B.

A" = (c109) 2a1b11122'33" - agby - a3b344'55'66” - agbsaa’bb'cc’ - asbs

-agbgdd'ee’ f f arbr 4.

The two new adjacencies after Ty, Ty are deleted are: byaz and bsag. As there
are already 2n + m + 2 = 32 adjacencies between A and B and the deleted
letters are all from A, the total number of adjacencies between A’ and B is
2n+2m —q¢+ 2 = 34.
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Note that the following extensions can be obtained. The problem remains
NP-complete when A’ and B’ must be permutations and when the deletions of
letters only occur at one of A and B. This can be done by making all the ¢icy’s
distinct and by changing ## to #1#-.

In the above reduction, notice that all the letters in A’ and B’ are involved
in some adjacency. If we drop this condition, then the problem is much harder.

3.2 PD-MNSA Is as Hard as Set-Cover

We first recall the Set Cover problem. Here the input to set cover is X =
{z1,29,....,zpn} and § = {51, 52, ..., Sm }, where S; C X and U;(S;) = X. The
objective is to find minimum number (say k) of subsets in S such that they
collectively cover X. We consider a special version of Set Cover, in which all S;’s
have the same size A. We call this version A-Set Cover. The following lemma is
not hard to obtain.

Lemma 1. A-Set Cover is as hard as Set Cover, both in terms of polynomial
time approxzimability and FPT tractability.

Proof. We reduce Set Cover to A-Set Cover. Let the input to set cover be X =
{z1,z9,....,2,} and S = {51, 59, ..., Sm}, where S; C X and U;(S;) = X. Let
A= max; |Sl|

We construct a set of A new elements, S” = {y1,...,ya—1, 2}. The instance
for A-Set Cover is constructed as follows. First set X’ = X U S’, and clearly
| X'| = |X|+A=n+A<2n. For all S;, if |S;| < A, then we take a subset of
A — |S;| elements from S’ — {z} and union it with S; to obtain S}; otherwise,
set S! — S;. Then, we have &’ = {S1,95%,...,5,,,5'}. It is obvious that Set
Cover has a solution of size k iff A-Set Cover has a solution of size k + 1. We
omit the details as the only notice one should pay attention to is that S’ must be
included in any solution for A-Set Cover — as the elements z € X" is only covered
by S’. O

We now reduce A-Set Cover to POI Deletion to Maximize the Number of
(String) Adjacencies (PD-MNSA).

Theorem 2. The POI Deletion to Maximize the Number of (String) Adjacen-
cies (PD-MNSA) problem is NP-complete.

Proof. We reduce A-Set Cover to POI Deletion to Maximize the Number of
(String) Adjacencies (PD-MNSA). Let the input to A-Set Cover be X =
{e1,..,en} and § = {S1,..., S}, with S; C X’ and |S;| = A for i = 1..m.
For each e;, let f(i) be the number of sets in S which contains e;.

In the following, ¢ and i are all letters (POIs). Let S; = {e;1,€i2,....,€i A},
we build a string T; = e;1€;2 - - €;, o. We construct two permutations: Y (n) =
(2n+1)2n—1)---3-1-(2n+2)(2n) - 4-2and Z(m,n) = (2n+1-2n —1---3-

D™ - 2n+2-2n---1-2)™.
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We construct two sequences G and H as follows.
G =Tt g Y by - a9 Taba - g T
Antlgntlo (2 4 2)nFL,
H=Yn)eVYn) - ef®vn)efy(n)
carb1 Z(myn) - azbo Z(m,n) -+ am—1bm-1Z(m,n) - ambmZ(m,n).

Assuming that k < n,k < m, we have the following facts:

Fact 1: To obtain some adjacency in the form of i -4+ 1 or (i + 1), with
i # 2n + 1, one needs to delete at least n + 1 letters.

Fact 2: To obtain some adjacency in the form of a;j or b;j or a;j or b;j,
with ¢ < m and j < 2n + 2, one needs to delete at least n + 1 letters.

Fact 3: To obtain some adjacency in the form of e;j or e;j, with i < n and
J < 2n+ 2, one needs to delete at least n + 1 letters.

Fact 4: To obtain some adjacency in the form of e;e;, with 4,5 < n, one
needs to delete at least 2n + 2 letters.

Hence, the only possibility to obtain an adjacency in the form a;b; is to delete
T;, with is of length A < n.

Therefore, we have the following claim: A-Set Cover has a solution of size
k iff Ak letters are deleted from both G and H to obtain k adjacencies. (Note
that to make sure that ¢(G’) = ¢(H'), after each T; is deleted, we must delete
the corresponding e;’s in them from H as well.) O

Corollary 1. The optimization version of PD-MNSA does not admit a factor
C'logn approximation unless P=NP.

Proof. The above two reductions in Lemmal and Theorem2 are both L-
reductions. As Set Cover cannot be approximated with a factor of C'logn for
some constant C (unless P =NP) [12], the same claim holds for PD-MNSA. O

An intriguing problem is whether RPD admits a constant factor approxima-
tion. (Recall that the more restricted version of RPD, where the input sequences
are permutations, does admit constant factor approximations [6,11].) To solve
the problem practically, we will design a practical algorithm in the next section
for the RPD problem.
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4 A Practical Solution for Redundant POI Deletion

4.1 Algorithm
We first preprocess the data as follows:

1. Given two sequences A and B, we delete elements z; € A and z; ¢ B and
vice versa, y; € B and y; ¢ A. This process is safe as such deleted elements
x; or y; cannot form any adjacency.

2. It is reasonable to delete consecutive elements in either sequence and keep
only one copy of them. For example, we would delete three a’s from aaaa and
keep just one a. This is because in our application we do not count a single
POI multiple times if they appear as a substring in the input sequence.

We still call the preprocessed sequences as A and B.

Our idea is very simple: we keep all the existing blocks, then randomly select
a block C; in A and try to extend the block to C;z by searching for the first
letter  to the left or right of C; in A such that C;x (or its reverse C;x) also
appears in B as a subsequence. Note that all the letters between C; and x, or
between = and C;, will be deleted. (The case for C; is symmetric.) We repeat
this enough number of times until no block can be further extended. We call x
a candidate element for C; henceforth.

We give some formal definitions first. We define a block C' as a substring of
A with length at least two such that C or its reverse C is also a substring in
B. Clearly, there are at most n/2 blocks in any solution for the RPD problem.
Also, note that by keeping all existing blocks we are not guaranteed to have an
optimal solution. For example, A = xzabyuv, B = uabvxy, if we delete ab we have
an optimal solution of 2, but if we keep the block ab, we need to delete at least
3 letters, e.g., {u,v,x}. On the other hand, this algorithm seems to generate a
pretty good approximation solution.

Let s[C;] and t[C;] be the first and last letter (ending element) of block C;
respectively. If x is a candidate element for block C; in A, then the distance
da(x,C;) is the number of letters between z and s[C;] (inclusive of s[C;]) if x
is to the left of Cy; and if x is to the right of C; then d(z,C;) is the number
of letters between ¢[C;] and = (inclusive of z). Then dp(x,C;) can be defined
similarly (note that C; could appear in B is reversed form).

Firstly, we compute all the existing blocks in A and B, which gives us poten-
tially an initial solution for the Redundant POI Deletion problem. Secondly, we
randomly select a block C; in A and try to search a neighboring element x for
it in both A and B such that d4(z,C;) + dp(x,C;) < N, where N is some pre-
defined constant. We repeat this process for m < n/2 times. The pseudocode of
this algorithm is given as Algorithm 1.
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4.2 Empirical Results for Simulated Data

We implement our randomized algorithm with Matlab on a PC with an Intel
Core 3.40 GHz processor and 16 GB RAM. The data we use are simulated data.
The dataset generator builds initial two identity permutations, P4 and Pg, on
an alphabet of size M. (In fact P4 = Pg, but we use different names on purpose.)
Note that for the ease of description here we use integers to represent different
POlIs, though in practice it is easy to change integers back to POlIs.

In the first setting, the sequence A of length L is created by repeating the

k

—
permutation P4. For instance, if L = kM, then A = Py --- P4. The sequence
—
B is obtained by first repeating Pp to have B « Pp - -+ Pg. Then we randomly
select a pair of numbers ¢,j in B and them. We repeat this swapping N times
to have the eventual B. Note that if N is small, then we know the optimal
solution for RPD (e.g., number of deleted integers) is at most 4N. We simply
calculate the eventual adjacency number n; between A’ and B’, where A’ and
B are computed by Algorithm 1.
k

—

In the second setting, if L = kM, then initially we set A «— Py --- Pa, B «—

—
Pg - - - Pg, then we randomly swap integers pairs in A and B. Note that in this
case we have no clue what the optimal solution value is. The adjacency number
ny between A” and B” is calculated, where A”, B/ are computed by algorithm
1. The second setting is more used on comparing the running times with the
first setting.

In Table 1, M represents the alphabet size, L denotes the generated sequence
length of A and B. The parameter N has different meanings corresponding to
columns n; and no. When the number of adjacencies n; is calculated between
A’ and B’, computed from A and B in the first setting using Algorithm 1, N
is the number of pairs of integers swapped in B. The number of adjacencies ny
is calculated between A” and B”, again computed from A and B in the second
setting using Algorithm 1, N is the maximum of d(z,C;) + dg(x, C;) (or, the
number of letters scanned to find a candidate element z for a random block C;).

It can be seen from Table 1 that for the first setting, Algorithm 1 can either
find the optimal solutions or find some solutions which are close to the optimal
ones. (We could not claim the same for the second setting.) As for the running
times, the first setting takes less than 15s for L = 1,000, while the second setting
takes less than 180 s for L = 1,000. This is not surprising as intuitively the local
search should take more time on random shuffled input.
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Table 1. In the table, M is the alphabet size, L is the length of A and B. In the
first setting, n; represents the adjacency number between A’ and B’ computed by
Algorithm 1, where in the input N random swaps are performed to obtain B. In the
second setting, no denotes the adjacency number between A” and B”, again computed
using Algorithm 1 on randomly shuffled sequences A and B. In the latter setting, N
is the maximum number of letters scanned to find a candidate element (to extend a
random block).

M N | L=400 L =600 L =800 L = 1000

ni n2 ni n2 ni nz ni n2

1005 | 376.2|56.4|561.8|119.2|761.4|203 |945.2|295.6
101356.4 |64 |544 |138.4 721 |226.2|918.4|326
15]338.8|72.8518.2 145 | 705.2|238.2|884.2|329.2
20325472 |507.4]139.2680.4|236.4|853.8|333.4
25312 |70.8483.2|147.4|658.8|235.6 | 836.4 | 330.8
200|5 |383.4]15.8580.2/33.2 |776 |65 973.21100.6
101372 ]20.2|566.4|39.4 |750.2|71.2 |952 |101.6
15|361.2|25.4 | 547.4 | 45 725.8 | 81.2 |928.2|125.6
20/353.2|20.6 | 528.6 |43.2 | 713.2|79.6 |910.8|133.2
251330.8 |25 |515.8|50.8 |692.8|87 885.4 | 135.6

Algorithm 1 Local Search

Input: sequences A and B
Output: the adjacency number between A* and B*

1: Compute the m existing blocks in A and B;

2: Compute the adjacency number in these blocks, AN;

3 n<+0;

4: while (n <=m/2)

5:  Randomly select a block Cy in A;

6: fori=1..N

7 for j=1.N —1

8: if there is a candidate element z for Cy
such that da(z,Ci) +dp(z,C;) <i+j

9: then delete all the letters between z and C; in both A and B;

10: AN + AN+1;

11: break;

12: end for

13: end for

14: n<+n+1;

15: end while

16: Delete all the elements not in any block in A and B and concatenate all the blocks
in A and B to obtain A* and B*.
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5 Closing Remarks

In this paper, we considered the redundancy elimination problem in comparing
the trajectory of two vehicles. This is a generalized version of the Complementary
Maximal Strip Recovery problem in computational genomics, which is NP-hard
and admits a constant factor approximation algorithm. The former is inherently
the case when each of the trajectories has to be a permutation. We show that this
redundancy elimination problem is NP-hard with a much simplified proof and
gave an efficient local search algorithm. The algoritm works well for synthetic
data generated over a 2-month period. It would be interesting to know whether
the RPD problem also admits a constant factor approximation.

Notice that the RPD problem differs from CMSR in several ways. First of all,
the letters (gene markers) in CMSR are signed while in RPD they are unsigned.
Secondly, we allow letters to repeat in RPD while in CMSR a gene marker
cannot repeat itself in one sequence. Consequently, some properties in an optimal
solution for CMSR might not hold for the RPD problem. For example, regarding
the signed input for CMSR, in an optimal solution of CMSR an existing common
adjacency in two input sequences is either kept or deleted. In the RPD problem,
it is not necessary the case. For instance, A = 1234 and B = 1324, the optimal
solution for RPD is not to keep 23 in A (resp. 32 in B) or delete 23 in A (resp.
32 in B). Instead, the optimal solution is to delete either 2 or 3 so that two
common adjacencies can be obtained. Further investigation along this line is
hence necessary.
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Abstract. Continuous publication of statistics over user-generated
streams can provide timely data monitoring and analysis for various
applications. Nonetheless, such published statistics may reveal the details
of individuals’ sensitive status or activities. To guarantee the privacy for
event occurrences in data streams, based on the known privacy standard
of e-differential privacy, w-event privacy has been proposed to hide mul-
tiple events occurring at continuous time instances. Nonetheless, the too
strict requirement of w-event privacy makes it hard to achieve effective
privacy protection with high data utility in many real-world scenarios.
To this end, in this paper we propose a novel notion of average w-event
privacy and the first Lyapunov optimization-based privacy-preserving
scheme on infinite streams, aiming to obtain higher data utility whi