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Leonid Kalinichenko

In July 2018 we lost a leading visionary scientist in the field of the database theory.
Leonid Kalinichenko is known in the scientific community for his pioneering works,
the scientific school he established, and the formation of two international scientific
conferences run for two decades each.

Leonid Kalinichenko’s entire life was devoted to computer science. In 1959 he
graduated from Kiev Polytechnic Institute and started his work at the Institute of
Cybernetics the Ukraine Academy of Sciences. In 1968 he received his Ph.D. degree
from the Institute of Cybernetics the main results of his thesis were devoted to discrete
events systems simulation (languages, tools, applications), and in 1969 he moved to the
Institute for Electronic Control Machines, Moscow. Later, in 1985, he received his
Doctor of Sciences degree from the Lomonosov Moscow State University. The thesis
was devoted to methods and tools of heterogeneous databases integration. In the same
year he became the head of a department at the Institute of Informatics Problems,
Academy of Sciences of the USSR, which is now the Federal Research Center
“Computer Science and Control” of the Russian Academy of Sciences (FRC CSC
RAS).

In 1978 Leonid joined the faculty of the Lomonosov Moscow State University and
in 1990 he became Professor of the Department of Computational Mathematics and
Cybernetics. He taught courses on object-oriented databases and distributed object
technologies. He is an author of ten books, and more than 200 research papers in
journals and conference proceedings. His research interests included interoperable
heterogeneous information resource integration and mediation, semantic interoper-
ability, compositional development of information systems, middleware architectures,
and digital libraries.

Several significant program systems were developed under his supervision: discrete
event system simulation SLANG (1969), embedding of simulation systems into various
programming systems SKIF (1977), heterogeneous database integration (1984), com-
positional development of interoperable information systems (2001), subject mediation
middleware for scientific problem solving over distributed information resources
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(2010). Investigations on methods and tools for heterogeneous information resources
integration applying subject mediation methodology supported by formal specification
and verification were embraced by the framework project called SYNTHESIS. In 1986
Leonid Kalinichenko was awarded the USSR State Prize in the Field of Science and
Technology for his works on system simulation. In 2010 he became Honored Scientist
of the Russian Federation.

For several decades Leonid Kalinichenko took an active part in facilitation of
research in the field of databases. From 1974 he was the Deputy Chairman of the
Working Group on Software for Data Banks under the USSR State Committee on
Science and Technology. He initiated the creation of the Moscow ACM SIGMOD
Chapter in 1992 and became the permanent chair of the chapter. The monthly scientific
seminar of the chapter has operated since the chapter creation until the present time.
The 200 seminar meetings significantly influenced the Russian community on data-
bases and information systems.

He successfully formed several international conferences including the European
Conference on Advances in Databases and Information Systems (ADBIS) in 1993 and
Russian Conference on Digital Libraries (RCDL) in 1999. Leonid Kalinichenko acted
as the permanent chair of the Steering Committees of the conferences as well as chair
(co-chair) of the Program Committees of many conferences.

In the last few years his activities and works were devoted to problem solving in
data intensive domains. During 2013–2016 he initiated several research projects aimed
at conceptual modeling and data integration within distributed computational
infrastructures.

In 2015 he initiated the transformation of the RCDL conference into the Interna-
tional Conference on Data Analytics and Management in Data Intensive Domains
(DAMDID)—a multidisciplinary forum of researchers and practitioners from various
domains of science and research promoting the cooperation and exchange of ideas in
the area of data analysis and management in data-intensive domains. The conference
became a place for discussions on data access, analysis and management problems in
astronomy, neurology, genomics, material science, biology.

In 2015 he also organized a master program entitled “Big data: infrastructures and
methods for problem solving” at the Department of Computational Mathematics and
Cybernetics, Lomonosov Moscow State University to attract students in the field of
multidisciplinary data analysis and management.

Leonid was a great scientist with a surprisingly deep knowledge of the state of the
art in his field of science, understanding the urgent directions of the development of
science. But he was also a real scientific driver of the research team he led at the
Institute of Informatics Problems, a driver of conferences he established and scientific
groups he contacted.
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Leonid’s passing away is a huge loss for the scientific community, his family, his
colleagues and his friends.
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Preface

This CCIS volume published by Springer contains the proceedings of the XX Inter-
national Conference Data Analytics and Management in Data-Intensive Domains
(DAMDID/RCDL 2018) that took place during October 9–12 in the Lomonosov
Moscow State University at the Department of Computational Mathematics and
Cybernetics. The conference was dedicated to the memory of its founder, Leonid
Kalinichenko, who passed away on July 17, 2018.

The DAMDID is planned as a multidisciplinary forum of researchers and practi-
tioners from various domains of science and research, promoting cooperation and
exchange of ideas in the area of data analysis and management in domains driven by
data-intensive research. Approaches to data analysis and management being developed
in specific data-intensive domains (DID) of X-informatics (such as X = astro, bio,
chemo, geo, med, neuro, physics, chemistry, material science etc.), social sciences, as
well as in various branches of informatics, industry, new technologies, finance and
business are expected to contribute to the conference content.

Traditionally DAMDID/RCDL proceedings are published locally before the
conference as a collection of full texts of all contributions accepted by the Program
Committee: regular and short papers, abstracts of posters and demos. Soon after the
conference, the texts of regular papers presented at the conference are submitted for
online publishing in a volume of the European repository of the CEUR Workshop
Proceedings, as well as for indexing the volume content in DBLP and Scopus. Since
2016 a DAMDID/RCDL volume of post-conference proceedings with up to one third
of the submitted papers that have been previously published in CEUR Workshop
Proceedings have been published by Springer in their Communications in Computer
and Information Science (CCIS) series. Each paper selected for the CCIS
post-conference volume should be modified as follows: the title of each paper should
be a new one; the paper should be significantly extended (with at least 30 per cent of
new content); the paper should refer to its original version in CEUR Workshop
Proceedings.

The program of DAMDID/RCDL 2018 alongside the traditional data management
topics reflects a rapid move into the direction of data science and data-intensive
analytics.

The Workshop on FAIR Data and European Open Science Cloud (EOSC) consti-
tuting the first day of the conference on October 9 included four sessions. The first
session devoted to FAIR (Findable, Accessible, Interoperable, Reusable) data princi-
ples in the realm of open science included invited talks by Michel Schouppe (European
Commission, Directorate-General for Research and Innovation) and Simon Hodson
(Executive Director of CODATA). Michel Schouppe considered the relevance of
EOSC and FAIR and phases of implementing the EOSC, while Simon Hodson over-
viewed FAIR Data, FAIR Services and the FAIR data action plan. The second section
devoted to FAIR platforms and interoperability included invited talks by Ari Asmi



(Integrated Carbon Observation System ERIC), Sergey Stupnikov (FRCCSC RAS) and
Nikolay Skvortsov (FRCCSC RAS). Ari Asmi discussed building FAIR environmental
services platforms in Europe, Sergey Stupnikov presented FAIR data based on
extensible unifying data model development, and Nikolay Skvortsov considered data
interoperability and reuse among heterogeneous scientific communities. The third
session devoted to FAIR implementation issues and activities included invited talks by
Peter Wittenburg (Max Planck Computing and Data Facility), Erik Schultes (Leiden
University Medical Centre, GO FAIR International Support and Coordination Office)
and Damien Lecarpentier (CSC-IT Center for Science). Peter Wittenburg discussed
digital objects as a concept to help implement FAIR and EOSC, Erik Schultes con-
sidered accelerating convergence to an Internet of FAIR data and services, and Damien
Lecarpentier overviewed FAIR activities within the various EOSC-funded initiatives.
The fourth session was a panel on data access challenges for data-intensive research in
Russia and EOSC where experts from different regions and disciplines had the chance
to discuss the current state and future of the FAIR action plan and the EOSC initiative,
present their views and contributions, and discuss active participation.

The conference Program Committee reviewed 54 submissions for the conference
and eight submissions for the PhD workshop. For the PhD workshop seven papers were
accepted and one was rejected. For the conference 24 submissions were accepted as full
papers, 18 as short papers, five as posters, whereas 12 submissions were rejected.
According to the conference program, these 47 oral presentations were structured into
14 sessions including Internet of Things and Cognitive Systems, Data Integration and
Data Analysis, Knowledge Representation, Ontologies and Applications, Data Anal-
ysis and Applications, Conceptual and Data Models, Advanced Data Analysis Meth-
ods, Data Analysis in Astronomy, Text Search and Processing, Distributed Computing
and Applications of Machine Learning, Research Data Infrastructures, and Information
Extraction from Text.

Although most of the presentations were dedicated to the results of projects con-
ducted in the research organizations based in the Russian Federation including
Chelyabinsk, Ekaterinburg, Kazan, Moscow, Novosibirsk, Obninsk, St. Petersburg,
Tomsk, Tver, Ulyanovsk, the conference has acquired features of internationalization.
This move is witnessed by 13 talks (six of them were invited) prepared by well-known
foreign researchers from such countries as Armenia (Yerevan), Belgium (Brussels),
Germany (Munich, Hamburg, Kiel), Great Britain (Harwell), Hungary (Budapest),
Finland (Espoo, Helsinki), France (Paris), Kazakhstan (Almaty), The Netherlands
(Leiden).

For the proceedings, 12 papers were selected by the Program Committee (nine peer
reviewed and three invited papers) and after careful editing they formed the content
of the post-conference volume structured into seven sections including FAIR Data
Infrastructures, Interoperability and Reuse (three papers), Knowledge Representation
(one paper), Data Models (one paper), Data Analysis in Astronomy (one paper), Text
Search and Processing (two papers), Distributed Computing (one paper), Information
Extraction from Text (three papers).

The chairs of Program Committee express their gratitude to the Program Committee
members for carrying out the reviewing of the submissions and selection of the papers
for presentation, to the authors of the submissions, as well as to the Russian Foundation
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for Basic Research and the Fund “League online media” for the financial support to the
conference. The Program Committee of the conference appreciates the possibility to
use the Conference Management Toolkit (CMT) sponsored by Microsoft Research,
which provided great support during various phases of the paper submission and
reviewing process. Finally, we thank Springer for publishing this proceedings volume,
containing the revised invited and selected research papers, in their CCIS series.

April 2019 Yannis Manolopoulos
Sergey Stupnikov
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FAIR Principles and Digital Objects:
Accelerating Convergence on a Data

Infrastructure

Erik Schultes1(&) and Peter Wittenburg2(&)

1 GO FAIR International Support and Coordination Office, Poortgebouw N-01,
Rijnsburgerweg 10, 2333 AA Leiden, The Netherlands

erik.schultes@go-fair.org
2 Max Planck Computing and Data Facility, Gemeindeweg 55, 47533 Kleve,

Germany
peter.wittenburg@mpi.nl

Abstract. As Moore’s Law and associated technical advances continue to
bulldoze their way through society, both exciting possibilities and severe
challenges emerge. The upside is the explosive growth of data and compute
resources that promise revolutionary modes of discovery and innovation not
only within traditional knowledge disciplines, but especially between them. The
challenge, however, is to build the large-scale, widely accessible, persistent and
automated infrastructures that will be necessary for navigating and managing the
unprecedented complexity of exponentially increasing quantities of distributed
and heterogenous data. This will require innovations in both the technical and
social domains. Inspired by the successful development of the Internet and
leveraging the Digital Object Framework and FAIR Principles (for making data
Findable, Accessible, Interoperable and Reusable by machines) the GO FAIR
initiative works with voluntary stakeholders to accelerate convergence on
minimal standards and working implementations leading to an Internet of FAIR
Data and Services (IFDS). In close collaboration with GO FAIR and DONA, the
RDA GEDE and C2CAMP initiatives will continue its FAIR DO implemen-
tation efforts..

Keywords: Data analytics � Data management � Data intensive science �
Digital libraries � Digital objects � FAIR data

1 Introduction

Existing data stewardship practices are highly inefficient. Numerous studies indicate
that data scientists both in academia and industry spend 70–80% of their time on
mundane, manual procedures to locate, access, and format data for reuse [1, 2].
Methodological legacies inherited from a pre-digital era (e.g., poor capture of metadata,
broken links to various research assets) and outdated professional incentives (e.g., only
rewarding publication of research articles rather than also datasets and other research
outputs) contribute to massive data loss and a well-documented reproducibility crisis
[3–5]. Coupled with the exponential increases in data volumes (driven by, among other
things, high through-put instrumentation and IoT data streams) the urgency for

© Springer Nature Switzerland AG 2019
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automated, commonly usable and persistent data infrastructures (i.e., a datanet for
Machines) is increasingly recognised by numerous national and international organi-
sations, science funders and industry [6–11]. Despite the urgent need, building a
generalised, ubiquitous, data infrastructure that is widely used by diverse stakeholders
is an inherently distributed and difficult process to direct. Knowing this to be the case,
members of several RDA groups started the C2CAMP initiative [12] to join results and
to build a testbed for a Digital Objects based infrastructure which will help overcoming
the huge inefficiencies in data intensive science. In parallel, the GO FAIR initiative was
launched to also accelerate data infrastructure development by leveraging general
patterns of phased development described in other revolutionary infrastructures,
including the Internet and the World Wide Web (WWW) [13].

2 Learning from Previous Revolutionary Infrastructures

Revolutionary Infrastructures (for example, transportation, electrification, telecommu-
nications, and computer networks) follow five phases of development [14, 15]:
(1) Vision: New discoveries and technologies lead to the anticipation of broad new
application spaces; (2) Creolization: Inspired by the Vision, numerous experimental
implementations are created, resulting in an uneven landscape of independently
developed prototypes; (3) Attraction: Some solutions prove more viable, and are
effectively generalised to achieve a simplified set of ‘universal principles’ that attract
the attention of others working in the field; (4) Convergence: Various Attractors vol-
untarily decide to bridge otherwise isolated application solutions, and a compelling
global infrastructure begins to emerge at the expense of the many other possibilities;
(5) Exploitation: As widespread commitment to a particular implementation emerges,
economy of scale kicks in, and what was hard and cost-prohibitive, now becomes easy
and affordable. Users in the Exploitation phase might not even be aware of the
infrastructure systems they routinely use (e.g., most users of the internet are blissfully
ignorant of TCP/IP).

In the specific case of the Internet, there had been early Visions of interlinked
computers throughout the 1950s and 1960s. By 1969, ARPAnet had initiated the
phases of Creolization (and later Attraction) with the co-existence of multiple, spe-
cialised solutions, e.g., X25, Ethernet, ARCNET, and others. This work demonstrated
the feasibility of computer networks and drew the attention of large investors (e.g.,
IBM, DEC). But this investment resulted in numerous incompatible standards that first
drove insights but later slowed progress. Convergence was eventually triggered with
TCP/IP protocols (early 1970s) and the 7-layer ISO/OSI reference model (early 1980s).
This was because, in particular, the minimal TCP/IP standard allowed various networks
to interoperate while at the same time maintaining maximum freedom to engineer
solutions at the implementation layer ‘below’ and application layer ‘above’ (creating
the so-called “hourglass” architecture of the Internet, with TCP/IP at the narrow waist).
It was working implementations (however embryonic) and the simplicity of the
hourglass approach that motivated influential decision makers “to move towards using
TCP/IP as universal for implementing global computer networking”. With a stabilized
universal in place, Exploitation soon followed, with rapid investment in both hardware
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and software, that is the now familiar story of the Internet. By 1992, the Internet
Society was set up to coordinate further develop TCP/IP approaches to networking.

It is important to note that the use of TCP/IP has always been voluntary, and at no
time was its use ever required. Indeed, top-down enforcement policies would likely
have killed its effectiveness as an attractor. Instead, once a ‘critical mass’ of influential
users had adopted TCP/IP, the larger community followed, driving convergence. An
analogous pattern of development (voluntary use, attractor effect in the community)
occurred soon after with the formation of the WWW, in this case with HTTP playing
the role of TCP/IP. The significance of this historical insight can not be understated.
It enables some degree of coordination in the development of new infrastructures,
because only a relatively few (albeit influential) users need be convinced to invest in a
particular technology. Once the ‘critical mass’ is assembled, the ‘long tail’ of com-
munity stakeholders will likely follow.

Even before the 2000’s, visionaries had already anticipated the need for a general-
purpose data infrastructure. Digital Object based infrastructures such as the Digital
Object Architecture [16], systems supporting Persistent Identifiers (PIDs) and the
Semantic Web (a framework for knowledge representation built on top of existing
Internet and WWW infrastructures) appeared as an important component, ensuring
both data interoperation and machine readability. Since then, difficult problems in this
space have been investigated resulting in a plenum of new, co-existing methods, lan-
guages, software and specialised hardware, producing by now, a protracted period of
Creolization. By 2012 the Attraction phase was underway with public discussions
about component specifications, principles and procedures for semantically enabled
data infrastructures [17, 18]. RDA was officially started in 2013 as a broad group of
data experts including now more than 7000 persons from more than 120 countries and
had first results from working groups in 2014. Some of the RDA experts recognised the
need to bring the various results together and started first the RDA Data Fabric group
[19] to identify Digital Objects as the common ground and to specify additional needs.
Then, emerging from RDA, the C2CAMP collaboration was created to not only specify
procedures and interfaces, but to start working on a joint testbed in close collaboration
with the DONA foundation [20]. Later the GEDE collaboration adopted the DO topic
and subsequently organising more than 150 data experts from about 47 European
research infrastructures to participate in the discussions on Digital Objects.

By early 2014, in a workshop hosted by the Lorentz Center (Leiden), the above
mentioned discussion culminated in the generalised and broadly applicable FAIR
Principles for data reuse [21, 22]. In a now widely cited commentary (indicative of the
Attraction phase) [23], the FAIR approach had been defined as “Data and services that
are findable, accessible, interoperable, and re-usable both for machines and for people”
and 15 high-level Principles had been articulated, Fig. 1.
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Immediately following their publication (April 2016), the FAIR Principles (and
later, the corresponding FAIR Metrics [24] and FAIR Maturity Indicators [25]) have
been acting as a powerful attractor in the emerging data infrastructure.

Following the previous examples, the Convergence phase of the data infrastructure
will commence once a ‘critical mass’ of users commits to particular, minimal speci-
fication for automatic routing of FAIR data and services.

In the meantime the strong relationship between the FAIR Principles and FAIR
Digital Objects has been observed by the GO FAIR and C2CAMP/GEDE experts [26].
These groups are nowworking together to harmonise the DO and FAIR approaches into a
formally defined “FAIR DO”, with the aim to accelerate convergence on a globally
distributed data infrastructure. A data infrastructure will likely be substantially more
complex than its predecessors in that a FAIRDigital Objects based Internet of FAIRData
and Services (IFDS) necessitates the wide acceptance of the DO Interface Protocol, the
use of the potential of the globally available Handle System to solve the binding chal-
lenge and to elaborate on semantically enabled metadata descriptions. The ‘FAIRifica-
tion’ of digital resources is not trivial, and widespread application will require an
ecosystem of methods, tooling, services and training that help communities of diverse
stakeholders to create and use FAIR resources. While C2CAMP/GEDE and DONA will
showcase a stable DO-based eco-system of infrastructures, GO FAIR will support and
coordinate bottom-up community initiatives that aim to ‘Make FAIR easy” [27].

Fig. 1. The 15 FAIR principles ensuring machine findability, accessibility, interoperation and
re-use of digital resources.
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3 FAIR Digital Objects

3.1 Digital Objects

Digital Objects were already introduced in an early paper by Kahn & Wilensky in 1995
and then in an updated version in 2006 [28, 29]. As Wittenburg et al. [30] have shown
the concept is very much related with computer science concepts such as “object-
oriented programming” [31], “abstract data types” [32] and “object stores” [33] which
are at the basis of state-of-the-art cloud systems such as Amazon’s S3. We can
therefore claim that the concept of “objects”, is closely related with ideas such as
“encapsulation”, “virtualization”, and “interfacing by defined methods”, has shown its
great importance to help designing complex systems.

In 2014, the RDA group “Data Foundation and Terminology” (DFT) published its
results on a core data model and the corresponding basic terminology. It summarized
the discussions about Digital Objects (DO) as (see Fig. 2):

• DOs are at the core of a proper data organizations in so far as it has the capacity to
bind crucial entities which are necessary for a stable and reusable domain of data;

• DOs have a bit sequence (content) which can be stored in various repositories, are
referenced by a unique and persistent identifier (PID) issued by a trustworthy
globally available resolution system and is described by various types of metadata
that can include descriptive, system, access rights, license, contractual, transactional
and other kinds of meta information about the DO;

• Metadata itself are DOs;

Fig. 2. This figure indicates the core data model as it was worked out within the RDA group
Data Foundation and Terminology (DFT).
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• DOs can be combined to collections which also are DOs, i.e. have a PID and are
described by metadata;

• DOs can include all kinds of digital information such as data, software, configu-
rations, representations of persons, institutions, semantic concepts, etc.

We can also look schematically at DOs from a different point of view, if we extend
the above definition by encapsulation principles as being introduced by the RDA group
“Data Type Registry”. One of the metadata types describing a DO is its “type” which is
summarizing several technical metadata attributes. A Data Type Registry allows users
to relate data types with operations which are also DOs of a specific type. These defined
operations allow users to realize the encapsulation principle as requested by Abstract
Data Types. Figure 3 indicates this encapsulation which can be implemented when
strong and stable binding is being realized. The usage of PID systems such as the
Handle System [34] allows creating such a strong and stable binding, since the PID
records allow including pointers (PIDs) to all relevant entities and metadata types
associated with a DO.

Recently, a second version of a protocol to interact with DOs, the DO Interface
Protocol (DOIPV2.0), has been opened for broad discussion by DONA. It basically
describes how clients interact with DOs where all involved actors are represented by
PIDs. DOIP is meant to have a relevance that is comparable to TCP/IP for the Internet,
i.e. it should become a fundamental protocol to manage and exchange digital objects.

The definition of the term “Digital Object” in the DOIP document is intended to be
restricted in its focus on the minimalistic and operational nature of the protocol, i.e. a
DO has a bit sequence, a PID and a type. Although elegant in its simplicity, this
minimal definition itself gives no specification for the recording the scientific semantics
or other domain knowledge that is equally important in routing and processing research
data and services in general included in metadata. Recently, the RDA DFT group
started addressing this issue by augmenting the minimal DO definition in the context of
the FAIR Principles itself, defining the “FAIR Digital Object”, since it includes the

Fig. 3. This figure schematically indicates the types of abstraction, binding and encapsulation
that can be implemented with DOs.

8 E. Schultes and P. Wittenburg



strong binding of different types of metadata which are important for the interpretation
and access and reuse of the bit sequences.

The C2CAMP initiative is devoted to implement a FAIR DO based infrastructure
including understanding DOs as active entities that have methods associated with them.
A broad discussion started in Europe in the realm of GEDE [35] involving 150 experts
from about 50 research infrastructures to intensify the discussions not only about the
potential of FAIR DOs to build federative data infrastructures, but in particular to also
use FAIR DOs to systematically structure the domain of digital entities in scientific
disciplines. A recent workshop [36] combining these two roles of FAIR DOs showed
globally organised research communities such as biodiversity, climate modeling and
language research have far going plans to use their potential to increase trust, to define
clear anchors for a complex system of annotation layers, to better utilize automatic
workflow frameworks and much more. Moving forward, there is now increasing
interest in the fusion of DO and FAIR approaches both at the conceptual and technical
levels.

3.2 FAIR Principles

The original publication announcing the FAIR Principles does not discuss imple-
mentation choices. Given that many different combinations of technology choices and
use of standards could conceivably implement the FAIR Principles, the GO FAIR
initiative was launched in late 2017 by the Dutch, German and French governments as
a means to pragmatically accelerate community Convergence. The initial vehicle for
GO FAIR is the International Support and Coordination Office (GFISCO). Following
the examples of the Internet and WWW, the GFISCO operates through voluntary
stakeholder participation attempting to reach a ‘critical mass’ of users committed to a
set of absolute minimal technology specifications. Beyond these minimal specifica-
tions, there is unrestricted room to innovate.

GFISCO is stakeholder governed, and includes researchers from specialized
knowledge domains (e.g., earth sciences [37], chemistry [38]) but also policy bodies
(e.g., CODATA, RDA, FORCE11), publishers (e.g., Elsevier, Springer-Nature),
repositories (e.g., Figshare), and funding agencies (e.g., The American NSF and NIH,
the Health Research Board of Ireland, and the Dutch ZonMW). GFISCO brokers
among stakeholders, the choice of standards implementing the functions of the FAIR
Principles and emerging best practices leading to the Internet of FAIR Data and Ser-
vices. GFISCO operates via supporting and coordinating Implementation Networks
(INs), which are voluntary international consortia that self-organize (and are self-
funded) to implement elements of the IFDS. GO FAIR INs belong to 3 broad topical
pillars: GO BUILD, GO TRAIN and GO CHANGE.

GO BUILD focuses on the technological aspects of the IFDS, including the design
and building of reference implementations for elements composing the IFDS such as
FAIR Metrics, FAIR Data Points [39, 40], FAIRification tools and other FAIR-
compliant services. Currently, there are 8 INs under the GO BUILD pillar.

Other technology-related activities in GO FAIR include ongoing “Metadata for
Machines” workshops and “Community Challenges”, aiming to help communities
achieve adoption of globally unique and persistent identifiers, agree on common
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metadata representation formats, agree on a minimal set of generic metadata content
and define domain-relevant community standards.

The overall objective of the GO TRAIN pillar is to create a scalable framework that
is used in higher education programs and throughout industry to train large numbers of
certified data stewards (estimated to be 500,000 for Europe [41], millions more
worldwide). GO TRAIN supports and coordinates two activities: (1) The development
of canonical training curricula focused on FAIR Data Stewardship; (2) The develop-
ment of certification schema for competencies in FAIR Data Stewardship (providing
professional career trajectories, which in turn, are intended to drive rapid uptake of
FAIR practices among diverse stakeholders). Currently there are two GO TRAIN INs.
The first is the Training Frameworks IN which aims to develop schema for FAIR Data
Stewardship education (including train-the-trainer curricula and endorsement specifi-
cations), with lenses for Managers, Principal Investigators and Data Stewards them-
selves. Secondly, The FAIR Curriculum IN will re-use the Carpentries Open,
community based curriculum development model [42] to develop novel modular les-
sons for FAIR data stewardship.

The overall purpose of the GO CHANGE pillar to support and coordinate systemic
culture change that transforms existing data management practices into the respected
profession of data stewardship. This includes the development of new funding schema,
sustainability strategies, and business models. GO CHANGE stakeholders range from
international policy makers and national governments to organisation managers and
front-line data producers and data stewards. A key IN for GO CHANGE is a FAIR
resource hub that aggregates multiple resources for FAIR data stewardship planning,
compliance, and assessment.

4 GO FAIR, DO FAIR

A preliminary analysis can easily show that there is a close but highly complementary
relationship between the FAIR Principles and the concept of FAIR Digital Objects.

4.1 Data to be Findable

The DO model is widely compliant with the F-dimension of the FAIR principles and
gives an implementation mechanism. The DO model is explicit in how to do things - in
particular the binding of different informational entities associated with the DO to
guarantee FAIRness - but does not specify the possible usage of DO’s content. It
includes certified repositories as active components and care takers of data and does not
make statements about the content of metadata, since this is very much purpose
dependent and domain specific. Whereas DOs are agnostic about its content and treat
all kinds of content (data, metadata, software, semantic assertions, etc.) the same way
the FAIR principle F2 requests rich metadata for findability that can be both generic
and domain focused.
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4.2 Data to be Accessible

Entirely consistent with the Accession-Related FAIR Principles, the DO Core Model
enables the building of infrastructure that makes data and metadata accessible since it
supports all requirements with respect to open and free to use protocols but also proper
authentication and authorization where necessary. Except for the PID infrastructure
which is an essential element of DO based infrastructures, the DO model assigns the
responsibility to repositories to define policies and implement appropriate mechanisms.
As such, authentication and authorization aspects need to be taken care by the inter-
acting distributed components on the Internet of FAIR Data and Services. The FAIR
Principle A2 stipulates a condition that is only implicit in the DO model, which is that
metadata should persist, even if the original data are deleted or in some way no longer
available.

4.3 Data to be Interoperable

DOs take care of interoperability at the level of data organisation due to its inherent
binding concept and its stable linking based on specific PIDs such as Handles and this
in a way that is machine actionable. The DO Interface Protocol is a universal mech-
anism to interact with DOs independent of how repositories organise and model their
digital entities. Although with respect to other interoperability layers such as structural
and semantical encoding of content the DO concept is agonistic, it does facilitate the
operational work at these levels by allowing users to use the DO model for all kinds of
digital entities and thus guaranteeing stable binding that is necessary for interoperation.
However, again we see the complementarity between the FAIR Principles and the DO
model, in that the 3 Interoperation-related FAIR Principles are explicit about rich,
qualified semantic encoding.

4.4 Data to be Reusable

The DFT Core Model explicitly mentions the role of key properties of DO’s content
being part of the PID record or being referred to by stable and persistent links. Due to
strong typing as suggested by the RDA Kernel Information group of all these attributes
machine actionability is given a great advantage. The binding concept of the DFT Core
Model enables the linking of various aspects closely related with the DO such as
provenance, smart contracts (actionable licenses), transaction records and even more
that go beyond the FAIR principles. The DO Core Model is agnostic with respect to the
concrete specifications, since it respects (indeed, expects) that other groups such as
W3C (PROV), the blockchain community, etc. are providing mechanisms and defi-
nitions which will be used to implement special wishes. Thus again we can say that the
DO concept facilitates the implementation of the FAIR requirements, although the
FAIR components have the capability and mandate to express rich and nuanced
semantics.
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4.5 Summary

Due to their complementarity we see GO FAIR and DO activities as a giant step
towards improving data practices and it was a logical step for the C2CAMP/GEDE
initiatives to become an Implementation Network in GO FAIR and to also align dis-
cussions with the GEDE DO Topic Group as well. GO FAIR distinguishes three major
areas of work (see Fig. 4) to build FAIR compliant infrastructures: data, tools and
compute resources, which in the DO domain are Digital Objects of different types. All
three areas share one central infrastructure, the turbine’s driving axis. To expand this
metaphor one could imagine the DOs to be the driving axis that combines all three
areas and the DO Interface Protocol and the protocol to resolve persistent identifiers as
the underlying basic protocols all areas are using. While DOs implement the F and A
dimensions of FAIR more or less directly, they facilitate the I and R dimensions.

The FAIR Digital Object approach provides technical solutions needed to imple-
ment FAIR principles. In particular, federated systems such as intended, for example,
by the European Open Science Cloud will need such a basic interoperability layer to
achieve the required scalability, stability and FAIRness. Building such a comprehen-
sive and expensive infrastructure eco-system will need to be based on solid fundaments
as offered by the FAIR principles and FAIR Digital Objects to overcome major hurdles
in making data more reusable.

Fig. 4. This figure indicates the major dimensions of the GO FAIR work and the interpretation
of Digital Objects being the driving wheel combining all three dimensions.
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5 Participating

5.1 RDA GEDE DO Topic Group

GEDE, the Group of European Data Experts, is organised within RDA and defines so-
called topic groups to allow interested experts to work on specific thematic topics. One
of these topics are the FAIR Digital Objects where 150 distinguished data experts from
about 50 European research infrastructures and some international colleagues are
discussing intensively about how to improve data work by adopting FAIR DOs.
Currently, a set of more than 30 use cases has been presented by different communities
which will lead to a new paper on FAIR DOs driven by scientific interests. Partici-
pation in GEDE DO is open to anyone interested.

5.2 C2CAMP

C2CAMP is a global collaboration of experts who want to build DO-based infras-
tructures and tools that emerged from the work in RDA groups and that closely
collaborates with the GEDE DO topic group. C2CAMP participation is open for
anyone who wants to actively contribute to the FAIR DO testbed.

In 2018 C2CAMP joined GO FAIR as an implementation network to foster the
interaction with other implementation networks.

5.3 GO FAIR Implementation Network

GO FAIR INs foster a collaborative community of harmonized practice which leads to
Convergence and allows members to ‘speak with one voice’ on critical issues regarding
FAIR data infrastructures. Anyone (i.e., a person, an institution or a network organi-
sation) can join an existing or create a new GO FAIR IN [43]. The list of current
GO FAIR INs can be found at the GO FAIR website [44]. The requirements to become
an IN are minimal: (1) have a plan to implement an element of the IFDS (including
adequate resourcing to accomplish the proposed goals); (2) comply with the GO FAIR
Rules of Engagement (essentially, commitment to the FAIR Principles and ‘no vendor
lock-in1’); (3) have sufficient critical mass to be regarded as thought leaders in the field
of expertise.

6 Conclusions

As described by Wittenburg and Strawn [14] we see trends to convergence finding in
the data domain. Two major action lines have been kicked off almost in parallel: on the
one hand by the RDA groups that worked together in the RDA Data Fabric group and
later started the C2CAMP and GEDE collaboration; on the other hand by the group
working on the FAIR principles and provided the background in which the GO FAIR
initiative was launched. Both initiatives saw the need to turn specifications into active

1 https://www.go-fair.org/implementation-networks/rules-of-engagement/.
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implementation work and thus contributing to the emerging practical eco-system of
data infrastructures. In addition, they understood that FAIR principles and FAIR
Digital Objects are complementary.

A new wave of investments in large research and data infrastructures can be
observed including the European Open Science Cloud and national science clouds in
most of the European member states. The relevant actors sense that what they are
aiming at is finally a complex enterprise with many open questions - their undertaking
is a huge experiment that will lead to a transformation of science. Two of these open
questions are: how complexity can be broken down and how a stable fundament for the
coming decades can be achieved that will not hamper the needed progress in science. It
should be noted that the severity of obstacles to data reuse is driven ultimately by Big
Data (Moore’s Law) and in this sense, the problems extend far beyond the research
domain. Industry is confronted with similar challenges and thus may need to find
similar solutions if it will completely be locked in proprietary platforms.

We recommend therefore following the trend to FAIR data and doing this by
implementing the FAIR DO concept that has as core elements globally resolved per-
sistent identifiers and the Digital Object Interface Protocol - all being open specifica-
tions governed by the non-profit Swiss DONA Foundation.
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Abstract. According to the Open Science paradigm data sources are to be
concentrated within research data infrastructures intended to support the whole
cycle of data management and processing. FAIR data management and stew-
ardship principles that had being developed and announced recently state that
data within a data infrastructure have to be findable, accessible, interoperable
and reusable. Note that data sources can be quite heterogeneous and represented
using very different data models. Variety of data models includes traditional
relational model and its object-relational extensions, array and graph-based
models, semantic models like RDF and OWL, models for semi-structured data
like NoSQL, XML, JSON and so on. This particular paper overviews data
model unification techniques considered as a formal basis for (meta)data
interoperability, integration and reuse within FAIR data infrastructures. These
techniques are intended to deal with heterogeneity of data models and their data
manipulation languages used to represent data and provide access to data in data
sources. General principles of data model unification, languages and formal
methods required, stages of data model unification are considered and illustrated
by examples. Application of the techniques for data integration within FAIR
data infrastructures is discussed.

Keywords: FAIR data infrastructures � Data model unification �
Data integration

1 Introduction

Data sources nowadays are quite heterogeneous: they are represented using very dif-
ferent data models. Variety of data models includes traditional relational model and its
object-relational extensions, array and graph-based models, semantic models like RDF
and OWL, models for semi-structured data like NoSQL, XML, JSON and so on. These
models provide also very different data manipulation and query languages for accessing
and modifying data.

According to Open Science paradigm [27] data sources are to be concentrated within
research data infrastructures allowing access to data, computing services and processes.
These infrastructures are intended to support the whole cycle of data management and
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processing from harvesting and curation to storage and analysis. Examples of research
infrastructures are GEANT1 (interconnecting Europe’s national research and education
networking organizations with high speed and bandwidth), EGI2 (cloud and grid
computing services), PRACE3 (high-performance computing), IDGF4 (desktop grid
federation for crowd computing), OpenAIRE5 (publications and research data storage),
EUDAT6 (collaborative data infrastructure for synchronization, exchange, store, share,
search, replicate and get research data to computation), ELIXIR7 (a distributed infras-
tructure for life-science information), EOSC8 (European Open Science Cloud - a cloud
for research data in Europe).

However, existing research data infrastructures rarely provide means for extracting
maximum benefit from research investments. To force data and infrastructure providers
to overcome this deficiency, for last several years data management and stewardship
principles had being developed and announced [1]. These principles are called FAIR
Data Principles. According to FAIR principles, data have to be findable, accessible,
interoperable and reusable. Outcomes from data management and stewardship in the
FAIR way are facilitating and simplifying the process of discovery, evaluation, and
reuse of data within research infrastructures.

This paper overviews data model unification techniques considered as a formal
basis for (meta)data interoperability, integration and reuse within FAIR data infras-
tructures. These techniques are intended to deal with heterogeneity of data models and
their data manipulation languages used to represent data and provide access to data in
data sources.

The main ideas of data model unification are as follows. The kernel of unifying data
model (called canonical) has to be chosen for a data infrastructure. The canonical data
model serves as the language for knowledge representation mentioned in FAIR I1
principle ((meta)data use a formal, accessible, shared, and broadly applicable language
for knowledge representation) [1, 2]. Every source data model used to represent some
set of sources within the infrastructure has to be mapped into the canonical model.
Mapping can be accompanied with the extension of the canonical model kernel if
required. A mapping should be formalized and verified: a formal proof that the map-
ping preserves semantics of data structures and data manipulation operations of the
source data model should be provided.

As the kernel of the canonical model some concrete data model like SQL (con-
forming to ISO/ANSI SQL standard of 2011 or later) or RDF/RDF Schema with
SPARQL query language can be used. To cover features of various source data models
the canonical model has to be extensible. Examples of extensions are specific data

1 https://www.geant.org/.
2 https://www.egi.eu/.
3 http://www.prace-ri.eu/.
4 http://desktopgridfederation.org/.
5 https://www.openaire.eu/.
6 https://eudat.eu/.
7 https://www.elixir-europe.org/.
8 https://ec.europa.eu/research/openscience/index.cfm?pg=open-science-cloud.
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structures (data types), compound operations or restrictions (dependencies). An
extension is constructed for every source data model. Canonical model is formed as the
union of the kernel data model and all extensions.

Data model unification techniques were extensively studied at FRC CSC RAS [3].
As the kernel of the canonical model specific object-frame language with broad range
of modeling facilities was used [4]. Approaches for mapping of different classes of
source data models were developed: process models [5], semantic models [6, 13], array
[9] and graph-based [10] models, some other kinds of NoSQL models [8]. Techniques
for verification of mappings applying a formal language based on the first order logic
and set theory and supported by automatic and interactive provers were developed
[11, 12].

Source data models unification and construction of a canonical data model is a
prerequisite for data integration and reuse within a data infrastructure that may combine
virtual data integration facilities (subject mediators) as well as data warehouses to
integrate heterogeneous data sources in an interoperable way [25].

The rest part of the paper is structured as follows: Sect. 2 overviews data unifi-
cation techniques that have been developed during recent years and Sect. 3 discusses
application of these techniques for data integration within FAIR data infrastructures.

This work is an extension of [26]. Comparing it with the previous work in [26],
introduction was extended, Sects. 2 and 3 were significantly extended with details and
examples of data unification techniques.

2 Data Model Unification

2.1 General Principles of Data Model Unification

Various source data models and their data manipulation languages applied within some
data infrastructure have to be unified in the frame of some canonical data model.

The main principle of the canonical model design (synthesis) for a data infras-
tructure is the extensibility of the canonical model kernel in heterogeneous environment
[3], including various models used for the representation of sources of the data
infrastructure. A kernel of the canonical model is fixed. A specific source data model
R of the environment is said to be unified if it is mapped into the canonical model
C [11, 12]. This means a creation of such extension E of the canonical model kernel
(note that such extension can be empty) and such mapping M of a source model into
extended canonical one that the source model refines the extended canonical one.
Model refinement of C by R means that for any admissible specification (schema)
r represented in R its image M(r) in C under the mapping M is refined by the speci-
fication r. Such refining mapping of models means preserving of operations and
information of a source model after mapping it into the canonical one. Preserving of
operations and information should be formally proven. The canonical model for the
environment is synthesized as the union of extensions, constructed for all models of the
environment (Fig. 1).
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2.2 Languages and Formal Methods Required for Data Model
Unification

The following languages and formal methods are required to support data model
unification:

• a kernel of the canonical data model;
• formal methods allowing to describe data model syntax as well as semantic map-

pings (transformations) of one model to another;
• formal methods supporting verification of refinement reached by the mapping.

Within studies on data unification techniques at FRC CSC RAS as a kernel of the
canonical data model the SYNTHESIS language [4] was used. The SYNTHESIS
language, as a hybrid semistructured and object-oriented data model, includes the
following distinguishing features: facilities for definitions of frames, abstract data types,
classes and metaclasses, functions and processes, logical formulae facilities applied for
description of constraints, queries, pre- and post-conditions of functions, assertions
related to processes. For extension of the canonical model kernel, metaclasses, meta-
frames, parameterized constructions including assertions and generic data types were
applied. Data unification teqhniques developed can be adopted also for other canonical
data model kernels like SQL or RDF.

For data model’s semantics formalization and refinement verification the AMN
(Abstract Machine Notation) language [14] was used. The language is supported by
technology and tools for proving of refinement (B-technology) [15]. AMN is based on
the first order predicate logic and Zermelo-Frenkel set theory and enables to consider
state space specifications and behavior specifications in an integrated way. The system
state is specified by means of state variables and invariants over these variables, system
behavior is specified by means of operations defined as generalized substitutions – a

Fig. 1. Extensible unifying data model design
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sort of predicate transformers. Refinement of AMN specifications is formalized as a set
of refinement proof obligations – theorems of first order logic. Generally speaking in
terms of pre- and post-conditions of operations, refinement of AMN specifications
means weakening pre-conditions and strengthening post-conditions of corresponding
operations included in these specifications. Proof obligations are generated automati-
cally and should be proven with the help automatic and interactive theorem prover, for
instance, Atelier [15].

For the formal description of model syntax and transformations two approaches
were developed and prototyped.

The first approach [11, 12] is based on the metacompilation languages SDF (Syntax
Definition Formalism) and ASF (Algebraic Specification Formalism). For the lan-
guages a tool support—Meta-Environment [16]—is provided based on term rewriting
techniques. Data model syntax is represented using SDF in a version of extended
Backus–Naur form. Data model transformations are defined as ASF language modules
which are sets of functions. A function defines a transformation of a syntactic element
of a source model into a syntactic element of the canonical model. Recursive calls of
transformation functions are allowed. According to the ASF-definition the transfor-
mation program code (C language) is generated automatically by means of Meta-
Environment tools. The transformation obtained is used for mapping of source model
specifications into the canonical model specifications.

The second approach [17] is based on the Model-Driven Architecture (MDA) [18]
proposed by Object Management Group. Data model abstract syntax neglecting any
syntactic sugar is defined using Ecore metamodel (an implementation of OMG’s
Essential Meta-Object Facility) used in Eclipse Modeling Framework [19]. Concrete
syntax of data models binding syntactic sugar and abstract syntax is formalized using
EMFText framework [20]. Data model transformations are defined using ATLAS
Transformation Language (ATL) [21] combining declarative and imperative features.
ATL transformation programs are composed of rules that define how source model
elements are matched and navigated to create and initialize the elements of the target
models. Type system of the ATL is very close to the type system of the OMG Object
Constraint Language.

2.3 Stages of Data Model Unification

Construction of a mapping of a source data model R into the canonical model C is
divided into the following stages:

• definition of reference schemas of the models R and C (if the latter has not yet been
defined);

• integration of reference schemas of the model R and C;
• syntax formalization for the models R and C (if the latter has not yet been defined);
• creation of a required extension E of the canonical model C;
• construction of a transformation of the model R into the extended canonical model;
• formalization of the data models semantics and verification of refinement of the

extended canonical model by the model R.

All stages of data model unification are illustrated below with examples.

Extensible Unifying Data Model Design for Data Integration 21



Definition of Reference Schemas. The Reference schema of a data model is an
abstract description containing concepts related to constructs of the model and sig-
nificant associations among these concepts. Using MDA terms reference schemas are
just metamodels conforming the Ecore metamodel [19]. As an example, Fig. 2 shows
several elements of the reference schema of the OWL language considered as a source
data model (left hand part of the figure) and several elements of reference schema of the
SYNTHESIS language considered as the canonical data model (right hand part of the
figure). The OWL reference schema is developed on the basis of W3C Recommen-
dation [22] and the SYNTHESIS reference schema is developed on the basis of
description of the language [4]. OWL concepts shown are RDFSClass and its sub-
concept OWLClass accompanied by uriRef attribute and subClassOf and disjointClass
associations. SYNTHESIS concepts relevant to OWLClass are ADTDef (abstract data
type definition) and ClassDef (class definition) accompanied by name attribute and
supertypes and superclasses associations.

Integration of Reference Schemas. The aim of the integration of the reference
schemas is to identify the relevant constructions of source and canonical models. The
list of correspondences between OWL and the SYNTHESIS elements for the subsets of
the reference schemas shown on the Fig. 2 is presented in the Table 1. The integration

Fig. 2. Reference schema elements for OWL and SYNTHESIS

Table 1. Correspondences between the OWL and the SYNTHESIS elements

OWL element SYNTHESIS element

OWLClass ADTDef, ClassDef
OWLClass.uriRef ADTDef.name, ClassDef.name
OWLClass.subclassOf ADTDef.supertypes, ClassDef.superclasses
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can be partially automatized if reference schema elements are provided with verbal
definitions. However, in most cases correspondences have to be established and con-
firmed by the expert.

Data Model Syntax Formalization. Syntax formalization and binding the syntax with
reference schema using EMFText framework for the SYNTHESIS model elements
shown on Fig. 2 are illustrated below:

SYNTAXDEF syn FOR http://synthesis.ipi.ac.ru/Synthesis/

RULES

ADTDef ::=

"{" name[]  ";"  "in" ":" "type"  ";"

("supertypes" ":"  supertypes[] ("," supertypes[])* ";")?    "}" ; 

ClassDef ::=

"{" name[]  ";"  "in" ":" "class"  ";"

("superclass" ":"  superclasses[] ("," superclasses[])* ";")?   "}" ;

For a concept of the reference schema (like ADTDef and ClassDef) a grammar rule
is defined. The rule determines general syntactic structure of the element using

• terminal symbols embraced by quotes (like “supertypes” or “{”);
• nonterminal symbols corresponding to attributes and associations of the concept

(like name or supertypes);
• grammar constructions denoting multiplicity (*), optionality (?), and choice (|).

Syntax formalization with SDF looks almost the same as with EMFText except
minor syntactic differences.

Creation of an Extension of the Canonical Model. An example of extension of the
SYNTHESIS language as a canonical model for unification of the OWL language is
Transitive association metaclass:

{ Transitive; in: association, metaclass;

instance_section: {

domain: type; range: type;

transitivity: { in: predicate, invariant;

{{ all a,b,c(in([a,b], this) & in([b,c], this) -> in([a,c], this)) }}

} } }

The extension is required to reason about transitive object properties defined in
OWL [22]. Association metaclass [4] is a collection of associations. An association is a
set of associated pairs of objects. Association transitivity is expressed by the invariant
transitivity of the metaclass stating the following. Let a, b, c be objects. If a is
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associated with b according to association assoc and b is associated with c according to
assoc then a is associated with c according to assoc. So any association defined to be
an instance of Transitive metaclass is transitive. In metaclass specification above this
refers to current instance, in denotes set membership predicate, [a, b] denotes a pair of
associated objects. Invariant specification is defined by a first order logic formula: all
denotes universal quantifier, & denotes conjunction, -> denotes implication. More
details concerning this extension can be found in [12].

Another example of extension of the SYNTHESIS language as a canonical model
for unification of an attributed graph data model is considered in [10]. In particular, the
extension includes vertices and edges classes intended to represent vertices of a graph
and edges of a graph respectively. Specification of edges class looks as follows (only a
part of specification is considered):

{ edges; in: class;

instance_section: {

startVertex: vertices.inst;

endVertex: vertices.inst;

isValidEdge: { in: predicate; 

params: {+stVtx/vertices.inst, +endVtx/vertices.inst,  

returns/Boolean };

{{ (stVtx = this.startVertex & 

endVtx = this.endVertex -> returns = true) &

(stVtx <> this.startVertex | endVtx <> this.endVertex) -> 

returns = false) }}

};

} 

Any edge of a graph is an instance of the edge class. Every edge has its head
(startVertex) and tail (endVertex) vertices. A predicate isValidEdge is defined over
pairs of vertices. For an edge e the predicate e.isValidEdge(v1, v2) turns true if and only
if the head of e (e.startVertex) equals to v1 and the tail of e (e.endVertex) equals to v2.

Construction of a Transformation of a Source Model into the Extended Canonical
Model. As mentioned in Sect. 2.2 model transformations are proposed to be con-
structed in two ways. The first way applies the metacompilation language ASF
(Algebraic Specification Formalism). The second way applies ATLAS Transformation
Language (ATL). Both ways are illustrated below.

ASF transformation constructed to transform OWL model elements into the
SYNTHESIS model elements shown on Fig. 2 looks as follows:
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module unifier/owl2synthesis/owl-translator
imports unifier/owl/OWL-Syntax
imports unifier/synthesis/Synthesis-Syntax
context-free syntax
t-Type-Specification-List(Directive*, Directive*) ->

{Type-Specification ","}*
t-Class-Declarator-List(Directive*) -> {Class-Declarator ","}*
variables
"Directive*"[0-9\']* -> Directive*
"Type-Specification*"[0-9\']* -> {Type-Specification ","}*
equations
Type-Specification* := 
 t-Type-Specification-List(Directive*, Directive*2),
Synthesis-Id := t-Synthesis-Id(OwlID)
====>
t-Type-Specification-List(

Class(OwlID Description*)
Directive*,
Directive*2

) =
{ Synthesis-Id; in: type, owl;

t-Type-Supertype-Section(Description*)
},

Type-Specification*

Synthesis-Id := t-Synthesis-Id(OwlID)

====>

t-Class-Declarator-List(

Class(OwlID Description*) 

Directive*

) =

{ Synthesis-Id; in: class, owl;

instance_section: Synthesis-Id;

},

t-Class-Declarator-List(Directive*)

The transformation imports syntax definitions for source (OWL-Syntax) and
canonical model (Synthesis-Syntax). Two transformation functions are defined: the first
is required to transform OWL class specifications into the SYNTHESIS type specifi-
cations (t-Type-Specification-List), and the second is required to transform OWL class
specifications into the SYNTHESIS class specifications (t-Class-Declarator-List).
Function signatures are defined in context-free syntax section of the transformation.
Transformation rules are defined as term rewritings in equations section. Both rules
include matching conditions of the form A := B and term equations. Both matching
conditions and equalities contain recursive applications of transformation functions.
Additional syntactic variables used in transformation rules are declared in variables
section.

ATL transformation constructed to transform OWL model elements into the
SYNTHESIS model elements shown on Fig. 2 looks as follows:
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module OWL2Synthesis;

create OUT : Synthesis from IN : OWL;

rule OWLClass{

from c: OWL!OWLClass

using{

sup: Set(OWL!OWLClass) = 

c.subClassOf->select(e | e.oclIsTypeOf(OWL!OWLClass)); }

to

type: Synthesis!ADTDef(

name <- c.resourceName(),

supertypes <- sup),

class: Synthesis!ClassDef(

name <- c.resourceName().toLower(),

instanceType <- type)

do{

class.superclasses <-  

sup->collect(e | thisModule.resolveTemp(e, 'class'));

 } 

} 

For a source model element type (OWLClass) a transformation rule with the same
name is defined. Source element of the rule (c) is declared and typed in from section of
the rule. Additional variables are declared and initialized in using section. For instance,
sup variable is initialized as a set of superclasses of the source class c. Target elements
(type, class) are declared and typed in to section. For a target element a set of bindings
is specified. Bindings define the way the features (either attributes or references like
name, supertypes, instanceType, superclasses) of the generated element must be ini-
tialized. Bindings are defined either in declarative way in to section or in imperative
way in do section.

For both ASF and ATL transformations their templates can be generated auto-
matically on the basis of correspondences between a source and the canonical model
elements. Some details concerning ASF template generation can be found in [11, 12].
Details concerning ATL template generation can be found in [17]. Anyway, trans-
formations have to be completed (extended, modified) by an expert.

Formalization of Data Model Semantics and Verification of Data Model
Refinement can be performed in two ways.

In the first way formalization of data model semantics means a construction of
transformations of source and canonical data model specifications into AMN-
specifications. These semantic transformations are constructed manually by an expert
applying ASF or ATL languages similarly to transformations considered in the pre-
vious subsubsection. Additional technical details are omitted here, only results of
semantic transformations application are illustrated by examples.

26 S. Stupnikov and L. Kalinichenko



Applying semantic transformation for any specification of a source data model the
AMN-specification expressing its semantics is generated automatically. For instance, a
tiny OWL specification and its semantic representation are shown in Table 2.

Source OWL specification includes Person class and a transitive property
hasAncestor. A set of individuals of the ontology is represented in AMN by the set Ind.
Person class is represented by a variable typed in invariant as subset of Ind. Object
property hasAncestor is represented by a variable typed as total function with domain
and range corresponding to domain and range of the property.

Transitivity of the property is represented by a conjunctive part of the invariant.
The property is represented also by the operation add_hasAncestor adding an ancestor
val of an individual ind. To preserve transitivity every ancestor of val becomes also
ancestor of ind.

Applying OWL2Synthesis transformation illustrated above families ontology can be
transformed into the SYNTHESIS module specification with the same name (Table 3,
left hand part) including abstract type Person with hasAncestor transitive association
attribute and class person with instance type Person. Using semantic transformation of
the SYNTHESIS language [23] the respective AMN-specification for the module is
generated automatically (Table 3, right hand part).

General principles for representation structures of the SYNTHESIS language in
AMN are overviewed further [23]. Set of all abstract values (values of all abstract data
types) is represented in AMN by the AVAL set. Set of object type values is represented
by the set Obj that is a subset of AVAL. Type Person is represented by its extent
ext_Person, that is the set of admissible values. Extent is typed in PROPERTIES clause
as subset of Obj. Class person is represented by a variable with the same name typed in
INVARIANT clause as subset of extent of its instance type Person. Attribute

Table 2. Source specification and its semantics in AMN

OWL Specification AMN Specification

Ontology( 
<http://example.com/
owl/families>
Declaration( 

Class(Person))
Declaration(

ObjectProperty( 
hasAncestor))

TransitiveObjectProp-
erty( hasAncestor )
ObjectPropertyDomain( 

hasAncestor Person)
ObjectPropertyRange( 

hasAncestor Person))

REFINEMENT Families
SETS Ind
ABSTRACT_VARIABLES Person, hasAncestor
INITIALISATION
Person := {} ||
hasAncestor := {}
INVARIANT Person: POW(Ind) & 
hasAncestor: Person --> POW(Person) &
!(aa, bb, cc).(aa: Ind & bb: Ind & cc: Ind & 

bb: hasAncestor(aa) & cc: hasAncestor(bb) =>
cc: hasAncestor(aa))

OPERATIONS
add_hasAncestor(ind, val) =
PRE ind: ext_Person & val: ext_Person
THEN

hasAncestor(ind) := hasAncestor(ind) \/ 
{val} \/ hasAncestor(val)

END
END
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association hasAncestor is represented by a variable with the same name typed in
INVARIANT clause as a function having type extent as the domain. Association
metaclass Transitive is also represented by a variable and typed in invariant alongside
with transitive property represented by the respective first order logic formula. Attribute
association hasAncestor is defined to be an instance of Transitive set. The attribute
association is represented also by the operation add_hasAncestor adding an ancestor
val of a person ind.

Having AMN semantic specifications for both source and canonical specifications,
refinement of the canonical data model specification families by a source ontology
families is reduced to refinement of their semantic AMN specifications and can be
verified applying the refinement theorem prover Atelier [15]. For this particular
example, linking invariant [14] which is aimed to bind variables of refined specification
CanonicalFamilies (person, hasAncestorCan) with variables of refining specification
Families (Person, hasAncestor) was added into Families specification:

Person = person &

!(ind, val).(ind: Ind & val: POW(Ind) => 

((hasAncestor(ind) = val) <=> (hasAncestorCan(ind) = val)))

Table 3. Canonical specification and its semantics in AMN

SYNTHESIS
Specification

AMN Specification

{ families;
in: module, 

ontology; 

type: 
{ Person; 

in: type; 
hasAncestor:
Person;

metaslot
in: Transitive;

end
};

class_specification: 
{ person; 

in: class;
instanceType:

Person;
};
} 

REFINEMENT CanonicalFamilies
SETS AVAL
ABSTRACT_CONSTANTS Obj, ext_Person
PROPERTIES
Obj: POW(AVAL) & ext_Person: POW(Obj) 
ABSTRACT_VARIABLES
Transitive, person, hasAncestorCan
INITIALISATION
Transitive := {} ||
person := {} || hasAncestorCan := {}
INVARIANT
Transitive: POW(Obj +-> POW(Obj)) & 
!(tt, aa, bb, cc).(tt: Transitive & aa: Obj & 

bb: Obj & cc: Obj & bb: tt(aa) & cc: tt(bb) =>
cc: tt(aa)) &

person: POW(ext_Person) & 
hasAncestorCan: ext_Person --> POW(ext_Person) & 
hasAncestorCan: Transitive 
OPERATIONS
add_hasAncestor(ind, val) =
PRE ind: ext_Person & val: ext_Person
THEN
hasAncestorCan(ind) := hasAncestorCan(ind) \/

{val} \/ hasAncestorCan(val)
END
END
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Specification refinement w.r.t. linking invariant was automatically reduced to 20
theorems, 9 of them were proved automatically. Generally speaking, verification of
data model refinement is realized over a set of source model specification samples.

In the second way semantics of a data model (source or canonical) as a whole is
expressed by an AMN specification. For instance, in [9] AMN semantics for an array
data model is defined, in [10] AMN semantics for a graph data model is defined. AMN
semantics for the SYNTHESIS language as the canonical data model was also provided
[9, 10].

A subset of AMN semantic specification for a graph data model looks as follows:

REFINEMENT GraphDM

ABSTRACT_VARIABLES attributeIDs, attributes, attributeTyping, vertices,

 edges, headVertix, tailVertix, g_integerAttributeValue

INVARIANT

vertexTypeIDs: POW(NAT) & edgeTypeIDs: POW(NAT) & 

attributeIDs: POW(NAT) &

attributes: vertexTypeIDs \/ edgeTypeIDs --> POW(attributeIDs) &

attributeTyping: attributeIDs --> BuiltInTypes &

vertices: POW(NAT) & edges: POW(NAT) &

headVertix: edges --> vertices & tailVertix: edges --> vertices &

g_integerAttributeValue: (vertices \/ edges)*attributeIDs +-> INT

OPERATIONS

deleteVertex(attr, cond) = 

PRE attr: attributeIDs & cond: INT --> BOOL & 

attributeTyping(attr) = Integer 

THEN

vertices := vertices -  

{vert | vert: vertices & attr: attributes(vertixType(vert)) & 

cond(g_integerAttributeValue(vert, attr)) = TRUE }

END

END

Vertices of graphs are represented by the vertices variable, edges are represented by
the edges variable. Bindings of edges and vertices are represented by headVertix and
tailVertix variables. Set of attribute identifiers is represented by the attributeIDs vari-
able, types of attributes are represented by the attributeTyping variable. Bindings of
attributes with vertices and edges are represented by the attributes variable. Integer
attribute values are represented by the g_integerAttributeValue variable (attribute
values of other types are represented by similar variables). A data manipulation
operation deleteVertex(attr, cond) is defined. The operation removes all vertices vert
from the set vertices such that integer attribute attr is defined for vert and its value
satisfies the condition cond.

A subset of the AMN semantic specification for the SYNTHESIS language
extended for unification the graph data model looks as follows:
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REFINEMENT ObjectDM

CONSTANTS

c_edges, c_vertices, a_startVertex, a_endVertex

PROPERTIES

c_edges: STRING_Type & c_vertices: STRING_Type & 

a_startVertex: NAT & a_endVertex: NAT

ABSTRACT_VARIABLES

classNames, attributeNames, attributeType,

objectIDs, objectsOfClass,  

adtAttributeValue, integerAttributeValue, isValidEdge

INVARIANT

classNames: POW(STRING_Type) &

attributeNames: NAT +-> STRING_Type &

attributeType: dom(attributeNames) +-> BuiltInTypes &

objectIDs: POW(NAT) & objectsOfClass: classNames --> POW(objectIDs) &

integerAttributeValue: dom(attributeNames) +-> (objectIDs +-> INT) & 

adtAttributeValue: dom(attributeNames) +-> (objectIDs +-> NAT) &

isValidEdge:

objectsOfClass(c_vertices)*objectsOfClass(c_vertices) --> BOOL &

!(edg, v1, v2).(edg: objectsOfClass(c_edges) & 

v1: objectsOfClass(c_vertices) & v2: objectsOfClass(c_vertices) =>

((isValidEdge(v1, v2) = TRUE) <=>  

(adtAttributeValue(a_startVertex)(edg) = v1 & 

adtAttributeValue(a_endVertex)(edg) = v2) ) )

OPERATIONS

deleteVertex(attr, cond) =

PRE attr : dom(attributeNames) & cond : INT --> BOOL &

attributeType(attr) = Integer

THEN

objectsOfClass(c_vertices) := 

objectsOfClass(c_vertices) - 

{ vert | vert: objectsOfClass(c_vertices) & 

vert: dom(adtAttributeValue(attr))  &

cond(integerAttributeValue(attr)(vert)) = TRUE } 

END

END

Constants required for unification of the graph data model are declared in CON-
STANTS clause and typed in PROPERTIES clause. So c_edges is the name of the
class for edges, c_vertices is the name of the class for vertices, a_startVertex is the
identifier of the attribute representing heads of edges, and a_endVertex is the identifier
of the attribute representing tails of edges. Sets of class and attribute names are rep-
resented by the classNames and attributeNames variables respectively. Set of object
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identifiers is represented by the objectIDs variable. Bindings of classes with their
objects are represented by the objectsOfClass variable. Attributes are bound with their
types via the attributeType variable. Attribute names are bound with objects and
attribute values via adtAttributeValue and integerAttributeValue variables. Variable
isValidEdge represents the respective predicate defined in instance type of the edge
class as an extension of the SYNTHESIS language considered earlier. Operation
deleteVertex is defined to unify the respective operation of the graph data model.

As far as semantic AMN specifications for the graph data model and extended
canonical data model are defined, refinement of the canonical model by the graph data
model required for unification is reduced to the refinement of their semantic specifi-
cations. Linking invariant that binds variables of refining and refined specifications was
constructed and proof of refinement was performed using Atelier B, additional details
can be found in [10]. An example of a predicate constituting the linking invariant looks
as follows:

!edg.(edg: edges => 

headVertix(edg) = adtAttributeValue(a_startVertex)(edg) &

tailVertix(edg) = adtAttributeValue(a_endVertex)(edg)  )

The predicate binds headVertix and tailVertix variables of the GraphDM specifi-
cation with a_startVertex and a_endVertex variables of the ObjectDM specification.

Partial Automation of Data Model Unification Techniques mentioned above
was implemented within Unifying Information Models Constructor (Model Unifier in
short) [11, 12]. Unifier consists of the following main components:

• tool for the formal description and correctness checking of model syntax and
transformations (Meta-Environment, ATL Tools);

• Atelier [15], supporting AMN and providing facilities for proving of specification
refinement;

• model manager.

Meta-Environment, ATL Tools and Atelier B are third-party products. Model
manager provides a graphical interface allowing an expert to search for, view and
register data models and extensions of the canonical model; to call specific components
for generating templates, editing and integration of reference schemas, generating
templates for translators of source models into the canonical one, translation of source
models specifications into AMN or into canonical specifications, translation of
canonical specifications into AMN.

Application of Data Model Unification Techniques. Recent years data model uni-
fication techniques were applied to wide range of source data models. In [5] a canonical
process model has been synthesized for the environment of workflow patterns classified
by W. M. P. van der Aalst. Thus the canonical process model possesses a property of
completeness with respect to broad class of process models used in various Workflow
Management Systems as well as the languages used for process composition of Web
services.
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In [11, 12] the Ontology Web Language was unified with the SYNTHESIS lan-
guage, in [6] OWL 2 QL was mapped into the SYNTHESIS.

In [7] application of the canonical model synthesis methods for the value inventive
data models was discussed. The distinguishing feature of these data models is inference
of new, unknown values in the process of query answering.

In [8] an approach to mapping of different types of NoSQL models into the object
model of the SYNTHESIS language used as unifying data model was considered.

In [9] unification of an array-based data model used in SciDB DBMS was con-
sidered, and in [10] unification of an attributed graph data model was considered. For
both models verification using AMN specifications is provided.

In [13] issues on unification of RDF with accompanying RDF Schema and
SPARQL languages were discussed.

3 FAIR Data Based on Data Model Unification

The following levels of integration (from higher to lower) can be distinguished: data
model integration (unification), schema matching and integration (metadata integration)
and data integration proper. On the level of data models elements of models (lan-
guages) are matched. On the level of schemas data types (structures) and their attributes
are matched. On the level of data proper rules for transformation of data collections,
their elements and attribute values are defined. An example of model element, schema
element, and data attribute value matching is shown on Fig. 3. On the data model level
the UML class is matched with the table of the relational data model and its attributes
are matched with columns of the table. On the schema level Books type of source
schema is matched with BookInfo type of target schema, attributes are matched
respectively. On the level of data proper two source complementary descriptions of
digital camera are fused to form the target description.

Fig. 3. Model, schema, and data element matching for data integration
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Usually completion of the integration on a higher level is a prerequisite for inte-
gration on a lower level. Obviously the highest level, i.e. data model unification is a
prerequisite for (meta)data interoperability, integration and reuse within FAIR data
infrastructures and data model unification techniques overviewed in the previous
section can be considered as a formal basis for achieving FAIRness of data.

Any level of integration makes data more FAIR: integrated data are much easier to
find, access and reuse and also integrated data are more interoperable than heteroge-
neous data stored in different data sources. The most mature level of integration is
achieved within data integration systems like subject mediators or data warehouses.

Fig. 4. FAIR data infrastructure combining virtual and materialized data integration

Subject mediators implement virtual integration with user queries defined in some
unified data model. Such queries are to be decomposed into sets of subqueries and
these subqueries are to be transferred to heterogeneous data sources. Data sources are
connected with a subject mediator via wrappers which transforms queries into source
data models and also transforms query answers from source data models into unified
mediator data model. Query answers are transferred by wrappers back to the mediator,
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combined and sent to users. One of the latest trends nowadays is construction of subject
mediators over data lakes [24].

Data warehouses implement materialized integration with all required data
extracted from sources, transformed into unified warehouse data model, and stored into
a warehouse.

Any kind of integration system requires unified data model. One of the important
issues to be resolved for data integration within FAIR data infrastructures is the choice
of the canonical model kernel. Even the choice between SQL and RDF is difficult. On
the one hand, SQL is supported by industrial standards, methods and technologies
evolving for decades. On the other hand, RDF is W3C Recommendation supported by
triplestore vendors, is strongly connected with OWL ontological framework, allows
flexible evolution of data schema, provides logic inference in a native way that is very
important for knowledge bases.

To integrate heterogeneous data sources in an interoperable way FAIR data
infrastructures may support both mentioned kinds of data integration systems and also
combined data integration systems [25] with data warehouses considered as sources to
be integrated within subject mediators (Fig. 4). For all kinds of data integration systems
the data model unification techniques can provide a formal basis.
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Abstract. FAIR data principles declare data interoperability and reuse
according to machine and human readable shared specifications. Adherence to
this set of principles brings some implications for data infrastructures and
research communities. Meaningful data exchange and reuse by humans and
machines require formal specifications of research domains accompanying data
and allowing automatic reasoning. Development of formal conceptual specifi-
cations in research communities can be stimulated by a necessity to reach
semantic interoperability of data collections and components, and reuse of data
resources. Usage of formal domain specifications reduces data heterogeneity
costs. Formal reasoning allows meaningful search and verified reuse of data,
methods, and processes from collections. These means can make research
lifecycle in communities more efficient. A lifecycle includes collecting domain
knowledge specifications, classifying all data, methods, and processes according
to such specifications, reusing relevant data and methods, and collecting and
sharing results for reuse.

Keywords: FAIR data principles � Research data infrastructure �
Research community � Conceptual modeling of research domains

1 Introduction

Curation and sharing research data to make it reusable and research result reproducible
is a topical issue over the years [13]. It is necessary since researchers use multiple
sources of open observational data and need to use the results of research in domain
communities. Heterogeneous data volumes as well as needs and directions to process
them grow, so research communities are not able to devote the most time to manual
resolution of data heterogeneity. Tools, formats, operation sets, and procedures shared
in research groups and communities are developed to maintain and perform research
data.

A collection of research workflows MyExperiment [14] includes registered
researchers joining interest groups and projects, using service libraries and shared
workflows. WF4Ever project [11] is aimed at preserving data, workflows and research
results for sharing and reuse. There is an awareness of the need to use global identi-
fication and metadata attributes with any resources. Workflows are accompanied by
everything required for their functioning. For this purpose, research objects (RO) are
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declared as containers that encapsulate data, metadata, workflows, documentation,
links to external resources and share all resources related to research for a community.
A set of operations for RO long-term preservation and access is defined. The wide
community of researchers and data publishers FORCE11 [5] is focused improving the
way of research communications by means of semantically-enhanced digital publica-
tions including links to data, software tools, mathematical models, protocols, and
workflows.

In research data curation, efforts are intensified today to develop international,
interdisciplinary research data infrastructures. Collaborative data infrastructures share
various resources such as collections, archives, databases, storage and computing
capacities, and provide services to search, access and manage them. EUDAT [19] is a
network of numerous community-specific data repositories and some of Europe’s
largest data centers using common data services for data and service providers and
research communities. EUDAT Collaborative Data Infrastructure (CDI) is a European
infrastructure of integrated data services and resources to support research. Heteroge-
neous research data infrastructures interact to share research data globally and make
science open.

European Open Science Cloud (EOSC) [2] initiative integrates research data
repositories, sharing, long-term preservation access and reuse data across all disci-
plines. It supports full research lifecycle by providing access to software, services,
protocols, methods from multiple disciplines and platforms. It makes obligatory Data
Management Plans (DMP) which prescribes management and sharing data during a
project. EOSC can coordinate and support federation of various data of data infras-
tructures in specific disciplines. The conception of Digital Objects (DO) [28] (partially
similar to the RO conception in Wf4Ever) are containers representing data accompa-
nied by persistent identifiers, metadata, code for processing and analysis the data. The
Digital Object Access Protocol (DOAP) [29] defines standard operations to access and
manipulate heterogeneous DOs using a common interface.

FAIR data principles [27] have gathered basic features used in data curation and
preservation practices [13]. They are now being propagated in research data infras-
tructures and open science. These principles are aimed to provide data interoperability
and reuse by machines and humans. For this purpose, data should be well identified,
semantically defined with shared vocabularies and ontologies, accompanied by
provenance information, comply with known protocols, standards, and data models, or
have known mappings to them, and have clear access rules.

FAIR data principles have been defined informally. So they rise a variety of dif-
ferent interpretations from proposals of known technologies for providing FAIR
principles, to simplified quantitative estimations and certification for conformity with
FAIR principles [4, 12, 26]. So the authors of the principles had to explain what do and
what don’t FAIR data mean [18]. At the same time, it seems that FAIR data principles
are sufficient to have some definite implications for requirements to research data
infrastructures. Ones relevant to data semantics problems with respect to research
communities are discussed in the paper. Having been applied at a semantically sig-
nificant level, FAIR data principles are capable of changing research lifecycle in dis-
ciplinary communities and between them.
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This investigation was presented shortly in [20], and more detailed conceptions are
considered here. The rest of the paper is structured as follows. Today’s research
challenges are concerned in the next section. Section 3 tells about the role of formal
specifications for data interoperability and reuse. Section 4 discusses approaches to
data annotation and referencing in multidisciplinary infrastructures. In Sect. 5 a state of
affairs in the astronomical domain and research in it as an example. Section 6 raises
problems of correlation and method specifications of domain objects for research. The
discussion of Sect. 7 is dedicated to an enhancement of research lifecycle using pre-
sented approaches of data specification in research communities.

2 Research on the Edge of Paradigms

Research in the paradigm of computational research included much code development
and data integration efforts. As there are growing research communications and an
increasing number of data sources, time spent by researchers in projects to data dis-
covering and reusing is as high as about 80% [18]. A research lifecycle (Fig. 1) may
include searching for data sources that may be heterogeneous and poorly documented,
matching and integrating their data models and structures to make them accessible.
Then the problem solving is implemented over those data sources in an internally
developed data representation or in schemes of the data sources, and the resulting data
are stored in a suitable format for preservation and usage in further work.

Some researchers continue using similar approaches to their research, although
these approaches potentially bring multiple inefficiencies and additional work. Source
reconciliation and integration problems are resolved for every new project. Resulting
data become heterogeneous for other research groups. Non-trivial reuse of them leads
to the necessity of data integration and development of the same methods multiple

Heterogeneous 
data sources

Integra on of 
data sources

Research 
problem solving

Heterogeneous 
results 

Fig. 1. A research approach in the computational paradigm
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times. Scientific method implementations are tied to particular data sources. Programs
are rewritten to solve the same problem with other or additional data sources.

Research processes using dynamically changed multiple data sources are shifting to
the paradigm of data-intensive knowledge discovery [25]. Since FAIR data principles
aim at making data interoperable and reusable for humans and machines, adherence to
them should make reachable automation of data integration, linking data to methods,
workflows and other related resources semantically relevant and applicable to them,
and possibly automation of data-driven research process itself. For this purpose,
metadata should describe data and services sufficiently for understanding their domain
semantics and restrictions, their provenance and structure. On the other hand, they
should be formal enough to allow reasoning by machines even without any human
help. Relevant data and resources should not only be proposed to a human but used by
machines in research process [18].

Research data infrastructures based on FAIR data principles in their turn should
provide machine and human understandable metadata about data and services, and
reasoning over metadata on all stages of data management. In multidisciplinary
infrastructures, specifications of certain domains may be developed, collected and
maintained by research communities working in them. Such specifications should
continuously be reused in communities to reduce heterogeneities of multiple research
data sources and to support cooperation of researchers and machines in communities
and between them. Domain communities keep data FAIR by relating them to domain
specifications.

3 Domain Specifications for Humans and Machines

FAIR data principles declare machine and human readable specifications of data. So
data are FAIR if there is an approach to define and clarify the semantics of data in a
knowledge domain for automated analysis as well as for presenting relevant data to a
human. Meaningful data exchange and reuse by machines (helpful for humans too)
require formal specifications of subject domains. A formal domain specification is a
description of requirements to an object with particular syntax and semantics within a
domain, which allows meaningful and precise inference by humans and machines.

Similarity measures and machine learning approaches could be applied for search
and operating with data too but do not use formal specifications and do not provide sure
inference over metadata. Knowledge-based specifications can define restrictions and
permissible states of data from the view of a specific domain. So advanced ontological
and rule-based models are preferable for metadata development.

Conceptualization and conceptual specifications are necessary not only in common
and general research disciplines but in domains of interests of narrower and more
specialized communities, as well as in overlapping domains, in which research prob-
lems and collaborations of research teams often occur. Most researches are held in an
intersection of several domains, so they use constraints of several domains simulta-
neously to specify several points of view to the same objects of study. Reasoning in
multidomain specifications should provide establishing relations and semantic inter-
operability between data belonging to different domains.
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Particular syntax and semantics of domain specifications are achieved through the
use of formal data models allowing automatic or interactive reasoning. Conceptual
modeling of research domains includes developing ontologies and conceptual schemes.
Ontologies define domain concepts and their relations. Conceptual schemes are abstract
definitions of structure and behavior information objects in a domain.

Formal approaches to research domain objects specification keeping semantic
interoperability between described objects are based on a kind of set inclusion or
substituting (see Fig. 2). Non-formal approaches are not sufficient to provide such
relations and to guarantee specification correctness and consistency.

Some of the notions that may be used in data models for specification are:

• subclass relation for classes as sets of objects having common properties being
considered;

• concept subsumption having formal interpretations in set theory for description
logics [10] of various kinds allowing a subset of constructors;

• subtype relation including structural and behavioral specifications (Liskov) [16] and
formal specification calculus (Kalinichenko) [15];

• specification refinement in B technology (Abrial) [9].

Semantic interoperability of data is accomplished through establishing relations
between their specifications and mapping data with narrower specifications to a broader
one. Interdisciplinary interoperability should be based on inclusion relations too.
Development of global standards and using shared semantic specifications makes
possible meaningful mapping and transfer data between domains through the mediation
of them. Depending on the formality and granularity of specifications and standards,
they provide different levels of reasoning. A general-level standard can only provide a
general level of interoperability. For example, a standardized set of data operations
does not allow to be sure of the relevance of the data transferred through the operations.
It will require other means to be applied for formal control of data compatibility and
reuse correctness.

Domain object 
specifica ons

Reused resourse 
object descrip on

Fig. 2. Description of reused resources in terms of domain specifications
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4 Referencing Specification Approaches

Semantic annotation notion is used for a kind of metadata accompanying data or any
other resources to semantic specifications such as ontologies. Most commonly used
approaches of semantic annotation are based on informal references or instance-class
relations, they use just binary relations.

To define the semantics of objects in interdisciplinary research annotations in terms
of interrelated domain specifications may be required. So annotations as links to
concepts from different domain specifications are insufficient, they do not express how
an annotated object joins views from both domains. For multidomain specifications,
subconcept (subtype, subclass) expressions are preferable for annotation models [23].
Such formal semantic annotations can express exact semantics and constraints of
objects in terms of every domain and define how this object is constrained in an
intersection of some domains (Fig. 3). A subconcept definition can be defined as a new
concept over existing ontologies or as an expression even for a single instance that is an
annotated object.

Semantic annotations in a formal model allow reasoning over multiple domains
using the same reasoning methods and instruments which are used for domain speci-
fication consistency verification. Evidence-based search for objects relevant to given
one may be organized as inference of subconcepts or instances of subconcepts of the
annotation expression.

5 The State of Art of Domain Specifications in Astronomy

An example of a discipline historically developing its information resources in a FAIR-
like way is astronomy/astrophysics. Wide astronomical research community generates
and uses many open data sources including sky surveys, catalogs, and databases of
specific purposes. Data gathered at any time with any instrument remain valuable for
analysis jointly with recent data. Virtual observatories providing access to available

Domain 1
Domain 2

An object 
annota on 

Fig. 3. Annotation in terms of several domains
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data sources are a basis of research in astronomy. International Virtual Observatory
Alliance (IVOA) [6] includes national virtual observatories. It has developed formats,
languages, tools, and repositories for accessing, sharing and querying astronomical
data.

Data interoperability is supported by widely used standard formats such as FITS [3]
for source images, VOTable [8] for tabular data. These formats encapsulate data and
rich astronomical metadata. VOTable allows streaming in response to a query and
supports separate metadata from data.

There are semantic specification standards, includes ontologies, thesauri, and
conceptual models. Unified Content Descriptors (UCD) is the most commonly used
specialized metadata controlled vocabulary. Unfortunately, it is not formal, has no
well-defined semantics of annotations, and doesn’t exclude description ambiguity and
variance. Known astronomical ontologies are thesaurus-based and are not formal. For
example, AstrObject ontology is a hierarchy of astronomical object names. Conceptual
models (called data models in IVOA) are standardized structures in most common
subdomains of astronomy, namely coordinate systems, photometry, spectroscopy,
registered events, and others. They include necessary elements for objects and char-
acteristics used in these subdomains. However, they are not usually used for data
representation, but for data field annotations in some catalogs. ProvenanceDM is based
on the W3C PROV-DM provenance model that defines relations between entities,
actions, and agents. Observation Core Data Model (ObsCoreDM) [17] can be con-
sidered as an approach to the needs of domain specifications in astronomy. It joins
UCDs, features of several standard conceptual schemes defining sky observation
concepts, provenance model and allows querying them simultaneously.

Strasbourg Astronomical Data Center (CDS) [7] has built a digital repository that
collects and shares astronomical data. The center has a data infrastructure with remotely
accessible interfaces for data access, such as unified access to astronomical catalogs
(VizieR), interactive atlas of the sky (Aladin), the database of astronomical objects
(SIMBAD), specialized query language (ADQL), and the querying protocol
(TAP) with access points. Although the interfaces are unified, catalog structures remain
heterogeneity. They have human-readable metadata. Some common fields such as
astronomical object coordinates and magnitudes are machine-readable and integratable
into multisource queries. Various catalogs have heterogeneous formats of fields and
value representations intractable for automatic processing. As a result, much time is
spent on cleaning, value standardization and integration of data obtained with a
seemingly unified interface.

ASTERICS project [1] as a part of research data infrastructure investigations of
Horizon2020 program focuses on four large astronomical/astrophysical instruments
generating data in different wavelengths. So the project develops tools for horizontally
distributed and cloud-based repositories, processing data with workflows, access to
analytical method libraries, matching methods for data from these instruments. It also
integrates IVOA standards and services mentioned above to be used within the data
infrastructure the Data Access, Discovery and Interoperability (DADI) package of the
project. Multisource queries as a basis of interoperability allow joining objects by general
data fields. However, packaging sundry services without implementing semantic-based
approaches may cause that the shortcomings of the IVOA infrastructures can also be
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apparent in the data infrastructure developed in this project for more specific data fields
and for various accessible data sources.

The experience of problem-solving within and among some research groups
working in astronomy suggests the need to define well the research domain specifi-
cations and shows the advantages of their reuse with minimal extension for solving
various research problems in this domain [21].

It required the development of a domain ontology and schemes for unifying data
from heterogeneous sources. These specifications have been reused in solving a
number of research problems.

There are modules of the ontology, which may be deemed as an upper ontology
since they define concepts general not only for astronomy and used as a basis for the
domain concepts. These domains are measurements, measurement quality, provenance,
dependencies, events and processes, experiments. Domain ontology includes following
general modules used in most astronomical research problems: astronomical objects,
observation and instruments, astrometry, photometry, spectroscopy, stellar objects,
astrophysical parameters, galaxies. More specific domains used as special research
interests: binary and multiple stars, orbit movement, variable stars, light curves. More
specific domain modules use concepts of generalized ones. All modules have mutual
usage of concepts between them too.

Schemes of specialized subdomains have been created and reused as unified
structures for mapping data sources to them and for solving research problems in terms
of the same unified data presentations.

Data sources have been mapped to domain specifications, especially catalogs and
surveys of photometry of single star (SDSS, 2MASS, USNOB-1, HD, HIP, and others),
catalogs of visual binary stars (WDS, CCDM, TDSC), and different types of close
binary stars (GCVS, SB9, ORB6, INT4). All of them have heterogeneous structures
that are mapped into the same domain specifications. Once data sources mapped into
domain specifications, they may be accessed in a unified structure accepted among the
research groups using virtual or materialized view approaches.

Research activities have been carried out in overlapping domains in collaboration
with several astronomical research groups using the same domain specifications.
Analysis of multicolor photometry for different purposes, matching binary stars of
various observational types from different catalogs, identification of high multiplicity
hierarchical multiple stars, classification of eclipsing binary stars and other problems
have been formulated using the same parts of specifications [21]. Common parts of the
domain knowledge used in most problems are astrometrical coordinates and relative
positions of stellar objects, and photometrical observations in particular photometrical
systems.

Some problems use several specific subdomains together. For example, multiple
stars may have pairs of components of different types having specific characteristics
and constraints in their observation method domains. So to solve the problem of
multiple star identification, pair identification rules have been derived from knowledge
of different domains. Data on pairs of different types are acquired and transformed from
multiple data sources mapped to domain specifications. Multiple star identifications
have been represented as a new astronomical catalog [22].
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6 Collections of Methods and Experiment Specifications

For comprehensive investigations of specific objects, it is important to share data about
them, knowledge defining the semantics of entities and phenomena, the semantics of
research methods applied to them, description of tools and workflows, publications,
research results in that domain and other resources. No matter which kind of infor-
mation object is used for research and shared for reuse, it should be supplied with
metadata in terms of domain specifications. Any kind of information objects can be
collected in repositories and described and categorized using formal metadata. Infer-
ence in formal metadata models makes it possible to select them from collections and
access by selected global identifiers.

Data collections without collected methods related to these data make analysis and
processing development difficult. So data packages are often linked to the method code
for accessing or reproducing them. To provide automation of data processing or
proposing existing method implementations to humans, a FAIR-like semantics-based
approach implies not just linking but well-defined and consistent formal descriptions of
data and methods to find and access them together. It means that methods applicable to
research objects should be collected, considered as specific data kind and supplied with
formal metadata for reuse. Method implementation collections may be defined as
specifications of correlation of research object characteristics and implement relations
between them [24].

In research data infrastructures, methods used in any research domain should be
conceptually specified and collected in addition to general-purpose methods such as
multidimensional data analysis or machine learning. For example, it is insufficient to
say that a machine learning method is applied to research object data. Any application
of a machine learning method has its physical sense in the domain. Thus, to apply a
machine learning method to an object in the domain, a researcher should make the
following:

• wrap a machine learning method with a domain object method definition having
specific domain semantics for this object;

• define metadata of the method to describe its semantics in the domain;
• define metadata describing preconditions related to inputs and postconditions

related to outputs of the method in terms of the domain to restrict data applicable
with the method;

• define provenance metadata describing that the method has been implemented with
specific machine learning method application.

Meaningful access to known implementations of research object methods should be
provided to humans and machines by a query. Queries can specify the semantics of
methods as a type of object correlation in the domain, known and evaluated parameters,
mathematical approaches to method implementations, authoring, policies, and other
condition.

Experiments over data in research infrastructures are constructed using shared and
interoperable data, methods (services), and processes (workflows). Research experi-
ments can include data analysis, modeling in accordance with hypotheses and testing
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models by observational data. Besides providing access to data and method imple-
mentation collections, research infrastructures should include workflow metadata,
workflow collections, and instruments for experiment supporting hypothesis generating
and testing.

Specifications of workflows include formal annotations of workflows as wholes and
annotation of their elements. Specifications of elements, their inputs and outputs in
terms of the domain allow linkage correctness verification, automation of workflow
development, reuse of workflows as wholes or fragments of workflows.

Research experiment support includes manual or automated hypothesis generation
and testing. Correlation concept used for method specifications could also be applied to
specify hypotheses as estimated correlations between investigated object characteristics
and expected reflections of values of other characteristics. So hypothesis specifications
draw on the structure of the research object in domain specifications.

Models are implemented as subconcepts in accordance with the hypothesis struc-
ture. Modeled data are generated and represented as instances of model specifications.

The same domain object correlation specifications are used to test hypotheses by
observed object data. Relevant data sources meeting requirement of the domain could
be found in data collections. Differences between generated and observed data are
analyzed to test hypotheses [24].

Research results may include gathered, reformatted, selected, modeled, derived
data, metadata including semantic annotations and provenance, new domain specifi-
cations, implemented methods, programs, workflows, mathematical models, hardware
calculation and preservation resources, software tools, and others. All these resources
may be shared in some policy.

7 Research Lifecycle in Domain Communities

Since shared semantics of research objects are becoming increasingly important for
data reuse in each discipline or subject domain, communities working in a domain
should have conceptual specifications related to their research and maintain a strong
commitment to them.

Communities of researchers and vendors of analytical tools and research instru-
ments and data owners are interested in the long-term shared access to heterogeneous
data and method collections. A natural way of conceptualization and formal specifi-
cation of a domain is the development of them in communities stimulated by a
necessity to reach semantic interoperability of interacting components, integration of
data collections, reuse of data resources and method reproducibility due to binding to
the semantics of the subject domains.

Joining of humans and machines in a community means that they operate within the
ontological commitment defined by its shared ontologies, i.e. use of the concepts of the
subject domain in a consistent way with respect to the theories specified by the
ontologies. Ontologies are important for the automation of consistency control on any
manipulations with the domain concepts.

An interaction of communities for solving interdisciplinary problems requires
simultaneous querying using different domain vocabularies. In that case, the
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researchers should commit to the specifications of several domains. Research com-
munities may be built hierarchically. More specific research interests are based on
standards of a broader community and are specified if not covered in it.

Development of domain specifications takes a lot of work for domain analysis and
agreement, however research communities constantly working in a domain can be
interested in formal specifications of their domains. Research communities develop
ontologies and most common conceptual schemes for their domains, integrate related
data sources, collect implemented methods. These efforts are one-time investments in
building essential resources that are later continuously reused.

Maintenance of shared domain specifications becomes a basis for arranging col-
lections of data and sources, collections of specific methods, embedding research
results into such collections for further research.

A formal approach to metadata maintenance and research process allows defining a
set of typical operations that research communities will use to solve their problems, to
analyze data in the domain and to curate data and metadata. They all access or modify
domain specifications, and they can have unified interfaces independent of the chosen
formalism of specification inclusion or substitution. These operations should be
implemented using means chosen formalism. Operations can include:

• exploring domain specifications;
• manipulations for building domain specifications with obligatory consistency ver-

ification of resulting specifications;
• reasoning interdomain subconcept relations between specifications;
• annotating various resources with subconcept expressions in terms of multiple

domain specifications;
• registering schemes and implementations of methods in collections with

annotations;
• searching for and accessing relevant data whose annotations are subconcepts of

queries;
• searching for and applying relevant methods, services, workflows or workflow

fragments whose semantics are defined in annotations as subconcepts of queries,
preconditions are strengthened by input data, and postconditions weakened by
required outputs;

• perhaps automizing entire research process using domain specifications, problem
specifications, accessible data, and methods.

Since data sources and collections are integrated using domain specifications, and
method implementations are linked to domain object specifications, research problems
are solved using relevant resources from collections. From all the sections above,
activities of communities are defined by research lifecycle (Fig. 4) to provide data
interoperability and reuse over domain specifications.

1. A research problem is described by researches (or generated by machines) as a
specification of requirements in terms of domain specifications. It means that
domain object structures, knowledge constraints, method signatures are used to
express the demands as object restrictions, specific relations, or process specifica-
tions as sequences of requirement specifications to solve the problem.
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2. Data relevant to specifications of requirements are found in data sources and
repositories by semantic annotations as subconcepts of requirements. Data is
selected manually or automatically from accessible relevant one to be reused in
problem-solving. If found data is insufficient, an observation plan and data acqui-
sition may be run. New data should be annotated in terms of domain specifications
and have provenance information hoe they have been collected.

3. Relevant methods implementations are found and selected from method/service/
process collections by semantic annotations of their semantics and constraints of
their inputs and outputs. Missing methods should be implemented or developed as a
workflow. New implemented methods should be annotated in terms of domain
specifications in accordance with the requirements they meet. They should be
specified with provenance information about authors, way of implementation, and
others.

4. The problem is solved with the reuse of selected relevant for this purpose. The
process of problem-solving may be controlled manually or automatically by
queries, method calls, programs, workflows, experiments plans. Hypotheses may be
tested with relevant observational data by comparison with modeled data. The
results of problem-solving can include new knowledge and models, modeled and
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Method reuse or 
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Problem solving, 
experimenting for 
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Registering 
methods in 
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Registering result 
data in collections

Domain spec-
ifications 

Fig. 4. A research life cycle on the basement of domain specifications.
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calculated data, data slices and classifications, new implemented methods and
workflows, specifications of new subdomains, and other information. These result
should be defined with semantic annotations in terms of domain specifications. New
data should be specified with provenance information on authors, from which data
and with which methods they have been obtained or derived.

5. Methods and workflows implemented for some requirements in the domain may
have some sharing policy with a group of researches, community or for open reuse.
For this purpose, they and registered in method collections with metadata annota-
tions in terms of the domain specifications.

6. New resulting data may be preserved in repositories, registered in collections with
metadata describing them for reusability.

The proposed life cycle of a research process based on the formal domain speci-
fications meets the challenges of a new research paradigm and FAIR data principles,
provides semantic interaction within research communities, avoids repeated activities
for data harmonizing and integrating, and developing methods implemented earlier.
Development of domain specifications and data source integration process are per-
formed once and reused in communities. Research problems are formulated in terms of
domain specifications and can reuse any relevant data and methods registered in col-
lections within a data infrastructure.

8 Conclusion

FAIR data principles have been informally defined but have ambitious requirements of
machine- and human-readable data and metadata. In research infrastructures, this
expectation leads to formal reasoning in the metadata. So we have traced how these
requirements may be reflected in the usage of formal domain specifications of research
objects and in the automation of research processes including work with problem
specifications, method specifying and collecting, and holding research experiments.
A key role of communities in the development and maintenance of formal domain
specifications has been shown.
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Abstract. An approach to forming applied ontologies in subject domains in
which data are presented in various forms of tables and scientific graphics is
proposed. A description of the sources of data and information presented in this
form is given. Using quantitative spectroscopy as an example, an approach to
forming semantic annotations characterizing these sources is demonstrated. The
major types of the sources are described. For scientific graphics, an approach to
solving the problem of reducing and systematizing the graphic resources to
search for plots in the subject domain is described. A partition into groups of
functions used in the plots that are not interrelated with each other is constructed
to define different spectral functions to be equivalent. The metrics of three
applied ontologies of spectroscopy used in comparing data collections are
briefly described.

Keywords: Systematization of large data � Quantitative spectroscopy �
Applied ontologies

1 Introduction

In information resources related to subject areas with intensive use of data, numerous
research results are presented in tabular and graphic forms. As a rule, in search for
information this part of resources is ignored. The processing of such resources is
considered to be not economically feasible due to the lack of universal software for
detailed description of such resources from various subject domains.

Back in the 90s search for information in tabular and graphic resources was made
using metadata integrated into html-pages. In the early 2000s [1] Semantic Web
technologies were created to replace the traditional metadata by semantic annotations.
The transition to semantic annotations when describing scientific information resources
was not complete, since, on the one hand, the application of the new technologies
turned out to be a difficult process and, on the other hand, there was no demand for
detailed queries that give unambiguous answers.

At the initial stage of creating the Web, the non-scientific resources greatly exceeded
the scientific resources. The situation changed at the end of the 2000 s when the sci-
entific data volume began to increase dramatically [2, 3]. The scientific information
resources are available on the Internet in the form of publications (files), data collections

© Springer Nature Switzerland AG 2019
Y. Manolopoulos and S. Stupnikov (Eds.): DAMDID/RCDL 2018, CCIS 1003, pp. 55–69, 2019.
https://doi.org/10.1007/978-3-030-23584-0_4

http://orcid.org/0000-0003-2625-3156
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23584-0_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23584-0_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23584-0_4&amp;domain=pdf
https://doi.org/10.1007/978-3-030-23584-0_4


(databases), ontologies of subject domains (knowledge bases), etc. We will consider
mainly tabular and graphic presentation of data in scientific articles and their system-
atization. These resources are chosen, on the one hand, since they have been tradi-
tionally used in research and, on the other hand, there exists a need to search for
resources in graphic form, with a high degree of detail of the queries. In the mid-2000 s
there were some attempts to systematize non-textual parts of scientific resources in some
subject areas [MPI, our works]. In the present paper, details of the systematization
methods will be demonstrated by using examples from quantitative spectroscopy.

Over the past 15 years, the authors have been systematizing spectral data sets on
spectroscopy. The semantic annotations of such data sets resulting from this work have
become part of applied ontologies, in particular, characteristics of one of the main
properties of such sets – the trust of these data [4]. The tables and plots representing the
parameters of spectral lines and spectral functions have been digitized. The tables were
digitized to control the quality of the published measurement data, and the spectral
functions were digitized to obtain spectral information when there are no accurate
results, as well as to control the asymptotic behavior of calculation data.

We have constructed applied ontologies characterizing the quality of information
resources on molecular spectroscopy [5], states and transitions of atmospheric mole-
cules [6], and ontologies of graphic resources on spectroscopy [7].

These ontologies describe the properties of tabular data characterizing spectral
lines, which have been well studied over the past 80 years. In the first thirty years of
this period, the publications contained, along with small data tables, a considerable
number of scientific plots describing spectral functions. The creation of Fourier
spectrometers in the late 60s initiated the appearance of large numerical arrays of
accurate data on the parameters of spectral lines, and in the subsequent years the
graphic representation of spectral data in high-resolution quantitative spectroscopy was
replaced by a tabular presentation.

Nevertheless, spectroscopy still has areas in which it is difficult to achieve high
accuracy of the spectral characteristics by using the modern experimental equipment.
These areas include continuum absorption, which is important in studying planetary
and exoplanetary atmospheres [8, 9] and the spectral properties of weakly bound
molecular complexes and molecules in the UV range needed for quantitative
description of the photochemical reactions in the gas phase [10]. In these subject areas,
the volume of the spectral information contained in scientific graphics is much greater
than that of the information available in tabular form.

The main idea in systematizing scientific graphics is in isolating, in composite plots
containing several sets of curves, every curve of this set in a separate primitive plot.
Such a plot is provided with an additional set of metadata describing it with the detail
needed when searching.

This paper represents the extended version of our report published in the pro-
ceedings of the DAMDID/RCDL 2018 conference [11]. It is significantly expanded by
focusing on the description of scientific graphics. First of all, the definitions of different
types of scientific plots are clarified, and the classification of the research plots and
figures is described. The classification of spectral functions and their arguments is
briefly characterized. The semantic heterogeneity of terms, used in descriptions of
spectral functions and arguments, is discussed. The conclusion is completely rewritten,
and some fragments of introduction are corrected.
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2 Some Peculiarities of Tabular and Graphic Presentations
of Resources in Publications

2.1 Publication Model

Scientific publications are most often used to store, transmit, and analyze the infor-
mation contained in them. Traditionally scientific articles contain a text in a natural
language with mathematical equations, chemical reactions, physical formulas, tables,
plots, figures, etc. The text is mostly used to search for the information requested by the
user. In many subject areas, numerical arrays are used in tabular and graphic forms;
these are solutions of computational problems, measurements, or observations. Each of
the solutions is part of a publication containing a large number of typical facts.
Equations, formulas, and sets of reactions are more abstract resources, because most of
these resources do not have unique names, and any way to annotate them requires a
certain level of professional training.

In a simple case, to form semantic annotations characterizing tabular and graphic
publication resources one can only describe the properties of solutions in the subject
domain used in such presentations. The solution of a computational problem is a
numerical array, which, being supplemented by a set of its properties, can serve as a
more accurate formal model of those publication parts in which these arrays are pre-
sented in tabular or graphic form. The specification of a set of properties is determined
by search tasks that are of interest to the researchers in a given subject area and
consumers of these numerical arrays in applied subject areas.

The choice of a publication model for sets of numerical arrays in tabular and
graphic forms is associated with automatic cataloging of such information resources in
a subject domain. The authors’ collection of articles in the field of quantitative spec-
troscopy exceeds 12,000 publications from 1886 to the present. The chosen subject
domain model [12] contains solutions of seven spectroscopic problems which are
important for applied subject domain, such as astronomy, atmospheric optics, spec-
troscopy, etc.

In publications, tables may contain not only numerical arrays, but also scientific
graphics. The graphic resources in scientific subject domain can be divided into two
parts: typically 2- and 3-D mathematical plots and other images. Now digital images of
scientific graphics can be found in appendices of some journals to make quantitative
comparisons of graphics at lower cost.

2.2 Tabular Presentation

Wide use of numerical data has brought a great variety of forms of tabular presentation.
Table data in articles and plain text files contain numerical arrays with positional
formatting using whitespace characters or enumeration formatting with separating
characters, for example, CSV (comma-separated values) files. The subject area model
chosen by us in the W@DIS information system [12] makes it possible to describe the
intension structure of semantically significant numerical arrays in tabular form. When
systematizing tabular data, the form and structure of a table are not described. Thus, not
all information published in tabular form is semantically annotated, but only that
necessary for studying the quality of tabular data (Fig. 1).
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In the W@DIS information system described below, the numerical arrays from
tables contained in the articles are major resources.

In the future, the volumes of published numerical arrays will increase; the arrays
will be published only in the appendices, and the text part of a publication will include
an analysis of computer-generated semantic annotations.

2.3 Scientific Graphics

Simplified Conceptualization of Scientific Graphics. In quantitative spectroscopy,
scientific plots are used where there are no precise measurements by modern experi-
mental equipment (for example, in case of complex structures of molecules or com-
plexes or when the spectral contributions of the components of mixtures or spectral
measurements in the short-wave radiation range cannot be separated). Scientific
graphics is still used in the field of continuum absorption, planetary and exoplanetary
atmospheres and the spectral properties of weakly bound molecular complexes and
molecules in the UV range to quantitatively describe the rates of photochemical
reactions in the gas phase. The main role of such plots is in comparing data arrays to
identify qualitative features (proximity, equivalence, similarity, etc.) of these data.

Scientific graphics may be divided into two parts. In spectroscopy, the scientific
graphics constructed using algorithms is mostly represented by mathematical plots.
Below they will be called scientific plots or simply plots. The plots available in pub-
lications may be divided into two classes: primitive and composite ones.

Fig. 1. Typical table representation in the W@DIS information system as exemplified by the
numerical array.

58 N. A. Lavrentiev et al.



Primitive plots have a single system of coordinates with a single numerical array
having the form of a curve, a set of points or sticks. Primitive plots have some
properties that are important for classifying them. One of these properties is the type of
numerical array used to construct the curve. This property has two meanings: of an
original array (that is, an array obtained by the authors of the publication) or of a cited
one (that is, an array published earlier). Thus, all primitive plots are divided into two
groups: original plots and cited plots. Unlike primitive plots, composite plots may
contain multiple curves (sets of points or sticks) in one system of coordinates. The
published composite plots may also be divided into two groups: original and cited ones.
The first type includes plots containing only the original curves of the authors of the
publication being considered, and the second one, plots containing both the original
and cited curves.

Plots in a publication are part of figures which may contain primitive plots, com-
posite plots, and sets of primitive and composite plots. Figures may be primitive or
composite. A primitive figure may be a primitive or a composite plot. A composite
figure contains at least two plots.

The second part of scientific graphics is graphics that cannot be presented in articles
in a unified way or such a presentation is difficult to realize. For the elements of such
graphics, we will use the term “images”. Examples of such elements are images of
surfaces in raster graphics.

The scientific graphics described in this paper represents functions of physical
quantities in (1D-2D) Cartesian systems of coordinates. 2D plots are most widely used.
As a rule, a plot in a system of coordinates consists of several curves characterizing the
behavior of physical quantities under various thermodynamic conditions, for example,
describing a comparison of the original results of the authors with those obtained in
works of other researchers. The number of plots containing only one curve in the total
volume of published plots is relatively small.

Definition of Concepts in the GrafOnto System. After describing the conceptual
components of the subject area, we give several definitions:

Definition 1. A primitive plot extracted from a published figure is that containing one
curve in the same system of coordinates as in the figure, with the same physical
quantities, units of measurement, and set of metadata.

There are two types of primitive plots in the GrafOnto system (http://wadis.saga.iao.
ru/complexes): original and cited ones. Cited plots are those explicitly cited by the
authors in the publication. Otherwise primitive plots are considered original.

Definition 2. A composite plot is a plot in Cartesian coordinates containing all prim-
itive plots (more than one) from a published figure and a set of metadata describing the
composite figure.

The GrafOnto system has three types of composite plots: original, cited, and multi-
paper ones. An original composite plot contains only original primitive plots. A cited
composite plot contains at least one cited primitive plot. A multi-paper plot contains at
least one original or cited plot and at least one original primitive plot corresponding to
one of the cited ones.
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Definition 3. A primitive image in a published figure is an image of an object under
study that does not have an adequate mathematical description and a set of metadata
characterizing its properties associated with the object.

Definition 4. A composite image in a published figure is an image containing more
than one primitive image.

In particular, the set of metadata of a primitive image includes a bibliographic
reference to the publication from which the figure is extracted. Composite images can
be one- or multi-paper.

Definition 5. A primitive figure is a figure containing one scientific plot or image.

Definition 6. A composite figure is a figure containing several scientific plots and/or
images.

Below Figs. 2 and 3 represent the composite plot and figure from Refs. [13, 14],
respectively.

Fig. 2. An instance of composite plot equivalent to Fig. 6 from Ref. [13]
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Fig. 3. An instance of composite figure constructed with the data provided by the authors of
Fig. 5 [14].
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Classification of Plots and Figures. Currently the GrafOnto system contains only
plots and figures; it is constantly expanding, with the number of plots and figures
increasing, since the work on the historical part of the collection relating to the pub-
lications of the 19-th and 20-th centuries has not yet been completed. The plots
included in the collection refer to three divisions of spectroscopy which use spectral
functions: cross-sections of absorption of atmospheric molecules for calculating the
rates of photochemical reactions, spectral functions characterizing continuum absorp-
tion of water molecules, and weakly bound molecular complexes.

Table 1 presents a classification of plots and figures based on the definitions given
in the previous subsection and a description of the structure of composite plots and
figures. It also gives the number of plots and figures of each type available at the time
of writing this paper. The composite plots and figures structure specify their contents. It
indicates the number of primitive plots for composite plots and the number of both
primitive and composite plots for composite figures.

Classification of Functions and Their Arguments in the GrafOnto System. In the
GrafOnto system, only 2D plots whose ordinates are functions of one variable are
presented. These functions, as a rule, are projections of functions of two or three
variables onto a plane. In most cases, the values of functions and arguments are
characterized by units of measurement. In a subject domain, the physical quantity
corresponding to a function may depend on many other physical quantities, and the
number of variables is determined by the tasks in which these physical quantities are
used. In our collection of scientific plots for quantitative spectroscopy, the maximum
number of variables is three. The collection has a total of 69 functions forming 11
groups. The arguments of the functions are included in 6 groups containing 22 physical
quantities. In fact, the number of arguments is much larger since, on the one hand, our
collection is not complete but, on the other hand, the variety of units for measuring
length, area, volume, frequency, and density is much greater than that shown in the
plots of our collection. Table 2 shows a classification of the functions by their
arguments.

Table 1. Classification of plots and figures and their structure

Figure type Plot type Computed structure Statistics

Primitive
Figure

Original Primitive Plot (OPP) 1634
Cited Primitive Plot (CPP) 370
Original Composite Plot (OCP) nOPP 331
Cited Composite Plot (CCP) nOPP+mCPP 131
Multipaper Composite Plot
(MCP)

nOPP+mCPP+k{OCiP}

Composite
Figure

nOPP+mCPP+kOCP
+pCCP

76

62 N. A. Lavrentiev et al.



Synonyms of the Names of Functions and Arguments in Scientific Graphics. The
problem of semantic heterogeneity is typical for almost all subject domains in which
the conceptualization and models are created by various scientific groups of
researchers. As in other methods of presenting information in science, semantic
heterogeneity in scientific graphics is due to differences in the educational and cultural
level of the researchers, lack of an established terminology, and the use of simplifi-
cations. These simplifications are caused by the replacement of the spelling of the terms
and concepts by their letter or symbolic surrogates. Let us give some examples from the
practice of avoiding the semantic uncertainty of functions and their arguments in the
GrafOnto system.

In our collection, the physical quantities most used in the plots are the argument
Wavenumber (cm−1) [Frequency (cm−1); IR Energy (cm−1); Photon Energy (cm−1);
r(cm−1); m, cm−1; 1/k (cm−1); r(cm−1); x, (cm−1), etc.] and the function Absorption
Coefficient (cm2 molecules−1atm−1) [Self-continuum cross-section; Cs Self-broadening
Coefficient; Cs(T); C0

N; Cs; a(x), Cself; k; C0
S; -ln C0

S; Cf, etc.]. Examples of synonyms
and simplifications of terms and concepts are given in the square brackets. In most
cases, the semantic uncertainty of terms and concepts can be avoided if the units of
measurement are explicitly given for physical quantities.

In the GrafOnto system, synonyms and surrogates for the terms and concepts are
one of the parts of the collection of plots. They are used in solving the reduction
problem, when equivalence is established between individuals and classes that are
clearly defined in ontology and their analogs with surrogate names.

Table 2. Classification of functions and their arguments in the GrafOnto system

Frequency
(12)

Excitation
Energy(1)

Temperature,
Pressure (4)

Cluster
size (1)

Density
(2)

Distance
(2)

S1(37) x
S2(1) x x
S3(1) x x x
S4(7) x x
S5(1) x x
S6(1) x x x
S7(1) x x
T (9) x
C(1) x
D(1) x
P(2) x
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3 Information and Data Sources

3.1 Definitions

The molecules, for which the spectroscopy problems mentioned in [11] have been
solved, number in the thousands. These problems were solved using different methods
(experimental, theoretical, etc). Some of their solutions uniquely defined the states and
transitions of molecules. Below we discuss only the solution of such kind. For this
reason, solutions to several problems by different methods for different molecules or
their isotopologues can be presented in one publication. The solution to one task can be
the content of several tables. During systematization of data extracted from publica-
tions, such a variety of tables creates many problems, especially in the cases where the
solution to a subject task is divided into parts and is represented in several tables. There
is no sense to refer individual numerical arrays extracted from tables of a publication to
these tables. For the purpose of integrating different parts of the solutions we use an
information object that represents the original data of a publication relating to one
molecule, one spectroscopy task, and one solution method. One can use two different
property sets to define research plots. The first set includes the properties of the
numerical array, used for the construction of the plot and the second one contains the
geometric properties of the curves, points or sticks. These two sets complement each
other. Our paper concentrates on the first set of properties.

Primitive and Composite Data Sources. This information object shall be called the
data source. Different data source types are met in scientific papers. Let us give several
definitions.

Definition 7. All parts of the published solution to a task of quantitative spectroscopy
along with the molecule name, reference, and name of the solution method (or refer-
ence to the method description) are called the “primitive data source”.

Note that this definition does not depend on how the numerical array is represented
in the publication. We assume that empty solutions are not published. On the other
hand, solutions can include measurement data which go out of date with time or wrong
solutions. The data source, containing the problem solution completely declined by
experts, is called negligible. The number of such sources in the modern spectroscopy is
insignificant. It’s worth noting, that curves from the plots are not clearly defined by
numerical arrays. Such kind of array is created by digitizing a corresponding curve;
therefore the downside of such arrays is low precision. During the collection formation
stage this problem was solved by contacting the publications’ authors and asking them
to provide original numerical arrays.

Definition 8. An information object exhibiting basic properties of a primary source of
data cardinality of which differs from unity is called the composite data source.

Note that a composite data source should uniquely define included states and/or
transitions. Any expert set of spectral data (e.g., [15–18]) can serve an example of
composite data source.

Information Source. A primitive data source can be endowed with additional prop-
erties. The list and number of these properties depend on information tasks for solution

64 N. A. Lavrentiev et al.



of which these properties are used. A data source with additional properties is called the
source of information.

Definition 9. A primitive (composite) data source with additional properties is called a
primitive (composite) source of information extracted from a publication.

The source of information is a set of properties and their values attributed to a data
source. For a number of information tasks, for example, the search for reliable solutions
to quantitative spectroscopy problems, one can select properties values of which are
automatically calculated. A source of information usually includes some statements
from the publication that contains the data source described by this source of infor-
mation. The better half of a source of information characterizes the knowledge con-
tained in the publication in an implicit form.

The list of additional properties is determined by a researcher on the basis of
information tasks that are to be solved. There are two such tasks in our work: the task
of semantic search of the most fitting information sources and the task of automated
composition of an expert composite information source in quantitative spectroscopy
[19, 20]. Let us note that primitive sources of information relating to one publication do
not contain identical statements. The difference between a publication and a related
composite information source can be significantly smaller than the difference between
the publication and a related primitive data source. This is due to those additional
properties of the task solution in the publication that are included in the definition of a
particular source of information. For example, such an additional property can be the
description of trust of the solution or the description of the standard deviations of the
initial data source from other data sources, etc. In addition, the statements contained in
the primitive or composite source of information may not be contained in the
publication.

An example of brief information source description is given in Fig. 4.
Brief information source description for a composite plot includes a list of com-

prising primitive information sources as well as a composite plot caption (see Fig. 2).

4 Quantitative Spectroscopy Ontology Metrics

Users of application data, primarily those located in data collections related to data
intensive subject domains, currently meet problems of selection of necessary data,
which concern not only the data intension, but also the data quality level. The onto-
logically described collections are preferable. Such collections can be objectively
compared in terms of metrics of the corresponding ontologies. Naturally, the multi-
plicity of ontology descriptions gives information about a collection of significantly
better quality. A certain standard of such a description should arise for each of applied
subject domains with time. Below we give an example of the quantitative estimation of
the ontology description of resources in the W@DIS.

As a result of the work, a set of spectral data was collected and systematized within
the Molecular Spectroscopy IS for several molecules: H2O, H2S, HOCl, OCS, O3, SO2,
C2H2, CH4, CO2, CH3OH, CO, HBr, HCl, HF, HI, N2, CH3Br, CH3Cl, N2O, NH3,
NO2, PH3, and their isotopologues. The numerical array of spectral data in the
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Molecular Spectroscopy IS occupies about 80 GB in MySQL database, where most
data refer to the H2O molecule and its isotopologues. The MySQL database structure
and the size of the numerical data array in the IS are the best choice for real-time
meeting the users’ information needs. The size of the numerical data array could be
reduced by means of additional optimization of the data structure, but then it would
have to significantly increase the load on the computing resources of the Molecular
Spectroscopy IS. To describe the parts of the complete array, the IS contains about
25 GB of metadata stored in the MySQL database, where the overwhelming majority is
the quantitative criteria of data quality derived from the calculations of the values of the
correlations between pieces of the numerical data. On the basis of the complete 80-GB
data array, ontologies of molecular states and transitions are formed, which are syntax-
represented as XML files in RDF/XML notation of the OWL language of about
280 GB in total size. It should be noted that the OWL language has several syntax
notations, from the shortest in the Manchester syntax to the longest in the OWL/XML
syntax. The relatively verbose RDF/XML syntax was selected for the representation of
OWL ontologies in the Molecular Spectroscopy IS because of historical reasons; this
choice seemed optimal in the beginning of the work on ontology representations in the

Fig. 4. An example of brief information source description, which corresponds to the composite
plot in Fig. 2
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Molecular Spectroscopy IS in 2006. On the basis of the 25-GB array of metadata, a
semantic information model is formed as the ontology of information resources,
syntax-represented as XML files in the RDF/XML notation of the OWL language of
about 3 GB in size. A semantic model of information on spectroscopic plots in the
form of the ontology of spectroscopic plots, syntax-represented as an XML file in
RDF/XML notation of the OWL language of only 2 MB in size, should be mentioned
separately. More complete quantitative information on resources is given in Table 3.

The completeness of description of the subject domain and its parts by different
applied ontologies is estimated using metrics of the ontologies. Some metrics of the
applied ontologies on spectroscopy are given in Table 4.

OIR means the ontology of information resources, OMST means the ontology of
molecular states and transitions, OSG means the ontology of spectroscopic plots.

Table 3. Volume of data, metadata, and ontologies in W@DIS IS

List of resources in W@DIS IS Volume, GB

Data layer
Spectral data 80.779
Metadata layer
Metadata 24.772
Ontology layer
Ontology of information resources on quantitative spectroscopy 3.231
Ontology of molecular states and transitions 280.079
Ontology of scientific graphics on quantitative spectroscopy 0.012
All resources 398.8

Table 4. Estimation of the metrics of applied ontologies on quantitative spectroscopy

Ontology Axiom Logical axiom Declaration axioms Class

OIR 5.4 * 106 4.6 * 106 606 324
OMST 0.97 * 109 0.9 * 109 68 30
OSG 1.81 * 104 1.37 * 104 3690 62

Object property Data property Individual DL expressivity
OIR 92 355 1.4 * 106 ALCHON(D)
OMST 13 25 2.0 * 109 ALC(D)
OSG 17 10 3.7 * 103 ALCHO(D)
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5 Conclusion

A brief analysis of the published basic quantitative spectroscopy resources, represented
in tabular and graphic forms, is given. The part of these resources, analyzed in this
work, includes the published numerical arrays and their properties, resulted from cal-
culations and measurements. These arrays are the solutions of the seven spectroscopy
problems. One of these problems deals with measurements and others comprise direct
and inverse computational problems. The arrays and their properties combine into the
spectral data and information collection in W@DIS. Once the data is uploaded each
collection array is described automatically, both in the database and the ontologies.

The reduction problem for the graphic resources ontology is generally solved with a
sufficient granularity for the quantitative spectroscopy domain. The concepts for “Data
source” and “Information source” are defined and used for describing properties of
numerical arrays, represented in tabular and graphic forms. A brief review of the
W@DIS ontology metrics is given.
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Abstract. This paper discusses an approach for active metagraph model stor-
age. The formal definition of the metagraph data model is proposed. The
example of data metagraph model is given. The formal definition of the meta-
graph function and rule agents are discussed. The example of a metagraph rule
agent is given. It is shown that the distinguishing feature of the metagraph agent
is its homoiconicity which means that it can be a data structure for itself. Thus,
the metagraph agent can change both data metagraph fragments and the struc-
ture of other metagraph agents. The definition of active metagraph is given. The
possible states of active metagraph elements and transitions between them are
discussed. The conceptual architecture of the metagraph storage system based
on active metagraph is proposed. The approaches for mapping the metagraph
model to the flat graph, document-oriented, and relational data models are
proposed. The experiments result for storing the metagraph model in different
databases are given. It is shown that the flat graph model is most suitable for
metagraph storage.

Keywords: Metagraph � Metavertex � Metagraph agent �
Metagraph function agent � Metagraph rule agent � Active metagraph �
Flat graph � Graph database � Document-oriented database � Relational database

1 Introduction

Nowadays models based on complex graphs are increasingly used in various fields of
science from mathematics and computer science to biology and sociology. There are
currently only graph databases based on flat graph or hypergraph models that are not
capable enough of being suitable repositories for complex relations in the domains.

We propose to use a metagraph data model that allows storing more complex
relationships than a flat graph model.

The paper is devoted to methods of storage of the metagraph model based on the
flat graph, document-oriented, and relational data models. We have tried to offer a
general approach to store metagraph data in any database with the mentioned above
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data model. But at the same time, we conducted experiments on several databases. The
results of the experiments are presented in the corresponding section.

This paper is an extended version of our paper [1]. Compared to paper [1], sections
with new materials “The Active Metagraph and Principles of its Storage” and “The
Conceptual Architecture of the Metagraph Storage System” have been added to this
article. Section “The Metagraph Agent and its Homoiconicity” is not completely new
material, but has been added for reasons of clarity. The discussion about RDF model
removed from this version of the paper.

The paper [1] addressed the storage of data metagraphs. This paper offers a holistic
view of the metagraph storage, designed to store both metagraph data and metagraph
agents. For this, an approach based on active metagraphs is used.

2 The Description of the Metagraph Model

In this section, we will describe the metagraph model. This model may be considered
as a “logical” model of the metagraph storage.

A metagraph is a kind of complex network model, proposed by Basu and Blanning
[2] and then adapted for information systems description by the present authors [1].
According to [1]:

MG ¼ MGV ;MGMV ;MGE
� �

;

where MG – metagraph; MGV – set of metagraph vertices; MGMV – set of metagraph
metavertices; MGE – set of metagraph edges.

A metagraph vertex is described by the set of attributes: vi ¼ atrkf g; vi 2 MGV ,
where vi – metagraph vertex; atrk – attribute.

A metagraph edge is described by the set of attributes, the source, and destination
vertices and edge direction flag:

ei ¼ v S; vE; eo; atrkf gh i; ei 2 MGE; eo ¼ truejfalse;

where ei – metagraph edge; vS – source vertex (metavertex) of the edge; vE – desti-
nation vertex (metavertex) of the edge; eo – edge direction flag (eo = true – directed
edge, eo = false – undirected edge); atrk – attribute.

The metagraph fragment:

MGi ¼ evj
� �

; evj 2 MGV [MGMV [MGE
� �

;

where MGi – metagraph fragment; evj – an element that belongs to the union of
vertices, metavertices, and edges.

The metagraph metavertex:

mvi ¼ atrkf g;MGj
� �

;mvi 2 MGMV ;

where mvi – metagraph metavertex belongs to set of metagraph metavertices MGMV ;
atrk – attribute, MGj – metagraph fragment.
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Thus, a metavertex in addition to the attributes includes a fragment of the meta-
graph. The presence of private attributes and connections for a metavertex is a dis-
tinguishing feature of a metagraph. It makes the definition of metagraph holonic – a
metavertex may include a number of lower level elements and in turn, may be included
in a number of higher-level elements.

From the general system theory point of view, a metavertex is a special case of the
manifestation of the emergence principle, which means that a metavertex with its
private attributes and connections becomes a whole that cannot be separated into its
component parts. The example of metagraph is shown in Fig. 1.

This example contains three metavertices: mv1, mv2, and mv3. Metavertex mv1
contains vertices v1, v2, v3 and connecting them edges e1, e2, e3. Metavertex mv2
contains vertices v4, v5 and connecting them edge e6. Edges e4, e5 are examples of
edges connecting vertices v2–v4 and v3–v5 respectively and are contained in different
metavertices mv1 and mv2. Edge e7 is an example of an edge connecting metavertices
mv1 and mv2. Edge e8 is an example of an edge connecting vertex v2 and metavertex
mv2. Metavertex mv3 contains metavertex mv2, vertices v2, v3 and edge e2 from
metavertex mv1 and also edges e4, e5, e8 showing the holonic nature of the metagraph
structure. Figure 1 shows that the metagraph model allows describing complex data
structures and it is the metavertex that allows implementing emergence principle in data
structures.

3 The Metagraph Agent and Its Homoiconicity

The metagraph model is aimed for data and knowledge description. But it is not aimed
for data transformation. To solve this issue the metagraph agent (agMG) aimed for data
transformation was proposed in our paper [3].

Fig. 1. The example of metagraph
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There are two kinds of metagraph agents: the metagraph function agent (agF) and
the metagraph rule agent (agR). Thus agMG ¼ agF jagRð Þ.

The metagraph function agent serves as a function with input and output parameter
in the form of metagraph:

agF ¼ MGIN ;MGOUT ;ASTh i;

where agF – metagraph function agent; MGIN – input parameter metagraph; MGOUT –

output parameter metagraph; AST – abstract syntax tree of metagraph function agent in
form of metagraph.

The metagraph rule agent is rule-based:

agR ¼ MG;R;AGST
� �

;R ¼ rif g; ri : MGj ! OPMG;

where agR – metagraph rule agent; MG – working metagraph, a metagraph on the basis
of which the rules of the agent are performed; R – set of rules ri; AGST – start condition
(metagraph fragment for start rule check or start rule); MGj – a metagraph fragment on
the basis of which the rule is performed; OPMG – a set of actions performed on
metagraph.

The antecedent of the rule is a condition over metagraph fragment, the consequent
of the rule is a set of actions performed on metagraph. Rules can be divided into open
and closed.

The consequent of the open rule is not permitted to change metagraph fragment
occurring in rule antecedent. In this case, the input and output metagraph fragments
may be separated. The open rule is similar to the template that generates the output
metagraph based on the input metagraph.

The consequent of the closed rule is permitted to change metagraph fragment
occurring in rule antecedent. The metagraph fragment changing in rule consequent
cause to trigger the antecedents of other rules bound to the same metagraph fragment.
But incorrectly designed closed rules system can cause to an infinite loop of metagraph
rule agent.

Thus, metagraph rule agent can generate the output metagraph based on the input
metagraph (using open rules) or can modify the single metagraph (using closed rules).

The example of metagraph rule agent is shown in Fig. 2. The metagraph rule agent
“metagraph rule agent 1” is represented as metagraph metavertex. According to the
definition it is bound to the working metagraph MG1 – a metagraph on the basis of
which the rules of the agent are performed. This binding is shown with edge e4.

The metagraph rule agent description contains inner metavertices corresponds to
agent rules (rule 1… rule N). Each rule metavertex contains antecedent and consequent
inner vertices. In given example mv2 metavertex bound with antecedent which is
shown with edge e2 and mv3 metavertex bound with consequent which is shown with
edge e3. Antecedent conditions and consequent actions are defined in the form of
attributes bound to antecedent and consequent corresponding vertices.

The start condition is given in the form of attribute “start = true”. If the start
condition is defined as a start metagraph fragment, then the edge bound start metagraph
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fragment to agent metavertex (edge e1 in the given example) is annotated with the
attribute “start = true”. If the start condition is defined as a start rule, then the rule
metavertex is annotated with attribute “start = true” (rule 1 in the given example).
Figure 2 shows both cases corresponding to the start metagraph fragment and to the
start rule.

The distinguishing feature of the metagraph agent is its homoiconicity which means
that it can be a data structure for itself. This is due to the fact that according to
definition metagraph agent may be represented as a set of metagraph fragments, and
this set can be combined in a single metagraph. Thus, the metagraph agent can change
the structure of other metagraph agents.

It should also be noted that efficient pattern matching algorithms used in production
systems often use a graph representation of production rules. A well-known example of
such an algorithm is RETE. In the case of metagraph approach, the rules of the
metagraph agent may be transformed into RETE-network (Alpha and Beta networks)
using the higher-level metagraph agent.

antecedent consequent
actions

rule 1

rule N

. . .
start=true

metagraph rule agent 1

v32v31
e31 v32v31

e31

v33

e32

v32v31
e31

v33

e32
v34

e33

mv1 mv2 mv3

MG1

MG=MG1

start=true
e1

e2 e3
e4

conditions

Fig. 2. Example of metagraph rule agent
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4 The Active Metagraph and Principles of Its Storage

In order to combine the data metagraph model and metagraph agent model we propose
the concept of “active metagraph”:

MGACTIVE ¼ MGD;AGMG
� �

;AGMG ¼ agMG
i

� �
;

where MGACTIVE – an active metagraph; MGD – data metagraph; AGMG – set of
metagraph agents agMG

i , attached to the data metagraph.
Thus, active metagraph allows to combine data and processing tools for the

metagraph approach.
Similar structures are often used in computer science. As an example, we can

consider a class of object-oriented programming language, which contains data and
methods of their processing. Another example is a relational DBMS table with an
associated set of triggers for processing table entries.

The main difference between an active metagraph and a single metagraph agent is
that an active metagraph contains a set of metagraph agents that can use both closed
and open rules. For example, one agent may change the structure of active metagraph
using closed rules while the other may send metagraph data another active metagraph
using open rules. Agents work independently and can be started and stopped without
affecting each other.

The possible states of active metagraph elements and transitions between them are
represented in Fig. 3.

There are three possible states for active metagraph elements:

1. “S-state” is “serialized” or “stored” state. The serialized active metagraph elements
are saved into the store and not ready for processing.

2. “D-state” is “deserialized” state. In this state data metagraph or metagraph agent are
ready for processing as passive data structures.

“S” - state

Serialized data 
metagraph 

Deserialized data 
metagraph 

“D” - state

SAVE

LOAD

Serialized “agent 1” 
metagraph 

Deserialized “agent 1” 
metagraph 

SAVE

LOAD

Running “agent 1”

START

STOP

Serialized “agent 2” 
metagraph 

Deserialized “agent 2” 
metagraph 

SAVE

LOAD

Running “agent 2”

START

STOP

“A” - state

PROCESS

PROCESS

Fig. 3. Possible states of elements of the active metagraph and transitions between them
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3. “A-state” is “active” state. This state is possible only for metagraph agents. In active
state, the metagraph agent may process any metagraph data in “D-state”.

It should be noted that “S-state” does not depend on the storage “physical” data
model, although different storage models are discussed in the following sections.

Consider the transitions between states. The transitions correspond to the possible
operations that can be performed on elements in these states:

• SAVE – serialize metagraph data (which can be data metagraph or agent repre-
sentation) from the “D-state” to the “S-state”.

• LOAD – deserialize metagraph data from the “S-state” to the “D-state” (which is
the reverse action for SAVE operation).

• START – starting the execution of metagraph agent on the basis of metagraph agent
data representation, i.e. transferring agent from the “D-state” to the “A-state”.

• STOP – stopping the metagraph agent (which is the reverse action for START
operation).

• PROCESS – any metagraph agent in “A-state” may process any metagraph data in
“D-state” (which can be data metagraph or agent representation).

Figure 3 shows an example with data metagraph and two metagraph agents. The
“agent 1” changes the structure of data metagraph while “agent 2” changes the structure
of “agent 1” using PROCESS operation.

Whereas several active metagraphs may share data metagraph fragments, therefore
the PROCESS operation may be used for data-driven communication between agents.

It should also be noted that the active metagraph is a hierarchical structure because
the hierarchical structure is the data metagraph included in the definition of the active
metagraph.

5 The Conceptual Architecture of the Metagraph Storage
System

The conceptual architecture of the metagraph storage system based on active metagraph
is represented in Fig. 4.

Passive storage
SAVE

LOAD

STOP

PROCESS

Metagraph agent 
execution engine

START

Active storage

API

Fig. 4. The conceptual architecture of the metagraph storage system

The Principles and the Conceptual Architecture 79



The passive storage is aimed to store serialized metagraph data that cannot be
processed directly. It corresponds to the “S-state” of the active metagraph.

The active storage is aimed to deals with ready for processing metagraph data. It
corresponds to the “D-state” of the active metagraph. Let us consider in more detail the
features of active storage:

• First of all, active storage is an API for metagraph data processing.
• Active storage makes it possible to process the metagraph data programmatically,

which is the basis for the PROCESS operation.
• The metagraph representation of agent stored in active storage may be transformed

into an executable format and send to the metagraph agent execution engine
(START operation).

Several ways to implement active storage can be suggested:

1. Active storage may be implemented on the basis of the in-memory database. This
case has an advantage in the processing speed of metagraph data, but also has a
limit on the amount of in-memory data processed. In this case LOAD and SAVE are
the physical operations for reading/writing metagraph data from passive storage into
the in-memory database.

2. Active storage can be implemented as an add-on over the passive storage without
using the intermediate database. In this case, active storage API calls will be
translated into the corresponding operations on the passive storage. The LOAD and
SAVE operations mean the passive storage reading and writing according to API
calls.

The detailed implementation of the active storage is the subject of further research.
The metagraph agent execution engine is aimed to run metagraph agents. It cor-

responds to the “A-state” of the active metagraph. The running metagraph agent may
process any metagraph data in active storage (PROCESS operation). The execution of
agent may be stopped, and metagraph representation of agent is saved to the active
storage (STOP operation).

The proposed conceptual architecture deals with the homoiconic nature of meta-
graph agents. Agents may be processed as metagraph data structures and executed as
programs. Thus, both data metagraph and metagraph agents may be stored in active and
passive storages.

It should be noted that the proposed architecture does not depend on the passive
storage data model. The experiments with different data models are discussed in the
following sections.

6 Mapping the Metagraph Model to Storage Models

The logical models described in the previous sections are higher-level models. To store
the data metagraph or metagraph agent representation efficiently, we must create
mappings from “logical” model to “physical” models used in different databases.

In this section, we will consider the metagraph model mappings to the flat graph
model, document model, and relational model.
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6.1 Mapping Metagraph Model to the Flat Graph Model

The main idea of this mapping is to flatten the hierarchical metagraph model.
Of course, it is impossible to turn a hierarchical graph model into a flat one directly.

The key idea to do this is to use multipartite graphs [4].
Consider there is a flat graph:

FG ¼ FGV ;FGE
� �

;

where FGV – set of graph vertices; FGE – set of graph edges.
Then a flat graph FG may be unambiguously transformed into bipartite graph BFG:

BFG ¼ BFGVERT ;BFGEDGE
� �

;

BFGVERT ¼ FGBV ;FGBE
� �

;

FGV $ FGBV ;FGE $ FGBE;

where BFGVERT – set of graph vertices; BFGEDGE – set of graph edges. The set
BFGVERT can be divided into two disjoint and independent sets FGBV and FGBE and
there are two isomorphisms FGV $ FGBV and FGE $ FGBE . Thus, we transform the
edges of graph FG into a subset of vertices of graph BFG. The set BFGEDGE stores the
information about relations between vertices and edges in graph FG.

It is important to note that from bipartite graph point of view there is no difference
whether original graph FG oriented or not, because edges of the graph FG are repre-
sented as vertices and, orientation sign became the property of the new vertex.

From the general system theory point of view, transforming edge into vertex, we
consider the relation between entities as a special kind of higher-order entity that
includes lower-level vertices entities.

Now we will apply this approach of flattening to metagraphs. In the case of
metagraph we use not bipartite but tripartite target graph TFG :

TFG ¼ TFGVERT ; TFGEDGE
� �

;

TFGVERT ¼ TFGV ; TFGE; TFGMV
� �

;

TFGV $ MGV ; TFGE $ MGE; TFGMV $ MGMV :

The set TFGVERT can be divided into three disjoint and independent sets
TFGV ; TFGE; TFGMV . There are three isomorphisms between metagraph vertices,
metavertices, edges and corresponding subsets of TFGVERT : TFGV $ MGV ; TFGE $
MGE; TFGMV $ MGMV . The set TFGEDGE stores the information about relations
between vertices, metavertices, edges in original metagraph.

Consider the example of flattening metagraph model represented in Fig. 5. The
vertices, metavertices, and edges of original metagraph are represented with vertices of
different shapes.
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From the general system theory point of view, emergent metagraph elements such
as vertices, metavertices, edges are transformed into independent vertices of the flat
graph.

The proposed mapping may be used for storing metagraph data in graph or hybrid
databases such as Neo4j or ArangoDB.

It is important to note that flattening metagraph model does not solve all problems
for graph database usage. Consider the example of a query using the Neo4j database
query language “Cypher”:

(n1:Label1)-[rel:TYPE] ! (n2:Label2)

One can see that used notation is RDF-like and suppose that graph edges are
named. But flatten metagraph model does not use named edges because metagraph
edges are transformed into vertices.

Thus, query languages of flat graph databases are not suitable for the metagraph
model because they blur the semantics of the metagraph model.

6.2 Mapping Metagraph Model to the Document Model

From the general system theory point of view, emergent metagraph elements such as
vertices, metavertices, edges should be represented as independent entities.

In the previous subsection, we use flat graph vertices for such a representation. But
instead of graph vertices, we can also represent independent entities as documents for
the document-oriented database. Flat graph edges are represented as relations via id-
idrefs between documents.

For the sake of clarity, we use the Prolog-like predicate textual representation. This
representation may be easily converted into JSON or XML formats because it is
compliant with JSON semantics and contains nested key-value pairs and collections.

The classical Prolog uses the following form of the predicate: predicate atom1;ð
atom2; � � � ; atomNÞ. We used an extended form of predicate where along with atoms
predicate can also include key-value pairs and nested predicates: predicate atom; � � � ;ð
key ¼ value; � � � ; predicate � � �ð Þ; � � �Þ. The mapping of metagraph model fragments into
predicate representation is described in details in [3].

Fig. 5. The example of metagraph for flattening (shown on the left) and the example of flattened
metagraph (shown on the right)

82 V. M. Chernenkiy et al.



The proposed textual representation may be used for storing metagraph data in a
document-oriented database or text or document fields of the relational database using
JSON or XML formats.

6.3 Mapping Metagraph Model to the Relational Model

Nowadays NoSQL databases are very popular. But traditional relational databases are
still the most mature solution and widely used in information systems. Therefore, we
also need the relational representation of the metagraph model. There are two ways to
store metagraphs in a relational database.

The first way is to use a pure relational schema. In this case, the proposed meta-
graph model may be directly or with some optimization transformed into the database
schema. The tables vertices, metavertices, edges may be used. Figure 6 contains a
graphical representation of such a schema using a PostgreSQL database. The table
“metavertex” contains the representation of vertices and metavertices. The table “re-
lation” contains the representation of edges.

The second way is to use document-oriented possibilities of a relational database.
For example, the latest versions of PostgreSQL database provide such a possibility. The
Fig. 7 contains a graphical representation of such a schema.

In this case, vertices, metavertices, and edges are stored as XML or JSON docu-
ments in relational tables. The drawback of this approach is id-idrefs storage between
documents.

Figure 7 shows an example where id-idrefs are stored inside a binary JSON “data”
field. In the case of a relational database, we have to parse data fields and process id-
idrefs links programmatically which decrease the overall system performance.

Fig. 6. The database schema for pure relational metagraph representation
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7 The Experiments

In this section, we present experiments results for storing the metagraph “logical”
model in several databases with different “physical” data models.

It should be noted that these are just entry-level experiments that should help to
choose the right data model prototype for the metagraph storage system.

The experiments were carried out with the following “physical” data models:

• Neo4j – the Neo4j database using flat graph model (according to Subsect. 6.1);
• ArangoDB(graph) – the ArangoDB database using flat graph model (according to

Subsect. 6.1);
• ArangoDB(doc) – the ArangoDB database using document-oriented model (ac-

cording to Subsect. 6.2);
• PostgreSQL(rel) – the PostgreSQL database using pure relational schema (ac-

cording to Subsect. 6.3);
• PostgreSQL(doc) – the PostgreSQL database using document-oriented possibilities

of relational database (according to Subsects. 6.2 and 6.3).

The characteristics of test server: Intel Xeon E7-4830 2.2 GHz, 4 GB RAM, 1 Tb
SSD, OS Ubuntu 16.04 (clean installation on a server). Python 3.5 was used for
running test scripts. Scripts are connected to Neo4j and ArangoDB via official Python
drivers. Queries to these databases were written in query languages (Cypher and AQL
respectively) without ORM and executed by Python drivers. However, queries for
PostgreSQL were made with SQLAlchemy ORM in order to simplify database
manipulations from the python script. In all cases, the database was generated by
scripts in CSV-format. The database was reloaded from the dump after every test,
which modified the state of the database.

Each operation was repeated several times to get the average time of execution.
The experimental dataset consisted of 1 000 000 vertices, randomly connected with

1 000 000 edges. Each vertex of the dataset included one random integer attribute and
one random string attribute of fixed length. For read operations (selecting hierarchy),
additional ten vertices of fixed structure (100 nested levels) were added to the dataset to
get an average time of 10 reads.

Fig. 7. The database schema for document-relational metagraph representation
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The results of tests are represented in the Table 1. This is the test time in mil-
liseconds; the less value is better. The best results are marked in bold. If the best result
is approximately the same for several databases, then all these cases are marked in
Table 1.

Let’s make intermediate conclusions on the basis of the considered results of
experiments.

It is necessary to recognize the Neo4j implementation as inefficient compared to
other cases. But this is not a disadvantage of the flat graph model itself, because the
graph implementation in ArangoDB is quite efficient.

The inserting, updating and deleting operations are very efficient in PostgreSQL
(both relational and document-oriented schemas) and ArangoDB (document-oriented
schema), but this is not the case for hierarchical selecting which is typical metagraph
operation.

The time for hierarchical selecting for graph databases (both Neo4j and ArangoDB)
is comparable to the time of other tests while the time for hierarchical selecting for
relational and document-oriented databases is several times longer than the time of
other tests.

Thus, if the system architect is forced to use the metagraph passive storage based on
a relational or document-oriented database, then hierarchical selecting queries should
be the subject of careful optimization.

Summarizing, we can say that, provided an effective graph database is used, the flat
graph model is most suitable for metagraph storage.

Table 1. The results of tests (test time in milliseconds, the less value is better).

Test case Neo4j ArangoDB
(graph)

ArangoDB
(doc)

PostgreSQL
(rel)

PostgreSQL
(doc)

Inserting vertex to the existing
metavertex

40 2 5 8 6

Inserting vertex to the
metagraph

253 3 3 3 4

Inserting edge to the
metagraph

148 32 7 8 6

Updating existing vertex
value

267 5 5 3 9

Deleting vertex from the
existing metavertex

45 6 5 6 9

Deleting edge from the
existing metavertex

57 6 16 9 6

Selecting hierarchy of 100
related metavertices

45 5 323 218 187

The number of best results 0/7 6/7 4/7 4/7 3/7
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8 Related Work

Nowadays, there is a tendency to complicate the graph database data model. An
example of this tendency is the HypergraphDB [5] database. As the name implies,
HypergraphDB uses the hypergraph as a data model. The reasoning capabilities are
implemented via integration with TuProlog.

Another interesting project is a GRAKN.AI [6] aimed for AI purpose that explicitly
combines graph-based and ontology-based approach for data analysis. The flat graphs
and hypergraphs may be used as a data model. The Graql query language is used both
for data manipulation and reasoning.

It was shown in our paper [7] that the metagraph is a holonic graph model whereas
the hypergraph is a near flat graph model that does not fully implement the emergence
principle. Therefore, the hypergraph model doesn’t fit well for complex data structures
description.

But in fact, HypergraphDB and GRAKN.AI use a hierarchical hypergraph model
which is suitable for complex networks description.

Nowadays the semantic web approach for knowledge representation is widely used.
In this case, the Resource Description Framework (RDF) is used as the data model, and
SPARQL is used as the query language. RDFS (RDF Schema) and OWL (OWL2) are
used as ontology definition languages, built on the base of RDF. Using RDFS and
OWL, it is possible to express various relationships between ontology elements (class,
subclass, equivalent class, etc.) [8]. For RDF persisting and SPARQL processing,
special storage systems are used, e.g., Apache Jena.

But unfortunately, the RDF approach has several limitations for complex situation
description which are considered in details in [1]. The root of limitations is the absence
of the emergence principle in the flat graph RDF model. The metagraph model
addresses RDF limitations in a natural way without emergence loss. Therefore, despite
the prevalence of the RDF model, we consider the development of a storage system for
the metagraph model as an important task.

9 Conclusions

The models based on complex graphs are increasingly used in various fields of science
from mathematics and computer science to biology and sociology. Nowadays, there is
a tendency to complicate the graph database data model in order to support the com-
plexity of the domains.

We propose to use a metagraph data model that allows storing more complex
relationships than a hypergraph data model and RDF model.

The metagraph agents are aimed for metagraph data transformation. The distin-
guishing feature of the metagraph agent is its homoiconicity. The metagraph agent can
change the structure of other metagraph agents.

The active metagraph is aimed to combine the data metagraph model and the
metagraph agent model.

The proposed conceptual architecture deals with the homoiconic nature of meta-
graph agents. Agents may be processed as metagraph data structures and executed as
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programs. Thus, both data metagraph and metagraph agents may be stored in active and
passive storages.

The metagraph model may be mapped to the flat graph model, the document model
and the relational model. The main idea of this mapping it the flattening metagraph to
the flat multipartite graph. Then the flat graph may be represented as a document model
or relational model.

The experiments results show that flat graph model is most suitable for metagraph
storage.

In the future, it is planned to develop a metagraph data manipulation language and
design a stable version of the metagraph storage based on a flat graph database.
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Abstract. Creation of the Galaxy model describing formation and evolution of
binary stars requires generating and testing hypotheses related to the process
of formation of binary stars and distributions of their characteristics. A set of
hypotheses can be generated on the basis of a number of publications that
suggested the formation of binary systems. We describe the project aimed at
finding initial distributions of binary stars over masses of components, mass
ratios of them, semi-major axes and eccentricities of orbit, and also pairing
scenarios by means of Monte-Carlo modeling of the sample of visual binaries of
luminosity class V with a set of additional restrictions, so it can be considered as
free of observational incompleteness effects. We present results which allow
rejecting some estimated initial distributions of visual binary star parameters.

Keywords: Binary stars � Stellar formation � Modeling

1 Introduction

Creating models that simulate research objects determines possibilities to obtain new
knowledge about these objects. Research is not limited to the analysis of observed
characteristics of physical systems but allows to evaluate physical characteristics,
which can not be observed by scientific instruments today, but which could cause
definite values of the observed characteristics. Majority of stars accessible for detailed
observational study appear to be binary ones. Interaction between binary star com-
ponents in the course of their evolution results in a rich variety of astrophysical
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phenomena and objects. Study of the structure and evolution of binary stars is one of
the most actively developing fields of modern astrophysics.

Single star formation and evolution have been modeled and studied. Theoretical
modeling allows obtaining models of stars clusters with statistical properties agreeing
with observations. Known investigations were devoted to star formation in a narrow
range of spectral classes of stars, certain evolutionary status stars. But there is no model
taking into account formation of interacting star systems in a part of the Milky Way
galaxy.

To model a population of binary stars, we study the birth function (BF) which
defines a statistical dependence of the number of stars born on a set of parameters. Most
important, BF is, first, a benchmark for the theories of star formation and, second, the
base for the estimates of the number of objects in the models of different stellar
populations and model rates of various events, e.g., supernovae explosions.

Hypotheses related to the process of binary star formation and distributions of their
initial characteristics should be generated and testing. A set of hypotheses can be
derived from publications that have estimated some aspects of binary star formation.
Verification of the hypotheses will allow revealing constraints of the parameters of the
star birth function of binary systems and building a consistent model of the history of
star formation of binary systems in the Galaxy. Hypothesis testing is performed by
comparing the model with observational data.

We consider the problem of determining the fundamental astrophysical parameters
of the binary star formation history as a solution of an inverse problem, based on
distributions of binary stars on the observed characteristics. As an inverse problem, it is
ill-posed and can be solved only under the condition of imposing additional restrictions
on desired distributions.

The aim of the paper is presenting results of the assessment of BF by means of
comparison of results of Monte-Carlo model of the local population of field visual
binaries with their observed sample.

We probe, for a given type of stars, whether the synthetic dataset differs signifi-
cantly due to the change of initial fundamental distributions, and how the change of
every distribution affects it. For this purpose, we compare synthetic populations for
different pairing functions and particular sets of fundamental functions. We attempt to
find whether certain initial distributions or combinations of initial distributions result in
synthetic datasets incompatible with observational data at certain significance level
and, on the contrary, whether certain initial distributions or combinations of initial
distributions provide synthetic dataset best compatible with observational data,
hopefully, at certain significance level.

The paper is organized as follows. The model of initial fundamental distributions of
binary star parameters is described in Sect. 2. Some considerations on the choice of
theoretical models are discussed in Sect. 3. Observational data sources and limitations
used to compare with modeled data are chosen in Sect. 4. Results and conclusions are
presented in Sect. 5. In Sect. 6 we outline the plans of future studies.

The paper restructures and extends the report presented in [25]. The introduction
(Sect. 1) has been rewritten to emphasize the importance of modeling as a research
approach when investigated object characteristics cannot be observed directly, and to
describe briefly the binary star birth function as a research object and a way of
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investigating it. Some modeling details are replaced from the introduction to the model
description section (Sect. 2). Section 2 has been extended with a detailed description of
the birth function constituents for visual binary stars and with a description of an
approach to generating random values with a specified distribution. In Sect. 6 future
plans of research were refined, and some specificities of other observational types of
binary stars are described. Finally, a conclusion was added.

2 The Model

To make a model of binary star formation history, it is necessary to determine and
investigate constituents (parameters) of the star formation function. The following
estimations are proposed in various publications as fundamental parameters for binary
star formation:

• estimating scenarios of binary star mass formation and selection of respective
parameter pairing [19];

• possible type of distributions of binary systems and their components by masses;
• distribution of binary systems by semi-major axes of orbits [30];
• possible type of distribution of binary systems over the eccentricities of orbits [37].

It should be investigated which parameter distributions are fundamental for binary
systems – masses of components, a ratio of their masses, total mass of a system, etc. It
is still an open problem. There is an estimate that formation of wide and close binaries
occur in different scenarios. Various combinations of these hypotheses were included in
considerations as fundamental ones.

Distributions of mass ratios of binary star components (q ¼ M2=M1) can vary from
decreasing from zero to one to increasing in the same range or even bimodal ones for
different types of binaries. Mass ratio distributions differ for close and wide binary
systems too. The distribution of primary and secondary components themselves for
wide binary systems seems to be the same as the initial mass function of single stars.
Depending on chosen scenario of wide pairs, mass ratio is defined by the masses of the
components or represented by a distribution in the form of a power function.

Preferable model of the distribution of binaries by semi-major axes of orbits is a
linear distribution in the logarithmic scale, however, independence of this distribution
from component masses is not proved. A lognormal distribution for this parameter is
possible too due to dynamic changes of orbits and/or selection effects. There is an
assumption that unimodal initial distribution on semi-major axes of orbits cannot
correspond to observed ones. For wide pair formation, we have tested different
parameters of the linear distribution in logarithmic scale.

Distribution of wide binary systems by orbit eccentricities is stable. Close binary
stars with orbit periods less than ten days are circularized soon. So eccentricity
distribution can be an important parameter describing initial distributions. For wide
pairs, we show that the initial distribution of eccentricities weakly affects the resulting
distribution. Eccentricities o close pairs are determined much more massively and can
serve as an observational parameter, its distribution needs to be analyzed later.

Different kinds of distributions can be used to generate initial values of binary star
parameters (such as semi-major axes, orbit eccentricities, star formation rate, and
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others). There are distribution laws modeled as constant, linear, power and exponential
functions. The main principle of generating random values with a given distribution
law is as follows. Let f xð Þ is a probability density function, xmin and xmax are limit
values of the argument, k is a normalization factor such that

Z xmax

xmin

kf xð Þdx ¼ 1

The cumulative probability is determined as

F xð Þ ¼ Z
kf xð Þdx ¼ U xð ÞþC

where U xð Þ is the antiderivative of f xð Þ, and C is a constant computed from the initial
conditions F xminð Þ ¼ 0.

R ¼ F xð Þ is randomly generated in the range from 0 to 1. A target value of x is
calculated as an inversion of U xð Þ for randomly generated R:

x Fð Þ ¼ U�1 R� Cð Þ

thus its differential distribution (i.e., the probability density of x) is determined by f xð Þ.
The following form of the birth function (BF) for visual binaries was suggested by

Vereshchagin et al. [38]:

d3N / M�2:5
1 dM1 � d log a � q�2:5dq year�1� � ð1Þ

where M1 is mass of the primary component expressed in solar units (M�), q ¼ M2=M1

is mass ratio of components, a is semi-major axis of a component orbit expressed in
solar units. In the present study, we consider different combinations of fundamental
functions [29] describing the distribution of stars and generate random values of binary
star parameters with respective distributions. As a “minor” characteristics, we consider
eccentricity of orbits e.

To simulate stellar pairs we use different pairing functions (scenarios), mostly taken
from Kouwenhoven’s list [19]. It includes random pairing and other scenarios, where
two of the four parameters (primary mass, secondary mass, total mass of the system,
mass ratio) are randomized, and others are calculated. Table 1 contains a short sum-
mary of the used pairing functions.

Masses of the of components or total masses of the binaries were drawn randomly
from Salpeter [35] or Kroupa [24] initial mass functions (IMF), separation a was drawn
from one of the following distributions: / a�1, / a�1:5, / a�2, and eccentricity e was
distributed assuming the following options: (i) all orbits are circular, (ii) eccentricities
obey thermal distribution fe eð Þ ¼ 2e, and (iii) equiprobable distribution fe eð Þ ¼ 1. We
adopt random orbit orientation. Mass ratio q, when needed, is randomly drawn from
/ qb distribution, where b is adopted to be �0:5, 0 or 0:5. The lower limit for q is
determined by mass limits 0:08 � � � 100½ � M�. Certain pairing functions, such as RP,
PCRP, PSCP and TPP, do not allow independent random distribution of mass ratios, it
is calculated from masses of components.
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Table 2 contains a short summary of initial distributions used in the modeling.
Some cells are empty because the pre-planned distributions are not implemented as yet.
The total number of possible combinations of initial distributions considered as yet is
144, equal to the number of possible combinations of s;m; q; a; e, in Table 2 and
regarding that s0 and s5 scenarios do not imply independent initial distribution over q
(see Table 1). Any combination of distributions listed in Table 2 can be conveniently
referred, for instance, as “s2m0q5a1e0”.

The model also accounts for star formation rate, stellar evolution and takes into
account observational selection effects. Besides, our model allows obtaining estimates

Table 1. Summary of considered pairing functions (scenarios).

Abbreviation Full name Scheme

RP Random Pairing rand M1;M2; Mmin � � �Mmax½ �ð Þ; sort M1;M2ð Þ; calc qð Þ
PCRP Primary Constrained

Random Pairing
rand M1; Mmin � � �Mmax½ �ð Þ;
rand M2; Mmin � � �Mmax½ �;M1 ¼ const untilM2\M1ð Þ;
calc qð Þ

PCP Primary Constrained
Pairing

rand M1; qð Þ; calc M2ð Þ

SCP Split-Core Pairing rand Mtot; 2Mmin � � � 2Mmax½ �ð Þ; rand qð Þ; calc M1;M2ð Þ
PSCP Primary Split-Core

Pairing
rand Mtot; 2Mmin � � � 2Mmax½ �ð Þ;
rand M1; 0:5 M1 þM2ð Þ � � �Mmax½ �; untilM1\Mtotð Þ;
calc M2ð Þ; calc qð Þ

TPP Total Primary Pairing rand Mtot; 2Mmin � � � 2Mmax½ �ð Þ;
rand M1; Mmin � � �Mmax½ �; untilM1\Mtotð Þ; calc M2ð Þ;
sort M1;M2ð Þ; calc qð Þ

Note: Mtot, M1, M2 are total mass of the binary, primary mass and secondary mass, respectively;
Mmin, Mmax are lower (0:08M�) and upper (100M�) limits set for masses; q ¼ M2=M1 is mass
ratio. The meaning of abbreviations is the following: “rand” – randomizing, “calc” – calculation,
“sort” – sorting.

Table 2. Summary of applied initial distributions

sN Scenario (s) mN IMF (m) qN Mass ratio (q) aN Semi-major
axis (a)

eN Eccentricity
(e)

0 RP 0 Salpeter 0 Flat, f ¼ 1 0 Power, f � a�1 0 Thermal,
f ¼ 2e

1 Kroupa 1 Power,
f � a�1:5

1 Delta,
f ¼ d 0ð Þ

2 PCP 2 Power, f � a�2 2 Flat, f ¼ 1

3 SCP
4 Power,

f � q�0:5

5 TPP 5 Power,
f � q0:5
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for the fraction of binary stars that remain unseen for different reasons and is observed
as single objects and to investigate how these fractions depend on the initial distri-
butions of parameters. Such estimates are important, for instance, as an approach
toward recovering actual multiplicity fraction, mass hidden in binaries, as well as
toward models of different stellar populations.

To account for star formation rate we adopt SFR tð Þ ¼ 15e�t=7, where the time t is
expressed in Gyr (Yu and Jeffery [39]). Disc age is assumed to be equal to 14 Gyr.

Currently, we consider the following stellar evolutionary stages: MS-star, red giant,
white dwarf, neutron star, black hole. The objects in the two latter stages do not
produce visual binaries (though they contribute to the statistics of pairs, observed as
single stars, see Sect. 5.2 below). We do not consider brown dwarfs and pre-MS stars
here, as they are extremely rarely observed among visual binaries and their multiplicity
rate is substantially lower than for more massive stars [1]. As we deal with wide pairs
only, we assume the components to evolve independently. To calculate the evolution of
stars and their observational properties we used analytical expressions derived by
Hurley et al. [18] and assumed solar metallicity for all generated stars.

To normalize the number of simulated objects, we use estimates of stellar density in
the solar neighborhood, based on recent Gaia results [6].

For the generated objects, we determine observational parameters, in particular, the
brightness of components, their evolutionary stage and projected separation. Then we
apply a filter to select a sample of stars, which can be compared with observational data
(see the next section).

3 Some Reflections Concerning Selection of Models

In the selection of trial initial distributions for the model, we adopted the following
approach: we started with well established or widely used in the literature functions for
f Mð Þ, f að Þ, f eð Þ and then stepped aside from them to test, whether the algorithm would
be able to feel a difference at all. We preferred simple analytical expressions, supposing
we would pass to more complicated ones later if we find it necessary.

Thus, we use traditional Salpeter’s IMF [35] along with the much more recent and
generally accepted Kroupa’s one [24]. In spite of the statement by Duchêne and Kraus
[9] that no observed dataset agrees with random pairing scenario, we use the latter
among other ones.

On the other hand, for semi-major axis distribution, we applied as yet only
commonly used power law parametrization, with the particular case of a log-log flat
distribution known as “Öpik’s law” [30]. Validity of fa / a�1 law up to a � 4600 AU,
which is close to amax of our refined sample of visual binaries, was confirmed by
Popova et al. [31] and Vereshchagin et al. [38] who analyzed the data in the amended
7th Catalog of Spectroscopic Binaries [22] and IDS, respectively. Poveda et al. [32],
found that Öpik’s distribution matches with a high degree of confidence binaries with
a. 3500 AU (but we note, that selection effects which hamper discovery of the widest
systems were not considered, contrary to the abovementioned studies). We also stress,
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after Heacox [16], that Gaussian distribution of separations encountered in the literature
(e.g., Duquennoy and Mayor [8], Raghavan et al. [33]) is an artifact of data repre-
sentation. Like Poveda et al. [32], we reject Gaussian distribution of stellar separations,
since it is hard to envision currently a star-formation process leading to such a
distribution.

As for the eccentricity distribution, from a physical point of view, one usually
prefers in theoretical simulations the “thermal” law f eð Þ� 2e [2], though in observa-
tional datasets one finds, e.g., that the eccentricity distribution of wide binaries contains
more orbits with e\0:2 and less orbits with e[ 0:8 (Tokovinin and Kiyaeva [37]) or a
flat distribution in the e ¼ 0:0 � � � 0:6½ � range and declining one for larger e [33].

Having in mind the difficulties hampering determination of eccentricities from
observations and numerous selection effects, we probe three quite different model
distributions: “thermal”, flat, and single-valued with e ¼ 0 for all stars.

The very selection of fundamental parameters for initial distribution is arguable. For
instance, primary and secondary masses were considered as fundamental parameters
for MS binaries by Malkov [27] and pre-MS binaries by Malkov and Zinnecker [26],
while Goodwin [13] has argued that system mass is the more fundamental physical
parameter to use. We do not reject the possibility to choose and investigate other
parameters as fundamental ones in the course of further work.

4 Observational Data for Comparison

To compare our simulations with observational data, we use the most comprehensive
list of visual binaries WCT [20], compiled on the base of the largest original catalogs
WDS [28], CCDM [7] and TDSC [10]. These data were refined or corrected for
mistaken data, optical pairs, effects of higher degrees of multiplicity, sorted by lumi-
nosity class (primarily, to select pairs with both components on the main-sequence),
and appended by parallaxes. A refined dataset for comparison was selected from the
data, so as to avoid regions of observational incompleteness in the space of observa-
tional parameters. The procedure of dataset compilation and analysis described in
details in [20, 21] was improved due to use of new trigonometric parallaxes from
TGAS DR1 Gaia [11] that allowed to re-obtain constraints to avoid regions of
observational incompleteness.

Visual binaries are observed, mostly, in the immediate solar vicinity. Therefore, we
consider them to be distributed up to the distance of 500 pc in the radial direction and
according to a barometric function along z. The scale height z for the stars of different
spectral types and, respectively, masses was studied, e.g., in [5, 12, 14, 23, 34].
Synthesizing results of these studies, we assume zj j ¼ 340 pc for low-mass (�1M�)
stars, 50 pc for high-mass (	1M�) stars, and linear zj j � logM relation for interme-
diate masses. For such a small volume we can neglect the radial gradient [17]. We also
ignore interstellar extinction.
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Out of simulated objects we select pairs, satisfying the same observational con-
straints, as the refined observational set does, namely: projected separation 2\q\200
arcsec, primary component visual magnitude V1\9:5m, secondary component visual
magnitude V2\11:5m, magnitude difference DV 
 V2 � V1j j � 4m (henceforth, “syn-
thetic dataset”). For the purposes of correct comparison, we also limit the refined set of
observational data by 500*pc distance. The data for A0V-K4V stars presented by
Bovy [6] give 0:01033 stars per pc3. This means that in the 500 pc sphere we generate
about 43300 pairs of stars.

We construct distributions of synthetic datasets over the following parameters:
primary and secondary magnitude, magnitude difference, projected separation, paral-
lax. Then we compare the synthetic distributions with refined observational ones using
v2 two-sample test. We deem, the better result of comparison, the closer our
assumptions on pairing scenarios, initial distributions of masses, mass ratio, separation
and eccentricity are to reality. The refined set of observational data contains N ¼ 1089
stars. To compare them properly with results of our simulations we need to use his-
tograms with n ¼ 5 logN bins [36], i.e., 15 ones.

5 Results and Discussion

5.1 Star Formation Function

Comparison of our simulations with observational data allows us to make the following
conclusions on initial distributions. Even before application of statistical tests, we
should meet a strong and evidently important criterion of validity of the tested com-
bination of initial distributions, namely the agreement between the number of binaries
in the simulated datasets and the observed number of visual pairs. This number depends
on initial distributions of fundamental variables and changes between 0 and about
15000; an exception is a distribution over e which affects the volume of simulated
datasets only mildly. Thus, if our accepted normalization [6], along with other used
assumptions regarding spatial distribution of visual binaries in solar vicinity is valid,
we can exclude certain combinations of initial distributions, based purely on the
number of binaries in synthetic dataset. However, our present observational dataset
volume (1089 pairs) is limited to binaries having MK spectral classification. Thus, we
are careful and do not rely exclusively on this criterion because we allow certain
freedom due to simplifications and possible incomplete account of selection effects
while constructing the refined observational dataset, as well as to vagueness of theo-
retical notions on solar vicinity population. This is why we do take into account both
number and two sample v2 criteria. Nevertheless, one can definitely reject those
combinations of initial distributions that lead to the number of binary stars in a syn-
thetic observational dataset significantly less than 1000 (taking present dataset volume
Nobs �

ffiffiffiffiffiffiffiffiffi
Nobs

p � 1056 as lower limit).
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Figure 1 represents how the resulting v2 statistics are distributed versus a number of
pairs in the synthetic datasets. The results do not allow us to select “the best” initial
distributions over every parameter, but rather to prefer some combinations of initial
distributions to others. One may see that no combination leading to an acceptable
number of pairs in the synthetic dataset would give acceptable distribution over angular
distances between components, while magnitude difference and, in some cases, dis-
tribution over primary magnitudes, are reproduced better for the same initial conditions.
Below there are some figures providing examples of how the same distribution over
certain parameter, in different combinations with other initial distributions, leads to
better or worse agreement with the observational dataset.

Figure 2 represents an example of how different combinations of initial distribu-
tions change the resulting synthetic datasets and their agreement with observational
one. Four figures demonstrate, in turn, which values of Nsynth, v2 correspond to different
initial scenarios (s0, s2, s4, s5, see Tables 1 and 2), IMFs (m0, m1), mass ratio initial
distribution (q0, q4, q5, applicable solely for the s2, s3 scenarios), and distribution over
semi-major axes a0, a1, a2. Scenarios s0 and s5 do not involve independent distri-
bution over q; it is generated as an outcome of the pairing function and IMF, this is why
the q-panel contains less dots than the other ones.

Fig. 1. Distribution of resulting v2 statistics over a number of pairs in the synthetic dataset.
Every set of initial distributions of the 144 processed ones results in 4 dots of different colour in
this plot. The dashed line marks 5% confidence level of the null-hypothesis (the dots over it
correspond to the sets of initial distributions that are rejected at the level of 95%, based on the
used observational sample).
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Figure 3 shows how the distribution over observational parameter magnitude dif-
ference changes with the change of one initial distribution (pairing scenarios, IMF,
distribution over semi-major axes). The distribution over DV for the observational
dataset serves as a benchmark.

Based on combination of the two (number and statistical) criteria, we may state the
following.

For the considered observational dataset, RP and TPP pairing scenarios, s0 and s5
(see Tables 1 and 2), respectively, produce a group of results that seems acceptable in
respect of the number of “observed” binaries in the synthetic dataset and, simultane-
ously, leads to acceptable v2 values at least for two observable distributions (V1 and DV).

None of the probed combinations of initial distributions can reproduce observa-
tional distribution over angular distance between components adequately (see Fig. 1).
The cause may lay either with selection effects, that still remain unaccounted for (and
then the reconsideration of observational sample is necessary) or in need of other initial
distributions.

Kroupa and Salpeter IMF’s lead to different number of pairs in the synthetic
dataset, however, neither this difference nor v2 statistics allows definite choice between

Fig. 2. Distribution of resulting v2 statistics for magnitude difference DV vs. a number of pairs
in the synthetic datasets, depending on various initial distributions, from top to bottom: pairing
scenarios (see Tables 1 and 2), IMFs, distributions over mass ratio (applicable solely for
scenarios s2, s3), and semi-major axes.
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them. Kroupa IMF looks slightly more promising, than Salpeter one, however, more
accurate conclusion should be postponed, as these two IMF differ actually only in the
low-mass region, and the majority of visual binaries in our observational dataset pre-
sumably have masses around 1 to 3 M�. The comparison in a low-mass region is
needed here.

Also, we cannot make a definite conclusion on the mass ratio q distribution.
The q-distributions that we have analyzed in the present study show significant
difference only in the low-q region (below q\0:5). In the compilative sample of visual
binaries used to construct our benchmark dataset, however, binaries with large mag-
nitude differences (and, thus, low q) are severely underrepresented. This is why we
limit refined observational sample so that pairs with low q are excluded. For this
reason, we cannot come to a definite conclusions concerning selection of q-distribution
based on this observational sample.

As to the semi-major axes (a) distribution, we have found that power law functions
steeper than a�1:5 can be excluded from further consideration. Figures 2 and 3
demonstrate that initial distribution a2 (f � a�2, Table 2) leads to inappropriately low
volume of the synthetic dataset.

Fig. 3. Distributions of resulting synthetic datasets over magnitude difference DV for the
combinations of initial distributions differing only in pairing scenarios (see Tables 1 and 2),
IMFs, and semi-major axes. The distribution over DV for the observational dataset plotted by the
bold red line serves as a benchmark. (Color figure online)
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It was found also that eccentricity distribution does not influence significantly the
resulting distributions.

5.2 Simulation of Visibility of Binary Stars

Depending on the brightness of components and projected separation q between them,
a binary star can be observed as two, one or no source of light, i.e., a part of binaries
can appear as single stars or remain invisible at all. We involve in our simulations the
following observational states: “both observed”, “primary only”, “secondary only”,
“photometrically unresolved”, and “invisible”. To estimate a fraction of simulated
pairs, which fall into listed states, we take 0:1 arcsec as a minimum limit for q (the
limiting value is selected based on analysis of the WDS catalogue), and vary limiting
magnitude Vlim. We consider a pair to be invisible if its total brightness magnitude
exceeds Vlim, and to be photometrically unresolved if its q does not exceed 0:1 arc-
sec. We do not pose any restriction to the component magnitude difference. Then,
comparing primary and secondary magnitude with Vlim, we decide, both or only one
component can be observed.

Results of our simulation show that the fraction of photometrically unresolved
binaries depends neither on Vlim, nor on initial distributions over M, q and e. However,
it severely depends on the initial a-distribution: the ratio of unresolved binaries to all
visible (as two or one source of light) binary stars equals to about 0:59� 0:01 and
0:967� 0:003 for fa / a�1 and fa / a�1:5, respectively.

A fraction of simulated pairs, visible as two sources of lights, hereafter FPS,
strongly depends both on a-distribution and Vlim. For fa / a�1, FPS (depending on q, m
and e distributions) varies from 0:01 to 0:19 for Vlim ¼ 16m and from 0:04 to 0:26 for
Vlim ¼ 20m. FPS values are about ten times lower for fa / a�1:5.

Finally, the fraction of simulated stars observed as a single source of light depends
on the FPS as follows: 0:4� FPS for fa / a�1 and 0:03� 0:7� FPS for fa / a�1:5, with
no significant dependence on other parameters.

We should note that simple compatibility of synthetic data from initial distributions
with observational data is not ultimate evidence of adequate modeling since the
observational data are far from being comprehensive. However, the initial distributions
we use in our simulations are obtained, checked and used by many other authors, and
this suggests that our conclusions are fairly reliable.

6 Future Plans

We presented here results proving that we need a more thorough investigation of the
models and comparison with observations to accomplish the task.

To make confident conclusions on BF of binary stars, we need to make a com-
parison of our simulations with other sets of observational data for wide binaries, to
cover wider regions of stellar parameters.

One of the important further steps is to extend our study to close binary systems.
We will involve basic ideas on evolution of interacting binaries in our simulations, and,
consequently, will take into consideration other types of binaries for comparison.
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In particular close binary systems of the most representative observational classes
eclipsing and spectroscopic binary stars - will be studied. For components of these
systems, sufficient sets of parameters can be determined from observations to be used to
study the process of star formation.

Choosing the preferable combinations of initial scenarios for close binary systems
at different stages of evolution and comparing them with the results obtained for wide
pairs we will search for a solution to the inverse problem of restoring the parameters of
the star-formation function for the entire range of parameters of binary systems. It will
allow us to make conclusions on the universality or difference in the parameters of the
star formation function for wide and close binaries, on BF of more massive stars (as,
simulating visual binaries, we deal mostly with moderate-mass stars), to consider more
distant objects, and to involve final stages of stellar evolution into consideration.
Having a number of Monte-Carlo simulations representing various observational
datasets, we should be able to check if the approximate formula (1) needs reconsid-
eration or remains valid.

Different samples of binary stars of different observational and evolutionary types
(wide and close pairs) will be used as observational data to work with binary stars not
observable photometrically as binary ones and with close binary stars. Analysis of
selection effects for each sample will result in restricting an area in the parameters free
of the observational incompleteness. It is also planned to use the second data release of
the Gaia space mission and containing high-precision parallax, which will allow esti-
mating the absolute values of the linear parameters of the systems quite accurately and
massively. We aim to consider other parameters as fundamental for initial distributions,
e.g., total mass of a binary, angular momentum of a pair, and so on.

Besides the v2 two sample test, we plan to consider other statistical methods (e.g.,
Kolmogorov-Smirnov two sample test) for more reliable interpretation of comparison
of our simulation results with observations.

6.1 Modeling Different Observational Types of Binaries

We will analyze a sample of orbital binaries. Orbital binary is a visual binary with
known orbital elements and known distance. Orbital binaries are essential objects for
determining dynamical and physical properties of stars, especially masses, through a
combined analysis of photometric and astrometric data. Along with double-lined
eclipsing binaries, orbital binaries with known distances are the only types of detached
binary systems that enable one to determine stellar masses and semi-major axes of
orbits. Orbital binaries are quite numerous: current (2019) version of the principal
catalog of orbital binaries, ORB6 [15] contains data on about 3000 orbits. The catalog
represents the best collections of published data on orbital binaries, however, it con-
tains neither spectral classification nor parallax information, so the necessary data
should be added from other catalogs or from literature. To compile a “refined” subset of
the orbit list for further modeling, at least the following selection criteria should be
used: (i) the existence of trigonometric parallax, (ii) the absence of third companion,
and (iii) the high quality of orbit. For these systems, stellar masses can be calculated
independently from dynamical, photometric and spectral data. Comparison of these
values can show a discrepancy and, consequently, can indicate a false input parameter.
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After necessary corrections distributions of orbital binaries along observational
parameters can be constructed and compared with modeled ones (after taking into
account principal selection effects). The resulting distributions will represent a com-
plete sample in a “semi-major axis - primary brightness - magnitude difference”
parameter space, and these distributions can be used to construct the initial mass
function and star formation history of wide binaries.

Another promising observational type of binaries for comparison of a model with
observations is eclipsing binaries. They are also very numerous, the Catalogue of
eclipsing variables, CEV [4], contains information on some 7000 classified binaries.
Eclipsing binaries provide the methods by which fundamental stellar parameters (such
as mass, radius, luminosity, etc.) can be independently estimated. It is especially true
for cases when one observes binary star as eclipsing and spectroscopic (when lines of
both components are seen in the composite spectra) simultaneously. In this case, the
precision of the derived values will be as high as several percentages. However, the
number of such systems is only about 2% of full amount of known eclipsing binaries
and will not increase considerably in the future. On the other hand, there is a huge
amount of eclipsing binaries discovered during ground-based and space surveys, which
still remain unstudied. We will use available information on new binaries for the
determination of their evolutionary stage and for searching the unusual systems which
belong to the rare evolution stages. For these purposes, we have developed the method
for the assessment of evolutionary status of eclipsing binaries using light-curve
parameters and spectral classification [3]. The procedure was applied to the list of
eclipsing binaries, which were collected in CEV. About 4000 of binaries were clas-
sified successfully but also it was found that some systems cannot be classified at all or
multi-valued classification is possible. To find out the reason we have checked all these
binaries with the literature and stated the three problems: (i) obsolete or unconfirmed
values of observational parameters can obstruct the classification; (ii) contradictory
values of parameters can lead to uncertain classification; and (iii) extreme and unusual
systems sometimes cannot be classified. These problems can be solved with new
additional observations and/or investigation. After that, a cataloged sample can be
compared with the modeled one.

7 Conclusion

We have described results of modeling initial distributions of binary stars over masses
of components, mass ratios, semi-major axes and eccentricities of orbit, and also
pairing scenarios by means of Monte-Carlo method. Models have been compared with
the sample of about 1000 visual binaries of luminosity class V with Gaia DR1 TGAS
trigonometric parallax larger than 2 mas, limited by 2� q� 200 arcsec, V1 � 9:5m,
V2 � 11:5m, DV � 4m, which can be considered as free of observational incompletness
effects. Modeling allowed to reject some known estimates of parameter distributions of
binary stars. Future plans of research including other observational types of binary stars
have been defined.
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Abstract. Full-text search engines are important tools for information retrieval.
In a proximity full-text search, a document is relevant if it contains query terms
near each other, especially if the query terms are frequently occurring words.
For each word in a text, we use additional indexes to store information about
nearby words that are at distances from the given word of less than or equal to
the MaxDistance parameter. We showed that additional indexes with three-
component keys can be used to improve the average query execution time by up
to 94.7 times if the queries consist of high-frequency occurring words. In this
paper, we present a new search algorithm with even more performance gains.
We consider several strategies for selecting multi-component key indexes for a
specific query and compare these strategies with the optimal strategy. We also
present the results of search experiments, which show that three-component key
indexes enable much faster searches in comparison with two-component key
indexes.

Keywords: Full-text search � Search engines � Inverted indexes �
Additional indexes � Proximity search � Term proximity �
Information retrieval

1 Introduction

A search query consists of several words. The search result is a list of documents
containing these words. In [1], we discussed a methodology for high-performance
proximity full-text searches and a search algorithm. With the application of additional
indexes [1], we improved the average query processing time by a factor of 94.7 when
queries consist of high-frequency occurring words.

In this paper, we present the following new results.
We present a new search algorithm in which we can improve the performance even

more than it was improved in [1].
We present the results of search experiments that prove that three-component key

indexes can be used to improve the average query execution time by up to 15.6 times in
comparison with two-component key indexes when queries consist of high-frequency
occurring words.
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In modern full-text search approaches, it is important for a document to contain
search query words near each other in order to be relevant to the context of the query,
especially if the query contains frequently occurring words. The impact of the term-
proximity is integrated into modern information retrieval models [2–5].

Words appear in texts at different frequencies. The typical word frequency distri-
bution is described by Zipf’s law [6]. An example of words’ occurrence distribution is
shown in Fig. 1. The horizontal axis represents different words in decreasing order of
their occurrence in texts. On the vertical axis, we plot the number of occurrences of
each word.

The full-text search task can be solved with inverted indexes [7–9]. With ordinary
inverted indexes, for each word in the indexed document, we store in the index the
record (ID, P), where ID is the identifier of the document and P is the position of the
word in the document. Let P be an ordinal number of the word in the document.

For proximity full-text searches, we need to store the (ID, P) record for all
occurrences of any word in the indexed document. These (ID, P) records are called
“postings”.

Therefore, the query search time is proportional to the number of occurrences of the
queried words in the indexed documents. Consequently, to evaluate a search query that
contains high-frequency occurring words, a search system needs much more time (see
Fig. 1, on the left side) than a query that contains ordinary words (see Fig. 1, on the
right side).

A full-text query is a “simple inquiry”, and accordingly [10], to prevent the
interruption of the thought continuity of the user, the query results must be produced
within two seconds. In this context, we present the following problem. It is common to
have a full-text search engine that can usually evaluate a query within 1 s. of time.
However, it works very slowly, for example, requiring 10–30 s, for a query that
contains frequently occurring words.

We can illustrate this problem by the following example. We downloaded
pgdvd042010.iso from the Project Gutenberg web page, which contains their files as of
April 2010, and we indexed its content using Apache Lucene 7.4.0 and Apache Tika

Fig. 1. Example of a word frequency distribution.

112 A. B. Veretennikov



1.18. We indexed approximately 64 thousand documents with a total length of
approximately 13 milliard characters (a relatively small number). We indexed all
words. Then, we evaluated the following queries using the equipment from Sect. 4.1 of
the current paper:

“Prince Hamlet” *4 – this search took 172 ms, and
“to be or not to be” *4 – this search took 21 s.
The suffix “*4” instructs Lucene to search such texts in which the queried words

contain no more than 4 other words between them.
To improve the search performance, early-termination approaches can be applied

[11, 12]. However, early-termination methods are not effective in the case of proximity
full-text searches [1]. It is difficult to combine the early-termination approach with the
integration of term-proximity information into relevance models.

Another approach is to create additional indexes. In [13, 14], the authors introduced
some additional indexes to improve the search performance, but they only improved
phrase searches.

With our additional indexes, an arbitrary query can be evaluated very quickly.
In this paper, we present a new and more effective approach that extends the

method from [15]. In the new approach, we try to select the optimal configuration of
multi-component key indexes for a specific query. The major extension is shown in the
“3.3 Index selection” section, and the results of new experiments are presented.

2 Lemmatization and Lemma Type

2.1 Word Type

In [16], we defined three types of words.

Stop Words: Examples include “and”, “at”, “or”, “not”, “yes”, “who”, “to”, “war”,
“time”, “man” and “be”. In a stop-word approach, these words are excluded from
consideration, but we do not do so. In our approach, we include information about all
words in the indexes.

We cannot exclude a word from the search because a high-frequency occurring
word can have a specific meaning in the context of a specific query [1, 14]; therefore,
excluding some words from consideration can induce search quality degradation or
unpredictable effects [14].

Let us consider the query example “who are you who”. The Who are an English
rock band, and “Who are You” is one of their songs. Therefore, the word “Who” has a
specific meaning in the context of this query.

Frequently Used Words: These words are frequently encountered but convey
meaning. These words always need to be included in the index. Examples include
“beautiful”, “red”, and “hair”.

Ordinary Words: This category contains all other words. Examples include “glori-
ous” and “promising”.
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2.2 Lemmatization

We employ a morphological analyzer for lemmatization. For each word in the dic-
tionary, the analyzer provides a list of numbers of lemmas (i.e., basic or canonical
forms). For a word that does not exist in the dictionary, its lemma is the same as the
word itself. Some words have several lemmas. For example, the word “mine” has two
lemmas, namely, “mine” and “my”.

We use a combined Russian/English dictionary with approximately 200 thousand
Russian lemmas and 92 thousand English lemmas.

We define three types of lemmas: stop lemmas, frequently used lemmas and
ordinary lemmas. We sort all lemmas in decreasing order of their occurrence frequency
in the texts. We call this sorted list the FL-list. The number of a lemma in the FL-list is
called its FL-number. Let the FL-number of a lemma w be denoted by FL(w).

The first SWCount most frequently occurring lemmas are stop lemmas. The second
FUCount most frequently occurring lemmas are frequently used lemmas. All other
lemmas are ordinary lemmas. SWCount and FUCount are the parameters. We use
SWCount = 700 and FUCount = 2100 in the experiments presented.

If an ordinary lemma, q, occurs in the text so rarely that FL(q) is irrelevant, then we
can say that FL(q) = *. We denote by “*” some large number.

2.3 Index Type

We create indexes of different types for different types of lemmas. Let MaxDistance be
a parameter that can take a value of 5, 7 or even greater.

The expanded (f, s, t) index or three-component key index [1, 17] is the list of
occurrences of the lemma f for which lemmas s and t both occur in the text at distances
that are less than or equal to the MaxDistance from f.

We create an expanded (f, s, t) index only for the case in which f � s � t. Here, f,
s, and t are all stop lemmas. Each posting includes the distance between f and s in the
text and the distance between f and t in the text.

The expanded (w, v) index or two-component key index [18–20] is the list of
occurrences of the lemma w for which lemma v occurs in the text at a distance that is
less than or equal to the MaxDistance from w.

The lemma types considered are as follows: for w, frequently used, and for v,
frequently used or ordinary. Each posting includes the distance between w and v in the
text.

Other types of additional indexes are described in [1].

3 A New Search Algorithm

3.1 The Search Algorithm General Structure

Our search algorithm is described in Fig. 2. Let us consider the search query “who are
you who”. After lemmatization, we have the following query:

[who] [are, be] [you] [who]. The word “are” has two lemmas in our dictionary.
With FL-numbers: [who: 293] [are: 268, be: 21] [you: 47] [who: 293].
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To use three-component key indexes, this query must be divided into two sub-
queries [1]:

Q1: [who: 293] [are: 268] [you: 47] [who: 293], and
Q2: [who: 293] [be: 21] [you: 47] [who: 293].

We can say that lemma “who” > “you” because FL(who) = 293, FL(you) = 47,
and 293 > 47. We use the FL-numbers to establish the order of the lemmas in the set of
all lemmas.

In [1], we defined several query types depending on the types of lemmas that they
contain and the different search algorithms for these query types. The query does not
need to be divided into a set of subqueries for all query types.

In this paper, we consider subqueries that consist only of stop lemmas.
After step 2, we evaluate the subqueries in the loop.
After all subqueries are evaluated, their results need to be combined into the final

result set.

3.2 Subquery Evaluation

The algorithm for the subquery evaluation, when the subquery consists of only stop
lemmas, is described in Fig. 3.

We need to select the three-component key indexes required to evaluate the sub-
query. For all selected indexes, we need to create an iterator object. The iterator object
for the key (f, s, t) is used to read the posting list of the (f, s, t) key from the start to the
end. The iterator object, IT, has the method IT.Next, which reads the next record from
the posting list.

The iterator object, IT, has the property IT.Value, which contains the current record
(ID, P, D1, D2). Consequently, IT.Value.ID is the ID of the document containing the
key, and IT.Value.P is the position of the key in the document.

For the two postings of A = (A.ID, A.P, A.D1, A.D2) and B = (B.ID, B.P, B.D1, B.
D2), we define that A < B when one of the following conditions is met: A.ID < B.ID or
(A.ID = B.ID and A.P < B.P). The records (ID, P, D1, D2) are stored in the posting list
for the given key in increasing order.

The goal of the Equalize procedure is to ensure that all iterators have an equal value
of Value.ID = DID. Afterwards, we can perform the search in the document with
identifier Value.ID. The Equalize procedure is described in [1].

Fig. 2. UML diagram of the search algorithm general structure.
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3.3 Index Selection

To evaluate the subquery, we need to select keys for the three-component key indexes.
The key selection can be performed in different ways for different performance out-
comes. We propose now four different approaches. The simple and effective principles,
which are defined as the second and third approaches below, can significantly increase
performance in comparison with the original first approach.

The First Approach
The first approach is proposed in [15]. The query can be divided into a set of three-
component keys. Let the first three lemmas of the query define the first key. Let the
next three lemmas of the query define the second key, and so on.

For the cases when the length of the query is not an exact multiple of 3, the last key
is always defined by the last three lemmas of the query.

All selected keys must be normalized.
For example, let us consider the subquery [who] [are] [you] [who]. We can use the

keys (who, are, you) and (are*, you*, who).
For any three stop lemmas, f, s and t, we have the (f, s, t) index only for the case in

which f � s � t. We call the (f, s, t) key with the aforementioned condition the
normalized key. The normalized keys here are (you, are, who) and (you*, are*, who).

Let us consider the search query “Who are you and why did you say what you did”
and its subquery [who] [are] [you] [and] [why] [do] [you] [say] [what] [you] [do].

In fact, we can find this query in Cecil Forester Scott’s novel “Lord Hornblower”.
We can use the (who, are, you), (and, why, do), (you, say, what), and (what*, you,

do) indexes. The normalized keys are (you, are, who), (and, do, why), (you, what, say),
and (you, what*, do). We mark “what” by “*” in the last key to denote that this lemma
has already been taken into account by a previous key.

The Second Approach
The idea of the second approach is the following. Let query Q be a list of lemmas. In
any case, we need to use the most frequently occurring lemma for a component of a
three-component key. This lemma will be the first component of the first key. However,
we can minimize the number of postings to read by selecting the least frequently

Fig. 3. UML diagram of a subquery evaluation.
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occurring lemmas, which we can find in the query, as the other two components of the
key. After we form the first key, we can apply the aforementioned logic to select the
following key using the remaining lemmas of the query, etc.

When we form a key, we always need to select lemmas at different indexes in Q. For
this, we will “mark” an item of the Q as “used” when we select it.

We perform the following steps in the loop.

1. If all elements of Q are “used”, then we break the loop.
2. We select a lemma f with index x in the Q with the following conditions:

a. x is not used,
b. lemma f is the most frequently occurring lemma that satisfies the previous

condition.
3. We mark x as “used”.
4. We try to select a lemma s with index y in the query with the following conditions:

a. y is not used,
b. s is the least frequently occurring lemma that satisfies the previous condition.

5. If we cannot select a lemma in the previous step, then we select lemma s with index
y in the query with the following conditions (and s is marked with * in the key):
a. y is not equal to x.
b. s is the least frequently occurring lemma that satisfies the previous condition.

6. We mark “y” as “used”.
7. We try to select a lemma t with index z in the query with the following conditions:

a. z is not used,
b. t is the least frequently occurring lemma that satisfies the previous condition.

8. If we cannot select a lemma in the previous step, then we select lemma t with index
z in the query with the following conditions (and t is marked with * in the key):
a. x is not equal to z, and y is not equal to z.
b. t is the least frequently occurring lemma that satisfies the previous condition.

9. We mark z as “used”.
10. We create a three-component key (f, s, t) and include it in the list of keys.

We present two examples of the second approach.
Let us consider the subquery SQ1 = [who] [are] [you] [who].
With FL-numbers, we have the following: [who: 293] [are: 268] [you: 47]

[who: 293].
We select “you” as the first component of the key because it is not “used” and has

the most occurrence frequency in the texts, that is, the lowest FL-number of 47.
Afterwards, we select “who” as the second component of the key and “who” as the

third component of the key. We have the key (you, who, who) and the normalized key
(you, who, who). The indexes 0, 2 and 3 are used.

Then, we select the remaining “are” as the first component of the second key. All
indexes are “used” now. Thus, we select “who” and the second “who” as the second
and the third components, respectively, and we have the (are, who*, who*) key.

Let us consider the subquery SQ2 of another query = [who] [are] [you] [and] [why]
[do] [you] [say] [what] [you] [do].

With FL-numbers we have the following: [who: 293] [are: 268] [you: 47] [and: 28]
[why: 528] [do: 154] [you: 47] [say: 165] [what: 132] [you: 47] [do: 154].
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We select “and: 28” as the first component of the first key and “why: 528” and
“who: 293” as the second and the third, respectively. Then we select “you: 47”, “are:
268”, and “say: 165” for the second key. Then, we select “you: 47”, “do: 154”, and
“do: 154” for the third key. Then we select “you: 47”, “what: 132”, and “why*: 528”
for the last key. The normalized keys are (and, who, why), (you, say, are), (you, do,
do), and (you, what, why*).

It is important to remember that we need to divide the query into parts if we have an
index with a small MaxDistance value. Any part of the divided query must have a
length that is less than or equal to the MaxDistance. To evaluate the subquery SQ2
without division, we need at least a MaxDistance = 11.

If we consider the notes about relevance from [21], then the lengths of the parts
must be less than the MaxDistance to some extent. For example, if the MaxDis-
tance = 5, then we can limit the length of each part by the number 4, and we can
consider the following division: [[who] [are] [you] [and]], [[why] [do] [you] [say]],
[[what] [you] [do]]. Each of the parts must be independently evaluated, and after that,
the results of these evaluations must be combined.

The Third Approach
We have an important observation regarding the second approach. When we select a
high frequently occurring lemma as the first component of the key and some less
frequently occurring lemma as the other component of the key, it can significantly
reduce the number of postings to read. In the second approach, we select both the
second and the third components of the key as the least frequently occurring lemmas.
However, what if the query contains several high frequently occurring lemmas and a
small number or even only two relatively low frequently occurring lemmas? In this
case, it may be useful to not “spend” all of the least frequently occurring lemmas for the
one key but to distribute them somehow between several keys.

In the first step, we determine the number of required keys. Let us have a subquery
of length n.We need k = n/3 indexes, which number we need to round up. The query is
a list of lemmas; thus, each item of the list has its index in the list. For any component
of each key, we need to select an index of a lemma in the query. When we select an
index for a specific key, we “mark” the index as “used”; thus, it cannot be used for
another key.

For each key, we perform the following. We select the most frequently occurring
unmarked lemma in the subquery as the first component of the key, and the least
frequently occurring unmarked lemma in the subquery as the third component of the
key. We perform this for all keys. Then, we need to select the second component for
every key.

For each key we perform the following. If we have “unmarked” indexes, then we
select the least frequently occurring unmarked lemma in the subquery as the second
component of the key; otherwise, we select the least frequently occurring lemma in the
subquery, whose index is not used by any component of the current key (in the latter
case, the component of the key is marked with *).

Let us consider SQ2 again. We need to define four keys.
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In the first step, we define the first and the third components for each key.
We select “and: 28” as the first component of the first key and “why: 528” as the

third component of the first key. We select “you: 47” and “who: 293” for the second
key and “you: 47” and “are: 268” for the third key. We select “you: 47” and “say: 165”
for the last key.

Then, we select “do: 154” as the second component for the first key. We select “do:
154” for the second key, “what: 132” for the third key and “why*: 528” for the last key.
The normalized keys are (and, do, why), (you, do, who), (you, what, are), and (you,
say, why*).

The Fourth Approach and Analysis
In the fourth approach, we consider all possible variants of key selection. In this
approach, we need the ability, which we have, to estimate the count of postings for any
three-component key. In this case, if we consider all possible variants of the key
selection, we can select an optimal variant of the key selection (with the least number
of postings to read that is required for the query evaluation).

The problem of this approach is as follows. With an increase in the length of the
query, the number of variants for the key selection increases very quickly. However,
this approach can be used for short queries and for analysis of optimality of other
approaches.

In [15], we presented results for the first approach. In this new paper we present
results for the other approaches, which are more promising.

We postpone for now the question of how to work with duplicates among the
lemmas of the query.

The presented approaches can be applied not only for three-component key
indexes, but also for n-component key indexes, n > 3, if they are needed. They can also
be used in a reduced way for 2-component indexes.

3.4 Search in the Document

The algorithm of searching in the document is described in Fig. 4.
Let DID be an argument of the “Search in the document” procedure. Let us define

that DID is the identifier of the current document.
The main difference between the search algorithm from [1] and the new search

algorithm is described here.
For any lemma in the search query, we create an intermediate list of postings in

memory. For example, let us consider the three-component index (you, are, who) and
its iterator object. We create three intermediate posting lists: IL(you), IL(are), and IL
(who). To fill these intermediate posting lists, we need to read postings from the (you,
are, who) iterator object.

A record from the (you, are, who) iterator object has the format (ID, P, D1, D2),
where ID is the identifier of the document, P is the position of “you” in the document,
D1 is the distance from “are” to “you” in the text, and D2 is the distance from “who” to
“you” in the text.

If the lemma “are” occurs in the text after the lemma “you”, then D1 > 0; other-
wise, D1 < 0.
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If the lemma “who” occurs in the text after the lemma “you”, then D2 > 0;
otherwise, D2 < 0.

We need to read from the iterator object all records with ID = DID.
We can produce three records from the (ID, P, D1, D2) record.
We need to store the (P) record in the IL(you) intermediate posting list.
We need to store the (P + D1) record in the IL(are) intermediate posting list.
We need to store the (P + D2) record in the IL(who) intermediate posting list.
Let us consider the key (you, what*, do) with a lemma marked by “*”. In this case,

we create only two intermediate posting lists, namely, IL(you) and IL(do). The (what*)
component is already taken into account by a previous key.

For each lemma of the subquery, since we have the intermediate posting list, the
search is straightforward and similar to the search in the ordinary inverted file.

Additionally, an intermediate posting list is a kind of iterator object. The inter-
mediate posting list object, IL, has the method IL.Next, which reads the next record
from the posting list.

The intermediate posting list object, IL, has the property IL.Value, which contains
the current record (P), where P is the position of its lemma in the document.

Let IL.Value be equal to SIZE_MAX when all records are read from the IL object,
where SIZE_MAX is some large number.

In the loop, we perform the following steps.

1. Let MinIL be the intermediate posting list with a minimum value of Value.
2. Let S = MinIL.Value.
3. Let MaxIL be the intermediate posting list with a maximum value of Value.
4. Let E = MaxIL.Value.
5. If there are no more records in MinIL, then exit from the search.

Fig. 4. UML diagram of searching in a document.
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6. Execute MinIL.Next().
7. If MinIL.Value > E, then execute Process(S, E).
8. Go to step 1.

The Process(S, E) procedure adds the (DID, S, E) record into the result set. S is the
position of the start of the fragment of text within the document that contains the query.
E is the position of the end of the fragment of text within the document that contains the
query.

3.5 Intermediate Posting List Data Ordering

The records (P) must be stored in an intermediate posting list for the given lemma in
increasing order. For this requirement, the following problem arises.

Consider the text “to be or not to be or”. Let the position of a word in the text be its
ordinal number starting with zero. When we create the three-component key index, the
following records must be stored for the key (to, be, or). The records in the format
(position of “to”, position of “be”, position of “or”) are presented below.

(to, be, or): (0, 1, 2), (0, 5, 6), (4, 1, 2), and (4, 5, 6).
From this posting list, we can create the following three intermediate posting lists.
(to): 0, 0, 4, 4; (be): 1, 5, 1, 5; and (or): 2, 6, 2, 6.
Only for the first component of the key is the intermediate posting list ordered in

increasing order.
Please note that the postings in the three-component key index will actually be

encoded in the (ID, P, D1, D2) format. For the (to, be, or) key, we will write the
following posting list: (to, be, or): (ID, 0, 1, 2), (ID, 0, 5, 6), (ID, 4, –3, –2), and (ID, 4,
1, 2).

To solve the aforementioned problem, we create two binary heaps [22]. We create
the first binary heap for the second component of the key. We create the second binary
heap for the third component of the key.

Therefore, we will create the (be) binary heap and the (or) binary heap.
We limit the binary heap length by MaxDistance � 2.
When we need to read postings from the (to, be, or) posting list, we perform the

following in a loop.

1. Read the next posting (ID, P, D1, D2) from the posting list (to, be, or).
2. Write (P) into the (to) intermediate posting list.
3. Write (P + D1) into the (be) binary heap.
4. LetM be the first (the minimum element) of the (be) binary heap. If the length of the

(be) binary heap is greater than MaxDistance � 2 or if the distance between M and
the new element (P + D1) is greater than MaxDistance � 2, then remove the first
element from this binary heap, and write it into the (be) intermediate posting list.

5. Write (P + D2) into the (or) binary heap.
6. Let M be the first (the minimum element) of the (or) binary heap. If the length of the

(or) binary heap is greater than MaxDistance � 2 or if the distance between M and
the new element (P + D2) is greater than MaxDistance � 2, then remove the first
element from this binary heap, and write it into the (or) intermediate posting list.

7. Go to step 1.
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Let us consider a key (f, s, t) and its posting list, L. We create three intermediate
posting lists and two binary heaps to proceed as follows.

1. Intermediate posting list F for f.
2. Intermediate posting list S and binary heap SH for s.
3. Intermediate posting list T and binary heap TH for t.

Let us introduce the methods PopMin, Min and Length of a binary heap object. The
PopMin method returns the minimum element from the binary heap and removes this
element from the binary heap. The Length method returns the length of the binary
heap. The Min method returns the minimum element from the binary heap but does not
change the binary heap.

In Fig. 5, we present the UML diagram of the posting list L reading process.
After all postings from L are read, we need to write all elements from the binary

heaps to their intermediate posting lists.

3.6 Advantages of the New Algorithm

The new algorithm may require a smaller amount of posting lists to evaluate a search
query in comparison with the algorithm from [1] and, therefore, provides faster sear-
ches. It also allows for a more flexible key selection.

3.7 Computational Complexity

Let Q be a subquery of m lemmas. Let n be the total number of postings to read for the
query evaluation.

For each posting, we need to use it in the Equalize procedure. In [1], the author
states that the cost of such usage is O(log(m)).

Fig. 5. UML diagram of the posting list reading process.
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For each posting, we need to add it to the three intermediate posting lists. The cost
of this process is O(log(MaxDistance)) (see Sect. 3.5).

For each posting, we need to use it when searching in a document. The cost of this
process is O(log(m)) (see Sect. 3.4).

The final cost of the subquery evaluation is
O(n ∙ (log(m) + log(MaxDistance)) = O(n ∙ log (max(m, MaxDistance))).

4 Search Experiments

4.1 Search Experiment Environment

All search experiments were conducted using a collection of texts from [1]. The total
size of the text collection was 71.5 GB. The text collection consisted of 195 000
documents of plain text, fiction and magazine articles. We used MaxDistance = 5,
SWCount = 700, and FUCount = 2100. The search experiments were conducted using
the experimental methodology from [1].

We assume that in typical texts, words are distributed similarly, in accordance with
Zipf’s law [6]. Therefore, the results obtained with our text collection will be relevant
to other collections.

We used the following computational resources:

CPU: Intel(R) Core(TM) i7 CPU 920 @ 2.67 GHz.
HDD: 7200 RPM. RAM: 24 GB.
OS: Microsoft Windows 2008 R2 Enterprise.

We created the following indexes.

Idx1: the ordinary inverted index without any improvements, such as NSW records
[1, 19]. The total size was 95 GB.
Idx2: our indexes, including the ordinary inverted index with the NSW records and
the (w, v) and (f, s, t) indexes, where MaxDistance = 5. The total size was 746 GB.

Please note that the total size of each type of index includes the size of the
repository (indexed texts in compressed form), which was 47.2 GB.

4.2 Search Results

There are 975 queries, and all queries consisted only of stop lemmas. The query set was
selected as in [1]. All searches were performed in a single program thread. We searched
all queries from the query set with different types of indexes to estimate the perfor-
mance gains of our indexes. The query length was from 3 to 5 words.

Studies by Jansen et al. [23] have shown that queries with lengths greater than 5 are
very rare. In [23], query logs of a search system were analyzed, and it was established
that queries with a length of 6 represent approximately 1% of all queries and that fewer
than 4% of all queries had more than 6 terms.
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We performed the following experiments.

SE1: all queries are evaluated using the standard inverted index Idx1.
SE2.1: all queries are evaluated using Idx2 and the algorithm from [1].
SE2.2: all queries are evaluated using Idx2, the novel algorithm presented in this
paper and that in [15] with the key selection based on the first approach.
SE2.3: all queries are evaluated using Idx2 and the novel algorithm presented in this
paper with the key selection based on the second approach.
SE2.4: all queries are evaluated using Idx2 and the novel algorithm presented in this
paper with the key selection based on the third approach.
SE2.5: all queries are evaluated using Idx2 and the novel algorithm presented in this
paper with the key selection based on the fourth approach.

Average query times:

SE1: 31.27 s, SE2.1: 0.33 s, SE2.2: 0.29 s, SE2.3: 0.24 s, SE2.4: 0.24 s,
and SE2.5: 0.27 s.

Average data read sizes per query:

SE1: 745 MB, SE2.1: 8.45 MB, SE2.2: 6.82 MB, SE2.3: 6.2 MB, SE2.4:
6.16 MB, and SE2.5: 5.79 MB.

Average numbers of postings per query:

SE1: 193 million, SE2.1: 765 thousand, SE2.2: 559 thousand, SE2.3: 423 thousand,
SE2.4: 419 thousand, and SE2.5: 411 thousand.

We improved the query processing time by a factor of 94.7 with the SE2.1 algo-
rithm, by a factor of 107.8 with the SE2.2 algorithm, and by a factor of 130 with the
SE2.3 and SE2.4 algorithms (see Fig. 6).

In SE2.5 we observed a slight increase in the average query execution time,
because this time includes checking all the possible combinations of the three-
component key selection. We used the SE2.5 results only for analysis of the effec-
tiveness of SE2.3, and SE2.4 in relation to SE2.2 (see later); therefore, SE2.5 is
excluded from Fig. 6.

Fig. 6. Average query execution times for SE1, SE2.1, SE2.2, SE2.3, and SE2.4 (in seconds).
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The left-hand bar shows the average query execution time with the standard
inverted indexes. The subsequent bars show the average query execution times with our
indexes using the SE2.1, SE2.2, SE2.3 and SE2.4 algorithms. Our bars are much
smaller than the left-hand bar because our searches are very quick.

We improved the data read size per query by a factor of 88 with SE2.1, by a factor
of 109.2 with SE2.2 and by a factor of 120 with SE2.3 and SE2.4 (see Fig. 7).

The left-hand bar shows the average data read size per query for SE1. The sub-
sequent bars show the average data read size per query for SE2.1, SE2.2, SE2.3 and
SE2.4.

We show how SE2.3 and SE2.4 outperform SE2.2 in Fig. 8.

We show the average number of postings to read per query for SE2.1, SE2.2,
SE2.3, SE2.4 and SE2.5 in Fig. 9. We observe that SE2.3 and SE2.4 have similar
effectiveness in comparison with SE2.5, which is the optimal key selection. We also
observe how SE2.3 and SE2.4 outperform the original SE2.2 method.

SE2.3 and SE.2.4 have equal performance on average; however, we have examples
of queries that have significantly different execution times for the SE2.3 and SE2.4
approaches. If we have information about the posting list length for every key, then it
will be good to quickly check both SE2.3 and SE2.4 strategies before evaluating a
specific query.

Fig. 7. Average data read sizes per query for SE1, SE2.1, SE2.2, SE2.3 and SE2.4 (MB).

Fig. 8. Average query execution times for SE2.1, SE2.2, SE2.3 and SE2.4 (in seconds).
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4.3 Comparison Between Three-Component Key Indexes and Two-
Component Key Indexes

We created another additional index especially for this experiment.
Idx3: two-component key indexes (w, v), where MaxDistance = 5, SWCount = 0,

and FUCount = 700. The total index size is 275 GB.
In this case, for any two lemmas, w and v, where w � v, FL(w) < 700, and FL

(v) < 700, we have a two-component key index (w, v).
Each posting in this index includes the distance between w and v in the text.
Such w and v lemmas are stop lemmas for Idx2.
We performed the following experiment:

SE3: all 975 aforementioned queries were evaluated using Idx3, and the new
algorithm presented in this paper is adapted for two-component key indexes.

In SE3, we processed the same query set that we already processed in SE2.1, SE2.2,
SE2.3, and SE2.4, but we used two-component key indexes instead of three-component
key indexes.

Average query times: SE3: 3.75 s. (see Fig. 10).
Average data read sizes per query: SE3: 105.17 MB.
Average number of postings per query: SE3: 12 million 761 thousand.
In this experiment, we compared SE2.1, SE2.2, SE2.3 and SE2.4 against SE3. We

improved the query processing time by a factor of 11.36 with the SE2.1 algorithm, by a
factor of 12.93 with the SE2.2 algorithm, and by a factor of 15.6 with SE2.3 and SE2.4
in comparison with the two-component key index (SE3) case (see Fig. 10).

Fig. 9. Average numbers of postings to read per query for SE2.1, SE2.2, SE2.3, SE2.4 and
SE2.5 (in thousands).

Fig. 10. Average query execution times for SE2.1, SE2.2, SE2.3, SE2.4 and SE3 (in seconds).
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The left-hand bar shows the average query execution time with the three-
component key indexes using the algorithm from [1]. The three center bars show the
average query execution time with the three-component key indexes using the new
algorithm described in this paper. The right-hand bar shows the average query exe-
cution time with the two-component key indexes.

The bars that related to the three-component key indexes are much smaller than the
right-hand bar because the three-component key indexes enable much quicker searches
than the two-component key indexes.

This experiment shows that three-component key indexes by an order of mag-
nitude are more effective than the two-component indexes when the queries that
consist of stop lemmas are evaluated.

We improved the data read size per query by a factor of 12.44 with SE2.1, by a
factor of 15.42 with SE2.2 and by a factor of 16.96 with SE2.3 and SE2.4 in com-
parison with the two-component key index (SE3) case (see Fig. 11).

The left-hand bar shows the average data read size per query with SE2.1. The
subsequent bars show the average data read size per query with SE2.2, SE2.3, SE2.4
and SE3.

We show the average query execution time for all experiments in Fig. 12.

Fig. 11. Average data read sizes per query for SE2.1, SE2.2, SE2.3, SE2.4 and SE3 (MB).

Fig. 12. Average query execution times for SE1, SE2.1, SE2.2, SE2.3, SE2.4 and SE3
(in seconds).
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The left-hand bar shows the average query execution time with the standard
inverted indexes. The four subsequent bars show the average query execution times
with the three-component key indexes for the SE2.1, SE2.2, SE2.3 and SE2.4 algo-
rithms. The right-hand bar shows the average query execution time with the two-
component key indexes in the SE3 experiment.

5 Conclusion and Future Work

A query that contains high-frequency occurring words induces performance problems.
To solve these performance problems and to satisfy the fastidious demands of the users,
we developed and elaborated three-component key indexes.

In this paper, we investigated searches with queries that contain only stop lemmas.
Other query types were studied in [18, 19, 21]. As we discussed in [1], three-
component key indexes are an important and integral part of our comprehensive full-
text search methodology, which comprises three-component key index search methods
and other search methods from [18, 19, 21].

In this paper, we have introduced an optimized algorithm for full-text searches in
comparison with [1]. These algorithms are novel, and no alternative implementations
exist. We have analyzed different strategies for multi-component key selection for a
specific query in pursuit of the best and optimal strategy.

We have presented the results of experiments showing that when queries contain
only stop lemmas, the average time of the query execution with our indexes is 130
times less (with the MaxDistance = 5) than that required when using ordinary inverted
indexes.

We have presented the results of experiments showing that when queries contain
only stop lemmas, the average time of the query execution with our indexes is 15.6
times less (with the MaxDistance = 5) than that required when using two-component
key indexes.

Using the last experiment, we diligently prove that three-component indexes are
stupendous and cannot be replaced by two-component key indexes. This is the reason
why we implemented three-component indexes to solve the full-text search task.

In the future, it will be interesting to investigate other types of queries in more
detail and to optimize index creation algorithms for larger values of MaxDistance. It
will also be important to investigate how the proposed indexing structure can be used
by modern ranking algorithms. The author assumes that based on Zipf’s law [6], our
test text collection is sufficient and acceptable for evaluating search performance.
Nevertheless, to investigate ranking algorithms’ behavior we plan to use collections,
such as TREC GOV and GOV2, which are intended to analyze search quality.

128 A. B. Veretennikov



References

1. Veretennikov, A.B.: Proximity full-text search with response time guarantee by means of
three component keys. Bull. South Ural State Univ. Ser: Comput. Math. Softw. Eng. 7(1),
60–77 (2018). https://doi.org/10.14529/cmse180105. (in Russian)

2. Buttcher, S., Clarke, C., Lushman, B.: Term proximity scoring for ad-hoc retrieval on very
large text collections. In: SIGIR 2006, pp. 621–622 (2006). https://doi.org/10.1145/1148170.
1148285

3. Rasolofo, Y., Savoy, J.: Term proximity scoring for keyword-based retrieval systems. In:
European Conference on Information Retrieval (ECIR) 2003: Advances in Information
Retrieval, pp. 207–218 (2003). https://doi.org/10.1007/3-540-36618-0_15

4. Schenkel, R., Broschart, A., Hwang, S., Theobald, M., Weikum, G.: Efficient text proximity
search. In: Ziviani, N., Baeza-Yates, R. (eds.) SPIRE 2007. LNCS, vol. 4726, pp. 287–299.
Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-540-75530-2_26

5. Yan, H., Shi, S., Zhang, F., Suel, T., Wen, J.-R.: Efficient term proximity search with term-
pair indexes. In: CIKM 2010 Proceedings of the 19th ACM International Conference on
Information and Knowledge Management, Toronto, ON, Canada, 26–30 October 2010,
pp. 1229–1238 (2010). https://doi.org/10.1145/1871437.1871593

6. Zipf, G.: Relative frequency as a determinant of phonetic change. Harv. Stud. Class. Philol.
40, 1–95 (1929). https://doi.org/10.2307/408772

7. Luk, R.W.P.: Scalable, statistical storage allocation for extensible inverted file construction.
J. Syst. Softw. 84(7), 1082–1088 (2011). https://doi.org/10.1016/j.jss.2011.01.049

8. Tomasic, A., Garcia-Molina, H., Shoens, K.: Incremental updates of inverted lists for text
document retrieval. In: SIGMOD 1994 Proceedings of the 1994 ACM SIGMOD Interna-
tional Conference on Management of Data, Minneapolis, Minnesota, 24–27 May 1994,
pp. 289–300 (1994). https://doi.org/10.1145/191839.191896

9. Zobel, J., Moffat, A.: Inverted files for text search engines. ACM Comput. Surv. 38(2),
Article no. 6 (2006). https://doi.org/10.1145/1132956.1132959

10. Miller, R.B.: Response time in man-computer conversational transactions. In: Proceedings:
AFIPS Fall Joint Computer Conference. San Francisco, California, 09–11 December 1968,
vol. 33, pp. 267–277 (1968). https://doi.org/10.1145/1476589.1476628

11. Anh, V.N., de Kretser, O., Moffat, A.: Vector-space ranking with effective early termination.
In: SIGIR 2001 Proceedings of the 24th Annual International ACM SIGIR Conference on
Research and Development in Information Retrieval, New Orleans, Louisiana, USA, 9–12
September 2001, pp. 35–42 (2001). https://doi.org/10.1145/383952.383957

12. Garcia, S., Williams, H.E., Cannane, A.: Access-ordered indexes. In: ACSC 2004
Proceedings of the 27th Australasian Conference on Computer Science, Dunedin, New
Zealand, 18–22 January 2004, pp. 7–14 (2004)

13. Bahle, D., Williams, H.E., Zobel, J.: Efficient phrase querying with an auxiliary index. In:
SIGIR 2002 Proceedings of the 25th Annual International ACM SIGIR Conference on
Research and Development in Information Retrieval, Tampere, Finland, 11–15 August 2002,
pp. 215–221 (2002). https://doi.org/10.1145/564376.564415

14. Williams, H.E., Zobel, J., Bahle, D.: Fast phrase querying with combined indexes. ACM
Trans. Inf. Syst. (TOIS) 22(4), 573–594 (2004). https://doi.org/10.1145/1028099.1028102

15. Veretennikov, A.B.: Proximity full-text search with a response time guarantee by means of
additional indexes with multi-component keys. In: Selected Papers of the XX International
Conference on Data Analytics and Management in Data Intensive Domains
(DAMDID/RCDL 2018), Moscow, Russia, 9–12 October 2018, pp. 123–130 (2018).
http://ceur-ws.org/Vol-2277

Proximity Full-Text Search by Means of Additional Indexes 129

http://dx.doi.org/10.14529/cmse180105
http://dx.doi.org/10.1145/1148170.1148285
http://dx.doi.org/10.1145/1148170.1148285
http://dx.doi.org/10.1007/3-540-36618-0_15
http://dx.doi.org/10.1007/978-3-540-75530-2_26
http://dx.doi.org/10.1145/1871437.1871593
http://dx.doi.org/10.2307/408772
http://dx.doi.org/10.1016/j.jss.2011.01.049
http://dx.doi.org/10.1145/191839.191896
http://dx.doi.org/10.1145/1132956.1132959
http://dx.doi.org/10.1145/1476589.1476628
http://dx.doi.org/10.1145/383952.383957
http://dx.doi.org/10.1145/564376.564415
http://dx.doi.org/10.1145/1028099.1028102
http://ceur-ws.org/Vol-2277


16. Veretennikov, A.B.: O poiske fraz i naborov slov v polnotekstovom indekse (About phrases
search in full-text index). Control Syst. Inf. Technol. 48(2.1), 125–130 (2012). (in Russian)

17. Veretennikov, A.B.: Effektivnyi polnotekstovyi poisk s uchetom blizosti slov pri pomoshchi
trekhkomponentnykh klyuchei (Efficient full-text proximity search by means of three
component keys). Control Syst. Inf. Technol. 69(3), 25–32 (2017). (in Russian)

18. Veretennikov, A.B.: Ispol’zovanie dopolnitel’nykh indeksov dlya bolee bystrogo polnotek-
stovogo poiska fraz, vklyuchayushchikh chasto vstrechayushchiesya slova (Using additional
indexes for fast full-text searching phrases that contains frequently used words). Control
Syst. Inf. Technol. 52(2), 61–66 (2013). (in Russian)

19. Veretennikov, A.B.: Effektivnyi polnotekstovyi poisk s ispol’zovaniem dopolnitel’nykh
indeksov chasto vstrechayushchikhsya slov (Efficient full-text search by means of additional
indexes of frequently used words). Control Syst. Inf. Technol. 66(4), 52–60 (2016).
(in Russian)

20. Veretennikov, A.B.: Sozdanie dopolnitel’nykh indeksov dlya bolee bystrogo polnotek-
stovogo poiska fraz, vklyuchayushchikh chasto vstrechayushchiesya slova (Creating
additional indexes for fast full-text searching phrases that contains frequently used words).
Control Syst. Inf. Technol. 63(1), 27–33 (2016). (in Russian)

21. Veretennikov, A.B.: Proximity full-text search with a response time guarantee by means of
additional indexes. In: Arai, K., Kapoor, S., Bhatia, R. (eds.) IntelliSys 2018. AISC, vol.
868, pp. 936–954. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-01054-6_66

22. Williams, J.W.J.: Algorithm 232 – Heapsort. Commun. ACM 7(6), 347–348 (1964)
23. Jansen, B.J., Spink, A., Saracevic, T.: Real life, real users and real needs: a study and

analysis of user queries on the Web. Inf. Process. Manag. 36(2), 207–227 (2000). https://doi.
org/10.1016/S0306-4573(99)00056-4

130 A. B. Veretennikov

http://dx.doi.org/10.1007/978-3-030-01054-6_66
http://dx.doi.org/10.1016/S0306-4573(99)00056-4
http://dx.doi.org/10.1016/S0306-4573(99)00056-4


Scope and Challenges of Language
Modelling - An Interrogative Survey

on Context and Embeddings

Matthias Nitsche and Marina Tropmann-Frick(B)

Department of Computer Science, Hamburg University of Applied Sciences,
Hamburg, Germany

{matthias.nitsche,marina.tropmann-frick}@haw-hamburg.de

Abstract. In this work we explore the domain of Language Modelling.
We focus here on different context selection strategies, data augmen-
tation techniques, and word embedding models. Many of the existing
approaches are difficult to understand without specific expertise in this
domain. Therefore, we concentrate on appropriate explanations and rep-
resentations that enable us to compare several approaches.

Keywords: Natural language processing · Neural language model ·
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1 Introduction

Language is a high dimensional and multi-sense problem domain dealing with
polysemy, synonymy, antonymy, hyponymy etc. The language processing pipeline
often starts with morphological treatment of text, e.g. stemming, stopword
removal, special character extraction and tokenization. The next step is usually a
projection of words for text representation. Classical models project words using
WordNet mapping each word to a relation, employ methods from linear algebra
like Singular Value Decomposition (SVD) and most famously Latent Seman-
tic Indexing (LSI) [8]. More complicated statistical models involve expectation
maximization procedures for which Latent Dirichlet Allocation (LDA) [4] is the
standard.

Word and subword-level embeddings try to overcome some of the limitations
of the former methods using neural networks posing language models as an
optimization problem. Word2Vec by [22] was the first successful model that
superseded the quality of preceding methods. Embeddings map words, sentences,
characters or part of words to a non-linear latent space in R

l where l stands for
the amount of dimensions the embedding has. Due to corporations like Google
and Facebook that push forward research in the area of machine learning and
deep learning, the transfer of embedding models have become easier. Projects
like fastText, spaCy, Starspace, GloVe and Word2Vec Googles News embeddings
offer pre-trained language models on vast amounts of data.
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Most real world language datasets are considerably smaller than those of
such corporation as Facebook or Google and thus suffer greatly with out-of-
vocabulary (OOV) words. Further neural networks need vast amounts of data
to overcome problems with overfitting. Thus generalization of language models
needs attention and techniques like domain adaptation or transfer learning try
to overcome this gap.

This work represents an extension of our previous work in [27]. Several modi-
fications and additions are done to different parts of the previous paper. Further-
more, the last section of this work “New Directions” presents new state-of-art
approaches in the literature. These rely heavily on a combination of two ideas -
attention-based modelling [35] and unsupervised pre-training [31]. Due to signif-
icant improvements in computational efficiency and model performance, these
approaches will dominate the future research in the area of Natural Language
Processing.

2 Stochastic Language Modelling

The domain of language modelling experienced large changes since the starting
period of natural language processing in the 1960s [7]. Early symbolic approaches
made an attempt to capture the meaning of text using rules written by humans
developing rule-based systems. Such systems were limited to particular domains
they were designed for [38] and unable to deal with unseen or unexpected inputs.

Over the last 20 years - since the late 1990s [17,20,25], a statistical approach
of natural language processing has become commonplace and only slowly gives
way to ‘new’ deep neural network-based approaches in recent years.

The main task of a stochastic language model is to provide estimates of the
probability of a word sequence. This probability is the result of joint computation
of conditional probabilities of words in a sentence or sequence generally using
the principle of maximum likelihood estimation. This problem is usually reduced
to learning the conditional distribution of the next word given a fixed number
of preceding words. This task can be accomplished successfully with n-gram
models. The starting point here were unigram models, following by the bigram-,
trigram-, etc. models. Because language has rather long-distance dependencies,
the n-gram models are the most efficient here. For learning tasks a distinction can
be made between discriminative models that model the conditional probability
directly from raw data and generative models that learns the joint probability
distribution.

The area of statistical language modelling remains still an interesting topic of
research [24] although machine learning methods based on neural networks have
become the main tools in natural language processing. Also extensions of the
discussed approaches can be found e.g. in [37], where the n-grams are presented
in form of charagrams - an approach to learn character-level compositions. We
describe this approach more detailed in the following sections.
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3 Character-Level Embeddings

Character-level embeddings deal with words by slicing them into smaller pro-
portions. This is advantageous due to the fact that single words and their corre-
sponding vectors only match by symbolic comparison. Thus there are advantages
of representing words as vectors of sub-level symbolic representations, that first
largely occurred in neural machine translations. The representations range from
character CNNs/LSTMs [16] to character n-grams [5,37].

Character-level embedding models typically build on pre-trained word
embeddings. Additionally character based representations of words are itself vec-
tors for each character of a word or vector representation of the n-grams of a
word. [15] explore different architectures for language modelling and compared
three different models with differing inputs to language models.

[16] presents a model with a character-level convolutional neural network
(CNN) with a highway network over characters. Characters are used as an input
to a single layer CNN with max-pooling, using a highway network, introduced
in [33], similarly to a RNN with a carry mechanism, before applying a LSTM
with a softmax for the most likely next word representation. Most interesting in
this work is the application of the CNN with the highway network.

The vocabulary C over characters and d as usual the embedding size, we deal
with R

d×|C| matrix character embeddings. A word k ∈ V is decomposed as a
sequence of characters [c1, . . . , cl], where l = |k|, the matrix representation then
is Ck ∈ R

d×l. The columns are character vectors, the rows character dimensions
d. The character-level CNN maximizes the following cost function

fk[i] = tanh(〈Ck[∗, i : i + w − 1],H〉 + b) (1)

yk = max
i

(fk[i]) (2)

where Ck is a filter of width w creating a feature map fk, indexed by i . . . i+w−1
columns over the filters of Ck. 〈. . . 〉 is the inner product. The convolution or
kernel can be seen as a generator for character n-grams. This is then fed to
yk which takes the maximum of the feature map, e.g., applies a max pooling
transformation. After this yk is used as input to a highway network, which is
essentially a RNN/LSTM network with different gating mechanisms.

z = t � g(WH · y + bH) + (1 − t) � y Memory transformation (3)
t = σ(WT · y + bT ) Transformgate (4)

The transform gate t maps the input into a different latent space, (1− t) is the
carry gate, deciding what information will carry on over time. g(WHy + bH is
a typical affine transformation with a non-linearity applied. � is the entry-wise
product or Hadamard Product. Stacking several layers of highway networks allow
to carry parts of the input to the output, while combining them in a recurrent
fashion. At last the output z is fit into an LSTM with a softmax to obtain
distributions over the next word. [16] manages to reduce parameter size by 60%
while achieving state of the art language modelling results. Furthermore they
find that their models learn semantic and orthographic relations from characters
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arguing if word-level embeddings seem even necessary. They also successfully
deal with Out-of-vocabulary words (OOV) assigning intrinsically chosen words
like looooook to the correct word look, that word-level models failed to learn.

3.1 Character n-grams

While character-level models work on par with word-level models, recent works
focused on character n-grams. Charagram by [37] is an approach to learn
character-level compositions, not the statistics of single characters as we described
above. Given a textual word or sentence e.g. a sequence of characters x

x = 〈x1, x2, . . . , xm〉, Character-level textual sequence (5)

xi
j = 〈xi, xi+1, . . . , xj〉 Sub-sequence of characters from i to j (6)

Charagram produces a character n-gram count vector, where each character n-
gram has its own vector W xi

j , if the n-gram xi
j ∈ V is part of all n-grams of the

model. f is the indicator function, if xi
j ∈ V then 1 else 0.

gchar(x) = h(b +
m+1∑

i=1

i∑

j=1+i−k

f(xi
j ∈ V )W xi

j ) (7)

h here is a single non-linearity applied over the sum of all n-gram character
vectors of x, where k is the maximum length of any character n-gram in the
model. V can be initialized by different choices as a model parameter.

It was also found that the models could be trained on far fewer examples
while still being comparable to state-of-the-art models. OOV (out-of-vocabulary)
words are handled naturally, because Charagram represents words as the sum
of characters that even unseen words can be trained and successfully embedded.
[37] have shown that character n-grams can be used to beat state of the art
models trained on words. [5] proposed an architecture using the Word2Vec skip-
gram objective on a bag of words of character n-grams. The authors describe the
skip-gram with negative sampling introduced by [22] and exchange the respective
scoring function. Word2Vec takes two vectors uw and vw element in R

d, where d
is the dimensionality and uwt

is the target word vector with the corresponding
context vectors vwc

s(wt, wc) = uT
wt

· vwc
Word-level objective (8)

We would like to represent a word as a character representation through n-grams,
e.g., where = 〈wh,whe,her, ere, re〉. The above Word2Vec objective can be rewrit-
ten to represent each word as a bag of character n-grams vector representation

s(w, c) =
∑

g∈Gw

zTg vc Character-level objective (9)
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where zg is a vector representation of a single n-gram, from a global set G with
all character n-grams. We are interested in the Word2Vec objective where each
word is now a sum of these character n-gram representations Gw ⊂ 1, . . . ,G.
[5] successfully improve on the analogy task over previous models and deal with
OOV words even where the morphemes do not match up. The size of n-grams
matter and they suggest above n > 2 or n ≥ 5 for languages like German with
many noun compounds.

4 Word Embeddings

At first we will briefly review word-level embeddings. Corpora typically consist
of words that are part of sentences in documents. Before embeddings can be
trained each sentence is tokenized and morphologically altered with stemming
or lemmatization.

4.1 Bag of Words

Many classical language models represent a text as a bag of words model, where
words are represented as a co-occurrence feature matrix. Each entry corresponds
to the number of occurrences of some word from the given vocabulary in the text.
This word frequency can be represented weighted with term frequency-inverse
document frequency (tf-idf), which additionally reflects to importance of a term
is in a corpus, our given collection of texts. The bag-of-words ignores grammar
and word order.

4.2 Out-of-Vocabulary Words

Out-of-vocabulary words (OOV) is a problem in two circumstances. The first
is that the amount of OOV words is large and second - the dataset is small
and deals with niche words where every word constitutes heavily. Words that
do not match any given word vector are mapped to the UNK token. There are
several strategies on dealing with OOV words ranging from using the context
words around OOV words [13], using pre-trained language models to assign
their vector to OOV words [9] or retrain character-level language models on
pre-trained models [30]. [13] suggests a few tricks to improve on Word2Vec with
their proposed model Nonce2Vec. They use pre-trained word embeddings from
Word2Vec and treat OOV words as the sum of their context words. They show
that this is applicable on smaller datasets as well.

[9] found it effective to use vectors of pre-trained language models where
a word was OOV in their domain. Using the pre-trained vector of a differ-
ent domain helped them in improving the initialization of their OOV words in
comparison to assign a global UNK token to their data points. They improved
models on reading comprehension considerably especially with OOV words. [30]
have shown that generating OOV word embeddings by training a character-level
model on a pre-trained dataset. The goal is to re-create the vectors by leveraging



136 M. Nitsche and M. Tropmann-Frick

character information. With a character-level vector word representation OOV
words can be handled based on the sum of character vectors. They have found
that this is much better in cases where the dataset is small and pre-trained
embeddings are available.

4.3 Word2Vec

[22] improved on several aspects of Bengio’s model by using the skip-gram win-
dow function (an alternative would be CBOW) and a tractable approximation
of the softmax called negative sampling/hierarchical softmax. Word2Vec has
become the de facto standard in a lot of language downstream tasks. Google
shipped pre-trained Word2Vec skip-gram models on Google News articles for
everybody to use. The corpus is large (up to a billion words) and the dimensions
of the latent space is large d = 300. The training would take weeks up to months
on a just a few state-of-the-art GPUs, saving each researcher the time to train
them themselves. We will see a great influx of pre-trained language models in the
future because OOV words are a real issue and generalization on small sparse
domains is highly problematic. While most of the premises of pre-trained models
are great, they also introduce biases. [6] have shown that this particular dataset
employs gender biases. Figure 1 shows the skip-gram objective on the left side
and CBOW on the right. Skip-gram predicts the context of a center word wi

over a window c such that wi−c, . . . , wi, . . . wi+c is satisfied.

1
T

T∑

t=1

∑

−c≤j≤c,j �=0

logp(wt+j |wt) (10)

CBOW does the opposite, given a word context wi−c, . . . , wi, . . . wi+c pre-
dict the center word wi that is most likely. Negative sampling speeds up the

Fig. 1. The Skip-gram Model and Continuous bag-of-word model as shown in [32]
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performance by using the positive samples of the context words 2 ∗ c and uses
only a few negative samples that are not in its context. The respective objective
cost function is

logσ(v′T
wO

vwI
) +

k∑

t=1

Ewi
∼ Pn(w)[logσ(−v′T

wO
vwI

)] (11)

where σ is the sigmoid function, a binary function, drawing k samples from the
negative or noise distribution Pn(w), to distinguish the negative draws Ewi

from
the target word wO drawn from the context of wI . The objective of negative
sampling is to learn high quality word embeddings by comparing noise (out of
context) to words from the context. For an in-depth review of negative sampling
and noise contrastive estimation (NCE) see [10].

Another language model building upon Word2Vec is Global Vectors for Word
Representation (GloVe) by [28], which is trained on an aggregated global word
co-occurrence matrix from a corpus. The difference to Word2Vec is that the
global statistics are taken into account contrary to Word2Vec, that works on local
context windows alone. GloVe typically performs better than Word2Vec skip-
gram, especially when the vocabulary is large. GloVe is also available on different
corpora such as Twitter, Common Crawl or Wikipedia. For practitioners: it is
suggested to use GloVe wherever applicable or usable.

4.4 Bag of Tricks - FastText

Another interesting and popular word embedding model is fastText by [14]. It
bases on a similar idea as Word2Vec. Instead of negative sampling - using the
hierarchical softmax, and instead of words - using n-gram features. N-grams
build on bag of words, commonly known as a co-occurrence matrix D×V where
documents D are rows and the whole vocabulary V the features assuming i.i.d
word order. Given a sequence of words [w1, . . . , wk] n-grams take slices of n e.g.
[[w1, . . . , wn]1, . . . , [wi+1, . . . , wn+1]k]. fastText comes in two flavours: character-
level and word-level n-grams. We will review the character-level n-grams later.

− 1
N

N∑

n=1

ynlog(f(BAxn)) (12)

Formula 12 is the corresponding cost function, where f is the hierarchical
softmax function, xn is a document with bag of n-gram feature vectors, A and
B are weight matrices and yn the label given a classification task. The label y in
this case is the word. The unsupervised learning task is the hierarchical softmax
with CBOW denoted as f and has the following form:

P (y = j|C) =
exp(βT

j · C)
∑|V |

t=1 exp(βT
t · C)

. (13)
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As can be seen instead of finding the surrounding context of a word w we try
to find the most probable word given the context C. What is novel about this
approach is using n-gram features instead of windows speeding up the training,
while still matching state-of-the-art results. fastText training time on a sentiment
analysis task was 10 s compared to the shortest running model of 2–3 h up to
several days. As we will see later, this model can be largely improved with
character n-grams proposed in [5] and [37].

4.5 CoVe

So far we have investigated shallow neural networks with single layers and there-
fore only one non-linearity. [21] have found that training an attentional sequence-
to-sequence model normally used for neural machine translations helps at enrich-
ing word vectors not just on the word-level hierarchy. By training a two-layer,
bidirectional long short-term memory [12], on a source language (English) to
a target (German) they achieve state-of-the-art performance. All sequences of
words wx are pre-initialized with GloVe(wx) where words become sequences of
vectors.

wx = [wx
1 , . . . , wx

n] (14)
GloVe(wx) = [GloVe(wx

1 ), . . . ,GloVe(wx
n)] (15)

wz = [wz
1 , . . . , w

z
n] Randomly initialized (16)

where wx is a sentence in the source language and wz of the target language
maximizing the likelihood of an encoder MT-LSTM h, a decoder LSTM hdec

t .

h = MT-LSTM(GloVe(wx)) Encoder (17)

hdec
t = LSTM([zt−1; h̃t−1], hdec

t−1) Decoder (18)

αt = softmax(H(W1h
dec
t + b1)) Attention (19)

h̃t = [tanh(W2H
Tαt + b2);hdec

t ] Concatenated attentional sum (20)

y = softmax(Wouth̃t + bout) Outputword distribution (21)

The softmax attention αt over the decoder hdec
t represents the relevance of

each step from the encoder h. h̃t then is a hidden state where the softmax
and hdec

t are concatenated, possibly to attend to the relevant parts while not
forgetting what was learned during the decoding. Intuitively we are training
a machine translation model where the only interesting part are the learned
context vectors for sequences of the MT-LSTM.

It was shown that the model performs better by concatenating GloVe and
CoVe into one single vector. The idea behind this is that we can transfer the
higher level features learned in sequence-to-sequence tasks to standard down-
stream tasks like classification. By first using GloVe on the word-level and then
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the MT-LSTM we are creating layers of abstractions. Essentially this is a first
step towards transfer learning, which is standard practice in computer vision
tasks with pre-trained CNNs. The top achiever is a model called Char+CoVe-L
with a large CoVe model concatenated with a n-gram character features model
introduced by [14] in fastText.

4.6 Dict2Vec

Word2Vec, GloVe and fastText create strong baseline models for word embed-
dings. Newer trends also incorporate additional information from external data
sources, augmenting word vectors. [34] improve on the Word2Vec model by [22]
using dictionaries. The key concept presented in [34] is that each word can be
weakly and strongly linked to each other given the definition.

For instance the Guitar and Violin share the words stringed musical instru-
ment, that should strongly tie them together. In the definition of the Violin
there is no plucking or strumming and thus is considered a weak pair. Moreover
weak pairs are promoted to strong pairs when they are within the K closest
neighbouring words calculated with a cosine distance. The skip-gram objective
with negative sampling can be rephrased given the definition to positively and
negatively couple words. The positive sampling cost function is

Jpos(wt) = βs ·
∑

wi∈Vs(wt)

�(vt · vi) (22)

= βw ·
∑

wj∈Vw(wt)

�(vt · vj) (23)

� is the logistic loss function, wt is each target word of the corpus with its
corresponding vector vt, Vs(wt) are strong pairs, Vw(wt) are weak pairs and
vi/vj are corresponding strong and weak pair vectors. The hyperparameters βs

and βw are chosen to best fit to the learning of strong and weak pairs. When set
to zero, the model behaves exactly like Word2Vec. The corresponding negative
sampling cost function is

Jneg(wt) =
∑

wi∈F(wt),wi �∈S(wt),wi �∈W(wt)

�(−vt · vi) (24)

Where wi is chosen such that it is randomly chosen from the vocabulary at
random without self F(wt) and it is not part of strong S(wt) or weak W(wt)
word pairs. Which results in the cost function J from a target word wt with a
context wc: J(wt, wc) = �(vt · vc) + Jpos(wt) + Jneg(wt).

The results show an improvement over state-of-the-art models on word sim-
ilarity and text classification. They parsed and trained on a last language cor-
pus from Wikipedia comparing a pre-trained Word2Vec model augmented with
dictionaries, a retrofitted model using WordNet and a single model on a raw
corpus. Dict2Vec showed superior results on the raw corpus and improved the
other models by up to 13%.
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4.7 Context Selection

Context selection in language models is at this point a well studied tasks.
Word2Vec uses a context window of surrounding words. While this sounds intu-
itive, there are a lot of suggestions on improving this. Originally, [22] suggested
to use sub-sampling to remove frequently co-occurring words and use context
distribution smoothing reducing bias towards rare words. This is very much in
conjunction with count based methods that clip off the top/bottom percent of
a vocabulary.

Fig. 2. Context capture as depicted in [19]

[19] have found that using dependency based word embeddings have an
impact on the quality and quantity of functional similarity tasks such as cosine.
However, it is to note that on topical similarity tasks the suggested model per-
forms worse. [19] note that mostly a linear context, e.g., windows, is used. Given
a corpora and a target word w, with a corresponding sentence (e.g. context) and
modifiers of that sentence m1, . . . ,mk with head h a dependency tree is created,
see Fig. 2, with the Stanford Dependency parser.

The contexts (m1, l1), . . . , (mk, lk), (h, l−1
h ), where l is the dependency rela-

tion between head and modifier (e.g. nsubj, dobj, prep with, amod). While l
is the forward relation or outgoing relations from the head - the target word -
l−1 is the in-going relation or inverse-relation. Given a Word2Vec model with
a small window size of k = 2 and a larger window size k = 5 the dependency
based model learns different word relations and minimizes two effects. We can
see in Fig. 2 that coincidental filtering takes place, because “australian” is obvi-
ously not part of “science” in general, which Word2Vec would take as a context
in either model. Secondly, if the window size is small out-of-reach words like
“discover” and “telescope” would have been filtered out. Longer more complex
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sentences could have several head words where the context is out-of-reach in
larger Word2Vec models as well. In comparison with Word2Vec the dependency
base model has a higher precision and recall on functional similarity tests.

5 New Directions

Fig. 3. The Transformer - model archi-
tecture as depicted in [35]

Several new effective approaches in the
area of language processing emerged in
last two years. One of them bases on idea
of attention-based modelling [35]. In con-
trast to previous approaches, it replaces
complex recurrent or convolutional neu-
ral networks with a network architecture
based solely on attention mechanisms.
The authors in [35] call their application -
the Transformer. The model architecture
of the Transformer is shown in the Fig. 3.

Authors of [31] present in their work
an enhancement of the above approach
by a generative pre-training of a language
model. The pre-training proceeds com-
pletely unsupervised on a diverse corpus
with long stretches of contiguous text.
The authors present an improvement of
the state of the art on 9 of the 12 datasets.

The application represents a semi-
supervised approach as a combination of
unsupervised pre-training and supervised
fine-tuning. In this way a universal representation can be learned and later trans-
ferred to a wide range of tasks. For the training of the universal representation
large corpus of unlabeled text is used. The adaptation to specific tasks can be
performed with much smaller pre-labeled data sets. This not only reduces the
computation time but also increases the accuracy of the final specialized models.

A new type of deep contextualized word representation is introduced in [29].
They represent the word vectors (embeddings) as learned functions of the inter-
nal states of a deep bidirectional language model (biLM). This model is pre-
trained on a large text corpus and can be added to existing models, improving
the performance of different state-of-the-art NLP tasks. Such as question answer-
ing, textual entailment and sentiment analysis.

Another approach, see [1], introduces a new type of word embeddings - con-
textual string embeddings. The proposed embeddings are trained without explicit
notion of words contextualized by their surrounding text.

According to authors, the same word will have different embeddings depend-
ing on its contextual use. They show in the experiments that this approach
is especially useful for several downstream tasks, in particular for English and
German named entity recognition.
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6 Discussion

Currently is a time producing a lot of different models based on experimentation
and educated guesses. It is usually left to the reader trying to find explanations
in embeddings for language. What does a word-level embedding like Word2Vec
actually represent? Just like the problem to separate semantic from syntactic
similarity in word representations, it is not obvious what type of similarity is
captured by language representations. In a new very interesting work [3] the
authors investigate the question “what do language representations really rep-
resent?”. The main idea here is to examine the correlations and causal relation-
ships between language representations learned from translations on one hand,
and genetic, geographical, and several levels of structural similarity between
languages on the other.

We intend to discuss in this section some of the problems, challenges and
critique gaining a little more insight on why embeddings actually work. Most of
the state-of-the-art models evaluate word embeddings with intrinsic evaluations.
Intrinsic evaluation is usually qualitative, given a set of semantic word analogy
pairs test if the model connects them correctly: −−→man − −−−−→woman ≈ −−→

king − −−−→queen.
The woman/queen vs. man/king is the most famous of all examples. One could
deduct that given a large number of such analogy word pairs, testing the presence
of synonymy, polysemy and word positioning is sufficient. Intrinsic evaluation
shows exactly what works, not what does not work or even what works but
should not. Extrinsically it is not possible to use labels testing the precision and
recall of our system. And it is easy to see why: What would you expect should
a general approximation of a word look like? Should it be able to learn every
possible dimension and therefore interpretation of what we perceive of it? If so,
how should it learn to distinguish different domains with a different context?
The context of a domain is never explained or given to the models.

Given a reasonable amount of test cases, quality can be ensured to some
extent. How good or bad they actually perform is usually tested in downstream
language tasks. If the embeddings perform better on that specific task compared
to a preceding model, it is declared state-of-the-art. Interestingly, [6] shows that
even state of the art embeddings display a large amount of bias towards certain
topics: −−→man − −−−−→woman ≈ −−−−−−−−→programmer − −−−−−−−−→

homemaker.
Training real language models on real data yields real bias. The world and

its written words are not fair and they incorporate really narrow views and
concepts. Gender inequality and racism are two of the most challenging societal
problems in the 21st century. Learning embeddings always yields a representation
of the input. The bias is statistically significant. The problem is more obvious
when considering that the standard Word2Vec model trained on the Googles
News Corpus is applied on thousands of downstream language tasks. These kind
of biases are not unique to language modelling and can be found in computer
vision as well.

The authors in [6] hint that there are a three forms of bias: occupational
stereotypes, analogies with stereotypes and indirect gender bias. They also
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acknowledge that not everything we perceive as bias should be seen as such
e.g. football and footballer is male dominant for other reasons than just bias. To
debias embeddings the answer is quite clear: we need additional knowledge in
form of gender specific word lists. [6] suggest to create a reference model g with
word vectors that are gender biased words.

While this works for a direct bias, it is much harder with indirect bias spread
across different latent dimensions. Therefore a debiasing algorithm is suggested
with two steps (1) Identify the gender subspace and (2) Equalize (factor out
gender) or soften (reduce magnitude).

So far we have compared different word embedding models without looking
into the theory. Intrinsic evaluations of new models yield better results and there-
fore improved models to be used. It seems however that there are no insights
of actually why word embeddings are better than other models except for the
experimentation. This seems plausible, as the de facto goal is to use an optimiza-
tion procedure that has no closed mathematical form. The authors of [18] have
found that Word2Vec with skip-gram and negative sampling is a PMI matrix. A
(P)PMI matrix (extra P for keeping only positive entries) is a high dimensional
and sparse context matrix where each row is a word w from the vocabulary V
and each column represents a context c where it occurs. PPMI matrices are the-
oretically well known and provide a guiding hand for what Word2Vec actually
learns. The problem of PPMI matrices is actually that you need to carefully con-
sider each context for each occurring word, which does not scale up to billions
of tokens. The results actually show that Word2Vec skip-gram with negative
sampling is still the better choice from a view of precision and scalability. For
further exploration of the theoretical aspects of word embeddings see [11] for an
explanation of the additivity of vectors and [23] for a geometric interpretation
of Word2Vec skip-gram with negative sampling.

7 Conclusion

In this paper we explored a wide variety of concepts dealing with word-level and
subword-level embeddings as well as context selection procedures. This work
represents an extension of our previous work in [27]. All of the suggested meth-
ods have assets and drawbacks. Besides what is covered here there are multiple
research directions open. E.g., statistical models that treat words as a distri-
bution, see [2,36]. [26] goes even further by representing words as hierarchical
probability mass functions (pmfs). Instead of changing how the representation is
created, they alter the representation to fit certain conditions and features. Most
interesting approaches for the further research are those based on attention-based
modelling [35] and unsupervised pre-training [31]. Due to significant improve-
ments in computational efficiency and model performance, these approaches will
dominate the future research in the area of Natural Language Processing.
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Abstract. Nowadays, subsequence similarity search under the Dynamic Time
Warping (DTW) similarity measure is applied in a wide range of time series
mining applications. Since the DTW measure has a quadratic computational
complexity w.r.t. the length of query subsequence, a number of parallel algo-
rithms for various many-core architectures have been developed, namely FPGA,
GPU, and Intel MIC. In this paper, we propose a novel parallel algorithm for
subsequence similarity search in very large time series data on computing cluster
with nodes based on the Intel Xeon Phi Knights Landing (KNL) many-core
processors. Computations are parallelized both at the level of all cluster nodes
through MPI, and within a single cluster node through OpenMP. The algorithm
involves additional data structures and redundant computations, which make it
possible to effectively use Phi KNL for vector computations. Experimental
evaluation of the algorithm on real-world and synthetic datasets shows that it is
highly scalable.

Keywords: Time series � Similarity search � Dynamic Time Warping �
Parallel algorithm � Cluster � OpenMP � MPI � Intel Xeon Phi �
Knights Landing � Data layout � Vectorization

1 Introduction

Nowadays, time series are pervasive in a wide spectrum of applications with data
intensive analytics, e.g. climate modelling [1], economic forecasting [21], medical
monitoring [6], etc. Many time series analytical problems require subsequence simi-
larity search as a subtask, which assumes the following. A query subsequence and a
longer time series are given, and a subsequence of the time series should be found,
whose similarity to the query is the maximum among all the subsequences.

Currently, Dynamic Time Warping (DTW) [3] is considered as the best similarity
measure in most domains [5]. Since computation of DTW is time-consuming there are
parallel algorithms for FPGA [25] and GPU [17] have been proposed.

Our research [10–13] addresses the task of accelerating similarity search with the
Intel Xeon Phi many-core system, which can be considered as an attractive alternative
to FPGA and GPU. Phi provides a large number of compute cores with 512-bit wide
vector processing units. Phi is based on the Intel x86 architecture and supports the same
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programming methods and tools as a regular Intel Xeon. The first generation of Phi,
Knights Corner (KNC) [4], is a coprocessor with up to 61 cores, which supports native
applications and offloading of calculations from a host CPU. The second generation
product, Knights Landing (KNL) [20], is a bootable processor with up to 72 cores,
which runs applications only in native mode. In [11–13], we proposed CPU+Phi
computational scheme for subsequence similarity search on Phi KNC. In [10], we
changed such an approach for Phi KNL having implemented advanced data layout and
computational scheme, which allow to efficiently vectorizing computations.

This paper is a revised extended version of [10]. We consider more complicated
case of very large time series when computing cluster system of Phi KNL nodes is
utilized for the similarity search. We propose an advanced parallel algorithm, called
PhiBestMatch, which parallelizes computations both among cluster nodes (through
MPI technology), and within a single cluster node (through OpenMP technology). We
performed additional series of experiments, which showed good scalability of
PhiBestMatch.

The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 gives formal statement of the problem. In Sect. 4, we present the proposed
algorithm. We describe experimental evaluation of our algorithm in Sect. 5. Finally,
Sect. 6 concludes the paper.

2 Related Work

In recent decade, parallel and distributed algorithms for subsequence similarity search
under the DTW measure have been extensively developed for various hardware
platforms.

In [26], a GPU-based implementation was proposed. The warping matrix is gen-
erated in parallel, but the warping path is searched serially. Since the matrix generation
step and the path search step are split into two kernels, this leads to overheads for
storage and transmission of the warping matrix for each DTW calculation.

In [17], GPU and FPGA implementations of subsequence similarity search were
presented. The GPU implementation is based on the same ideas as [26]. The system
consists of two modules, namely Normalizer (z-normalization of subsequences) and
Warper (DTW calculation), and is generated by a C-to-VHDL tool, which exploits the
fine-grained parallelism of the DTW. However, this implementation suffers from
lacking flexibility, i.e. it must be recompiled if length of query is changed. In [25],
authors proposed a framework for FPGA-based subsequence similarity search, which
utilizes the data reusability of continuous DTW calculations to reduce the bandwidth
and exploit the coarse-grain parallelism.

In [22], authors proposed subsequence similarity search on CPU cluster. Subse-
quences starting from different positions of the time series are sent to different nodes,
and each node calculates DTW in the naïve way. In [23], authors accelerated subse-
quence similarity search with SMP system. They distribute different queries into dif-
ferent cores, and each subsequence is sent to different cores to be compared with
different patterns in the naïve way. In both implementations, the data transfer becomes
the bottleneck. In [18], authors proposed an approach to subsequence similarity search
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on Apache Spark cluster. Time series is fragmented and fragments are shared among
cluster nodes as files under HDFS (Hadoop Distributed File System). Each node
processes in parallel as many fragments as its CPU cores where each core implements
the UCR-DTW algorithm [15].

3 Notation and Problem Background

3.1 Definitions and Notation

A time series T is a sequence of real-valued elements: T ¼ ðt1; t2; . . .; tmÞ. Length of a
time series T is denoted by Tj j.

Given two time series, X ¼ x1; x2; . . .; xmð Þ and Y ¼ ðy1; y2; . . .; ymÞ, the Dynamic
Time Warping (DTW) distance between X and Y is denoted by DTW X; Yð Þ and defined
as below.

DTW X; Yð Þ ¼ d m;mð Þ; d i; jð Þ ¼ xi � yj
� �2 þmin

d i� 1; jð Þ
d i; j� 1ð Þ

d i� 1; j� 1ð Þ
;

8><
>:

d 0; 0ð Þ ¼ 0; d i; 0ð Þ ¼ d 0; jð Þ ¼ 1; 1� i�m; 1� j�m:

ð1Þ

In the formulas above, dij
� � 2 R

m�m is considered as a warping matrix for the
alignment of the two respective time series. A warping path is a contiguous set of
warping matrix elements that defines a mapping between two time series. The warping
path must start and finish in diagonally opposite corner cells of the warping matrix, the
steps in the warping path are restricted to adjacent cells, and the points in the warping
path must be monotonically spaced in time.

A subsequence Ti;k of a time series T is its contiguous subset of k elements, which
starts from position i: Ti;k ¼ ðti; tiþ 1; . . .; tiþ k�1Þ, 1� i�m� kþ 1. A set of all sub-
sequences of T with length n is denoted by SnT : Let N ¼ Tj j � nþ 1 ¼ m� nþ 1
denotes a number of subsequences in SnT :

Given a time series T and a time series Q as a user specified query where
m ¼ Tj j � Qj j ¼ n, the best matching subsequence Ti;n meets the property

9Ti;n 2 SnT 8k DTW Q; Ti;n
� ��DTW Q; Tk;n

� �
; 1� i; k�m� nþ 1: ð2Þ

In what follows, where there is no ambiguity, we refer to subsequence Ti;n as C, as
a candidate in match to a query Q.

3.2 The UCR-DTW Serial Algorithm

Currently, UCR-DTW [15] is the fastest serial algorithm of subsequence similarity
search, which integrates a large number of algorithmic speedup techniques. Since our
algorithm is based on UCR-DTW, we briefly describe its basic features.
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Squared Distances. The Euclidean distance (ED) between two subsequences Q and C
where Qj j ¼ Cj j, is defined as below.

ED Q;Cð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
ðqi � ciÞ2

q
: ð3Þ

Instead of use square root in DTW and ED distance calculation, it is possible to use
the squares thereof since it does not change the relative rankings of subsequences.

Z-normalization. Both the query subsequence and each subsequence of the time series
need to be z-normalized before the comparison [24]. The z-normalization of a time
series T is defined as a time series T̂ ¼ t̂1; t̂2; . . .; t̂mð Þ where

t̂i ¼ ti � l
r

; l ¼ 1
m

Xm

i¼1
ti; r2 ¼ 1

m

X2

i¼1
t2i � l2: ð4Þ

Cascading Lower Bounds. Lower bound (LB) is an easy computable threshold of the
DTW distance measure to identify and prune clearly dissimilar subsequences [5]. In
what follows, we refer this threshold as the best-so-far distance (or bsf for brevity).
If LB has exceeded bsf , the DTW distance will exceed bsf as well, and the respective
subsequence is assumed to be clearly dissimilar and pruned without calculation of
DTW. UCR-DTW initializes bsf as þ1 and then scans the time series with sliding
window and calculates bsf on the ith step as follows:

bsf ið Þ ¼ min bsf i�1ð Þ;
þ1; LB Q; Ti;n

� �
[ bsf i�1ð Þ

DTW Q; Ti;n
� �

; otherwise

�� �
: ð5Þ

UCR-DTW exploits three LBs, namely LBKimFL [15], LBKeoghEC, LBKeoghEQ [8]
applying them in a cascade.

The LBKimFL lower bound uses the distances between the First (Last) pair of points
from C and Q as a lower bound, and defined as below.

LBKimFLðQ;CÞ :¼ ED q̂1; ĉ1ð ÞþED q̂n; ĉnð Þ ð6Þ

The LBKeoghEC lower bound is the distance from the closer of the two so-called
envelopes of the query to a candidate subsequence, and defined as below.

LBKeoghEC Q;Cð Þ ¼
Xn
i¼1

ĉi � uið Þ2; if ĉi [ ui
ĉi � ‘ið Þ2; if ĉi\‘i
0; otherwise

8<
: : ð7Þ

In the equation above, subsequences U ¼ ðu1; . . .; unÞ and L ¼ ‘1; . . .; ‘nð Þ are the
upper envelope and lower envelope of the query, respectively, and defined as below.
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ui ¼ max
i�r� k� iþ r

q̂k; ‘i ¼ min
i�r� k� iþ r

q̂k; ð8Þ

where the parameter r 1� r� nð Þ denotes the Sakoe–Chiba band constraint [16], which
states that the warping path cannot deviate more than r cells from the diagonal of the
warping matrix.

The LBKeoghEQ lower bound is the distance from the query and the closer of the
two envelopes of a candidate subsequence (i.e. the roles of the query and the candidate
subsequence are reversed as opposed to LBKeoghEC).

LBKeoghEQ Q;Cð Þ :¼ LBKeoghEC C;Qð Þ: ð9Þ

Firstly, UCR-DTW calculates z-normalized version of the query and its envelopes,
and bsf is assumed to be equal to infinity. Then the algorithm scans the input time
series applying the cascade of LBs to the current subsequence. If the subsequence is not
pruned, then DTW distance is calculated. Next, bsf is updated if it is greater than the
value of DTW distance calculated above. By doing so, in the end, UCR-DTW finds the
best matching subsequence of the given time series.

4 The PhiBestMatch Parallel Algorithm

In this section, we present a novel parallel algorithm for subsequence similarity search
in very long time series on computing cluster of Phi KNL nodes, called PhiBestMatch.
PhiBestMatch is based on the following ideas.

Computations are parallelized on two levels, namely at the level of all cluster
nodes, and within a single cluster node. The time series is divided into equal-length
partitions and distributed among cluster nodes. During the search in its own partition,
each node communicates with rest nodes by functions of the MPI standard to improve
local bsf and reduce the amount of computations.

Within a single cluster node, computations are performed by the thread-level
parallelism and the OpenMP technology. In addition, data structures are aligned in
main memory, and computations are organized with as many vectorizable loops as
possible. Vectorization means a compiler’s ability to transform the loops into
sequences of vector operations [2] of VPUs. We should avoid unaligned memory
access since it can cause inefficient vectorization due to timing overhead for loop
peeling [2]. Within a single cluster node, the algorithm involves additional data
structures and redundant computations [10].

4.1 Partitioning of the Time Series

We partition the time series among cluster nodes as follows. Let F is a number of
fragments and T kð Þ is k-th 0� k�F � 1ð Þ partition of T , then T kð Þ is defined as a
subsequence Tstart;len as below.
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start ¼ k � N
F

� 	
þ 1; len ¼

N
F


 �þ N mod Fð Þþ n� 1; k ¼ F � 1
N
F


 �þ n� 1; otherwise

�
: ð10Þ

This means the head part of every partition except first overlaps with the tail part of
the previous partition in n� 1 data points, where n is the query length. Such a tech-
nique prevents us from loss of the resulting subsequences in the junctions of two
neighbor partitions.

4.2 Data Layout

We propose data layout aiming to provide organize computations over aligned data
with as many auto-vectorizable loops as possible.

Given a subsequence C and VPU width w, we denote pad length as pad ¼
w� nmod wð Þ and define aligned subsequence ~Ti;n as below:

~Ti;n ¼
ðti; tiþ 1; . . .; tiþ n�1; 0; 0; . . .; 0Þ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

pad

; if n mod w[ 0

ðti; tiþ 1; . . .; tiþ n�1Þ; otherwise:

8><
>: ð11Þ

According to (1), 8Q;C : Qj j ¼ Cj j DTW Q;Cð Þ ¼ DTW ~Q; ~C
� �

. Thus, in what
follows, we will assume the aligned versions of the query and a subsequence of the
input time series.

Next, we store all (aligned) subsequences of a time series in the subsequence matrix
SnT 2 R

N� nþ padð Þ, which is defined as below.

SnT i; jð Þ :¼ ~tiþ j�1� ð12Þ

Let us denote the number of LBs exploited by the algorithm as lbmax lbmax � 1ð Þ,
and denote these LBs as LB1; LB2; . . .; LBlbmax , enumerating them according to the order
in the lower bounding cascade. Given a time series T , we define the LB-matrix of all
subsequences of length n from T , LnT 2 R

N�lbmax as below.

LnT i; jð Þ :¼ LBj Ti;n;Q
� �

: ð13Þ

The bitmap matrix is a vector-column Bn
T 2 B

N , which for all subsequences of
length n from T stores the logical conjunction of bsf and every LB:

Bn
T ið Þ :¼

l̂bmax

j¼1

LnT i; jð Þ\bsf
� �

: ð14Þ

We establish the candidate matrix to store those subsequences from the SnT matrix,
which have not been pruned after the lower bounding. The candidate matrix will be
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processed in parallel by calculating of DTW distance measure between each row of the
matrix and the query. Then the minimum of DTW distances is used as bsf.

To provide parallel calculations of the candidate matrix, we denote the segment size
of the matrix as s 2 N ðs� N

p where p is the number of threads employed by the

parallel algorithm) and define the candidate matrix, Cn
T 2 R

s�pð Þ� nþ padð Þ as below.

Cn
T i; �ð Þ :¼ SnT k; �ð Þ : Bn

T ið Þ ¼ TRUE: ð15Þ

In further experiments, we take the segment size s ¼ 100.

4.3 Computational Scheme

Figure 1 depicts the PhiBestMatch pseudo-code, and Fig. 2 shows data structures of
the algorithm. At initialization, the algorithm assigns the number of the current process
to myrank by the MPI function. In what follows, each process deals with the subse-
quence matrix SnT myrankð Þ of the T myrankð Þ partition. The variable bsf is initialized by the
DTW distance between the query and a random subsequence of the partition.

Then we perform preprocessing by forming the subsequence matrix of the aligned
subsequences, z-normalizing each subsequence, and calculating each LB of the lower
bounding cascade. Strictly speaking, the latter step brings redundant calculations. In
contrast, UCR-DTW calculates the next LB in the cascade only if a current subsequence

Fig. 1. PhiBestMatch pseudo-code
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is not clearly dissimilar after the calculation of the previous LB. However, we perform
precomputations once and parallelize them keeping in mind they further can be effi-
ciently vectorized by the compiler since the absence of data dependencies in LBs.

After that, the algorithm improves the bsf threshold by the following loop until each
node completes its partition. At first, the bitmap matrix is calculated in parallel based
on the pre-calculated LB-matrix. Then each subsequence with TRUE in the respective
element of the bitmap matrix is added to the candidate matrix. After the candidate
matrix is filled, we calculate in parallel the DTW distance measure between each
candidate and the query and find the minimum distance. If the minimum distance is less
than bsf then bsf is updated. Then, we find the minimum value of bsf among all the
partitions by the MPI_Allreduce global reduction operation. Finally, the latter operation
is used to check if each node completes its partition.

5 Experiments

In order to evaluate the developed algorithm, we performed experiments on two
platforms, namely a single cluster node and a whole cluster system.

5.1 Experimental Setup

Objectives. In the experiments on a single cluster node, we studied performance and
scalability of the algorithm with respect to the r warping constraint and the n query

Fig. 2. Data flow of PhiBestMatch
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length. In the experiments on the cluster system, we studied the algorithm’s scaled
speedup with respect to the query length. Finally, we compare PhiBestMatch perfor-
mance with analogous algorithm [18].

Measures. In the experiments, we investigated the algorithm’s performance (mea-
suring the run time after deduction of the I/O time) and scalability. We calculated the
algorithm’s speedup and parallel efficiency, which are defined as follows. Speedup and
parallel efficiency of a parallel algorithm employing k threads are calculated, respec-
tively, as

s kð Þ ¼ t1
tk
; e kð Þ ¼ s kð Þ

k
; ð16Þ

where t1 and tk are run times of the algorithm when one and k threads are employed,
respectively.

In the experiments on the cluster system, we investigated scaled speedup of the
parallel algorithm, which refers to linear increasing of the problem size proportionally
with the number of computational nodes added to the system, and is calculated as
follows:

sscaled ¼ p � m
tp p�mð Þ

; ð17Þ

where p is the number of nodes, m is the problem size, and tp p�mð Þ is the algorithm’s run
time when a problem of size p � m is processed on p nodes.

Hardware. We performed our experiments on two supercomputers, namely Tor-
nado SUSU [9] and NKS-1P [19] with the characteristics summarized in Table 1.

For the experiments on a single node, we used the simplified version of Phi-
BestMatch [10], which treats the time series as one partition.

Table 1. Specifications of hardware

Specifications Tornado SUSU NKS-1P
Host Node Host Node

Model, Intel Xeon 2 � X5680 Phi KNC,
SE10X

2 � E5-
2630v4

Phi KNL
7290

Physical cores 2 � 6 61 2 � 10 72
Hyper threading factor 2 4 2 4
Logical cores 24 244 40 288
Frequency, GHz 3.33 1.1 2.2 1.5
VPU width, bit 128 512 256 512
Peak performance,
TFLOPS

0.371 1.076 0.390 3.456

Scalable Algorithm for Subsequence Similarity Search 157



Datasets. In the experiments, we used datasets summarized in Table 2. RW-SN, RW-
CS, and RW-SN are the datasets generated according to the Random Walk model [14].
The EPG (Electrical Penetration Graph) dataset is a series of signals, which was used
by entomologists to study of Aster leafhopper (macrosteles quadrilineatus) behavior
[17]. The ECG dataset [7] represents electrocardiogram signals digitized at 128 Hz.

5.2 Evaluation on a Single Cluster Node

Figures 3 and 4 depict the performance of PhiBestMatch depending on r and n,
respectively. As we can see, at lower values of the parameters (approximately,
0\r� 0:5n and n\512), the algorithm runs slightly faster or about the same way on
two Intel Xeon host than on Intel Xeon Phi. At high values of the parameters
(0:5n\r� n and n� 512), the algorithm is faster on Intel Xeon Phi. It means that
PhiBestMatch better utilizes vectorization capabilities of Intel Xeon Phi with greater
computational load.

Figures 5 and 6 depict the experimental results on the synthetic (RW-SN) and the
real (EPG) datasets, respectively. As we can see, PhiBestMatch shows speedup closer
to linear and efficiency closer to 100%, if the number of threads matches the number of

Table 2. Datasets used in experiments

Platform Dataset Type Tj j ¼ m Qj j ¼ n

Single cluster node RW-SN Synthetic 106 128
Single cluster node EPG Real 2.5 � 105 360, 432, 512, 1024
Cluster system RW-CS Synthetic 12.8 � 107 128, 512, 1024
Cluster system ECG Real 12.8 � 107 432, 512, 1024
Cluster system RW-SH Synthetic 2.2 � 108 128

Fig. 3. PhiBestMatch performance w.r.t. the warping constraint
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physical cores the algorithm is running on. When more than one thread per physical
core is used, speedup became sub-linear, and parallel efficiency decreases accordingly.
The best speedup and efficiency are achieved when the r parameter ranges from 0.8 to 1
of n.

Fig. 4. PhiBestMatch performance w.r.t. the query length

Fig. 5. PhiBestMatch speedup and parallel efficiency on synthetic data (RW-SN dataset)

Scalable Algorithm for Subsequence Similarity Search 159



5.3 Evaluation on a Cluster System

In the experiments studying PhiBestMatch scaled speedup, we utilized from 16 to 128
nodes of the Tornado SUSU supercomputer. We varied the query length while took the
parameter r ¼ n. Figures 7 and 8 depict the performance of PhiBestMatch on synthetic
and real data, respectively.

Fig. 6. PhiBestMatch speedup and parallel efficiency on real data (EPG dataset, n ¼ 360)

Fig. 7. PhiBestMatch scaled speedup on synthetic data (RW-CS dataset, r ¼ 0:8n)
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As we can see, PhiBestMatch shows closer to linear scaled speedup. At the same
time, the similarity search for a subsequence of greater length demonstrates a higher
scaled speedup, since it provides a greater amount of computations on a single node.

5.4 Comparison with Analogue

In [18], Shabib et al. presented the hybrid search algorithm, which exploits Apache
Spark cluster of multi-core nodes. The algorithm was evaluated on six cluster nodes
each with Intel Xeon E3-1200 (4-core at 3.1 GHz) CPU onboard for the RW-SH
dataset with the parameter r ¼ 0:05n. We compared the performance of Shabib et al.
algorithm and PhiBestMatch performance on six nodes of Tornado SUSU for the same
dataset and parameter r. Table 4 depicts the results.

6 Conclusion

In this paper, we presented PhiBestMatch, a novel parallel algorithm for subsequence
similarity search in very large time series data on computing cluster of the modern Intel
Xeon Phi Knights Landing (Phi KNL) nodes. Phi KNL is many-core system with 512-
bit wide vector processing units, which supports the same programming methods and
tools as a regular Intel Xeon, and can be considered as an alternative to FPGA and
GPU.

PhiBestMatch performs parallel computations on two levels, namely at the level of
all cluster nodes, and within a single cluster node. The time series is divided into equal-
length partitions and distributed among cluster nodes. During the search in its own
partition, each node communicates with rest nodes by functions of the MPI standard to
improve local best-so-far similarity threshold and reduce the amount of computations.
Within a single cluster node, PhiBestMatch exploits the thread-level parallelism and the

Fig. 8. PhiBestMatch scaled speedup on real data (ECG-CS dataset, r ¼ 0:8n)

Table 4. Performance of PhiBestMatch in comparison with Shabib et al. algorithm

PhiBestMatch, sec Algorithm of Shabib et al., sec

24.2 32
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OpenMP technology. The algorithm involves additional data structures, which are
aligned in main memory, and redundant computations. Computations are organized
with as many vectorizable loops as possible to provide the highest performance of
Phi KNL.

We performed experiments on synthetic and real-word datasets, which showed
good scalability of PhiBestMatch. Within a single cluster node, the algorithm
demonstrates closer to linear speedup when the number of threads matches the number
of Phi KNL physical cores the algorithm is running on. On the whole cluster system,
PhiBestMatch showed close to linear scaled speedup. The algorithm better utilizes
vectorization capabilities of Phi KNL with greater computational load (i.e. with longer
query length and greater value of the Sakoe–Chiba band constraint).
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Abstract. Large texts that analyze a situation in some domain, for
example politics or economy, usually are full of opinions. In case of
analytical articles, opinions usually are a kind of attitudes with source
and target presented as named entities, both mentioned in the text. We
present an application of the specific neural network model for sentiment
attitude extraction. This problem is considered as a three-class machine
learning task for the whole documents. Treating text attitudes as a list of
related contexts, we first extract related sentiment contexts and then cal-
culate the resulted attitude label. For sentiment context extraction, we
use Piecewise Convolutional Neural Network (PCNN). We experiment
with variety of functions that allows us to compose the attitude label,
including recurrent neural network, which give the possibility to take
into account additional context aspects. For experiments, the RuSentRel
corpus was used, it contains Russian analytical texts in the domain of
international relations.

Keywords: Sentiment analysis · Convolutional Neural Networks ·
Relation extraction

1 Introduction

Automatic sentiment analysis, i.e. the identification of the author’s opinion on
the subject discussed in the text, is one of the most popular applications of
natural language processing, during the last years. Amount of occured opinions
and their sources in text significantly varies and depends on document genres.

Users’ reviews towards services or products represent one of the most popular
document genres in sentiment analysis tasks. In case of opinions from microblog-
ging social networks [9], we deal with limited in length texts, which usually
discuss a single entity (but, perhaps in its various aspects), and the opinion is
expressed by the author of the message [1,12].
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Analytical articles represent another genre of documents for sentiment anal-
ysis, and differ from reviews with complicated discorse structure. These texts
contain opinions conveyed by different subjects, including the author(s)’ atti-
tudes, positions of cited sources, and relations of the mentioned entities between
each other. Texts usually mention a lot of named entities, and only a few of them
are sources or targets of sentiment attitudes.

We describe a problem of sentiment attitude extraction from analytical arti-
cles written in Russian. Considering attitudes as directed relations between men-
tioned named entities, the task is to extract only sentiment of them. This paper
proceeds the work [13] by presenting proposed approach in more details and
extend it with application of various label aggregation functions.

2 Related Work

The task of attitude recognition toward named entities or events including opin-
ion holder identification from full texts did not attract much attention. In 2014,
the TAC evaluation conference in Knowledge Base Population (KBP) track
included so-called sentiment track [6]. The task was to find all the cases where
a query entity (sentiment holder) holds a positive or negative sentiment about
another entity (sentiment target). Thus, this task was formulated as a query-
based retrieval of entity-sentiment from relevant documents and focused only on
query entities1.

MPQA 3.0 [5] is a corpus of analytical articles with annotated opinion expres-
sions (towards entities and events). The annotation is sentence-based. For exam-
ple, in the sentence «When the Imam issued the fatwa against Salman Rushdie
for insulting the Prophet...», Imam is negative to Salman Rushdie, but is positive
to the Prophet. The current corpus consists of 70 documents. In total, sentiments
towards 4,459 targets are labeled.

In paper [4], authors studied the approach to the recovery of the documents
attitudes between subjects mentioned in the text. The approach considers such
features as frequency of a named entity in the text, relatedness between entities,
direct-indirect speech, etc. The best quality of opinion extraction obtained in
the work was only about 36% F-measure, which shows that the necessity of
improving extraction of attitudes at the document level is significant and this
problem has not been sufficiently studied.

For the analysis of sentiments with multiple targets in a coherent text, in
the works [2,14] the concept of sentiment relevance is discussed. Ben-Ami et al.
[2] consider several types of thematic importance of the entities discussed in the
text: the main entity, an entity from a list of similar entities, accidental entity,
etc. These types are treated differently in sentiment analysis of coherent texts.

Each attitude may be considered in terms of related article contexts. The
context consists of words and may be treated as an embedding, where each word
represents a vector of features. Convolving such embeddings by a set of different
filters, in paper [17] authors implemented and trained the Convolutional Neural

1 https://tac.nist.gov/2014/KBP/Sentiment/index.html.
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Network (CNN) model for the relation classification task. Being applied for the
SemEval-2010 Task 8 dataset [7], the obtained model significantly outperformed
the results of other participants.

This idea was further proceeded in terms of max pooling operation [16]. This
is an operation, which is applied to the convolved by filters data and extracts the
maximal values within each convolution. However, for the relation classification
task, original max pooling reduces information extremely rapid, and hence, blurs
significant relation aspects. Authors proposed to treat each convolution in parts.
The division into parts was related to attitude entities and was as follows: inner
(between entities), and outer. This approach results in an advanced architecture
model and was dubbed as «Piecewise Convolutional Neural Network» (PCNN).

3 Corpus and Annotation

We use RuSentRel v1.0 corpus2 consisted of analytical articles from Internet-
portal inosmi.ru [10]. These articles in the domain of international politics are
obtained from foreign authoritative sources and translated into Russian. The
collected articles contain both the author’s opinion on the subject matter of the
article and a large number of attitudes mentioned between the participants of
the described situations.

For the documents, the manual annotation of the sentiment attitudes towards
the mentioned named entities have been carried out. The annotation divided into
two subtypes:

1. The author’s relation to mentioned named entities;
2. The relation of subjects expressed as named entities to other named entities.

These opinions were recorded as triples: (Subject of opinion, Object of opin-
ion, attitude). The attitude can be negative (neg) or positive (pos), for example,
(Author, USA, neg), (USA, Russia, neg). Neutral opinions or lack of opinions
are not recorded. Attitudes are described for the whole documents, not for each
sentence. In some texts, there were several opinions of the different sentiment
orientation of the same subject in relation to the same object. This, in particular,
could be due to the comparison of the sentiment orientation of previous relations
and current relations (for example, between Russia and Turkey). Or the author
of the article could mention his former attitude to some subject and indicate
the change of this attitude at the current time. In such cases, it was assumed
that the annotator should specify exactly the current state of the relationship.
In total, 73 large analytical texts were labeled with about 2000 relations.

To prepare documents for automatic analysis, the texts were processed by
the automatic name entity recognizer, based on CRF method [11]. The pro-
gram identified named entities that were categorized into four classes: Persons,
Organizations, Places and Geopolitical Entities (states and capitals as states).
In total, 15.5 thousand named entity mentions were found in the documents of
the collection.
2 https://github.com/nicolay-r/RuSentRel/tree/v1.0.

https://inosmi.ru
https://github.com/nicolay-r/RuSentRel/tree/v1.0
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An analytical document can refer to an entity with several variants of naming
(Vladimir Putin – Putin), synonyms (Russia – Russian Federation), or lemma
variants generated from different wordforms. Besides, annotators could use only
one of possible entity’s names describing attitudes. For correct inference of atti-
tudes between named entities in the whole document, corpora provides the list of
variant names for the same entity found in our corpus. The current list contains
83 sets of name variants. This allows separating the sentiment analysis task from
the task of named entity coreference.

Table 1. Statistics of RuSentRel v1.0 corpus

Parameter Training
collection

Test
collection

Number of documents 44 29
Avg. number of sentences per doc. 74.5 137
Avg. number of mentioned NE per doc. 194 300
Avg. number of unique NE per doc. 33.3 59.9
Avg. number of positive pairs of NE per doc. 6.23 14.7
Avg. number of negative pairs of NE per doc. 9.33 15.6
Avg. dist. between NE within a sentence in words 10.2 10.2
Share of attitudes expressed in a single sentence 76.5% 73%
Avg. number of neutral pairs of NE per doc. 120 276

A preliminary version of the RuSentRel v1.0 corpus was granted to the Sum-
mer school on Natural Language Processing and Data Analysis3, organized in
Moscow in 2017. The collection was divided into the training and test parts.
In the current experiments we use the same division of the data. Table 1 con-
tains statistics of related parts of the RuSentRel corpus. The last line of the
Table shows the average number of named entities pairs mentioned in the same
sentences without indication of any sentiment to each other per a document.
This number is much larger than number of positive or negative sentiments in
documents, which additionally stresses the complexity of the task.

4 Contexts

In this paper, the task of sentiment attitude extraction is treated as follows:
given an attitude as a pair of its named entities, we predict a sentiment label of
a pair, which could be positive, negative, or neutral. The act of extraction is to
select only those pairs, which were predicted as non-neutral.

The main assumption of sentiment attitude existence between a pair of enti-
ties is their relatively short distance in the text. We consider a context as a
3 https://miem.hse.ru/clschool/.

https://miem.hse.ru/clschool/
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text fragment that is limited by a single sentence and includes a pair of named
entities. It allows us to cover up to 76% attitudes for train collection and 73%
for test respectively (see Table 1). Consider context c related to the attitude a,
when both object and subject (or their synonyms) of a appear in c. Therefore,
for each attitude we have a set of related contexts.

Separately for train and test collections, we compose and group these sets
by sizes and the resulted statistics for the first eight groups is presented in
Table 2. We decide a context sentiment with a pair of entities, when related
sentiment attitude could be found, and neutral otherwise. Irrespective of a con-
text label, in most cases we deal with single-context attitudes in train and test
collections. However, the distribution of the sentiment single-context attitudes
represent 48%, – is about a half of all occured attitudes. Considering such a
distinctive factor for attitudes labeling, it is important to take into account the
labels of several contexts.

Table 2. Context-based attitude representation statistics for RuSentRel-v1.0

Parameter Total 100% 1 2 3 4 5 6 7 8

Train-neutral 5008 81% 6.7% 1.6% 0.5% 0.2% 0.1% 0.2% 0.1%
Train-sent 456 48% 16% 3.4% 4.3% 2.0% 0.9% 0.9% 0.9%
Test-neutral 8002 79% 6.6% 2.0% 1.0% 0.5% 0.3% 0.3% 0.2%
Test-sent 655 47% 13% 5.0% 3.5% 2.5% 1.3% 1.2% 1.3%

5 Context Classification

For context label prediction, we use an approach that does not depend on hand-
crafted features. An advanced CNN model proposed by [16] has been imple-
mented. Besides architecture details and transformation aspects, Fig. 1 illus-
trates a dataflow for an attitude with «USA» and «Russia» as named entities
in following context: «. . . The US is considering the possibility of new sanctions
against Russia . . . ». Next, we describe each architectural block in details.

5.1 Context Embedding

Each context unit, i.e. word, entity, punctuation sign, number and so on, is
treated as a term. Section 5.6 provides verbosely description towards text pro-
cessing aspects. Each context has been centered by the middle term between
subject and object and limited by k terms.

Let Et is a precomputed embedding vocabulary for terms. Given i’th term t
of context, we compose its embedding vector as a concatenation of:

1. Et(t) ∈ R
lw – term embedding vector, where lw is a vector size;

2. Ep(t) ∈ R
lp – term part-of-speech embedding vector;

3. d1 and d2 ∈ R
ld – distance to object and subject entities;



172 N. Rusnachenko and N. Loukachevitch

Fig. 1. Piecewise Convolutional Neural Network

Given an attitude entity e1, let d1 = Ep(pos(t) − pos(e1)), where pos(·) is
a position index in sample s by a given argument, and Ed ∈ R

k×l represents
a distance embedding matrix. The same computations are applied for d2 with
the other entity e2 respectively. Finally, composed Ectx ∈ R

k×m represents an
embedded context.

5.2 Convolution

This step of data transformation applies filters towards the context embedding.
Treating the latter as a feature-based attitude representation, this approach
implements feature merging by sliding a filter of a fixed size within a dataset
and transforming information in it.

We regard Ectx from Sect. 5.1 as a sequence of rows Q = {q1, . . . ,qk}, where
qi ∈ R

m. We denote qi:j as consequent vectors concatenation from i’th till j’th
positions. An application of w ∈ R

d, (d = w ·m) towards the concatenation qi:j

is a sequence convolution by filter w, where w is a filter window size. Figure 1
illustrates w = 3. For convolving calculation cj , we apply scalar multiplication
as follows:

cj = wqj−w+1:j (1)

Where j ∈ 1 . . . k is filter offset within the sequence Q. We decide to let
qi a zero-based vector of size m in case when i < 0 or i > k. As a result,
c = {c1, . . . , ck} with shape c ∈ R

k is a convolution of a sequence Q by filter w.
To get multiple feature combinations, a set of different filters W =

{w1, . . .wt} has been applied towards the sequence Q, where t is an amount
of filters. This leads to a modified Formula 1 by introduced layer index i as
follows:

ci,j = wiqj−w+1:j (2)
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Denoting ci = {ci,1, . . . , ci,n} in Formula 2, we reduce the latter by index j
and compose a matrix C = {c1, c2, . . . , ct} which represents convolution matrix
with shape C ∈ R

k×t. Figure 1 illustrates an example of convolution matrix with
t = 3.

5.3 Piecewise Max Pooling

Max pooling is an operation that reduces values by keeping maximum. In orig-
inal CNN architecture, max pooling applies separately per each convolution
{c1, . . . , ct} of t layers. It reduces convolved information quite rapidly, and there-
fore is not appropriate for attitude classification task. To keep context aspects
that are inside and outside of the attitude entities, we perform piecewise max
pooling. Given attitude entities as borders, we divide each ci into inner, left
and right segments {ci,1, ci,2, ci,3}. Then max pooling applies per each segment
separately:

pi,j = max(ci,j), i ∈ 1 . . . t, j ∈ {1, 2, 3} (3)

Thus, for each ci we have a set pi = {pi,1, pi,2, pi,3}. Concatenation of these
sets pi:j results in p ∈ R

3t and that is a result of piecewise max pooling operation.
At the last step we apply the hyperbolic tangent activation function. The shape
of resulted d remains unchanged:

d = tanh(p), ∈ R
3t (4)

5.4 Sentiment Prediction

To receive a context sentiment predictions, the result d ∈ R
3t of max pooling

operation passed through a pair of fully connected hidden layers 〈W1, b〉:

o = W1d + b1, W1 ∈ R
c×3t, b1 ∈ R

c (5)

Where h denotes a first layer output size, c is an expected amount of classes,
and o is an output vector. The elements of the latter vectors are unscaled values.
We use a softmax transformation to obtain probabilities per each output class.
Figure 1 illustrates c = 3. To prevent a model from overfitting, we employ dropout
for output neurons of Formula 5 during the training process.

5.5 Training

As a function, the implemented neural network model state θ depends on input
parameters set, and hidden parameters which are trainable during network opti-
mization.

Given a list of m contexts, the input represents a set of samples {s1, . . . , sm},
where si = 〈Ectx, y〉 includes context embedding Ectx and related label y ∈ R

c.
Hidden state consist of the following parameters: Ep, Ed, W , W1, b.

The neural network training process organized as follows
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1. Composing a set of bags I = {b1, . . . , bN} where bi = {s1, . . . , sg};
2. Performing a forward propagation through the network and receive set of

output samples O = {o1, . . . , oq} ∈ R
q×c, where q = g · N ;

3. Computing cross entropy loss for output as follows:

li =
c∑

j=1

log p(yi|oi,j ; θ), i ∈ 1 . . . q (6)

4. Composing cost as maximal loss within each group of bags; from previous
step:

costi = max{li∗g . . . l(i+1)∗g}, i ∈ 1 . . . N (7)

5. Using cost to update hidden variables set;
6. Repeat steps 2–5 while the necessary epochs count will not be reached.

5.6 Text Processing and Embedding Details

All context information were converted intro terms. Table 3 provides an example
of text transformation. Starting with words, i.e. text parts that separated by
spaces, which could be converted into other text units:

1. Tokens, in case of the beginning or ending of a word related to a list of pre-
defined tokens4, i.e punctuation signs, numbers; related parts were departed
from word;

2. Entities, which could be a single or concatenation of words.

As for tokens embedding, we use randomly implemented embedding. For
words and entities we use Ew embedding vocabulary. In the latter case ewi

=
Ew(wi)5. Additionally, each wi has been lowercased and lemmatized before
accessing the Ew. Attitude entities considered as a single words or multiple
in case of phrases (for example «Russian Federation»). The embedding values
for them is an average embedding of related words.

Table 3. Example of processing context into list of terms

Context “President Putin notes it in interview”: – vice-president Dmitry
Rogozin wrote this in an article in 2012

Terms [«"», President, «Putin», notes, it, in, interview, «"», «:», «–»,
vice-president, «Dmitry Rogozin», wrote, this, in, an, article, in,
«NUMBER», «.»]

4 https://github.com/nicolay-r/sentiment-erc-core/tree/release_19_1.
5 We use the zero vector value in case of a word absence in Ew.

https://github.com/nicolay-r/sentiment-erc-core/tree/release_19_1
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6 Extracting Sentiment Attitudes

For each attitude a, given a list of extracted and classified contexts, the task is to
compose an aggregated sentiment label. In this paper we examine an application
of the following functions:

1. Lfirst – keeping the label of only the first appeared context [13];
2. Lavg – keeping an average label by voting;
3. Lrnn, Lgru, Llstm – an application of recurrent neural network models.

Recurrent neural networks (RNN) allows us to consequentially analyze con-
texts. These class of neural networks consists of hidden state h, with an optional
output for a variable length input sequence X = {x1, . . . , xn}, passed step by
step. Let xt is an element of sequence X at step t, the hidden state updates as
follows:

ht = f(h(t − 1), xt) (8)

In formula 8, f is an nonlinear activation function in neural network, which
could be as simple as elementwise logistic sigmoid function. The model based
on such architecture is denoted in this paper as Lrnn. The activation function f
also could be a complex as long-short term memory (LTSM) unit [8], or gated
recurrent unit (GRU) proposed by [3] in 2014. We use Llstm and Lgru for the
models based on LSTM and GRU architectures respectively.

We utilize outputs of the sentiment context classification model, described in
Sect. 5, to predict a sentiment of the aggregated attitude. The context position
within the article was also taken into account. Providing input as a sequence of
embedded contexts6, each context consists of:

1. o ∈ R
c – context predictions (see Sect. 5.4);

2. p ∈ R
ls – is a one-hot vector of context position in text, with size of ls;

To compose p, we consider a text in ls parts. Let i is an index of a text
fragment which the context is belongs to. We set p[i] = 1 and thereby emphasize
the context position within the text.

7 Experiments

As a measure of classification quality, we take the averaged Precision, Recall
and F-measure of positive and negative classes. All the extracted contexts (see
Table 2) should be classified as having positive, negative, or neutral sentiment
from one named entity of the pair (opinion holder) to the second entity of the
pair (opinion target). To extract sentiment attitude from related contexts, we
apply various functions discussed in Sect. 6.

Table 4 illustrates the predefined settings of a PCNN model7 for sentiment
context extraction. Starting with a model input, each minibatch has N bags,
6 We treat the contexts in order of their appearance in the text.
7 https://github.com/nicolay-r/sentiment-pcnn/tree/ccis-2019.

https://github.com/nicolay-r/sentiment-pcnn/tree/ccis-2019
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where each bag consisted of g samples. All contexts were limited by k terms.
The convolutional filter size w and the filters count were chosen according to
the prior experiments [13]. We use the adadelta optimizer for model training
with parameters that were chosen according to [15]. For dropout probability, the
statistically optimal value ρ for most classification tasks was chosen.

Table 4. Predefined training parameters

Minibatch 〈N, g〉 k w Filters count Adadelta params 〈lr, ρ, ε〉 Dropout ρ

〈6, 3〉 50 3 300 〈0.1, 0.95, 10−6〉 0.5

Table 5. Embedding parameters

lw lp ld Words in
Et

Entities
in Et

Tokens
in Et

Window size
of Ew

Words found
in Ew

1000 5 5 147 358 1 417 17 20 63%

Settings of all used embeddings described in Table 5. Parameters lt, lp, ld
were used to denote term, part-of-speech, and distance vector embedding sizes
respectively. We use a precomputed embedding model for words Ew to compose
a model for terms Et by expanding Ew with tokens and entities (see Sect. 5.6).
We utilize Yandex Mystem8 both for text lemmatization and part-of-speech tag-
ging. The choice of Ew depended on the average distance between entities within
a context. According to Table 1, we were interested in a Skip-gram with window
size parameter greater than 10 terms. We use a precomputed and publicly avail-
able Word2Vec model9 based on news articles with window size of 20.

We have reproduced test with the same label calculation method as in [13],
which this paper is related to Lfirst. Applying the model during the training
process towards the train collection, it reaches maximum F-measure 85% with
accuracy parameter value of 98%, and further optimization leads to results vari-
ation on test collection. For each label aggregation method, the F-measure vari-
ation on the test collection illustrated in Fig. 2. Mean values are illustrated in
Table 6.

We conclude a general significance of usage Lavg calculation method compar-
ing with Lfirst, according to significant difference in mean F1(P,N) (see Fig. 2).
For recurrent neural networks, we apply model with settings presented in Table 7.
Parameter ac denotes the limit of contexts per attitude. We use smaller value of
ac than possible maximum to prevent models from forgetting context positions
history.
8 https://tech.yandex.ru/mystem/.
9 http://rusvectores.org/static/models/rusvectores2/news_mystem_skipgram_
1000_20_2015.bin.gz.

https://tech.yandex.ru/mystem/
http://rusvectores.org/static/models/rusvectores2/news_mystem_skipgram_1000_20_2015.bin.gz
http://rusvectores.org/static/models/rusvectores2/news_mystem_skipgram_1000_20_2015.bin.gz
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Table 6. Experiment results

Methods Precision Recall F-measure

PCNNfirst [13] 0.37 0.26 0.31
PCNN with Lrnn 0.37 0.29 0.32
PCNN with Llstm 0.37 0.30 0.32
PCNN with Lgru 0.37 0.29 0.32
PCNN with Lavg 0.37 0.32 0.33
KNN 0.18 0.06 0.09
Naïve Bayes (Gauss) 0.06 0.15 0.11
Naïve Bayes (Bernoulli) 0.13 0.21 0.16
SVM (Default values) 0.35 0.15 0.15
SVM (Grid search) 0.09 0.36 0.15
Random forest (Default values) 0.44 0.19 0.27
Random forest (Grid search) 0.41 0.21 0.27
Gradient boosting (Default values) 0.36 0.06 0.11
Gradient boosting (Grid search) 0.47 0.21 0.28
Experts agreement 0.62 0.49 0.55

Table 7. Recurrent Neural Network parameters

Batch size ac Epochs Unit types Hidden size

2 10 2 {rnn, lstm, gru} 128

Fig. 2. Result test collection F-measure variation of each label aggregation function
during training process; dashed lines shows mean value.
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According to Fig. 2, switching unit type from rnn leads to non significant
improvements, especially because of a limited amount of contexts were used for
training. Overall, comparing recurrent neural network-based label aggregation
methods with Lfirst and Lavg, we conclude an importance to consider labels of
all related contexts, not only first appeared (Table 6).

The proposed approach significantly outperforms feature-dependent conven-
tional approaches [10]. Comparing with the proposed approach, in [10] each
attitude is presented as a single vector of handcrafted features. Using the same
dataset, SVM and Naive Bayes achieved 16% F-measure, and the best result
has been obtained by the Random Forest classifier (27% F-measure). Overall,
we conclude that this task still remains complicated and the results are quite
low. It should be noted that in [4] authors worked with much smaller documents
written in English and reported F-measure 36%.

8 Conclusion

This paper introduces the problem of sentiment attitude extraction from mass-
media articles written in Russian. The model based on Convolutional Neural
Networks were used to extract sentiment attitudes’ contexts. A variety of aggre-
gation functions based on contexts were described. Such functions were used to
define a attitude sentiment by its contexts.

In the current experiments, the problem of sentiment attitude extraction is
considered as a three-class machine learning task. The proposed CNN based
model in combination with label aggregation functions perform better than con-
ventional classifiers.

Due to the dataset limitation and manual annotating complexity, in further
works we plan to discover unsupervised pre-training techniques based on auto-
matically annotated articles of external sources.
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Abstract. We present text processing framework for discovering, clas-
sification, and localization emergency related events via analysis of infor-
mation sources such as social networks. The framework performs focused
crawling of messages from social networks, text parsing, information
extraction, detection of messages related to emergencies, automatic novel
event discovering, matching them across different sources, as well as event
localization and visualization on a geographical map. For detection of
emergency-related messages, we use CNN and word embeddings. The
components of the framework are experimentally evaluated on Twitter
and Facebook data.

Keywords: Event detection · Topic modelling · Monitoring ·
Named entity recognition · Text processing · Novel topic

1 Introduction

Recent research showed that Twitter, Facebook, and other social networks have
valuable applications in emergency situations. Since large-scale emergency events
give rise to a massive publication activity in social networks [41], these resources
accumulate information about situation in affected areas, infrastructure dam-
age, casualties, requests and proposals for help. They have already been used
for enhancing situation awareness of affected people and emergency response
teams [3,17,24], as well as for online detecting and monitoring emergency events
like earthquakes [32,34]. Advanced information retrieval techniques can detect
emergencies in text streams automatically so direct appeals to the rescue services
through the standard channels may not be needed.

This research continues the previous studies presented in [10–12] that are
devoted to monitoring restricted geographical regions via social networks for
enhancing situation awareness during emergency situations. In this work, we
c© Springer Nature Switzerland AG 2019
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solve the task of automatic discovering and classification of emergency events
via parsing stream of text messages. We consider an event in a text stream as
a group of topically related messages that reflect a real-life event in a small
time period. Since we are looking for emergency events, it is crucial to detect
them as soon as possible: long before they become trendy and gain high amount
of publications. Therefore, one of the peculiarities of this task is the problem
of identification of novel topics that correspond to emergency events. It is also
important to distinguish events (earthquakes, fire breakouts, storms, hurricanes,
etc.) that happen in different locations at the same time despite they generate
topically similar text streams (e.g., destructions caused by a single storm that
moves across a country should be identified as different events).

We present a multimodal topic model for event discovering that leverages
spatial information, as well as describe approaches to assessing event novelty
and matching events from different information sources. We evaluate several
models for detection of emergency related messages based on various types of
embeddings and classification techniques including deep learning. We present a
multimodal topic model for event discovering that leverages spatial information,
as well as describe approaches to assessing event novelty and matching events
from different information sources. We also propose methods for event classi-
fication and localization on a geographical map. The experimental evaluations
on collections of messages from Twitter and Facebook show that our methods
outperform the baselines.

This paper extends [11] with a review of state-of-the-art methods for event
classification (Sect. 2), with description and experimental evaluation of the devel-
oped methods for ecology-related emergency event classification (Sects. 3.4 and
5.2), and with a technique for event localization and visualization on a geographi-
cal map. The rest of the paper is structured as follows. Section 2 reviews the related
work. Section 3 describes the natural language pipeline of our system including
the subsystem for extraction and classification of emergency related messages.
Section 4 presents the developed method for novel emergency event discovering
and matching across information sources. Section 5 describes the experimental
evaluation of methods. Section 6 concludes and outlines the future work.

2 Related Work

The work related to our current research includes publications considering the
tasks of event detection in microblogs, topic evolution tracking, as well as emerg-
ing topic detection. Most of the approaches to these problems can be divided
into two major groups.

The first group of methods for emerging event detection and tracking pri-
marily relies on topic models adopted to temporal aspects of the task. They are
based on different modifications of PLSA models [14]. One of the fundamental
works in this area is [7]. It proposes several dynamic topic models that align
topics across time steps with logistic normal distribution, train with approxi-
mation based on variational Kalman filters and perform inference with the help
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of wavelet regression. Another fundamental model named “topics over time” is
presented in [36]. Authors propose a method for jointly modelling both word
co-occurrences and localization in continuous time without employing Markov
assumption. Another topic model that takes into account temporal dimension
is on-line LDA presented in [1]. In this approach, distributions generated on
the previous time steps are used as priors for word generation on the current
step. For each topic, the method builds transformation matrix that captures
the evolution of the topic over time. Authors consider a topic as emerging if
it is significantly differs from topics in the same time period or from all top-
ics seen before. For topic comparison, Kullback-Leibler divergence is used. In
[37], researchers instead of creating monolith Bayesian model propose to learn
a topic model and a transition matrix to shift distributions over discrete time
steps. They formulate the problem of model learning as minimizing the least
square error between predicted topic distribution using transformation and the
actual topic distribution of new documents. The proposed approach provides the
ability to predict topic trends in the future. Other notable related work on topic
models for emerging topic detection in microblog data include Twitter-LDA [13],
BBTM (bursty biterm topic model) [40], and TopicSketch [39].

The second group of methods is based on detection of emerging features like
terms, keywords, or token segments, and clustering of them. In [8], to define
emerging terms authors use two metrics named “nutrition” and “energy func-
tion” (biology metaphor). Nutrition of a term is calculated as a sum of modi-
fied term frequency in a tweet multiplied by author importance (calculated via
PageRank) summed through all tweets in a time period. The energy function of
a term is proportional to the difference of its current nutrition and its nutrition
in the previous time intervals. Authors declare a term as emerging if its energy
value is more than a “critical drop” value, which is proportional to the average
energy of all terms in the current time period. Using co-occurrence of terms,
authors build a graph with edges that correspond to the strongest relationships
between terms. The emerging terms become seeds of strongly connected compo-
nents that finally represent emerging topics. Authors of [38] consider frequencies
of words as signals and decode these signals with wavelet analysis to find emerg-
ing words. Some trivial words are filtered out by analyzing their corresponding
signal autocorrelations. The remaining words are then clustered to form events
with a modularity-based graph partitioning technique. In [33], the emerging key-
words are identified using significance measure based on outlier detection algo-
rithm. More specifically, authors used exponentially weighted average of terms
and co-occurring terms. For detection of novel events, in [22], researchers propose
to use instead of single unigrams so called “event segment” – key phrases for
an event that possibly refer to named entities or semantically meaningful infor-
mation units. They cluster event segments into events considering both their
frequency distribution and content similarity. Emerging segments are detected
by abnormal frequency distribution of the tweet and user frequencies of the seg-
ments. Importance of an event is also determined by Wikipedia. Authors con-
sider segments that frequently appear as anchors in Wikipedia more favorable.
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This approach is intended for finding the most realistic events and to derive the
most newsworthy segments to describe the identified events.

The method presented in [15] combines two aforementioned approaches: it
uses topic modelling in conjunction with models for emerging terms detection.
Topic models are used to detect topic distributions in each time interval. Term
novelty is estimated by local weighted linear regression. In order to advance from
detection of term novelty to detection of topic novelty, authors solve optimization
problem. The solution gives novelty and fading probabilities for a topic. Based
on these two probabilities, topic evolution operations are defined subsequently
to identify emerging topics from the large number of latent ones and track how
these topics evolve over time. To compare topics, authors use Jensen-Shannon
distance.

Another approach to emergency event detection employ dictionary learning
method [19]. The dictionary contains topics, which consist of atoms (numerical
vectors). Vector representation of documents can be approximated with a lin-
ear combination of such atoms. The method has two steps: determining novel
documents in a text stream and identifying a cluster structure among the novel
documents. In the first step, the method checks whether a new document can
be represented as a sparse linear combination of known atoms with low error. If
it is not the case, the document is considered novel. Such documents are used to
learn a new dictionary of novel topics. On the second step, the learned dictionary
is used to build clusters of similar novel messages. These clusters are considered
as emerging topics.

Our approach to novel event discovering is based on multimodal topic mod-
eling and takes into account spatial information. Its key benefits compared to
the previous work are the following.

– It allows to separate similar emergency events happened in different locations
(for example, storms or typhoons).

– It provides an obvious way to match messages from different sources (social
networks) taking into account location information.

– It can help to reveal location information of an event from a set of scattered
messages.

There are few studies devoted to event classification. In [44], an unsupervised
topic model is used to classify incident-related messages and events appeared in
Twitter. Experimental evaluation of the model is performed on a collection of
messages related to recent events in New York City, the Chelsea explosion, and
Hurricane Sandy. The results show that the model can extract emergency events
and classify them for both small and large-scale events, and hyperparameters of
the model can be shared in a similar language environment. The main disad-
vantage of the proposed method lies in the fact that the model requires large
corpora of documents to provide satisfactory performance. Authors note that
the event types with lower than 5% covered tweets are difficult to identify. To
overcome this problem, the researchers suggest to use lists of keywords obtained
by training supervised classification models.
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A supervised event classification approach is proposed in [4]. In this work
researchers present a framework for creation of emergency detection systems
based on the “human as a sensor” (HaaS) paradigm. They define an ontology
for the HaaS paradigm in the context of emergency detection. The researchers
consider the following types of messages: a trusted message, a primary mes-
sage, an emergency message. They suggest extracting emergency-type specific
knowledge from a large and structured set of messages and using this corpus for
statistical analysis and hypothesis testing, checking occurrences or validating fil-
tering within a specific emergency type as a part of the framework. Authors also
apply Weka framework to train a decision tree model, which is feasible to use
as the fine-grained classifier filter at this stage of the system since most of the
noisy messages are filtered out by previous components. They use emergency-
specific training set for earthquakes that contains more than 1.4K messages. It
is separated into two subsets: messages related and messages not related to a
seismic event in progress. During the offline phase, messages of the training set
were manually classified by annotators. In [5], researchers propose a classifier,
which can differentiate between the relevant tweets of a predefined type and all
other types of tweets. It also can detect several types of tweets, which describe
different aspects of an event but do not refer to the real event happening at
that moment, such as tweets referring to the past events or the messages from
the news agencies referring to the events that happened in other regions. They
focused on the detection of the tweets that have their geolocation and that were
posted by individuals witnessing actual events of a particular type. To iden-
tify such relevant tweets, they constructed a predictive model that determines
whether a tweet posted at a particular moment was relevant. This model is based
on the random sample of messages from existing dataset that were labeled with
some the standard machine-learning classification algorithms, such as logistic
regression, naive Bayes, or random forest. They use a large set of hand-crafted
features extracted from message texts. Some of them are the standard features,
such as the length of the message (in characters), the number of words and sen-
tences in the tweet, the presence of a URL link, and so on. They also develop
an additional set of features that are focused on the emergency event detection
problem and help us to get a better classification performance. Some examples
of those features include location of the key concept words in a message, pres-
ence of a name of some geographic object, phone number or particular pronouns,
percentage of capital letters in the message. Results of a comprehensive study
of different features for event type detection are provided in [28]. In this study,
researchers investigate the relative importance of different feature types as well
as the effect of several feature selection methods. Since the task of detecting
mass emergencies is characterized by high heterogeneity of the data, they focus
on detecting the features that would be capable of dividing emergency reports
from other messages, irrespective of the type of the disaster.

It is worth to note, that in the most of studies related to this topic researchers
use complex feature engineering and simple supervised models like SVM or Logis-
tic Regression. We believe that this is due to the small size of labeled datasets for
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event type detection. However, recent regularization techniques (e.g., dropout)
for more complex models, such as convolutional neural networks have made them
applicable to this task too.

3 Natural Language Processing Pipeline

Our method for event discovering needs complex preprocessing of natural lan-
guage texts. We perform basic linguistic analysis, named entity recognition, time
recognition, and detection of emergency related texts.

3.1 Basic Linguistic Analysis

The basic linguistic analysis includes tokenization, sentence splitting, pos-
tagging, lemmatization, and syntax parsing. The pipeline is implemented via
IsaNLP1 - a library that organizes various NLP components for English and
Russian. Tokenization, sentence splitting, postagging, and lemmatization are
performed by components based on NLTK toolkit [6]. The syntax parsing is
performed by SyntaxNet McParseface [2].

3.2 Named Entity Recognition

We perform extraction of the following types of objects: person’s names, organi-
zations, geographical locations, and ship names. For basic NER extraction, we
use Polyglot framework. This system uses distant supervision on Wikipedia for
learning underlying model and is able to perform named entity recognition for
40 languages. However, we note that performance of such an approach is not
suitable for location extraction due to lack of recall. To improve the recall of
location extraction and achieve the ability to normalize extracted textual infor-
mation into geographic coordinates, in the previous work, we implemented a
rule- and dictionary-based module [10]. We created a gazetteer from Geonames2

and supplied it with several filtering rules based on postags of extracted tokens.
Geonames also provides mapping of locations into the geographic coordinates.

To extract and normalize temporal expressions, we use a combination of two
tools: spaCy3 (NLP framework based on deep learning) and a datetimeparser4

(a library based on a set of hand-crafted rules).
For extraction of ship names, in the previous work [12], we implemented a

hybrid approach. On the basis of a database of ship names, we implemented a
gazetteer that has high recall but low precision due to the fact that many generic
words appear to be ship names. To mitigate this problem, we also trained a neural
network based on C-LSTM architecture [43]. The network filters out erroneous
cases generated by the gazetteer and drastically improves precision and overall
F1-score of ship name detection.
1 https://github.com/IINemo/isanlp.
2 http://www.geonames.org/.
3 https://spacy.io/.
4 https://github.com/scrapinghub/dateparser.

https://github.com/IINemo/isanlp
http://www.geonames.org/
https://spacy.io/
https://github.com/scrapinghub/dateparser
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3.3 Detection of Emergency Related Messages

For detection of emergency related tweets, we also use a combination of a
gazetteer and a neural network. The gazetteer is based on the CrisisLex lex-
icon, proposed in [26]. This gazetteer generates many false positives that are
filtered out by the neural network. For training, we use a CrisisLex corpora [27]
and a annotated corpus of messages collected from Twitter. For detection of
emergency-related messages, we explore:

– Various embeddings: word-level: fastText [18] (trained on our own corpus/pre-
trained on English Wikipedia), GloVe [29] (Common Crawl with dimension
300/Twitter with dimension 200), Word2Vec [25], sentence-level: InferSent [9].

– Various types of models: logistic regression (from scikit-learn), random forest
(from scikit-learn), gradient boosting on decision trees (LigthGBM algorithm
[20]), fully-connected network (FCN), convolutional neural network (CNN),
and C-LSTM.

For logistic regression, random forest, gradient boosting algorithms, as well as
for FCN we average word embeddings and use the result vector as features.
Word-level embeddings in C-LSTM and CNN are processed in a standard way.
Sentence-level embeddings are not used in C-LSTM and CNN since these archi-
tectures work only with sequences. For the rest algorithms, sentence-level embed-
dings are used as common features.

The fully-connected network is a simple 2-layer perceptron regularized by
dropout. The first layer activation function is ReLU, the outputs of the last
layer are passed through the softmax. The architecture of the convolutional neu-
ral network for sentence classification was proposed in [21]. In this architecture,
padded sequence of word embeddings is processed by a one-dimensional convo-
lution layer, followed by max pooling layer to reduce dimensionality. The result
vectors are stacked into a single one and are fed into a fully-connected layer that
makes a prediction. Activation functions for convolutional and fully-connected
layers are set to ReLU and softmax respectively. The architecture of C-LSTM
consists of 1-d convolution layer with ReLU activation and max pooling followed
by a LSTM recurrent layer. The final predictions are made by two dense layers
with hyperbolic tangent and softmax activations.

3.4 Event Classification

To determine the type of emergency event, we employed additional message
classification model. Messages are classified as related to one of the events
from the predefined set. In this paper, we focus on ecology-related events, thus
the embeddings/models were examined for performance on a set of ecology-
related messages from CrisisLexT26 [27]. In addition to the classification meth-
ods used for emergency event detection, here, we have also explored the CatBoost
algorithm [30].



Discovering, Classification, and Localization of Emergency Events 187

4 Emergency Event Detection Method

In the first step, we collect all messages from Twitter using topic search API [12]
and crisis-related lexicon. Then, we detect emergency related messages among
crawled tweets using methods described in Sect. 3.3 and filter out all irrelevant
tweets.

In the second step, we train multimodal topic model to identify emergency
events described by messages and then determine novel events among them by
comparing term distributions of the events from adjacent time periods.

In the third step, we use event-related and location-related lexis from the
obtained topics to crawl messages from other sources (Facebook in particular).
Then, we apply emergency detection method again and filter out all irrelevant
posts. The trained topic model is used to check whether the remaining messages
are topically similar to the events extracted from Twitter.

4.1 Identification of Events

In the first step, we discretize the timeline into small time periods (one day in
the experiments). In each time period, multimodal topic model with additive
regularization [16] is trained.

Let D be a collection of tweets from a time period, let Def be a default
modality (regular event-related lexis) and let Loc be a modality devoted to
location of events. The main reason to use such modalities is to separate similar
events happened in different places in one period of time. We consider each
message d ∈ D as a set of tokens, related to those modalities W = W ∪ Wloc.
The goal of the topic modeling is to find factorization of a matrix of empirical
probabilities for documents and tokens:

p̂(w ∨ d) ≈ p(w ∨ d) =
∑

t∈T

p(w|t)p(t|d) =
∑

t∈T

φwtθtd,∀w ∈ W (1)

This problem could be solved by maximizing the weighted sum of the follow-
ing log-likelihoods with additive regularizers:

L(Φ,Θ) =
∑

γ∈Γ

γ
∑

d∈D

∑

w∈Wγ

ndwln
∑

t∈T

φwtθtd + αRsp(Θ) + βRsm(Φ)

+ τRdcorr(Φloc) → max
Φ,Θ

.
(2)

Here γ ∈ Γ = {γ, γloc} are weights of the modalities, Φ is a matrix of token
probabilities for topics, and Θ is a matrix of topic probabilities for documents. As
in [16], we apply smooth-sparse regularizers to achieve smooth term distributions
in topics and sparse topic distributions in messages:

Rsm(Φ) =
∑

t∈T

KL(βt ∨ φwt), (3)
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Rsp(Θ) = −
∑

d∈D

KL(αd ∨ θtd), (4)

where αd and αt are sampled from some predefined distributions.
We apply decorrelation regularizer only for location modality to be able to

detect similar events happened in different places at the same time:

Rdcorr(Θloc) = −
∑

t,s∈T

∑

w∈Wloc

φwtφws. (5)

We use BigARTM library [35] to train multimodal topic models. The result
is Φ and Θ matrices for each time period. After that, “background” topics with
high entropy of token distributions can be filtered.

4.2 Detection of Novel Events

In the second step, we determine whether the extracted events were discussed
before. We aggregate several adjacent periods of time into “time window”. Con-
sider we have topics s and t in the same time window. Denote vectors of token
distributions for these topics as Φt and Φs. As in [15], we use Jensen-Shannon
divergence between token probabilities for the topics to estimate topic similarity:

JSD(Φt, Φs) =
1
2
(KL(Φt||M)) + KL(Φs||M)) (6)

M =
1
2
(Φt + Φs). (7)

A topic is denoted as a “new event” if there is no earlier similar topics in a
predefined time window.

4.3 Events Matching

In the third step, we match messages related to the same event from different
sources, which can be various types of social networks or mass media sites. In
the experiments, we enriched messages from Twitter related to novel emergency
events with Facebook public posts. For each novel event, we construct a search
query as a combination of default and location tokens with the highest weights.
To crawl Facebook, we use Ghost.py5 library.

We filter obtained posts (leaving only emergency related messages) as
described in Sect. 3.3 and extract named entities and locations from them. We
infer topic-probabilities matrix Θ̃ for remaining posts using the pretrained model
for the event. Then, we filter all messages, which are not topically similar to the
event. Due to the use of multimodal models, information about locations is also
taken into account when assessing the similarity of posts.

5 https://github.com/jeanphix/Ghost.py.

https://github.com/jeanphix/Ghost.py
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5 Experiments

5.1 Detection of Emergency Related Messages

Dataset and Pre-processing. For evaluation of method for detection of emer-
gency related messages, we use the CrisisLexT6 dataset. The dataset consists of
60,000 tweets related to 6 major crisis situations. Emergency related tweets are
labeled as “on-topic” and others are labeled as “off-topic”. The pre-processing
procedure included elimination of the special characters, as well as conversion of
hashtags, emojis, and URLs into single tokens.

Hyperparameters. Logistic regression. Regularization: L2 penalty. Tolerance:
1e−4. Inverse regularization strength: 1.0.

Random Forest. Number of estimators: 1,000. No limits to maximum number
of features and tree depth. Split quality measure: Gini impurity. Min number of
samples per split: 2. Min number of samples per leaf: 1.

Gradient boosting. Maximum tree depth: 20. Number of leaves: 11. Learning
rate: 0.05. Feature fraction 0.9. Bagging fraction: 0.8. Min frequency: 5. Number
of estimators: 4,000 with early stopping for 200.

FCN. Size of hidden layer: 256. Dropout: 0.5. Number of epochs: 10. Loss:
cross entropy. Optimization algorithm: Adam. Learning rate: 1e−4, no decay.
Batch size: 256.

CNN. Kernel size: [3, 4, 5]. Number of filters: 512. Dropout: 0.5. Optimization
algorithm: Adam. Learning rate: 1e−4. Loss: binary cross entropy. Batch size:
128. Vocabulary size: 10,001. Number of epochs: 10 with early stopping for 3
epochs.

Results and Discussion. We use 5-fold cross-validation for evaluation. Results
are presented in Table 1. We discovered several insights into problems with pro-
cessing and analyzing crisis and Twitter specific lexicon:

Table 1. Results of the models for emergency-related message detection (F1-score), %

Models FstTrain FstWiki GloVeCC GloVeTwt Word2Vec InferSent

Log Reg 87.4 ± 8.4 82.5 ± 9.2 88.6 ± 5.3 85.1 ± 6.9 88.9 ± 6.7 89.4 ± 4.9

Rnd For 86.9 ± 9.5 82.3 ± 11.1 87.4 ± 7.4 83.9 ± 10.5 87.4 ± 8.9 89.4 ± 4.9

GBDT 91.7 ± 0.1 89.8 ± 0.1 93.0 ± 0.1 89.8 ± 0.2 92.0 ± 0.2 N/A

FCN 90.9 ± 0.3 89.8 ± 0.1 92.2 ± 0.3 88.0 ± 0.2 91.2 ± 0.3 90.8 ± 0.2

CNN 94.3± 0.3 93.4 ± 0.3 93.8 ± 0.2 92.7 ± 0.2 92.9 ± 0.2 N/A

CLSTM 92.1 ± 0.2 92.2 ± 0.3 92.2 ± 0.6 91.5 ± 0.5 92.3 ± 0.5 N/A
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– Sentence-level embeddings are better than averaging word vectors. Aver-
aging embeddings of all words in a tweet blur the real meaning of text.
InferSent embedding model, which is constructed using NLI data and BiL-
STM encoders, treats sentence as a single entity and performs more general
projection process. But the higher dimensionality (required to make accurate
projections) makes it harder to use several classification algorithms.

– GloVe embeddings pretrained on a Common Crawl corpus show better results
than Twitter specific embeddings. Sentence-level embeddings, pretrained on
non-specific natural language inference data, also show superior results. It
seems reasonable that crisis-related lexicon differs from common Twitter lex-
icon and tends to be closer to common lexicon. However, we should note
that there is a lack of available Twitter data for training. GloVe Twitter cor-
pus contains only 27 billion words, which is much less compared to Common
Crawl corpus of 840 billion words.

– All neural network models have lower standard deviation of F1-score com-
pared to other machine learning algorithms (except GBDT). Therefore, the
quality of neural networks could be much stable on unseen data and less
sensitive to the context.

– Our best classifier (CNN for text classification + fastText, trained on our
dataset) outperforms models presented in the related work [23,31,42].

5.2 Event Classification

Dataset and Pre-processing. For training and evaluation of event classifi-
cation method we use the data from CrisisLexT26 [27]. The dataset contains
tweets from 26 large emergency events in 2012–2013, labeled by informative-
ness. The ecology-related subset of tweets was created by randomly selecting
3,000 messages, related to ecology events (Singapore Haze, Australia and Col-
orado wildfires, Venezuela refinery explosion) and 3,000 messages related to other
events. Selected messages were marked as positive and negative examples respec-
tively. Pre-processing was the same as before: special characters elimination and
hashtags/emojis conversion.

Hyperparameters. Most of the hyperparameters are the same as in previous
section, with two exceptions. In Yoon Kim CNN, we reduced number of convo-
lutional kernels (256) and increased number of epochs (50) with the same early
stopping regularization; in CLSTM we increased number of epochs (50). For Cat-
Boost, we empirically choose the following hyperparameters: loss function: logloss,
number of iterations: 500, l2 coef.: 3, subsample rate: 0.66, tree depth: 6.

Results and Discussion. Results are presented in Table 2. They are slightly
different from the previous task. However, several ideas are still valid for that
results:
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– Ecology-related crisis lexicon also differs from common Twitter lexicon. That
is why better results are shown by models that use GloVe embeddings, pre-
trained on Common Crawl corpora.

– Deep Neural Networks outperforms other types of classification algorithms.
Indeed, while emergency detection task is solved better by convolutional net-
work, CLSTM shows 95% F1-score for ecology-related messages.

Table 2. Results of the models for event classification (F1-score), %

Models FstTrain FstWiki GloVeCC GloVeTwt Word2Vec

Log Reg 64.58± 0.62 80.55± 1.72 90.11± 1.72 79.55± 2.09 62.73± 0.88

Rnd For 80.38± 0.68 80.89± 2.04 88.70± 1.37 81.14± 1.17 73.02± 1.04

GBDT-CatB 80.72± 1.43 81.98± 0.14 89.66± 0.73 81.44± 0.94 72.71± 1.27

GBDT-LGBM 83.10± 0.88 82.85± 0.60 90.74± 0.66 82.96± 0.50 76.22± 1.53

FCN 66.50± 1.39 81.40± 1.47 90.82± 1.73 81.79± 1.79 62.93± 1.78

CNN 75.43± 1.72 94.55± 0.38 93.67± 1.24 93.85± 0.97 74.40± 2.04

CLSTM 77.77± 1.19 92.71± 0.86 95.16± 0.66 91.96± 1.33 76.22± 0.91

5.3 Novel Emergency Event Extraction

Dataset and Pre-processing. We crawled 60k Twitter messages from April 1,
2018 to April 12, 2018 using the focused crawler presented in [12]. With the help
of CNN neural network, we filtered out messages that are not related to emer-
gency events, which reduced the number of tweets in the dataset to 5,200. The
remaining tweets were analyzed with the natural language processing pipeline
and with the event discovery method. After that, we also crawled Facebook posts
for each extracted event. Using the developed method, we filtered out posts that
were considered irrelevant to events extracted from Twitter. After filtering, 1,000
Facebook posts left.

Hyperparameters. In our experiments, we applied grid search to tune weights
of the regularizers for topic models. A criterion for the search was a weighted
sum of model perplexity, model’s matrices sparsity and model’s pointwise mutual
information.

Results and Discussion. Since the experiments were conducted on open data,
we estimated only precision of models. The results are presented in Table 3. The
experiment shows that the proposed approach outperforms baseline LDA models.
This confirms the importance of using information about the locations in the
framework. One can note relatively low precision for the events matching. We
believe this is due to substantial lag of time between the message crawling and
the event matching experiments. Thus, true event-related posts may be treated
by Facebook’s search as less actual than others.
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Table 3. Results of the novel emergency event extraction method (Precision), %

Step LDA (baseline) Multimodal model

All events 63.3 93.3

Novel events 71.4 80.0

Event matching 60.0 67.0

Fig. 1. Event visualization on a geographical map

5.4 Event Localization and Visualization

To present the results of our research, we created the web service6, which controls
Twitter crawling, topic modeling process, and visualizes emergency events on
map (Fig. 1. Event location is determined by top-3 extracted tokens from “Loca-
tion” modality of the topic model. These tokens are transformed to latitude-
longitude by online geocoding service. Then, coordinates are used to place marker
of a specific size on map. Size is calculated using number of messages that belong
to each event. Also, we show some tweets related to event under clicked marker.

6 http://nlp.isa.ru/ru/demo/emergency-messages.

http://nlp.isa.ru/ru/demo/emergency-messages
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6 Conclusion

We considered several problems related to monitoring of social networks: detec-
tion of messages related to emergencies, extraction of novel events, event clas-
sification, and matching events reflected in different text sources. For detection
and classification of emergency-related messages, we use CNN and word embed-
dings. For extraction and localization of novel events and matching them across
different sources, we propose a multimodal topic modelling enriched with spatial
information and Jensen-Shannon divergence.

We investigated the performance of different algorithms and embeddings for
emergency-related message detection on CrisisLexT6 dataset and found that
the best solution is given by CNN with fastText embeddings. We also compared
the proposed multimodal topic model and the LDA baseline. The experimental
results are promising and show that the proposed framework could be useful for
monitoring emergency events via messages in social media.

Acknowledgements. The project is supported by the Russian Foundation for Basic
Research, project numbers: 16-29-12901, 15-29-06045 “ofi m”.
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Abstract. This paper presents an approach of two-way data exchange between
the citation content analysis, provided by the Cirtec project, and the big research
digital library Socionet. Many papers in Socionet have citation relationships
with other papers and also linkages with authors’ personal profiles and through
them with other information objects. It allows making an enrichment of data for
the citation content analysis by different additional information and, as well,
linking results of such analysis with objects in a digital library, like papers, their
authors, affiliation organizations, etc. We discuss what numeric and qualitative
indicators can be built by citation content analysis based on the Cirtec open
citation data. Since these indicators have IDs related with digital library objects,
they can be integrated and visualized as computer-generated annotations to
papers’ full texts in PDF.
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Socionet � Integration � Indicators

1 Introduction

Currently there is a clear trend in the research community to make more re-usable
citation data from research papers. One of illustrations is the OpenCitations project.
The main aim of this project is “the creation and current expansion of the Open
Citations Corpus (OCC), an open repository of scholarly citation data made available
under a Creative Commons public domain dedication, which provides in RDF accurate
citation information (bibliographic references) harvested from the scholarly literature”
(http://opencitations.net/). As of January 20, 2019, the OCC has ingested the references
from 326,743 citing bibliographic resources and contains information about 13,964,148
citation links to 7,565,367 cited resources.

The focus of the OpenCitation project is the references. Another part of citation
data that also available in research papers is the citation content or context. Waltman
[19] in his review of the traditional citation impact indicators proposed different ways
for the indicators’ improvement, including taking into account “the context in which a
publication is referenced (i.e., the sentences in a citing publication around the reference
to a cited publication)” [19], p. 43.
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In recent years, methods for analyzing the content of citations have been actively
developed. Some studies [8] present a concept of the content-based citation analysis
(CCA), which addresses a citation’s value. “The text of citation context is used to
characterize publications for various applications, such as publication summarization,
survey article generation and information retrieval” [9]. Other authors wrote: “the
extraction of citation contexts is a preliminary step to any statistical, distributional,
syntactic or semantic analysis” [5]. Also “To capture document usage, we observe that
the context in which one document cites another tends to reflect how a document is
used, namely, within a document, people tend to cite other documents for very precise
reasons” [1].

Practical experiments with the extraction and analysis of the in-text citations (they
are also called as the in-text references) on various sets of full text papers are also
known. One of them identified verbs in citation contexts [2]. “Our hypothesis is that the
semantic meaning of the relation that exists between the cited work and the citing
article is often expressed, to some extent, by the verb phrase in the sentence containing
the in-text reference” [5]. These authors also characterized the different sections of
articles in terms of the verbs that appear in citation contexts [3].

Another aspect of the citation content analysis is how references are distributed
along the structure of articles, as well as the age of these cited references [4]. Some
authors analyzed in-text citations as functions of time, textual progression, and sci-
entific field. They built characteristics of the in-text citations in over five million full
text articles [7].

Hernández-Alvarez and Gómez [10] in their survey of citation context analysis
provided information about used tasks, techniques, and resources, including such tasks
as the citation polarity and function classifications.

The analysis of citation polarity/function has a potential for conclusions with some
accuracy about the motives of authors to cite papers. Such analysis can also produce
suggestions: what exactly from the cited papers and for what purposes were used in the
citing papers. In some cases, this information may be critically important to authors of
the cited papers and may help to initiate direct communication between them and citing
authors.

The second section of the paper presents the Cirtec (former CyrCitEc) project and
its current results, which aimed to provide an open citation content data source.

In the third section, we describe some services of the digital library Socionet that
use the citation content data. One of them gives better representation of citations in
papers’ full text PDF. Another, a network of semantic linkages among information
objects in Socionet and its API create an opportunity to enrich citation content data by
additional information.

The last section discusses the question: what indicators could be built by the
citation content analysis taking into account that the indicators must be useful to enrich
traditional representation of papers, authors and organizations in a DL? We present a
set numerical and qualitative indicators for which there are the first experimental
calculations.

This paper is an extended version of the paper “Open Citation Content Data and
a Digital Library” published at CEUR in the proceedings of the XX International
Conference “Data Analytics and Management in Data Intensive Domains” [15].
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Comparing this paper with its shorter version, we added some corrections and updates;
and also discussion of possible set of indicators which can be built using the unique
citation data provided by the Cirtec project.

2 Open Citation Content Data

One of few already existed sources of open citation content data is the In-text Reference
Corpus (InTeReC) available at https://zenodo.org/record/1203737. Currently the
InTeReC dataset provides 314,023 sentences containing in-text references (also called
as the in-text citations) together with other useful data. The sentences are extracted
from 90,071 research articles published by PLOS5 up to September 2013 [5].

A full text of each sentence in InTeReC is supplemented by [5]:

• a journal title;
• DOI of the article from which the sentence was extracted;
• size of the article, as number of sentences, and a position of the sentence in the

article, as number of sentences from the beginning of the article;
• size of the section, as number of sentences, and a position of the sentence in the

section, as number of sentences from the beginning of the section;
• section type (introduction, method, results, etc.);
• a list of verb phrases that occur in the sentence.

Another source of open citation content data is provided by our ongoing project
Cirtec (https://github.com/citeccyr). The project is funded by the Russian Presidential
Academy of National Economy and Public Administration (RANEPA, http://www.
ranepa.ru/eng/).

The project has two main aims: (1) to create a public service for processing
available research papers full text (particularly, in PDF and with main focus on Social
Sciences), in order to build and regularly update an open dataset of citation relation-
ships and citations content; (2) to use the citation content data for developing methods
of qualitative citation analysis, which can be used for improving a current practice of a
research performance assessment.

The project tends to provide a pilot version of open scholarly infrastructure [6]
based on following pillars:

– Open distributed architecture. It means providing a concept, open source soft-ware
and an initial core infrastructure for interoperable systems, which are processing
citation relationships and content from research papers’ full text. Two initial nodes
of this core infrastructure, presented by interacting CitEc (http://citec.repec.org/)
and Cirtec systems. Currently these nodes are exchanging by citations data. The
nodes have a specialization on processing papers in specific languages: Romano-
Germanic languages by CitEc and Russian by Cirtec. Other nodes, e.g. specialized
on processing citation data in languages, like Chinese, Japanese, Arabic, etc., can be
added by the same way. There is also an intention to integrate data about references
into the OpenCitations Corpus (http://opencitations.net/).

– Transparency. It allows publishers, authors and readers of papers to see for each
paper how their citation data are created by the system and to trace why some
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papers’ references/in-text citations are not processed or not counted. Better repre-
sentation and usability of citation data by its deeper integration with a digital library
(DL) tools and services.

– Enrichment facilities. The system should provide tools for authors of papers to enter
additional data to correct errors while processing citations from their papers and to
enrich their citation relationships, e.g. by qualitative characteristics of their moti-
vation for citing papers of other authors, etc.

– Public control. Readers of papers should see how authors used enrichment facilities
to increase their number of citations. Public will be able to react on wrong authors
behaviour.

Currently Cirtec takes papers’ metadata from the Socionet digital library (https://
socionet.ru/), which also includes a full set of metadata from RePEc (http://repec.org).

Comparing with InTeReC the Cirtec system has following main differences:

• an openness for adding new papers for processing by the system, the papers just
have to be added to a digital library Socionet or into RePEc;

• the system in everyday mode automatically processes all new papers at its in-put
and daily updates citation content data;

• the input papers are in PDF (InTeReC works with papers in XML).

In Cirtec we use the term “in-text citation” instead of the “in-text reference”
accepted in InTeReC. “The in-text citations of publications are the citations referred to
this publication in the full text of other publications cited this publication. The text
around the in-text citation is the citation context text” [9].

In the end of January 2019, Cirtec processed 321 collections of papers with about
158,000 publications in total. The biggest part of this set are 253 Russian academic
journals covering different academic disciplines and provided by NEICON1. There are
also research papers series in Russian and English languages provided by RANEPA2,
the Higher School of Economics3, and some other Russian Universities.

An approach used by Cirtec for citation data parsing was presented in [14]. Victor
Lyapunov and Sergey Petrov built all needed software to parse citation data from PDF
documents.

All extracted by Cirtec project citation data and processing log files are publicly
available at http://cirtec.ranepa.ru/data/. This storage is organized as nested folders with
names based on Socionet IDs of processed papers. E.g. such folder contains4:

1. JSON version of PDF papers (file 0.pdf-stream.json), which was used for parsing
citation data;

2. file “summary.xml” with the parsed citation data; and

1 https://socionet.ru/collection.xml?h=spz:neicon&l=en.
2 https://socionet.ru/collection.xml?h=repec:rnp&l=en.
3 https://socionet.ru/collection.xml?h=repec:hig&l=en.
4 http://cirtec.ranepa.ru/data/RePEc/hig/fsight/v%253A11%253Ay%253A2017%253Ai%253A4%
253Ap%253A84-95/.
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3. reports about errors in processing the paper and parsing citation data (files with
extensions “.err” and “.log”).

Daily updated aggregated statistics about parsing results for each collection are
available at http://cirtec.ranepa.ru/stats.html. Thomas Krichel maintains these statistics.

Processing statistics of this set of collections show (on the end of January 2019) that
only 75% of total papers have full text PDF available for the citation data parsing and
only about 50% of total papers have a list of references in more or less standard form.

Based on the subset of papers with references we parsed in total 1,336,363 refer-
ences that is in average 18 references per paper. In this set, we have about 5% of
duplicated references, because different papers can cite the same publications and can
have the same references.

For 178,301 of parsed references we were able to create citation relationships
between citing and cited papers, since we found cited papers’metadata within Socionet.

Additionally, we parsed 1,260,803 in-text citations. They mention 1,168,885 of
parsed references. It is in 167,478 references less than total number of parsed refer-
ences, since some references are not mentioned at all.

Non-mentioned references were also counted5: approximately 167,000 references
(it is about 12% of total) have no mentions in the in-text citations at all. About 38% of
papers with references have at least one non-mentioned reference.

One in-text citation includes following data (see also an example of the data
below):

1. a text string of how this in-text citation is occurred in a paper content, e.g. a number or
an author name in square or round brackets (the tag <Exact> in the example below);

2. a link to a reference,mentioned in this in-text citation (the tag<Reference> below);
3. text coordinates of the in-text citation, i.e. a serial number of the first and the last in-

text citation symbols counting from the beginning of the paper’s content (tags
<Start> and <End>);

4. citation contexts located at the left and at the right according the in-text citation; it
includes at least 200 symbols expanded for taking a whole sentence (tags <Prefix>
and <Suffix>).

An example of parsed data about one in-text citation:

Source: https://goo.gl/1FAkCH

<intextref> 
<Prefix>… countries and Soviet republics</Prefix>
<Suffix>; Gokhberg, Kuznetsova, 2011]. …</Suffix>
<Start>8757</Start> 
<End>8781</End> 
<Exact>[Gokhberg et al., 2009</Exact> 
<Reference>20</Reference> 
</intextref> 

5 In [14] we listed types of in-text citations that were processed.
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The in-text citation from the example above has a link with a reference having the
number 20 in a paper. Cirtec parsed for this reference following data:

num="20"  
start="54464" 
end="54654"  
author="Gokhberg Kuznetsova "
title="Towards …

…
" 

year="2009" 
handle="repec:oup:scippl:v:36:y:2009:i:2:p:121-126"> 

  <from_pdf>Gokhberg L., Kuznetsova T., Zaichenko S. 
(2009) Towards a New Role of Universities in Russia: Pro-
spects and Limitations. Science and Public Policy, vol. 36, 
no 2, pp. 121–126. 
  </from_pdf> 
</reference> 

<reference  

Source: https://goo.gl/1FAkCH

The XML data of the example above includes following subtags and attributes:

1. subtag <from_pdf> - extracted raw data of a reference (some publishers provided
reference data within papers’ metadata, see as an example any citation data file of
NEICON archive);

2. attribute num - a serial number of the reference in the list;
3. attributes start and end - text coordinates of the reference, which are numbers of

the first and the last symbols of the reference counted from the beginning of the
initial PDF document’s text;

4. attribute url – contains a proper URL, if there is one in data of the tag
<from_pdf>;

5. attributes author, title and year are extracted from the row reference data in the tag
<from_pdf> and used for different purposes, e.g. for searching in-text citations
by author names, for linking the reference with metadata of the same paper (creating
a citation relationship for this reference), etc.;

6. attribute handle – contains ID of the paper at Socionet digital library, if the
linking procedure for this reference was successful.

These data about in-text citations and references are supplemented by the ID of
paper’s metadata in a DL (see <source handle = in the example below) and by the
URL of the source full text PDF of the paper (see <futli url = below). Using the
paper’s metadata ID one can have all available information about this paper, including
its title, abstract, authors, etc.

<source handle="repec:hig:fsight:v:11:y:2017:i:4:…">
<futli url="https://foresight-journal.hse.ru/data/…">

Source: https://goo.gl/1FAkCH
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Comparing with InTeReC the Cirtec data source has following main differences:

• the citation content is organized as a text at the right and at the left according the in-
text citation location and it provides several sentences instead of one sentence in
InTeReC;

• a broader set of attributes for citation content, like reference data linked with in-text
citation, etc.

• in-text citation’s coordinates as number of symbols (InTeReC counts sentences);
• current version of Cirtec citation data has no associations with the type of paper’s

sections that exists in InTeReC.

3 Digital Library and Citation Content Data

The citation data provided by the Cirtec project include ID of source papers and URL
of their full texts (see the last example above). Such links allow us, using API of a
digital library like Socionet [16], to provide new features for DL users and to enrich
citation content analysis, as well. In general, it opens new ways to make the knowledge
more open.

Socionet services, as it is described in [14], use in-text citations and references data
to produce computer-generated annotations to the content of PDF papers. Figure 1
shows how these annotations look like using the in-text citation and the reference from
the examples above.

Readers of PDF papers see the in-text citations, if they exist, as an annotated text.
At Fig. 1 there are mentions of two references in brackets. These highlighted in-text
citations works as interactive elements, since a click on them opens an information box
(at the right side on Fig. 1) with additional data about the cited paper. The additional
data can include details about the cited paper, including citing statistics, title, authors,
etc.; indicators built on the citation contexts (see its discussion in the next section);
links to some tools, etc.

Another Socionet feature is the multiple semantic relationships between informa-
tion objects [13]. It allows an enrichment of citation content analysis by expanding the
citation data with additional attributes belonged to semantically linked information
objects. A fragment of the semantic linkage network existed at Socionet is presented at
Fig. 2.

Using these linkages, we can associate with the citation data different additional
data of cited and citing papers, like titles, authors, classification codes and other ele-
ments of their metadata.

Fig. 1. An in-text citation as an interactive element (Source: https://goo.gl/bZJwzZ)
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Currently, Socionet already has about 70000 authors’ profiles (most of them are
provided by the RePEc Author service6). These authors’ profiles have linked with
authors’ papers, and with about 15000 profiles of organizations (most of them are
provided by the RePEc EDIRC service7). The organizations’ profiles also have links
with other authors’ profiles belonged to their staff.

Socionet API allows taking different data related with selected information object
specified by its ID:

1. Paper’s metadata including list of semantically linked objects. The in-text citation
and reference examples from the previous section have, as a source, a paper with the
ID: repec:hig:fsight:v:11:y:2017:i:4:p:84-95. To take the paper’s metadata one
should run API: https://socionet.ru/fs/ap.cgi?h=_paper’s-ID_8. The output is a
metadata in XML, which additionally to usual bibliographic data about a paper data
includes authors’ profile ID (see within the API output the tag <coauthor handle =
“repec:per:pers:pku327”…), paper’s references (<out><citation>), paper’s in-text
citations in a form of annotations to full text PDF (<annotations><annot>), and
many other data.

Fig. 2. Semantic linkage network in a digital library, a fragment

6 https://authors.repec.org/.
7 https://edirc.repec.org/.
8 An example - https://socionet.ru/fs/ap.cgi?h=repec:hig:fsight:v:11:y:2017:i:4:p:84-95.
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2. Author’s personal profile data including linked objects, like author’s papers, affil-
iation organization, etc. To take author’s profile data, which ID is specified in the
example above, run the API: https://socionet.ru/fs/ap.cgi?h=_author’s-ID_9. It
output includes a list of papers’ ID, which the author claimed as own, and the
author’s workplace ID (<workplace><link handle = “repec:edi:aneeeru”…).

3. Organization’s profile data including links with authors who work for it. API works
here similarly as in previous case.

By this way, one can aggregate various sets of enriched citation data for different
scenarios of the citation content analysis. One can collect the citation contents from all
papers for a specified author to analyze how the author cite other papers. Similar
collection of data can be created to analyze how the author is cited by other researchers.
Results of such analysis can be aggregated for groups of authors, e.g. who works for
the same organization, etc.

4 Discussion

Using the method from the previous section to enrich initial citation content by
metadata of citing and cited papers/authors, we get new opportunities for the citation
content analysis. At the same time, we also get an opportunity to return back results of
such analysis into DL and link them with DL objects like papers, authors, organiza-
tions, journals, etc.

The question is what indicators could be built by the citation content analysis taking
into account that the indicators must be useful to enrich traditional representation of
papers, authors and organizations in a DL?

The main data source for building the indicators is the citation data provided Cirtec
project, including citation contexts from the pairs of tags <Prefix> and <Suffix> for
each in-text citation and so on (see the first example in the section “Open citation
content data”). As mentioned above we have 1,260,803 records of such citation data.

4.1 Grouping of Citation Contexts

One of options to prepare this dataset for the analysis is to assort in groups the citation
contexts having something in commons. The commons can exist, e.g., if the contexts
are somehow related with the same DL information objects, like articles citing the same
paper, papers of the same author, etc. If we have groups of citation contexts, we can
analyze their inter-group characteristics and assign them to the linked DL objects.

The most obvious case is a grouping of the citation contexts linked with the same
references (cited papers). Such groups potentially contain many useful information
about the cited paper. For instance, they can help to understand: what is similar in a
style of how the cited papers are mentioned in citation contexts of citing papers, what
relationships exist between cited papers and citing papers, etc.

9 An example - https://socionet.ru/fs/ap.cgi?h=repec:per:pers:pku327.
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To make such grouping, one should first recognize the same references among
available citation data and then collect as groups the citation contexts citing the unique
references. Grouping of the same references is an easy operation when data of each
reference includes some common digital code, like DOI. In general, it is not trivial task,
since references parsed from the “References” sections of papers belonged to different
journals or sources with different styles of their bibliographic representation, or they
can just have typos, etc.

Making experiments10 with grouping of the same references in the Cirtec project
we started with comparing the reference text strings by the Damerau–Levenshtein
distance11 algorithm. It works very efficient for recognition references even with few
misspellings, but it takes too much time to process the data. In our case, it worked more
than 24 h for processing about 1.3 million references.

To make such processing faster we ran a comparison of normalized text strings
combined the “author+year+title” data of references. It works much faster, but the
result strongly depends on correctness of recognition of these values in reference data
and, of course, it fails when there are typos in reference data.

Using our citation dataset we grouped the same references and then also grouped
the citation contexts linked with them. We called such groups as “bundles” of citation
contexts for the unique references. A bundle got a name “author (year) title” of the
initial reference and some unique ID, which allows us to link indicators built for this
bundle (see below) with traditional for DL representation of papers, authors and
organizations (see the previous section).

Experimentally produced bundles are listed in the left column of the table “Index of
References” at http://cirtec.ranepa.ru/analysis/. They are ordered by numbers of papers
(“pubs” column), which have this reference in its “References” sections. The biggest
“pubs” values are at the top. The list currently presents only 923 bundles having “pubs”
value not less than 10.

For each bundle in this list we created the citation data file in XML format available
by hyperlink “raw data”. The “raw data” file provides information extracted from
metadata and full text of papers citing a reference, including the citation contexts and
other useful information.

4.2 Quantitative Characteristics

Based on the “raw data” available for bundles we can build at least following numeric
indicators12:

Frequency of Reference’s Mentions. Frequency of reference’s mentions in a full text
of all papers which have this reference in their “References” sections.

It equals to the number of in-text citations for the reference. It is the most obvious
indicator and it has been discussed in many papers, e.g. see a review in [17].

10 Victor Lyapunov made needed software and calculations for these experiments.
11 https://en.wikipedia.org/wiki/Damerau%E2%80%93Levenshtein_distance.
12 Thomas Krichel and Roman Puzyrev made needed software and calculations.
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This type of indicators means an amount of attention of citing authors to the cited
research output. So it can be interpreted as a measure of scholarly impact of the cited
paper and its author. It has high significance for the research community, since it can
help with improving the traditional citation index. The traditional index counts a
number of papers having the selected reference in the papers’ “References” sections,
but, as it was highlighted above, some references are not mentioned at all in papers’ full
text. In that case, if papers do not specify in their full text how the reference was used, it
can’t be recognized as important one for measuring an impact of the cited research
output.

We counted the in-text citations within each bundle and presented these numbers in
the column “cits” of the table at http://cirtec.ranepa.ru/analysis/. Putting together in this
table the traditional citation index (numbers in the column “pubs”) and the numbers of
mentions for cited papers (the column “cits”), we got a clear evidence of absence of
correlation between these two indicators. E.g. five top cited papers by the number of
mentions (in the column “cits”) have in total 866 mentions and only 137 in total by the
column “pubs”. The same proportion for the five top papers by traditional citation
index is: they have 369 in total for “pubs” and 451 in total for “cits”. We found that for
98 of 923 bundles a number in the column “pubs” is bigger than a number in the “cits”.
It means that for about 10% of cited papers there are citing papers without mentioning
them in their in-text citations.

These confirmed the obvious fact: there is no sense to use the traditional citation
index, if we know a number of mentions for citations. As wrote Pride and Knoth [17]:
“Our results therefore confirm that the number of times a citation appears is a strong
indicator of that citation’s influence.”

Co-citations. Co-citations that count how many times references are mentioned
together in the same citation context. This indicator shows how exceptional is the cited
paper. Many co-citations means that the paper is cited among many others paper and
for citing authors this paper is one of many similar research outputs. If a paper has few
co-citations, it means the paper has an exceptional character for citing authors.

We counted the co-citations within bundles and presented the numbers in the
column “with” of the same table. We found a big diversity of values: about 10% of
cited papers have no co-citations at all, and another 10% have co-citations in 10+ times
more than their number of mentions (“cits”).

Spatial Distribution. Spatial distribution of the in-text citations within papers’ full
text. Usually, spatial distribution means a position of in-text citations within IMRaD
(Introduction, Methods, Results and Discussion) structure of citing papers [2, 3].
Occurrence of some in-text citations in the sections Method and Results, and another -
in the sections Introduction and Discussion can mean that the first group of cited papers
(cited in the Method and Results sections) are more important, since they were men-
tioned by citing authors in relation with their producing of new scientific knowledge.

Since the citation data built in Cirtec do not provide information about papers’
IMRaD sections structure we counted the spatial distribution over 5 equal fragments of
papers’ full text excluding the tail started with the “References” section. To have a
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compatible picture of such distributions, we built for each bundle an indicator “x/x/x/x/x”
shows a number of in-text citations for a cited paper in each of 5 fragments of citing
papers’ full text. Such indicators are presented in the column “distribution” of the same
table. We found that there are three obvious groups of cited papers which vary by their
spatial distribution: (a) a group with more or less uniform distribution over 5 fragments;
(b) a group with bigger number of mentions in fragments at the start and at the end of
papers; (c) a group with bigger numbers in the middle of papers.

4.3 Qualitative Characteristics

Using a sets of citation context text strings available for bundles in the “raw data” we
can build following qualitative indicators13.

Common Phrases. Common phrases within the citation contexts, e.g. selected by the
n-gram method14. One can analyze what phrases of 2 or more words are the most often
repeated in citation contexts. Such phrases can help with identification of lexical cliché
or the cue terms [18] used by researchers for expressing why they cited papers, what
polarity has the citation contexts and what functions have the in-text citations [7].

Based on available citation contexts grouped for the cited papers we made
experiments with selecting n-gram of 2, 3 and up to 6 words for each bundle. Using the
n-gram method we processed two versions of the citation contexts: original and nor-
malized. As expected we got more n-grams for original citation contexts, but n-grams
for the normalized version had bigger number of repetitions. In total, the most of n-
grams are phrases with two words (2-gram), we got much less of 3-gram phrases, even
less of 4-gamm, and so on. Only single bundles have 5- or 6-gram phrases.

In the column “common phrases” of the table at http://cirtec.ranepa.ru/analysis/ we
presented the first selected 2-gram for normalized citation contexts with two numbers
in brackets: a number of repetitions of this phrase in a current bundle and in total for all
bundles. A hyperlink here opens a page with a full set of selected n-grams for the
current bundle.

Topic Models. Topic models (significant words or abstract topics) extracted from the
citation contexts, e.g. by the Topic Model approach15 and using the LDA method16.
This qualitative indicator shows a set of the most relevant topics (contained each, e.g.,
5 words) which reflect a thematic structure of citation contexts. Such information helps
to understand what relations have the cited papers with thematical topics of citing
papers. It also allows to compare a differences and commons between thematical topics
of citing papers and cited papers [11].

13 Aleksandr Tuzovsky and Amir Bakarov made needed software and calculations.
14 https://en.wikipedia.org/wiki/N-gram.
15 https://en.wikipedia.org/wiki/Topic_model.
16 https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation.
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In the “topic models” column we presented the first extracted topic with a hyper-
link. A page opened by the hyperlink contains all built topics with their relations to
specific citation contexts measured by a probability coefficient.

Lexical Difference/Similarity. Lexical difference/similarity between citation contexts.
One of possible approaches for such analysis is the word embedding17 implemented as
Word2Vec method18. The method is able to capture multiple different degrees of
similarity between words [12].

He and Chen [9] used this method “to provide temporal representations of in-text
citation of publications by word embedding models trained from citation context text,
which can be used to characterize and analyze the changing and complex roles of the
publications”. Another scholars used Word2Vec to create the cite2vec method: “Our
approach projects words that are representative of documents into a 2D space, and
subsequently projects documents into this same space such that a document’s proximity
to a word indicates its manner of usage, while also preserving similarity of document-
to-document usage” [1]. They wrote: “cite2vec visualizes documents and words in a
way that adheres to such citation contexts, so that the user can explore and discover
documents in a usage-oriented manner” [1].

For the citation content analysis this method allows to calculate a semantic distance
not only between single words from citation contexts, but also between pair or groups
of selected citation contexts. As a result we can measure similarity of citation contexts
related with the same cited paper or with the cited author, etc. It gives us information
about diversity of contexts where a paper or an author is cited.

For our experiments with this method we enriched the citation contexts dataset by
adding ID of the citing paper into each citation context text string. We split up the ID
on four part. It allows us to analyze similarities for following cases: (a) the selected
citing paper; (b) all citing papers of the selected journal; (c) all citing papers of the
selected publisher. This dataset is available at http://cirtec.ranepa.ru/Word2Vec/ (see
files with the “txt” extension).

We made experiments with clustering of citation contexts belonged to the same
bundles by their lexical similarity. In the column “dif” of the table at http://cirtec.
ranepa.ru/analysis/ there are numbers of average “distance” between the bundle’s
citation contexts and the center of the bundle’s cluster (centroid)19. The smaller the
numbers, the more lexical similarity among the citation contexts exists within this
bundle, and vice versa.

Hyperlinks in the column “dif” open a page with details about clusters built for
each bundle. At the page there is a table with a list of built clusters for a bundle (a
cluster with the number “−1” contains all non-clustered citation context) and a list of
citation contexts belonged to each cluster.

17 https://en.wikipedia.org/wiki/Word_embedding.
18 https://en.wikipedia.org/wiki/Word2vec.
19 https://en.wikipedia.org/wiki/Cluster_analysis#Centroid-based_clustering.
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5 Conclusion

The Cirtec project provides for public re-use the open citation data and illustrates
usefulness of these data for citation content analysis by experiments with building some
numeric and qualitative indicators. These indicators can be easily linked with initial
papers, authors of papers, etc. because they have inherited IDs. These results, if they
are integrated with DL, can enrich traditional for DL representation of papers, authors
and organizations.

Using the method illustrated by the Fig. 1 one can integrate these indicators into the
Socionet digital library and visualize them as computer-generated annotations for
appropriate fragments of papers in PDF. As a result, readers of papers in DL will get
more useful information related to the citation content of the papers.
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