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Preface

Services account for a major part of the IT industry today. Companies increasingly like
to focus on their core expertise area and use IT services to address all their peripheral
needs. Services computing is a new science that aims to study and better understand the
foundations of this highly popular industry. It covers the science and technology of
leveraging computing and information technology to model, create, operate, and
manage business services. The 2019 International Conference on Services Computing
(SCC 2019) contributed to building the pillars of this important science and shaping the
future of services computing.

SCC 2019 was part of the Services Conference Federation (SCF). SCF 2019 had the
following ten collocated service-oriented sister conferences: 2019 International
conference on Web Services (ICWS 2019), 2019 International Conference on Cloud
Computing (CLOUD 2019), 2019 International Conference on Services Computing
(SCC 2019), 2019 International Congress on Big Data (BigData 2019), 2019
International Conference on AI & Mobile Services (AIMS 2019), 2019 World
Congress on Services (SERVICES 2019), 2019 International Congress on Internet of
Things (ICIOT 2019), 2019 International Conference on Cognitive Computing (ICCC
2019), 2019 International Conference on Edge Computing (EDGE 2019), and 2019
International Conference on Blockchain (ICBC 2019). As the founding member of
SCF, the First International Conference on Web Services (ICWS) was held in June
2003 in Las Vegas, USA. The First International Conference on Web Services—Europe
2003 (ICWS-Europe 2003) was held in Germany in October 2003. ICWS-Europe 2003
was an extended event of the 2003 International Conference on Web Services (ICWS
2003) in Europe. In 2004, ICWS-Europe was changed to the European Conference on
Web Services (ECOWS), which was held in Erfurt, Germany. To celebrate its 16th
birthday, SCF 2018 was held successfully in Seattle, USA.

SCC has been a prime international forum for researchers and industry practitioners
alike to exchange the latest fundamental advances in the state of the art and practice of
business modeling, business consulting, solution creation, service delivery, and soft-
ware architecture design, development, and deployment.

This volume presents the accepted papers for SCC 2019, held in San Diego, USA,
during June 25–30, 2019. For SCC 2019, we accepted nine full papers, including five
research track papers and four application and industry track papers. Each was
reviewed and selected by at least three independent members of the SCC 2019
international Program Committee. We are pleased to thank the authors, whose
submissions and participation made this conference possible. We also want to express
our thanks to the Organizing Committee and Program Committee members, for their



dedication in helping to organize the conference and in reviewing the submissions. We
would like to thank Prof. Dimitrios Georgakopoulos, who provided continuous support
for this conference. We look forward to your great contributions as a volunteer, author,
and conference participant for the fast-growing worldwide services innovations
community.

May 2019 Joao Eduardo Ferreira
Aibek Musaev

Liang-Jie Zhang

vi Preface
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A Quality-Aware Web API Recommender
System for Mashup Development

Kenneth K. Fletcher(B)

University of Massachusetts Boston, Boston, MA 02125, USA
kenneth.fletcher@umb.edu

Abstract. The rapid increase in the number and diversity of web APIs
with similar functionality, makes it challenging to find suitable ones for
mashup development. In order to reduce the number of similarly func-
tional web APIs, recommender systems are used. Various web API rec-
ommendation methods exist which attempt to improve recommendation
accuracy, by mainly using some discovered relationships between web
APIs and mashups. Such methods are basically incapable of recommend-
ing quality web APIs because they fail to incorporate web API qual-
ity in their recommender systems. In this work, we propose a method
that considers the quality features of web APIs, to make quality web
API recommendations. Our proposed method uses web API quality to
estimate their relevance for recommendation. Specifically, we propose a
matrix factorization method, with quality feature regularization, to make
quality web API recommendations and also enhance recommendation
diversity. We demonstrate the effectiveness of our method by conducting
experiments on a real-world dataset from www.programmableweb.com.
Our results not only show quality web API recommendations, but also,
improved recommendation accuracy. In addition, our proposed method
improves recommendation diversity by mitigating the negative Matthew
effect of accumulated advantage, intrinsic to most existing web API rec-
ommender systems. We also compare our method with some baseline
recommendation methods for validation.

Keywords: Mashup · Web API · Web API recommendation ·
Quality-Aware Recommendation · Matrix factorization ·
Mashup development

1 Introduction

Mashups represent a type of lightweight web applications, that compose exist-
ing web services/APIs in an agile manner [1]. Mashup technology helps shorten
development periods and enhance the scalability of web applications [2]. Due
to these advantages, several online mashup and web API repositories, such as
www.programmableweb.com, have been established. In these repositories, there
are large number of published web APIs, which mashup developers can com-
pose, to create mashup solutions, for completing some customer’s needs. For
c© Springer Nature Switzerland AG 2019
J. E. Ferreira et al. (Eds.): SCC 2019, LNCS 11515, pp. 1–15, 2019.
https://doi.org/10.1007/978-3-030-23554-3_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23554-3_1&domain=pdf
http://orcid.org/0000-0001-8850-8594
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2 K. K. Fletcher

example, www.programmableweb.com has 19,669 web APIs, belonging to more
than 400 predefined categories, as at October 2018 [3]. With such large number of
web APIs, mashup developers are typically faced with the challenge of selecting
suitable web APIs for mashup development. For this reason, recommendation
techniques have become very important and popular because they reduce the
amount of web APIs by presenting mashup developers with relevant web APIs
to choose from.

The application of most traditional service recommender systems to web API
recommendation is limited, because they lack some quality of service informa-
tion and formal semantic specification, specific to web API recommendation [2].
However, there some few existing works that have proposed recommendation
methods peculiar to web API recommendations. These methods are based on:
(1) content similarity and topic modeling [4–8], (2) finding some relationship
between mashups and web API invocation [2,5,6] or (3) exploiting various fea-
tures such as web API description, tags, popularity and usage history to improve
recommendation accuracy [4,6,9–12]. These works mostly skew the selection of
web APIs towards popularity, which ultimately increases the Matthew effect of
accumulated advantage [13]. This issue may sometimes cause mashup developers
to miss out on potentially good and quality web APIs that are not popular [1].
An attempt to address this issue was proposed by Cao et al. [5]. Yet their pro-
posed method, an integrated content and network-based web API recommenda-
tion method for mashup development, have a couple limitations: (1) the method
focused so much on making unpopular web APIs popular with no considera-
tion of the quality of these unpopular web APIs; and (2) their method employed
memory-based collaborative filtering, with pearson correlation coefficient (PCC)
as their similarity function. PCC, however, has been known to perform poorly
in cases where the invocation relationship matrix between mashups and their
invoked web APIs is very sparse [12].

In this work, we propose a method to address the above limitations, to provide
relevant, quality, accurate and diverse web API recommendations for mashup
development. Our method employs the quality model by Fletcher [1], developed
specifically to analyze the quality of web APIs. The quality model uses a black-
box approach to compute the quality of web APIs because web APIs have their
internal details and complexity usually hidden. Our proposed method subse-
quently regularizes matrix factorization with web API quality features in order
to provide quality web API recommendations. In addition, by incorporating the
quality features into matrix factorization, our proposed method ensures improved
recommendation accuracy and diversity, thereby mitigating the Matthew effect
of accumulated advantage. The contributions of this work are summarized as
follows:

1. We investigate and employ the black-box quality model proposed by
Fletcher [1], to analyze the quality of web APIs, in order to make quality
web API recommendations. By so doing, our proposed method considers the
quality of web APIs during recommendation.
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2. We propose a recommendation method that combines matrix factorization
and the quality features, that describes the quality of web APIs, for web API
recommendations. By incorporating the quality features into matrix factor-
ization, our proposed method ensures improved recommendation accuracy
and diversity, besides recommending quality web APIs.

3. We conduct experiments using real web API dataset, API-Dataset1 [1],
from www.programmableweb.com. This is to evaluate and validate our pro-
posed method.

The rest of this paper is organized as follows: In Sect. 2, we discuss some
results of an empirical study we performed as a motivation to our proposed
method. In addition, we give some background information on matrix factor-
ization. We present our proposed method in detail in Sect. 3, followed by our
experiments, evaluations and results analysis in Sect. 4. In Sect. 5, we discuss
some of the current state-of-the-art web API/service recommendation works.
Finally, we conclude our paper and discuss some directions for our future work
in Sect. 6.

2 Background

This section gives some background information relating to our proposed
method. We first study the relationship between the quality of the different web
APIs in our dataset and popularity (invocation frequency). Next, we present
the quality model employed in our proposed method. Finally, we give a brief
description of matrix factorization and the reason for our choice.

2.1 Empirical Study

Our empirical study focuses on studying one of the popular online web APIs
and mashup repository, www.programmableweb.com. This is by far the largest
online web API repository that contains over 19,000 web APIs, with vari-
ous functionalities [3,7]. We use the API-Dataset [1], which was crawled from
www.programmableweb.com in March 2018. The API-Dataset contains 12,879
web API records with 383 categories. Table 1 shows a list of the top 10 cate-
gories in our dataset. Each web API in our dataset is described by 19 fields such
as name, description, authentication model, request and response formats, etc.

Research has shown that there is an imbalance in the frequency of different
web API invocations in existing mashups [2]. Our study revealed that less than
7% of web APIs in our dataset have been invoked in existing mashups, while in
contrast, about 93% of web APIs have not been invoked at all. The web API
invocation imbalance is as a result of the negative Matthew effect of accumulated
advantage; where popular web APIs are invoked frequently while unpopular ones
are rarely invoked or not invoked at all. For instance, Google Maps web API,
one of the most popular web APIs in our dataset, has been invoked 2,574 times,
1 https://github.com/kkfletch/API-Dataset.

https://github.com/kkfletch/API-Dataset
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Table 1. Top 10 Web API Categories from programmableweb.com as at March 2018

Category Number of Web APIs

Tools 787

Financial 583

Enterprise 486

eCommerce 434

Social 402

Messaging 388

Payments 374

Government 306

Mapping 295

Science 287

accounting for almost 17% of the total web API invocations in our dataset.
Results from our study, however, showed that popularity of a web API does not
necessarily indicate better web API, with respect to quality.

We selected all web APIs belonging to the Mapping category and compared
each of them based on number of invocations and quality. We chose the Mapping
category because it was one of the popular categories. Using the quality model
proposed by Fletcher [1] (we discuss this model in detail in Sect. 2.2), we com-
puted the quality of each web API in our dataset. Figure 1 shows a graph that
compares the number of invocations and quality of web APIs (top 30 based on
quality), belonging to the Mapping web API category. On the graph, the primary

Fig. 1. Top 30 out of 295 Web APIs, based on Quality, belonging to the Mapping
category from www.programmableweb.com.
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Fig. 2. Top 30 out of 388 Web APIs, based on Quality, belonging to the Messaging
category from www.programmableweb.com.

y-axis indicates the number of invocations while the secondary y-axis is the web
API quality. From the graph, it can be seen that Google Maps web API is the
most popular, with respect to the number of invocations (i.e. 2,574 invocations).
Yet there are several web APIs, also in the Mapping web API category, with
better quality than Google Maps web API. In addition, we see from the graph
that there are some web APIs like CartoDB, with very low number of invocation
but has better quality.

To show such cases exist in other web API categories, we similarly analyzed
the web APIs in the Messaging category. Figure 2 compares the top 30 web
APIs, based on quality, against the number of invocations and quality of web
APIs belonging to the Messaging category. From the figure, we see that there
are several web APIs like TextMagic, Ez Texting, etc, that are of high quality,
yet have not been invoked at all. There are however some popular web APIs with
good quality. For instance, Twilio SMS web API, is the most popular web API
in the Messaging category that also has good web API quality. However, our
study reveals more and more web APIs, with very good quality, are not being
invoked at all.

Web API 

Functionality Reliability

MaturityInteroperability Compliance Security Learnability

Usability

Operability

Fig. 3. Web API quality model based on Fletcher [1]
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Therefore, there is the need to popularize these unpopular but quality web
APIs for mashup development. One way to achieve this is by incorporating the
quality of web APIs into web API recommender systems. In so doing, recom-
mender systems will not only recommend quality web APIs, but will also provide
enough diversity to include unpopular web APIs in their recommendations.

2.2 Web API Quality

To determine the quality of a service, we can analyze values from its qual-
ity of service (QoS) parameters, such as availability, reliability, response time,
etc. These QoS values, however, are not easy to obtain with web APIs. This
is because, web APIs typically hide their internal complexity and details and
therefore external quality factors drive the evaluation of its suitability for inte-
gration into a mashup application [1,14]. For this reason, we adopt the quality
model proposed by Fletcher [1], to define our black-box quality model for web
APIs.

Figure 3 gives an overview of the quality features of a web API, which we
organize along three main web API dimensions, namely Functionality, Reliability
and Usability. The functionality of a web API can be refined by considering its
interoperability, compliance, and security level [1]. Interoperability of a web API
depends on its capability to be used in different and heterogeneous environments.
Compliance is the ability of the web API to at least support one of the standard
data formats. This in turn increases the interoperability level. The security of a
web API is related to the protection mechanism that is used to rule access to
the offered functionalities. Two main aspects are considered: SSL support and
authentication mechanisms.

Reliability of a web API is measured with respect to its maturity. This is
because the black-box approach does not allow one to evaluate the level of per-
formance of a component under stated conditions for a stated period of time [1].
Reliability can be evaluated in terms of maturity, by considering the available
statistics of usage of the component together with the frequency of its changes
and updates.

The final dimension of a web API quality is usability. A web API’s usabil-
ity is evaluated in terms of understandability. Given the black-box approach,
understandability can be evaluated by considering the web API documentation.
Particularly relevant in the mashup scenario is the support offered to mashup
composers by means of examples, API groups, blogs, or sample source codes,
and any other kind of documentation [1]. The availability of each type of sup-
port increases the quality feature.

We employ this quality model for our proposed method. Specifically, we reg-
ularize matrix factorization with the three main quality dimensions of web APIs,
namely: functionality, reliability, and usability. In so doing, we include the qual-
ity of web APIs into our proposed recommender system for quality web API
recommendations.
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2.3 Matrix Factorization

Matrix factorization is one of the widely used model-based collaborative filter-
ing methods in recommender systems [15]. Although memory-based collabora-
tive filtering methods are simple and intuitive, our choice of employing matrix
factorization is due to its ability to successfully discover the underlying latent
features in the interactions between users and items. In addition, it has excep-
tional scalability and predictive accuracy. Given that historical data are often
placed in a two-dimensional matrix; user dimension and item dimension, matrix
factorization characterizes both users and items by vectors of factors inferred
from the interaction patterns between users and items, implied by the item-user
matrix [2]. Basically, given a sparse user-API matrix Mm×n, matrix factorization
decomposes M into a product of two lower dimensionality rectangular matrices,
Sm×k and An×k (i.e. M = S × AT ), where:

– k is the number of dimensions and k < min(m,n),
– S is the latent factor matrix of users, and
– A is the latent factor matrix of web APIs.

S and A share the same latent space to characterize the two entities. The recom-
mendation can then be performed by inferring and ranking the missing values
of entries based on the lower dimensionality matrices, derived from the values of
observable entries.

3 Quality-Aware Web API Recommender System

This section first gives an overview of the proposed method and thereafter
describes the main modules that drives our method. Figure 4 shows the overview
of the proposed method.

The functional profile information of assets (web APIs and mashups) are
placed into a repository. We employ this dataset to construct the mashup-web
API relation matrix from the historical invocation and user interactions. Here,
we consider mashups as “users” and web APIs as “items”, analogous to the typi-
cal user-item matrix. From this relations matrix, we retain only the invoked web
APIs, as users’ implicit preferences. We subsequently regularize matrix factor-
ization by using the three quality dimensions and relation matrix.

When a mashup developer submits their textual mashup requirement, we
identify the functionally similar web APIs using topic modeling techniques. We
employ Hierarchical Dirichlet Process (HDP) [16] and Jensen-Shannon diver-
gence [17] to obtain a list of web APIs matching the mashup developer’s require-
ments. We subsequently, use this to filter the list of web APIs to be recom-
mended. This is handled by the Requirement-Web API Similarity component
in Fig. 4. We do not discuss the details of this component because it is not the
focus in this work.
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Fig. 4. Overview of the proposed regularized matrix factorization method with quality
features for web API recommendation

3.1 Problem Definition

Let U = {u1, u2, u3, ..., um} be a set of users and W = {w1, w2, w3, ..., wn} be a
set of web APIs. We create an invocation matrix, C ∈ C

m×n between each user
and web API, such that:

Cu,w → Iu×w | u ∈ U,w ∈ W (1)

where I denotes the invocation and

cuw =
{

0 if I = none
1 if otherwise

We use matrix factorization to map users and web APIs into two lower dimen-
sion spaces as described in Sect. 2.3. Let ST = (α1, α2, ..., αm), where αu is the
latent factor vector of user u. Also, let AT = (β1, β2, ..., βn), where βw is the
latent factor vector for web API w. We can estimate the probability of a user u
interacting with web API w as:

ĉuw = αu
T βw (2)

We can subsequently learn both latent factor vectors αu and βw by minimizing
the L2 loss as:

L = min
S,A

1
2

∑
u,w

huw(cuw − ĉuw)2 +
1
2

(
λα

m∑
u=1

‖ αu ‖2 +λβ

n∑
w=1

‖ βw ‖2
)

(3)

where hu,w is the weight of the interaction between user u and web API w.
This is a hyperparameter to compensate the interaction between user u and web
API w and also balances the number of non-zero and zero values in a sparse
user-web API matrix [15]. λα and λβ are used to adjust the importance of the
regularization terms

∑
u ‖ αu ‖2 and

∑
w ‖ βw ‖2.

For each web API w ∈ W , there is a quality property Q(w), that indicates
the quality of the web API w given as:

Q(w) =
1
3

(
QF (w) + QR(w) + QB(w)

)
(4)
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where QF , QR and QB are the quality properties for functionality (F ), reliability
(R), and usability (B) quality dimensions respectively, as described in Sect. 2.2.
Their formalized descriptions are as follows:

QF =
1
3
[(1 +

|lang|
k

+
|dformat|

l
) + 3comp +

3
5
sec] (5)

where lang and dformat are the languages and data formats supported by the
web API, and comp and sec are compliance and security levels of the web API
respectively.

QR = max

(
1 − cdate − ludate

cdate−crdate
|ver|

, 0

)
(6)

where cdate, ludate, and crdate are the current date, last use date and creation
date of the web API respectively, and ver is the set of version available for that
web API.

QB =

⎧⎨
⎩

0 if B ≤ 0
1 if B ≥ γ

B
γ if otherwise

(7)

where γ is the threshold of acceptable documentation for the usability quality
dimension to be satisfied.

For each user u ∈ U , we utilize their historical web API invocations (n)
and their associated quality properties to create the user’s quality score, QSu,
defined as:

QSu =
1
n

n∑
i=1

Q(wi) (8)

Given a web API w, its quality property Qw, and a user u’s quality score QSu,
the satisfaction [18] of w, with respect to QSu, is given as:

SatQSu
(w) =

⎧⎨
⎩

0 if Q(w) ≤ 0
1 if Q(w) ≥ QSu

Q(w)
QSu

if otherwise
(9)

3.2 Web API Recommendation Based on Quality

The ability of matrix factorization to easily include side information, such as
our web API quality dimensions, is one of its greatest advantage [2]. Hence,
once the user quality preferences are complete, we incorporate it into matrix
factorization. Specifically, we combine those quality dimensions with matrix fac-
torization (Eq. 3) to regularize the latent features of user quality on web APIs.
Our regularized matrix factorization is as follows:

L = min
S,A

1
2

∑
u,w

huw(cuw − ĉuw)2 +
1
2

∑
Duv �=0

h́uv(Duv − αT
u θv − fu − gv)2+

1
2
λ

(∑
u

‖ αu ‖2 +
∑
w

‖ βw ‖2 +
∑

v

‖ θv ‖2
) (10)
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where:

– D be a shifted positive pointwise mutual information (SPPMI) [15] matrix
constructed by user-web API quality patterns,

– θ is a k × 1 latent representation vector of a user, and
– f and g are quality bias and quality context bias respectively [15].

Using the output from Eq. 10, we can then make quality web API recommenda-
tions to a target mashup developer.

4 Experiments and Results

We conducted several experiments to evaluate our proposed method. These
experiments were done to ascertain the performance of our proposed method on
web API recommendations compared to other existing recommendation meth-
ods, on quality and diversity. We discuss our experimental setup and results in
this section.

4.1 Experimental Setup

We evaluate our proposed method using web API and mashup dataset, API-
Dataset. See Sect. 2.1 for details on the dataset. We follow a 70/10/20 propor-
tions for splitting the original dataset into training/validation/test sets [15]. For
each baseline, we randomly divided our dataset into five different sets of 70/10/20
proportions also representing training/validation/test respectively. In Sect. 4.4,
we present the average results from these five sets. All models were trained on
the same set of hyperparameters which were tuned with the validation set. We
set our regularization term λ = 0.001 and γ = 75.

4.2 Evaluation Metrics

We selected the following metrics to evaluate our method against because they
are well-known to evaluate ranking-based methods.

Normalized Discounted Cumulative Gain (NDCG): Top-N DCG mea-
sures the ranking quality by placing stronger emphasis on having relevant items
in the top-N.

DCGp =
p∑

i=1

2reli − 1
log2(i + 1)

(11)

where reli is the graded relevance of the result at position i and p is a particular
rank position. We normalize each cumulative gain at each position, since our
ranking engine performance cannot be consistently achieved by using only DCG.

NDCG =
DCG

IDCG
(12)

In a perfect ranking algorithm, DCG = IDCG, producing a NDCG of 1.0.
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Recall: Top-N recall measures the sensitivity of the recommender system. It
captures the effectiveness of the model in terms of outputting relevant predic-
tions. It is computed as:

Recall@N =
tP

tP + fN
(13)

where tP and fN are true positive and false negative respectively. Higher recall
values indicates better performance.

Mean Average Precision (MAP): MAP for a set of ranking results is the
mean of the average precision scores for each ranking.

4.3 Baselines

We compare our model to the following baselines:

– Matrix Factorization (MF): this method uses weighted matrix factoriza-
tion with L2-norm regularization [19].

– Fuzzy Logic-based Method (FLM) this is fuzzy-logic based approach for
recommending items based on quality [20].

– Personalized Collaborative Filtering (PCF): this method uses Pearson
Correlation Coefficient to compute the similarity between web APIs and a
fuzzy set approach to find the similarity between user preferences to make
recommendations [12].

– Mashup Recommendation with API Co-Invocations (MRAC):
employs a probabilistic matrix factorization approach with implicit corre-
lation regularization to improve recommendation accuracy and diversity [2].

– Integrated Content and Network-based Service Clustering for Web
API Recommendation (ICNSC): this method uses an integrated con-
tent and network-based solution, which leverages the interrelationship among
mashup services to extract latent topics to produce mashup clusters for web
API recommendation [5].

– Proposed model (PM): this is the proposed model in this work.

4.4 Experimental Results

Figure 5 shows our performance results of our proposed method compared to
the baseline models, based on Recall, NDCG, MAP and quality satisfaction
of recommended web APIs. For each of the first three metrics, we varied the
top-N values from 10–100 at intervals of 10. Figures 5a–c show the results for
Recall, MAP and NDCG respectively. To compare the models based on quality
satisfaction, we used the satisfaction functions described in Sect. 3.1 to find the
satisfaction of recommended web APIs from the five different datasets. Figure 5d
show the results for the quality satisfaction comparison.

Overall, using our dataset, our proposed model (PM) outperformed the other
baselines. On an average, our model (PM) improved Recall by 34%, NDCG by
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(a) Recall@N (b) MAP@N

(c) NDCG@N (d) Quality

Fig. 5. Performance of models on different Top-N values and quality satisfaction on
the different 5 datasets.

23% and MAP by 26%. From Fig. 5d, we can observe that the quality of web API
recommendations from our model is not only high but consistent, compared to
other baseline methods that do not consider quality. These experimental results
confirms the effectiveness of our proposed model.

ICNSC method performed worst than expected for all metrics. Our exper-
iments revealed it is due to pearson correlation coefficient (PCC) similarity
function that was employed. In the mashup application domain, since there are
very less web APIs that are invoked, the invocation relationship matrix between
mashup clusters and their invoked web APIs will be very sparse. PCC has how-
ever, been known to perform poorly in cases where the invocation relationship
matrix between mashups and their invoked web APIs is very sparse [12]. MRAC
performed next to our proposed method (PM), outperforming all other base-
line methods on NDCG. This is because, the co-invocation method that MRAC
method employs results in better diversity.
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5 Related Work

Most existing web API recommendation methods focus on improving the accu-
racy and sometimes diversity of recommendations and rarely focus on quality.
Yao et al. [2] proposed a probabilistic matrix factorization approach with implicit
correlation regularization to improve the accuracy of API recommendations for
mashup development. In the same light, Xia et al. [7] proposed a category-aware
API clustering and distributed recommendation solution to enhance the accuracy
of API recommendations. In addition, a method based on clustering and web
API recommendation for mashup development was proposed by Cao et al. [5].
In this work, Cao et al. [5] proposed an integrated content and network-based
solution which leverages the interrelationship among mashup services to extract
latent topics to further produce mashup clusters. These works however, do not
consider quality in their recommendation methods.

Similarly, in an attempt to improve accuracy and diversity in API recom-
mendation, Gao et al. [21] adopts a learning technique which uses the geometric
properties of data in high dimensions to implement clustering and dimensional-
ity reduction (termed Manifold learning). The proposed algorithm first performs
a functional similarity-based clustering and then utilizes manifold ranking algo-
rithm to assign APIs to the generated mashup clusters. This approach like in
most cases is popularity and functional-similarity oriented with no much atten-
tion to the quality of the APIs. Li et al. [22], also proposed a method for API
recommendation, using a probabilistic model. In their work, they model the
relationships among mashups, APIs and tags, via latent topic modeling. Their
method however, is based on topic popularity and topic relevance, which was
also the focus of Gao et al. [21]. These solutions do not also consider quality.

Xue et. al. [23] exploits the strength of deep learning models such as Con-
volutional Neural Networks (CNN), Long-Short Term Memory neural networks
(LSTM) and other machine learning classifiers, together with Natural Language
Processing (NLP), to produce an automatic generation and recommendation
solution for API Mashups. Rahman et al. [6] also proposed a matrix factoriza-
tion based solution which incorporates mashup service relationships to make
web API recommendations. This proposed method by Rahman et. al. uses the
Integrated Content and Network-Based service clustering technique proposed by
Cao et al. [24].

Although most works discussed above are not quality oriented, most of them
utilized the matrix factorization method for their recommendations. Similar to
our work, Tejeda-Lorente et al. [20], proposed a method to recommend items
based on quality. Their method uses a fuzzy linguistic approach from fuzzy sets
theory. They used this concept to model qualitative information of items to
infer their quality. Their work however has some limitations: (1) their method
allows users to specify their quality preferences qualitatively using fuzzy linguis-
tic terms. It is generally challenging to obtain accurate user preferences due to
their dynamic nature. This makes their model impractical to web API recom-
mendations. (2) their model does not provide a solid quality model to assess the
quality of web APIs. Our proposed method, however, addresses these limitations.
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6 Conclusion

In this work we have proposed a method, which considers web API quality
to make quality web API recommendations, while improving recommendation
accuracy and diversity. Our method regularizes matrix factorization using the
three web API quality dimensions, namely, functionality, reliability and usabil-
ity for quality web API recommendations. We have shown how our proposed
method takes advantage of external quality factors of web APIs to drive the
evaluation of its quality for integration into mashup applications. This we did,
to provide quality web API recommendations and also to improve recommen-
dation accuracy and diversity. Experiments performed shows that our proposed
method outperforms other baseline methods. For our future work, we will run
more experiments to ascertain the impact of some key parameters on our model.
In addition, we will validate our model against more existing methods.
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Abstract. Sensitive data is usually encrypted to protect against data
leakage and unauthorized access for cloud storage services. Generally, the
remote user has no knowledge of the actual data format stored in the
cloud, even though a cloud server promises to store the data with encryp-
tion. Although a few works utilize data encapsulation and remote data
checking to detect whether the sensitive data is protected securely in the
cloud, they still suffer from a number of limitations, such as heavy com-
putational cost at the user side and poor practicality, that would hinder
their adoptions. In this paper, we propose a practical verification scheme
to allow users to remotely evaluate the actually deployed data encryption
protection in the cloud. We employ the pseudo-random number gener-
ator and present a data encapsulation solution, which can benefit users
with significant cost savings. By imposing monetary rewards or penal-
ties, our proposed scheme can help ensure that the cloud server stores
data encrypted at rest honestly. Extensive experiments are conducted
to further demonstrate the efficiency and practicality of the proposed
scheme.

Keywords: Cloud storage service · Data encapsulation ·
Encryption verification · Performance evaluation

1 Introduction

Cloud storage service has already become an indispensable part of the process in
business. More and more users outsource their sensitive data (such as confiden-
tial e-mails, government documents, company financial data, etc.) to the cloud
for enjoying the on-demand, convenient and excellent storage service. However,
according to the survey [5] conducted by RedLock, more than half of organiza-
tions that use cloud storage services have experienced data breaches in the past
year. In order to prevent data leakage and unauthorized access of sensitive data
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from cloud storage services, an effective approach is to keep data encrypted at
rest using cryptography technique.

Client-side encryption and server-side encryption are two primary strategies
to protect data at rest for the cloud server, such as Amazon S3 [2], Microsoft
Azure [3], Alibaba Cloud [1]. The main difference between them is the man-
agement of the encryption key. More precisely, the secret key in server-side
encryption is retained by the server whereas the key is only kept by the user
in client-side one. Because the cloud server cannot obtain the key, client-side
encryption is effective to prevent the cloud server from cheating and storing the
plaintext at rest. Accordingly, we do not consider client-side encryption in this
paper.

Although the specific implementation of data encryption and related secu-
rity practices are severely restricted by the Service Level Agreement (SLA), one
problem is lack of the necessary visibility for users to verify that these security
measures are implemented correctly. The cloud server has an incentive to cheat
due to various reasons, including deliberately being lazy to save computational
cost and ignore data encryption, or being so negligent as to cause wrong opera-
tions. Unless data leakage and economic losses have occurred, users are mostly
unaware of the actually deployed security measures in the cloud.

To verify that users’ data is stored securely, van Dijk et al. [12] first proposed
a verification framework of data encryption for cloud services. In this framework,
a time-consuming data encapsulation process is introduced to increase the trans-
formation time from plaintext to encapsulated data finally stored in the cloud.
Based on resource requirements for the cloud, they designed three hourglass
schemes which are used to implement data encapsulation, namely RSA-based,
Permutation-based and the Butterfly scheme. However, in these three schemes,
users have to do all encryption and data encapsulation operations. Meanwhile,
these schemes bring considerable overhead in small and frequent data accesses
and updates. Later, Hu et al. [15] considered data updates by introducing a
well-designed lookup table, but it still did not solve the problem that users bear
significant computational cost. In order to enhance users’ experience and boost
the practicality of verification, lower computational complexity at the user side
could be considered in verification technique of data encryption for cloud storage
services.

This paper proposes a secure and practical verification approach to ensure
the confidentiality protection for cloud data. Our proposal extends the concept
of [15] without losing any of the desirable properties. Specifically, the cloud
server conducts all encryption and data encapsulation operations by introducing
the pseudo-random number generator and the lookup table to randomize the
process of encapsulation. Users in our scheme only implement a small amount
of above operations, which makes it possible to bring significant cost savings to
users. Besides, the hash function and AES are combined to construct verifiable
tags, and then these tags are stored with the cloud server. By issuing a random
challenge against several randomly selected data blocks, the user can repeatedly
query the cloud server to ensure that the data is correctly and fully stored.



18 J. Fang et al.

We have the following contributions in this paper:

– We first propose a practical verification scheme of data encryption to release
users from significant computational overhead.

– Theoretical analysis shows that our proposed scheme is sufficient to ensure
that the cloud server correctly stores data encrypted at rest.

– In practice, extensive experiments further demonstrate the practicality and
efficiency of our proposal.

The rest of this paper is organized as follows. Section 2 reviews related works
for cloud security. Section 3 introduces the system model, threat model and
design goals. We describe the design of our proposed data encryption verifi-
cation scheme in Sect. 4, and explore the security analysis of our proposal in
Sect. 5. Then we evaluate the performance of the scheme in Sect. 6. Finally, we
conclude this paper in Sect. 7.

2 Related Works

Abundant works have been proposed to meet verification requirements of differ-
ent security properties provided in the SLA. Provable Data Possession (PDP) [9]
allows a user to verify that his data is fully intact in the remote cloud. Concur-
rently, Juels et al. [17] proposed a more secure concept called Proofs of Retriev-
ability (POR), which convinces a user that he can retrieve the target file with-
out downloading this file. Both techniques have been advanced in many aspects
over recent years, including supporting for data update [23,24,26], combining
data deduplication with integrity auditing [6,8,16,19], and achieving shared data
integrity auditing [13,21,22,27]. Recently, Armknecht et al. [7] explored the uni-
fied model, Mirror, to prove data replication and retrievability for cloud services.
Gorke et al. [14] combined data retrievability and data recoverability to provide
an assurance whether the data can be recovered or irreparably damaged. In [11],
Bowers et al. proposed a theoretical data redundancy verification framework,
called the Remote Assessment of Fault Tolerance (RAFT). The core idea of
RAFT lies in that the data owner and the cloud server must reach an agreement
on the file layout information ahead of schedule. Unfortunately, disclosing the
file layout details is not supported by the cloud in general. Without publishing
the file layout information, Wang et al. [25] built response time profiles for each
file placement to evaluate the data redundancy for cloud services. Long et al. [20]
designed a dynamic PDP scheme of multiple copies by exploiting the AVL tree.
Besides, network latency measurement is utilized to check whether the cloud
server replicates the data in various geo-locations [10,18].

The goal of our proposed scheme is the verification of confidentiality protec-
tion to prevent against data leakage for cloud storage services. The literature [15]
reaches a similar goal by using the lookup table to transform the ciphertext
to encapsulated file before outsourcing. The encapsulated file, not plaintext or
ciphertext, is actually kept in the disk of the cloud. In order to timely respond
to the challenges issued by the data user, the retention of encapsulated file is the
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only reasonable strategy for the cloud server. In fact, compared with the honest
cloud server, the dishonest one who wishes to hold plaintext needs to cost extra
storage and computational overheads to return the correct proof to the data
user within a certain time threshold. However, users in [15] must conduct the
whole complicated process of encryption and data encapsulation, which would
hinder the adoption of this scheme. In this paper, we address this shortcoming
and greatly lower the computational overhead at the user side, simultaneously
preserve all the advantages of [15]. Our proposal mainly focuses on the solution
to ease users from considerable computational complexity and enhance users’
experience. That is the major difference between [15] and our scheme.

3 Problem Formulation

As expressed in Sect. 2, none of previous works till now have explored the solution
to enable data users to verify that data is stored securely while releasing them
from considerable computational cost. To meet this challenge of enhancing users’
experience and boosting the practicality of verification solution, we propose an
efficient and practical verification scheme of data encryption for cloud storage
services. This section explains the system model, threat model and design goals.

3.1 System Model

The system model in this paper involves two different entities: data user and
cloud server. The data user can be either a person or an enterpriser that has a
large-scale sensitive data F , which will be outsourced to the remote cloud server.
The cloud server would offer a centralized, shared and massive storage service
to store private user data. There are several types of storage service, such as file,
object and block-based service. In this paper, we focus mainly on block-based
storage service. It is worthy to note that the proposed scheme also applies to
other storage services.

The cloud server first encrypts F to obtain ciphertext G, and then performs
data encapsulation operation to transform G to encapsulated file H, which is
actually stored in the hard disk of cloud. In other words, F is finally stored
in the encapsulated form H in the cloud. The user constructs verifiable tags,
and outsources these tags to the cloud server. At a later time, the data user
frequently issues a challenge to verify the storage of H by the cloud server, and
receives the corresponding response as proof from the cloud server over a time
period. Afterwards, the user checks the correctness of proof to judge whether
the cloud server is honest to correctly and entirely store H.

The cloud server is assumed to have enormous and cheap computational
power and I/O capability, which are far beyond that of the user. Therefore,
a further requirement on the user side is to minimize users’ cost in terms of
computation and communication, to enhance users’ experience and improve the
practicality of verification.



20 J. Fang et al.

3.2 Threat Model

For simplicity and realism, the cloud server is considered as “cheap-and-lazy” in
our model, which is similar to related works on cloud security [11,25]. The server
may store the plaintext F with either cheap or lazy behavior. Specifically, the
“cheap” server is incapable of implementing necessary security measures, such as
misoperations of internal staffs. The server who acts in a “lazy” fashion ignores
data confidentiality protection to reduce its computational cost and management
overhead.

In the context of our model, we do not consider malicious servers because it
is technically infeasible to protect data confidentiality against malicious servers
till date. A malicious server storing plaintext F may be viewed as expending
arbitrarily large storage resources to store H for responding appropriately to
users’ challenges. However, it takes double storage consumption for the malicious
server to cheat, which is not desired by the cheap-and-lazy server.

3.3 Design Goals

Under the aforementioned model, to enable practical and efficient verification of
data encryption over cloud storage services for greatly reducing computational
overhead at the user side, our design goals are summarized as follows.

– Practicability: To be more realistic, considering burdensome data encryp-
tion and encapsulation are conducted by the cloud server, our proposed
scheme is designed to release resource-constrained users from significant com-
putational cost.

– Security: Our scheme aims to meet the security requirement that the reten-
tion of H is the only reasonable strategy for the cloud server to respond to
challenges issued by the user within a short period of time.

– Efficiency: The scheme is also designed to gain effective verification with
low communication and computational overheads.

4 The Proposed Scheme

In this section, in order to overcome the shortcoming of the solution [15], we
propose a practical and efficient verification scheme which is resilient against the
cheap-and-lazy adversary. We first give the general framework of the proposed
scheme, and then elaborate on the specific procedure.

4.1 Overview

Considering the approach of that the user may challenge the server on the cipher-
text, under the assumption that it is usually fast for the server to apply sym-
metric encryption algorithms, the transformation from plaintext to ciphertext
could be easily done on the fly. Therefore, it will allow the server to store data
in plaintext without being detected.
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Fig. 1. The general framework of the proposed verification scheme of data encryption.

To meet this challenge, the ciphertext G would be transformed to encapsu-
lated file H for data confidentiality protection. The proposed scheme aims to
ensure that the cloud server stores H at rest correctly and fully, and simultane-
ously meets the design goals proposed in Sect. 3.3.

Figure 1 provides the framework of our proposal that mainly comprises the
following four phases: Setup, Data Encapsulation, Tag Generation and Verifica-
tion. In the Setup phase, the user uploads plaintext F , as well as some parameters
for subsequent use, to the cloud server. During the Data Encapsulation phase,
the cloud server performs the transformation from F to G then to H, generates
hash value for each block of H and sends all the values to the user. The user con-
structs verifiable tags in the Tag Generation phase, by using hash values which
are returned from the server. The last phase, Verification, is achieved to assure
the user that the cloud server has retained the intact H by aperiodically issuing
a challenge. The first three phases are executed only once, whereas the last one
is repeatedly executed until data is erased from the cloud. Next, we present the
detailed construction of our proposal.

4.2 Setup

Initially, let F denote n equally-sized data blocks, i.e., F = (F1, F2, ..., Fn).
The data user creates two seed values sd1 and sd2. Note that sd1 is used for
generating a number of lookup tables and decapsulating data, and sd2 is used
for data encapsulation. Later, the user uploads F , sd1 and sd2 together to the
remote cloud.
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4.3 Data Encapsulation

With the shared secret key sk by the cloud server and user, the cloud server
adopts traditional encryption algorithms such as AES to encrypt plaintext F
to ciphertext G = (G1, G2, ..., Gn). Specifically, the cloud server first divides
each block Fi into m data items, each of which has l bits (typically l = 256).
Then each item in F is encrypted to corresponding item in G using a certain
encryption algorithm and sk. Finally, all the encrypted items are concatenated
into the ciphertext G.

The server generates n distinct random values as a set of salts {s1, s2, ..., sn}
by utilizing the pseudo-random number generator, which takes sd1 as input.
Each random value is represented as a bit string of length ln. For each block Gi,
the server first invokes Algorithm 1 (The symbol “||” means concatenation.) to
build a corresponding lookup table Ti with salt si, which is introduced in [15].
As described in Algorithm 1, parameters lk and lv (lk < lv) can be adjusted
to increase the flexibility with multiple values. The table Ti contains an array
Li of 2lk elements and 2lk linked lists, which are numbered from 0 to 2lk − 1
respectively. Li records the specific length of each linked list in Ti. It be note
worthy that lookup tables are built differently with different salts.

Algorithm 1. The algorithm for the generation of the lookup table Ti

Input: parameters lk and lv, salt si
Output: lookup table Ti

1: Construct an empty lookup table Ti;
2: for each str ∈ {0, 1}lv do
3: u = hash(si||str) mod 2lk ;
4: Insert str into the u-th linked list in Ti;
5: Li[u] = Li[u] + 1;

6: return Ti

Based on multiple lookup tables {T1, T2, ..., Tn}, the server invokes Algo-
rithm 2 to transform the ciphertext G to encapsulated file H. First, each block
Gi is divided into w pieces, each of which is a lk-bit binary string.1 Second, with
the lookup table Ti, each piece Gi,j , j = 1, 2, ..., w, is transformed to Hi,j . Dur-
ing the transformation process, by using the pseudo-random number generator
which takes sd2 as input, the server generates a random value au to compute
v = au mod Li[Gi,j ], where Li[Gi,j ] is the length of the Gi,j-th linked list in Ti.2

Then, the v-th element in the Gi,j-th linked list of Ti is picked as Hi,j . All the
transformed pieces are concatenated into H. Finally, the file H, not plaintext F
or ciphertext G, is ultimately stored in the cloud.

1 Suppose that the size of Gi is a multiple of lk. If not, we may add some padding to
the last piece.

2 Because Gi,j has lk bits, 0 ≤ Gi,j ≤ 2lk − 1.
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Next, the server calculates all the hash values of blocks of H to form IH =
(IH1 , IH2 , ..., IHn

), where IHi
= hash(Hi) for i = 1, 2, ..., n and hash() is a hash

function such as MD5. Afterwards, IH is sent back to the user.

Algorithm 2. The algorithm for the encapsulation of the ciphertext G

Input: the ciphertext G = (G1, G2, ..., Gn), lookup tables {T1, T2, ..., Tn}, sd2 and lk
Output: H = (H1, H2, ..., Hn)

1: Generate a series of random numbers {a1, a2, ...}, using sd2 as a seed of pseudo-
random number generator;

2: u = 1;
3: for each i ∈ [1, n] do
4: Divide Gi into w pieces, Gi = (Gi,1, Gi,2, ..., Gi,w), each of which is lk bits;
5: for each j ∈ [1, w] do
6: v = au mod Li[Gi,j ];
7: Hi,j = Ti[Gi,j ][v];
8: u = u + 1;

9: Concatenate these transformed pieces to form Hi = (Hi,1, Hi,2, ..., Hi,w);

10: return H = (H1, H2, ..., Hn)

At the end of this phase, the data user is assured that the collection IH of
hash values is correct for plaintext F with high probability. More specifically,
the user implements data encapsulation operation on the t randomly queried
blocks, where 0 ≤ t ≤ n. As long as t hash values generated by the user are
equal to the corresponding hash values in IH returned from the server, the user
would be convinced that IH is correct and the server conducts the process of
data encapsulation properly.

In our proposed scheme, the user can accomplish an expected confidence
probability by adjusting the number t of queried blocks, which can be treated
as a tunable parameter.

4.4 Tag Generation

With all the hash values IH , the data user generates the verifiable tag for each
block of H following the equation below:

tagi = AESsk′ (IHi
⊕ hash(i)) , (1)

where the secret key sk′ is only owned by the user. Then, these tags are uploaded
to and stored at the server.

4.5 Verification

To detect possible misbehavior by the cloud server, the user can check if the
server still stores H at rest by issuing a random challenge c = (c1, c2, ..., cr).
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The challenge c indicates r specific blocks of H which the user wants to detect.
Here, 1 ≤ r ≤ n, and 1 ≤ ci ≤ n for i = 1, 2, ..., r. With the challenge c, the
cloud server retrieves and returns corresponding encapsulated blocks, as well
as corresponding tags uploaded by the user. Thus, the proof determined by c
consists of two parts: {H ′

ci}ri=1 and {tagci}ri=1.
Once the proof is received by the user within a certain period of time, the

tag of each challenged block is recalculated as

tag′
ci = AESsk′(hash(H ′

ci) ⊕ hash(ci)). (2)

Crucially, if the response time is within an expected time threshold, and
meanwhile tagci is equal to tag′

ci for each item ci in c, the data user outputs
“true” which means that the cloud server is honest. Otherwise, “false” should
be the output to show that the cloud server is dishonest.

For each verification, when setting the expected time threshold, the user
should consider the number of queried blocks, each block size and network
latency.

4.6 Data Access and Updating

Data Access. Suppose that a user wants to access one block in plaintext, decap-
sulating this block of H could be easily operated as specified in Algorithm 3.
Specifically, the first step is to obtain the corresponding ciphertext block using
hash and modular operations, and the second step is to generate the plaintext
block using the decryption algorithm with the shared secret key sk.

Algorithm 3. The algorithm for the decapsulation of block Hi

Input: Hi, si, sk, lk and lv
Output: Fi

1: Divide Hi into w pieces, Hi = (Hi,1, Hi,2, ..., Hi,w), each of which is lv bits;
2: for each j ∈ [1, w] do
3: Gi,j = hash(si||Hi,j) mod 2lk ;

4: Concatenate these pieces to form Gi = (Gi,1, Gi,2, ..., Gi,w);
5: Fi = Decrypt(Gi, sk);
6: return Fi

Data Updating. When the user needs to update some blocks, the cloud server
should perform some computations, including encryption, corresponding lookup
table generation and encapsulation again. The server recomputes hash value for
each updated encapsulated blocks, and returns these hash values to the user.

By recalculating part of these hash values locally and comparing them with
corresponding hash values which are received from the server, the user can ver-
ify (with overwhelming probability) that data updating is handled correctly.
Later, new tags for updated blocks are recalculated according to the Eq. (1),
and uploaded to replace old tags in the cloud.



Practical Verification of Data Encryption for Cloud Storage Services 25

5 Security Analysis

Considering a misbehaved cloud server who wishes to store plaintext F at rest for
cheating and saving computational resource by falsely claiming to protect data
confidentiality. In order to respond to challenges frequently issued by the user,
the cloud server needs to cost extra storage to store the following information: the
verifiable tags for H, sd1 used in lookup table generation and data decapsulation,
sd2 and n lookup tables for data encapsulation. Thus, the storage overhead of a

misbehaved cloud server for cheating is probably expressed as |F |+
n∑

i=1

|Ti|−|H|,

where |H| = lv
lk

|F |. Since the storage cost of one lookup table is about (lk + lv) ·
2lk + lv · 2lv bits. Accordingly, as long as the size of each plaintext block Fi is
not more than lk

lv−lk
· ((lk + lv) · 2lk + lv · 2lv ) bits, there is no economic incentive

for the cloud server to be misbehaved, such as save storage cost. As we can see
that the maximum size of Fi mainly relies on lk and lv. Some cases are depicted
in Table 1.

Table 1. Maximum size of each plaintext block

lk, lv 16, 20 18, 22 20, 24 22, 26 24, 28

Maximum size (MB) 11 55.125 267.5 1276 6000

Note that the misbehaved cloud server may not store these lookup tables to
reduce storage overhead. In this case, in order to construct correct proofs, the
cloud server must frequently perform too time-consuming generation of corre-
sponding lookup tables to respond to the user in time. Moreover, it still brings
considerable computational and storage overheads to the faulty cloud server.

According to the analysis above, our proposed scheme forces a misbehaved
cloud server to recalculate queried blocks of H on the fly in an expensively slow
and detectable fashion. In other words, our scheme creates a monetary incentive
for the cloud server to store H correctly and fully.

6 Performance Evaluation

In this section, we conduct a thorough experimental evaluation of the proposed
scheme on a local machine, which is a Linux operation system with Intel Core i5
3.30 GHz. All components are written in C++ language. We use the OpenSSL
library [4] for all the hash and cryptographic algorithms. The performance is
evaluated in terms of efficiency and practicality of our scheme. To be fair, for
each experiment, we run it 10 times and take the average.
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6.1 Parameters lk and lv

The process for encapsulating one ciphertext block Gi includes two main steps:
(1) generating the lookup table Ti, and (2) transforming Gi to Hi with Ti.

The generation of a lookup table incurs 2lv hash operations. Moreover, the
size of the lookup table is about (lk + lv) · 2lk + lv · 2lv bits. As listed in Table 2,
by using MD5, the time cost for generating a lookup table, as well as the storage
overhead of the lookup table, is dominated by lv. In order to ensure that our
proposal can meet practical security requirements, the data encapsulation has
to be sufficiently slow. To increase computational and storage overheads for a
misbehaved cloud server, lv should be as large as possible.

With the fixed size of G, the transformation from G to H incurs |G|
lk

memory
accesses, thus the time complexity is inversely proportional to the value of lk.
Namely, the computational cost of transformation is higher with a smaller lk, as
shown in Fig. 2. Apparently, to make the transformation time required for a mis-
behaved cloud server be noticeable, lk should be as small as possible. However,
from the Fig. 3, we can see that small lk leads to higher computational cost of
data decapsulation. A main reason for this is that the decapsulation from H to
G incurs |G|

lk
hash operations. When the user wants to access some blocks of F ,

the time cost increases as lk becomes smaller, which will in conflict with users’
vision.

Besides, the additional storage cost introduced to an honest cloud server is
about |H| − |G|, i.e., lv−lk

lk
|G| since |H| = lv

lk
|G|. The extra storage overhead

rapidly grows in size with a larger lv or a smaller lk, which is not desired in this
model.

Given the above consideration, it is important and necessary to set param-
eters lk and lv reasonably. In the proposed scheme, data users can tune these
parameters to configure the slow process.

Table 2. The computational time and storage cost for a lookup table

lk, lv 16, 20 16, 24 16, 28 20, 24 20, 28 24, 28

Time cost (s) 0.29 5.06 86.64 5.23 90.77 94.19

Table size (MB) 2.75 48.32 896.35 53.80 902 1000

6.2 Theoretic Analysis

Table 3 compares our scheme with [15]. To make the comparison easier, we let n
denote the number of all data blocks. Each block has m items. t is the number
of challenged blocks among n blocks. C denotes the time cost of generating a
lookup table. For communication overhead, we consider only the overhead at the
phase of Data Encapsualtion. For cost of data updating, we consider only the
computational cost at the user side. y is the number of challenged blocks among
x updated blocks.

Note that in [15], the whole data encapsulation needs to be implemented by
the resource-constrained user. However, in our scheme, it is conducted by the
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mation from G to H for the different lk
with the fixed size of G and lv, |G| =
1GB and lv = 28.
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tion from H to G for the different lk on
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GB file with the fixed lv, lv = 28.

cloud server, and the user only needs to do a small amount of computation. We
remark that our scheme outperforms [15] in respect of communication overhead
during data encapsulation. Our scheme is practical and secure against the cloud
server, but at the price of requiring more interaction times (comparable with the
interaction times required by [15]). It is worth mentioning that our solution is
more efficient in terms of the cost for small data updates.

Table 3. The comparison between our scheme and [15].

Properties Hu et al. [15] Our scheme

Client computation O(n) C + O(nm)
memory access

O(t) C + O(tm)
memory access

Server computation – O(n) C + O(nm)
memory access

Communication overhead |H| |F |
Interaction times 1 3

Cost of updating x blocks O(x) C + O(xm)
memory access

O(y) C + O(ym)
memory access

Server storage O(n) O(n)

Client storage O(1) O(1)
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6.3 Experiment Result

To evaluate the efficiency and practicality for data encryption verification task,
we mainly adopt the computational cost at the user side and communication
overhead as the performance metrics, which are presented in detail as follow.

Computational Cost on the User. At the phase of Data Encapsulation,
in the implementation of the Hu’s proposal, data encapsulation is conducted
by the resource-constrained user. For n blocks of F , data encapsulation takes
O(n) C + O(nm) memory access time, where m is the number of data items
in one block and C is the time cost of generating a lookup table. However, in
our scheme, what a user needs to do is to ensure that IH is correct with high
probability by challenging t randomly chosen blocks. Specifically, the user would
conduct t encapsulation operations and generate t hash values. It means that
IH is correctly formatted if these hash values match corresponding values in IH
which is returned by the cloud server. Thus, the user-side computational cost in
our scheme is O(t) C + O(tm) memory access time.

With assuming the cloud server just cheats on a tiny part of H, such as d
blocks handled falsely among n blocks, and the cheating rate r is equal to d

n .
We let P be the probability that at least one of the blocks cheated by the cloud
matches one of the blocks picked by the user as below:

P = 1 − n − d

n
· n − d − 1

n − 1
· · · n − d − t + 1

n − t + 1
. (3)

Since n−d
n ≥ n−d−1

n−1 , so 1 − (n−d−t+1
n−t+1 )t ≥ P ≥ 1 − (n−d

n )t. As shown in
Fig. 4, the experimental result proves that the probability P roughly increases
logarithmically as the number t of challenged blocks increases. With the fixed
number of file blocks (n = 10000), when the cheating rate is 0.5%, 1%, 5% and
10% respectively, provided that the number t of challenged blocks is more than
1287, 664, 133 and 65 respectively, the probability P would exceed 99.9%. In this
case, the user-side computational cost in our proposal is 12.87%, 6.64%, 1.33%
and 0.65% of that in [15].

According to the analysis in Sect. 6.1, we choose lk = 24 and lv = 28 in the
implementation of the experiments. We divide all the files outsourced by the
user into 100 blocks. According to the Eq. (3), when the cloud server cheats on
10% of H, the probability of cloud misbehavior detection exceeds 99%, as long
as the user verifies any 35% of all the data blocks. In this setting, Fig. 5 gives the
time cost at the user side of our scheme with that of Hu et al. [15] for different
sizes of all files. The result shows, compared with [15], 65% of its computational
cost on the user side is decreased in our scheme.

Computational Cost on the Server. Compared with [15], the cloud server
in our proposed design needs to implement data encryption and encapsulation.
Although the time cost on the server is a non-ignorable overhead, it is worth
mentioning that it is executed only once.
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Communication Overhead. Compared with [15], our scheme needs to take
up extra network bandwidth to transmit hash values IH , instead of |H| − |F | =
lv−lk
lk

|F | communication consumption to upload H in [15]. In order to more
clearly understand the difference between them, suppose that 1 GB data F is
divided into 1000 blocks with lk = 24 and lv = 28. Then the size of each element
in IH is 128 bits by using MD5. The storage space of IH is thus 15.625 KB.
However, the extra communication overhead in [15] is 170.7 MB. It shows that
there are significant cost savings for users to adopt our proposed scheme.

To sum up, our scheme could help to enhance users’ experience and boost
the practicability by bringing significant cost savings to users without impacting
security.

7 Conclusion and Future Work

In this paper, we explored the problem of verifying if the cloud server ensures
confidentiality protection for users’ sensitive data. Our scheme enables the detec-
tion of cloud servers which fail to correctly store the data encrypted at rest. Our
proposal brings significant cost savings to a user by introducing the pseudo-
random number generator into data encapsulation. The high practicality makes
our scheme well suited for resource-constrained users with lightweight comput-
ing devices. In addition, a pivotal component of our proposal is verifiable tags,
which allow remote users to verify the actually deployed security measures by
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the cloud server. Extensive experimental results demonstrate the performance
and practicality of our proposed scheme.

In our future work, we will focus on the methodologies with lower communi-
cation overhead during verification.
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Abstract. As the first level of a BPM strategy, being able to design
event-oriented models of processes is a must-have competence for every modern
business. Unfortunately, industrial procedures have reached a certain complexity
making the designing task complex enough to discourage businesses facing the
blank page. Moreover, the 21st century witnesses the emergence of myriads of
norms and external regulations that businesses want to abide by. Although
domain experts have a limited process modelling and norm interpretation
knowledge, they know how to describe their activities and their sequencing.
With progresses made in the artificial intelligence, particularly in the natural
language processing domain, it becomes possible to automatize the task of
creating a process in compliance with norms. This paper presents a business-
oriented prototype assisting users in getting certifiable specific business pro-
cesses. We detail the metamodel used to separately model norms and business’
existing procedures and then, the algorithm envisaged to deduce a corre-
sponding cartography of processes.

Keywords: Cartography generation � Design compliance � Workflow design �
Business alignment

1 Introduction

In an era where certifications are a pledge of quality for every stakeholder [1],
industries are increasingly heading towards having their processes orchestrated [2].
Business Process Management Suites (BPMS) aim to meet this requirement by pro-
viding a platform to run models designed beforehand [3]. Process modelling is an
expensive, time-consuming but essential step before being able to run a process [4].
Despite the help provided by new graphical modelling tools integrated into process
design software products (Process Mining [5], Correctness and Compliance checking
[6]) the learning curve is still too slow [7].

Business processes are usually computerized for three reasons [8]: having a con-
tinuous improvement approach, getting certified, and conciliating computer systemswith
the organization’s inner operations. Remaining competitive and getting certifications
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mainly caused companies’ processes to reach a certain level of complexity making the
modeling stage too complex to be made by anyone [9], like it used to be and should
probably remain. Industries need guidance to design their processes.

Business Process Model and Notation (BPMN) editors have long been used for
designing process only, and thus haven’t been conceived to speed up process
orchestration procedure [7]. BPMS need a functionality to think differently the BPM
strategy and to systematically provide certifiable, easily modifiable and computerizable
processes. A solution to make process modelling intuitive and accessible is becoming
primordial.

Making modelling easier implies on the one hand supporting the designing stage
with methods simple enough to be understandable by any novice and on the other hand
complex enough to respond to a large variety of business problems. These methods
should avoid the modeler from making both syntactical (i.e. grammatically incorrect)
and semantical (i.e. logically or spelling incorrect) mistakes. Although a variety of
researches [10] on the computer-aided design of processes have been conducted, very
few have focused on automatically generating part of processes except for [11–14]
which all constitutes the grounding of the presented work. Our Research tries to
improve them by defining an assistant able to facilitate the design of processes

Use Case. Our work aims at conceiving an assistant to automatically generate a
business process cartography for users with already defined procedures and wanting to
abide by rules identified beforehand. Iterop1 provides the use case that will guide this
article: an Aircraft Supplying Company aiming at complying with the ISO 15288:2015
certification [15]. This use case illustrates each of the following section of the article.

Section 2 of this paper presents existing solutions for design-time assistance.
Section 3 details our approach to assist users in designing their compliant processes:
(1) how to model business’ existing procedures and norms requirements (Sect. 3.1),
how to acknowledge similarities between business and norms terms (Sect. 3.2), how to
finally deduce compliant specific business processes (Sect. 3.3). Section 4 finally
exposes our prototype’s limitations and raises some research perspectives.

2 Related Work and Positioning

A process is a collection of tasks structured to achieve one or more specific goal [16].
With the growing number of companies having a full BPM strategy since the 1990’s,
process designing quickly became a core research subject [17]. SemTechBPM
(Semantic Technology in Business Process Modeling) has been established to be a
common ground for discussion about BPM conception and modelling. In [18], they
outline different research streams in assisting modelling. Among them, correctness
and compliance checking consist in validating technical properties of models, such as
the absence of deadlocks. This method does not “assist” modelling as it takes part at the

1 Iterop is a French small company developing a BPMS: IteropSuite. Most of its clients provides their
existing procedures and expect a matching cartography in return. As for now, cartography are
thought by BPM experts.
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end of the modelling-time. Nevertheless, it does prevent from making syntactical
mistakes.

In 2007, a syntax-based user assistance in diagram editors DiaGen has been
released to support medical diagram designing with an auto-completion feature. [19]
describes how this approach can be applied to BPMN language. The resulting func-
tionality would offer an automatic completion to partially designed processes and
correctness-preserving editing operations. This method can help to preserve model’s
syntactic correctness and ease process modelling. [20] provides the description and use
case of 20 workflow patterns that can be used for completion: from the basic sequence
to the complex interleaved parallel routing. Although, as detailed in [21], one can say
that the workflow patterns do not appear to be ‘suitable’ for satisfactory business
process model descriptions, this method has proved its applicability as it has already
been integrated to editors as presented in [22]. [23] also identifies several types of
recommendation from structural to name completion.

Moreover, in the last decade, researchers have exploited this feature to also pre-
serve semantic compliance by completing their being-modelled process with part of
others as detailed in [24]. Actually, due to the endless number of process models
designed to respond to very specific problematics, reusing them as part of models
recommended during the design-time would strongly support users facing the writer’s
block. [25] proposes a first algorithm for discovering and analyzing activity pattern co-
occurrences in business process models. [26, 27] both demonstrate the applicability of
the extraction of patterns by presenting a set of patterns extracted from a set of models.
Besides, these patterns are both necessary and enough to design all processes that were
investigated proving how process patterns can support process modelers in generating
new models. These parts of model can be stored in a repository and then be found using
tags describing the goal of the process as proposed in [7]. Although the benefits of this
solution seem obvious, business process reuse is not commonly used. As outlined in
[28], this lack of enthusiasm is first due to the poor support for process model reuse but
also to the lack of knowledge of what could be achieved with this feature.

In 2000, [29] presented an adaptation of robotics and military logistics based on AI
techniques (artificial intelligence) for the domain of workflow engines. For example,
process mining has proven its utility by using business events logs to generate pro-
cesses. Yet, many researchers have developed powerful process mining techniques, but
very few of them had been tested on real-life processes before [30], and still today, very
few of these techniques are integrated to support process designing. Despite the evident
industrial applicability, industries aiming at designing theirs processes in a certification
purpose still lack modeling knowledge to improve generated processes.

Use Case. Our use case’s company does not have any processes designed yet, and thus
does not store any logs. Process Mining and Correctness and Compliance Checking
functionalities cannot help them in getting theirs processes designed. Syntax-based
user assistance functionalities would help them in getting specific business processes
but would not assist them in merging norm requirements. Conversely, Business Process
Reuse tools would help in enriching processes with norm requirements however would
only results in generic business processes. We wish to generate processes which are
not specific and compliant with desired norms.
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Since 2000’s, workflow design has become a subject of interest and various IT
supporting tools have been developed to assist user during process modeling. However,
existing tools rarely help users facing a blank page and not familiar with process
modeling languages and methods. Researches should deal with the subject in depth as
it constitutes a real answer for continuous improvement issues. The emergence of
artificial intelligence raises the possibility of helping users during their process mod-
eling by generating process cartography, not only corresponding to existing procedures
but also abiding by desired rules. Such a functionality should not be based on using
event logs but on collecting existing procedures information in a user-friendly method.
Next section presents our conception of a modelling assistant based on procedures
described by users using a business-oriented language (composed of functions, data,
and relative positioning notions), to generate a business process cartography.

3 Toward an Assistant Supporting Process Design

The 21st century marked the beginning of the growing interest of the scientific com-
munity in compliance problems. Notions of Agility, Usability, Scalability, Strategies
and Norm Modeling quickly populates the Business Process Compliance Space [17].
Our desire is to develop a functionality automatizing process generation using the less
human intervention as possible. Therefore, we aim at computerizing most of what is
usually manually performed: (1) gathering generic process exigences to enforce rules,
(2) interviewing process stakeholders to gather information about existing procedures,
(3) getting the set of rules that the resulting cartography should abide by, (4) improving
cartography with rules interpretations to ensure resulting processes compliance.
Figure 1 pictures a IDEF-0 representation of the desired functionality.

To generate a cartography complying with procedures described by a business and
abiding by rules preselected by the business, we identified three scientific challenges
and detail them in upcoming subsections: (i) how should we represent parts of pro-
cesses coming from both businesses and norms (Sect. 3.1), (ii) how can we identify
where norm process parts should participate in the cartography (Sect. 3.2), (iii) how
can processes be generated from both business and norm inputs (Sect. 3.3).

3.1 Input Formalization Language

Our approach requires that we first gather information coming from both business and
norms. Norm exigences are rules our cartography should abide by, and we decided to
also consider business exigences as rules to comply with.

A business rule is a statement that defines or constrains some aspect of the business.
It is intended to assert business structure or to control or influence the behavior of the
business [31]. Compliance measures are very abstract specifications [32], documented
and communicated in natural language. Therefore, conceiving a compliance measures
description meta-model constitutes the first challenge of the presented work. 1st

paragraph of this section summarizes concepts coming along with rule description. 2nd

paragraph details how we decided to capitalize exigences coming from both norms and
businesses, Fig. 2 pictures its UML representation.
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Literature Review Around Rule Description. According to [17], compliance prob-
lems are divided into five categories: (1) design-time, (2) run-time and (3) hybrid
approaches, (4) auditing and (5) organizational and internal control frameworks. The
strategy of the presented work is to focus on (1) design-time compliance issues. [33]
considers two main types for formal model of compliance requirements: temporal logic
approaches (i.e. specified formally with temporal logic formulas [34] such as BPMN-Q
[35], BPSL [36] and DecSerFlow [37]) and deontic logic approaches (i.e. normative
concepts such as obligations, permissions, prohibitions and related notions [38] such as
Business Contract Language [39] or Process ENtailment from the ELicitation of
Obligations and PErmission [40]). [41] defines the three kinds of statement to express
operative business rules: (1) obligation statement (i.e. declaration that should be true

Fig. 1. Structured analysis and design technique (IDEF-0) model of the prototype

Fig. 2. Metamodel used to describe Business Rules
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but can be violated and must be enforced), (2) prohibition statement (i.e. what should
not be, by policy) and (3) restricted permission statement (i.e. what is permitted in
certain condition). [42] explains that expressing sequences of activities and conditional
execution are enough in terms of expressing control flow. Thus, a model to describe
Businesses’ existing procedures should allow the use of notions such as conditions,
inclusion, relative occurrence of activities, provision and usage of data.

[43] proves that temporal logic is not suitable alone to model norms and legal
reasoning and [44] demonstrates that deontic logic does not provide suitable logical
tools to account for legal phenomena like enactment, derogation, and conflicts between
legal norms which rely on systemic legal validity. Therefore, a valid model for com-
pliance requirements should both integrate temporal and logical notions. [45] raises the
principle of Declarative Modeling and [46] investigates the feasibility of using com-
mon vocabulary to integrate compliance rules. Our envisaged structure is based on this
idea.

Envisaged Model. Our research believes that a Business Rule is a declaration always
defined using a natural language (i.e. simple sentences) and that a Business Rule can
always contains and be specified by other Business Rules. For instance, “The organi-
zation shall plan and control the design and development of product” is specified by
“During the design and development planning, the organization shall determine the
design and development stages”. In order to unforce process compliance, Business
Rules must then be converted in an equivalent Combination of Process Exigences.
Thus, a process can be checked or modified to abide by the Business Rule. Each
Process Exigence has one of the three existing types of Rules: obligation, prohibition
or restricted permission.

A Process Exigence defines a positioning (inclusion, relative occurrence, provision,
usage) between Process Elements (Flow, Activity). We needed to add connections Near
and Has Main Activity, for the next phase of our developments. We explain them in
Sects. 3.2 and 3.3). Section 4.1 presents the technology we choose to use to implement
models.

Use Case. Our use case’s company wishes to follow the Iso 15288 guidelines.
ISO/IEC/IEEE 15288 is an international standard providing generic process
descriptions and requirements [47]. One of the rules detailed in the ISO/IEC/IEEE
15288 certification states: “Main Activity should include an activity named “supply
process” and an activity named “maintenance process”. Experts can translate this
rule into a process exigence: “Main Activity is obliged to include an activity named
“supply process” and an activity named “implementation process””. Figure 3 pictures
this interpretation of the rule using previously described meta model. Using our
metamodel, experts can interpret the entire ISO 15288 certification and our use case’s
company is able to develop its internal procedures. Next Section is dedicated to adding
the “Near” links between Process Elements.
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3.2 Similarity Links

Our research believes that existing procedures should be the foundation of the gen-
erated cartography. In order to correctly feed this foundation with the requirements of
the selected norms, it is primordial to measure resemblance between business and
norms inputs. This section details the necessity to detect matching terms and then the
method we use to find them. This equivalence would be registered by linking two
Process Elements thanks to a Near connection (see the Near link in Fig. 2).

Use Case. Our use case’s company decided to only detail its core activity: Supply.
When enforcing the ISO-15288 rule, it is important to add an activity “Maintenance
Process” as stated in the norm. But it is also important to not add and activity “Supply
Process” since it already exists. In a situation where Process Elements are recognized
as equivalent, the generated cartography: (1) must not contain duplicates, (2) should
prefer business inputs to norm inputs.

Multiple Case for Similarity. Figure 4 represents a generic example of a Business
Input, a Norm Input and the expected resulting cartography. This example shows the
cartography expected depending on business inputs, norm inputs and identified
similarities.

In this example, a business provides the following information: “Our main activity
includes activities A, B1, B2, C1 and C2”, a norm provides the following rules: “Main
Activity should include activities A, B and C. Activity A should include activities A1
and A2. Activity B should include activities B1 and B2. Activity C should include
activities C1, C2 and C3”.

Fig. 3. Model for Business Rule “Main Activity is obliged to include an activity named “supply
process” and an activity named “maintenance process”.”
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In the generated cartography, the business input is kept as original, and norm
activities can be added. Activity A should not be added since it already exists. Activity B
does not have to be added since it is entirely represented by activities B1 and B2.
Activity C can’t be added because it is already partially represented by activities C1 and
C2, however, to entirely represent required activity C, activity C3 needs to be added.

Existing Tools and Comparison. Semantic similarity is a measure representing a
distance between a set of documents or terms, based on the likeness of their meaning.
Measures of similarity between words or concepts have been widely explored for the
past two decades, over multiple domains of application [48–52] and various tools and
algorithm have been developed.

For our use of a semantic similarity detection tool, we can see the functionality as a
recommendation system. We decided to compare existing tools thanks to the measure
of indicators inspired from statistical analysis. We first built a reference of binary
responses (expected similar or not) between 30 Norm terms and 20 Business terms. We
gathered the 600 similarity scores given by each algorithm and tool in our possession
(ElasticSearch, spaCy, Wikibrain, UMBC, Optimal Matching, Greedy Pairing, MCS
method, LSA, Snips, DKPro Similarity, Similarity Search Java, NGD, ESA, SimRank).
For each table of results, we defined a frontier to convert percentages into binary
response (evaluated similar or not).

For our use of the tool, we decided to compare tools against two measures; (1) the
false positive rate (FPR) (also known as the Fall-out or probability of false alarm) and
the (2) true positive rate (TPR) (also known as the Recall, Sensitivity or probability of
detection). Section 4.1 presents the technology we choose to use.

FPR ¼ R False Positives
R Expected Negatives

ð1Þ

TPR ¼ R True Positives
R Expected Positives

ð2Þ

Fig. 4. Cartography generated (on the right) corresponding to the union of Business input
(green) and a Norm input (orange). (Color figure online)
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3.3 Process Generation

This section describes our method to merge business and norms inputs to generate a
compliant specific cartography. Processes are entirely designed one by one. The first
Process to be designed in the Cartography corresponds to the Main Activity declared
by the Business (explaining the need of adding a Has Main activity connection in the
metamodel, see Fig. 2). Following paragraphs detail our approach: (1) Process content
is created based on business Process Exigences only, (2) Business Rules are filtered to
only consider rules involved in the process being designed, (3) selected Business Rules
are enforced on this process. Finally (4) each Call Activity is added to the list of next
processes to write.

Design Process as Described by Business. Following Business Process Exigences,
we identify every activity that must be in the process. Every time an activity is added to
the process we check if its neighbors are already added to the process (otherwise we
need to create them) and create a relational link in-between. Process is entirely
described using relational notions (such as conditions, inclusion, relative occurrence of
activities, provision and usage of data). We developed a methodology to deduce a
BPMN Model based on these relations which is detailed in an internal report [53]. This
paper is only dedicated to detail how we obtain the relations.

Business Rules are Filtered. Process Exigences coming Norms are filtered to only
implies those concerned by the Process. The filtering operates by keeping only Exi-
gences concerned by desired Process. It first gets existing Process Elements in the
Process and every connected Near Process Element. An Exigence is considered as
“involved” if (1) it has an Include type and concerns the Process Main Activity or if
(2) it has not an Include type and concerns one of the Process Elements in the Process
or their Nears.

Business Rules are Enforced on the Process. Process Exigences are consecutively
enforced on the process using the EnforceProcessExigence described below. Every
time a new Process Element is added to the process, newly involved rules are added to
the list of Process Exigences to Enforce. The following algorithm describes the
EnforceProcessExigence function which requires the Process Exigence to enforce, the
Process to modify, and a list of every Process Exigences(allconstraints) coming from
Business and Norms.
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Function EnforceProcessExigence
exigence: Process Exigence
process: Process
allconstraints:[ProcessExigence]

Begin
elementToAppear <- getElementToAppear(exigence)
activitiesInProcess <- getAllActivitiesAnd-
Nears(process)

if activitiesInProcess NOT contains elementToAppear

AscendanceOfElementToAppear <- getAscend-
ance(elementToAppear, allconstraints)

appearingAscendance<- activitiesInProcess UNION 
AscendanceOfElementToAppear

if appearingAscendance is empty

requiredElementsToAppear <- getElementsToAp-
pear(elementToAppear, process, activitiesInPro-
cess, allconstraints)

For each childElementToAppear in requiredEle-
mentsToAppear

If activitiesInProcess NOT contains childEle-
mentToAppear

Process.add(childElementToAppear)

End if
end for

end if
end if

End

The getElementToAppear function returns Process Elements concerned by Process
Exigence. The getAscendance and getDescendance functions return Process Elements
linked to a desired Process Element through allconstraints thanks to Include, Followed
By and Preceded By links.

The getElementsToAppear function returns only Process Elements to appear.
Starting with ElementToAppear, if getDescendance UNION activitiesInProcess con-
tains something, ElementToAppear is replaced by its immediate descendance. This
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procedure is repeated until descendance of all ElementsToAppear is not already in
activitiesInProcess. Thus, the function adds to Process the “higher” activity of each not
yet represented Activity.

Finish Process and Select Next Processes to be Designed. Once the Process is
finished, it is added to the Cartography. If added activities should also include other
activities, type is set to Call Activities and activities are added to the list of next
Processes to be written.

Use Case. Figure 5 displays the BPMN Model of the Supply Process obtained for our
use case’s Company. Top of the Figure shows the Model as described by business only.
Bottom of the Figure pictures to the same model enriched with ISO:15288 exigences.
The four green-unlighted activities in bottom process correspond to required activities
with no equivalent found in the process, they have been added next to their neighbors’
equivalent.

4 Conclusion

4.1 Preliminary Results

A prototype is being developed, combining functionalities for (1) model creation,
(2) similarities detection and (3) cartography generation.

Concerning the meta model detailed Sect. 3.1, since a Business Rule can always be
specified by another Business Rule, and because every Business Rule is then converted
into Combinations of Process Exigences, implying varying Flow Elements, our models
might reach an infinite depth we needed to deal with. We decided to represent our
models using a graph database with an Apache 2.0 License and an existing Java client:
Orient DB. Figure 6 shows a screen shot of the implemented graph database.

For similarity detection functionality explained in Sect. 3.2, we chose to use a
reconciliation tool with an Apache License and an available Java API, a FPR lower
than 30% and a TPR higher than 15%. ElasticSearch verify these conditions. Com-
pleted with a synonym token filter based on wordnet synonyms [54], results obtained
with Elastic search are even higher. We are also investigating the use of neural
network-based functionalities to deal with similarity detection.

We are currently implementing our process generation algorithm in a Java appli-
cation, and we can generate cartography for simple case such as the one in our use case,
Fig. 5 is a screen shot of what our application generated for our use case with and
without norms selected.

4.2 Limitations and Perspectives

Design-time compliance approaches have slightly less been investigated than run-time
approaches since 2000 [17]. Since compliance has been recognized as a NP-complete
problem [17] there is no known way to find a solution quickly. We chose to improve an
existing process (given by a Business) by enforcing consecutives Process Exigences in
order.
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Fig. 5. Business Processes “Supply” without (top process) and with (bottom process) norm ISO-
15288 selected
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We think that our IT assistance highly reduces the time needed to generate a
cartography abiding by rules, but we still lack an evaluation method to validate our
prototype or, at least, to compare it with existing methods such as manual process
conception or process mining.

As for now, we only considered compatible (1) Business Rules, converted into
AND combination (2) of Process Exigences with an Obligation type (3). Our prototype
is then missing a way to deal with (1) incompatible rule, (2) OR combination and
(3) types of prohibition and restricted permission. We consider asking the business to
choose between incompatible rules and OR Combination possibility.

For future development, we consider taking advantage of some of the methods
raised in Sect. 2. For instance, we will investigate (1) using process mining techniques
to gather business existing procedures information. We highly think that a generic
Process Exigence, as defined by an expert, cannot always satisfy Businesses. We
consider giving the permission for a business to modify the resulting cartography,
supported by (2) syntax-based assistance tools, and register modification as specific
alternatives of generic process exigences. Finally, we consider (3) using process reuse
techniques to generate improved (specific rather than generic) business process car-
tography for users having an already encountered profile.

Fig. 6. Model of as ISO 15288 extract: “Main Activity should include a Supply Process and an
Implementation Process”
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Abstract. Quality of service (QoS) is a critical nonfunctional property and a
criterion for the selection of web services (WSs); due to its importance, many
QoS-aware or QoS-based approaches have been proposed and developed.
However, with the existence of numerous approach-based studies of QoS ofWSs,
we consider that the deficiency in the existing research is the lack of a systematic
investigation and analysis of real-world QoS data to discover and understand the
characteristics of such data. Therefore, in this paper, we first define a number of
research questions related to the properties of WSs’ QoS that could be interesting
to WS/QoS researchers. Then, two real-world, large-scale QoS datasets are
chosen, and a number of experiments that address the defined research questions
are designed and performed on those datasets. Finally, based on the experimental
results, the answer to each research question is discussed in detail.
The main contribution of this paper is to empirically reveal and confirm

several useful and interesting properties of real-world QoS. For example, it is
found that the distance between a service consumer and its invoked WS does not
influence the invocation failure rates of the WSs; however, this distance is
indeed correlated to the consumer-perceived WS performance in that a shorter
distance can lead to a shorter response time and higher throughput (i.e., a better
performance) of WSs according to our experimental results.

Keywords: Web services � Quality of Service � Empirical study

1 Introduction

To date, most QoS-based research about web services (WSs) has concentrated on
technical and approach-based studies, including the invention and development of
diverse QoS-based approaches for various purposes and operations. Given these
approach-based QoS studies, we consider that a shortcoming of current research is the
failure to explore empirically and in depth the real-world QoS values of WSs. In the
real world, as demonstrated later in this paper, the actual QoS values of WSs are not
static but vary with a number of dynamic QoS factors, such as different service con-
sumers and invocation times. In addition, in many cases, the real QoS values do not
match those claimed and published by the providers of WSs [1]. Therefore, under such
circumstances, an empirical analysis of characteristics and particular features of real-
world QoS observations is necessary and valuable.
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In this paper, we perform an empirical analysis of two large-scale, real-world QoS
datasets to obtain some useful observations and insights. First, to be specific and clear
regarding the issues studied in this work, we explicitly define the QoS-related research
questions (RQs) investigated and answered in this paper, including the motivation for
the definition and study of each RQ. Then, to answer the defined RQs, a set of
empirical experiments and a number of QoS datasets for the performance of those
experiments are needed. In this study, two complementary QoS datasets − consumer-
aware and time-aware dynamic QoS datasets − are selected and used in our experi-
ments; these datasets are chosen to represent the phenomenon that, when using the
same WS, the experienced QoS values vary with the service consumer and invocation
time. Using these two QoS datasets, we design and perform a number of experiments
for each RQ, and then the results of all experiments are described and discussed in
detail to determine the answer to each RQ.

Below, the contributions of this paper are briefly described. First, we present an
empirical study of real-world dynamic QoS observations, which is rarely seen in the
current QoS research of WSs. Second, our answers to the RQs and the observations and
insights obtained from investigating real-world QoS observations could be valuable
and relevant to both service consumers and QoS/WS researchers. For example, our
experimental results show that the response times of WS invocations increase with the
larger geographical distance between a service consumer and the invoked WS; based
on this finding, service consumers are recommended to use WSs located as close as
possible. As for the researchers, the relationship between the QoS correlations of two
service consumers/WSs and their distances is empirically confirmed in this study.

The remainder of this paper is organized as follows. First, Sect. 2 defines our QoS-
related research questions, including the motivation for each. Then, Sect. 3 introduces
the two dynamic QoS datasets used in our experiments and describes the design of the
experiments for each studied RQ. Subsequently, the experimental results are demon-
strated in Sect. 4, and they are discussed in detail in Sect. 5 to obtain the answers to our
research questions. Finally, Sect. 6 concludes this paper and describes directions of our
future work.

2 Research Questions

This section explicitly defines the QoS-related research questions studied in this paper.
In addition, we describe the motivations for the study of the defined RQs and how the
answers to the RQs could be useful and helpful to WS stakeholders (i.e., service
consumers and providers).

RQ1. What are the geographic distributions of real-world WSs and their
consumers?

At present, most public and business WSs are globally accessible through the
Internet without any geographic restrictions, and their geographic locations are rarely
considered by their consumers and researchers because when discovering and using
services, in most cases, the functional and nonfunctional properties of WSs, rather than
the locations of the WSs, are the main consideration. Thus, this RQ fills the gap in the
research of the geographic distribution of real-world WSs and their consumers.
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Furthermore, in addition to understanding the geographic locations of WSs and their
consumers, the answer to this RQ is also used in other QoS-related RQs as the criterion
for their statistics. For example, when studying RQ3 defined below, an analysis of
reliability/availability of WSs in terms of the country (location) of WSs is performed.
Note that this RQ is in fact unrelated to QoS.

RQ2. What are the distances between the stakeholders of WSs?
This is this paper’s other RQ that is unrelated to QoS, and as in the case of RQ1, the
answer to this RQ is also used in the experiments for the following QoS-related RQs as
the criterion for their statistics. In practice, when selecting services, most service
consumers do not consider the distances between them and the WSs they invoke; thus,
to the best of our knowledge, this topic is also rarely considered by either academia or
industry. However, as demonstrated later in our analysis, in fact, the distance between a
WS and its consumers indeed significantly affects the QoS of the WS experienced by
the service consumers; thus, it is meaningful and helpful to investigate this RQ.
Moreover, in this RQ, the distances between different WSs and disparate service
consumers are also considered to validate the fundamental assumption of some
location-aware QoS approaches (e.g., the authors of [2] state that closer service
consumers/WSs experience more similar QoS due to their common or similar network
environments and infrastructure).

RQ3. What is the reliability/availability of real-world WSs?
One of the most critical nonfunctional properties and considerations for the clients and
end-users of diverse software systems, is the systems’ reliability and availability; in
general, the temporal availability of business systems must be higher than 99.99% (i.e.,
such systems must be accessible at least 99.99% of time during one year). WSs are
external software components developed to serve consumers that offer diverse func-
tionalities and benefits over the Internet, and they are mostly owned and run by outside
companies. Because the use of WSs involves many uncertainties (e.g., Internet con-
nectivity problems and nonfunctional WS servers), the reliability and availability of
real-world WSs are a critical concern that merits a detailed investigation based on the
real-world availability and reliability data of WSs.

RQ4. What is the performance of real-world WSs?
Currently, many systems and applications rely heavily on external WSs to function
normally; therefore, the performance aspects of WSs, such as their response times and
throughputs, have been an issue of concern in both research and industry. In addition to
devising diverse approaches to accommodate the variable performance of WSs,
observing and analyzing real-world QoS data of WSs and how they vary with different
factors may be particularly critical and useful. As mentioned, WSs are mostly owned
by others, and thus, it is difficult for outside parties to improve the performance of WSs
that are affected by internal factors. Nevertheless, one way this can be accomplished by
service consumers is by determining the best practices of using WSs by studying the
historical performance of WSs. For example, it might theoretically be possible to obtain
shorter response times (better performance) of WSs by using services located in closer
areas or in different time zones to avoid peak-time workloads and heavy network traffic.
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RQ5. What are the correlations between QoS observations?
This RQ would be interesting and helpful to WS/QoS researchers, especially those who
try to devise approaches to estimate and predict QoS values. In QoS forecasting research,
to obtain accurate prediction results, many approaches are based on the assumption that
there are positive correlations between QoS values of different service consumers/WSs,
and it is possible to enhance prediction performance by considering these positive QoS
correlations. For example, the authors of [3] observe the existence of positive correla-
tions between time series of disparate QoS attributes of a WS, and propose a multivariate
time series approach using both the historical QoS time series data and the positive QoS
correlations between attributes to accurately estimate future QoS values. As another
example, service recommendation approaches based on collaborative filtering (CF),
such as [4], use QoS correlations to identify similar service consumers and services
(providers) so that the unknown QoS values can be predicted based on the QoS infor-
mation from these similar consumers and services. However, although QoS correlations
have been widely used in QoS research, no large-scale, systematic studies confirming the
existence, generality and strength of QoS correlations exist.

3 QoS Datasets and Design of Experiments

This section first introduces and discusses two real-world, large-scale QoS datasets
selected and studied in this work; then, we describe in detail the design of the experi-
ments on the two targeted QoS datasets used to obtain the answers to the defined RQs.

3.1 QoS Datasets and Basic Statistics

Below, we first introduce the criteria of our QoS dataset selection process. A number of
public QoS datasets for WSs are available to researchers, and these datasets have been
widely used in diverse QoS-based studies to evaluate and validate the proposed QoS-
aware approaches. However, a common problem in many of existing datasets is the
insufficient number of WSs for which the QoS values have been collected and recor-
ded. For example, the QoS dataset provided by the authors of [5] has been widely used
in time series-based QoS forecasting research, such as [6, 7]; however, a deficiency in
this dataset is that only the QoS values of 10 real-world WSs have been sampled and
recorded. In this paper, for generality and reliability of our answers to the defined RQs,
two large-scale QoS datasets containing QoS values gathered from a large number of
WSs are used. In other words, the main criterion for the selection of QoS datasets is
their number of sampled WSs. In the two selected QoS datasets, the counts of included
WSs are 5825 and 807, respectively. Furthermore, another criterion in the selection of
QoS datasets is the availability of location data for the sampled service consumers and
WSs. In our study and experiments, the locations of service consumers and WSs are
essential, especially for studies of RQ1 and RQ2. Although many QoS datasets are
currently available, most of them contain only QoS values without any location data. In
the two selected QoS data sources, however, both IP addresses and geographic loca-
tions (longitudes and latitudes) of service consumers and WSs are available. Finally,
the main causes of the changes in QoS values in each of the two QoS data sources are
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different, leading to diversity in the dynamic factors that cause QoS variations. As to
dynamic QoS attributes, two general factors of changing QoS values have been
identified [1] thus far, namely, different service consumers and disparate invocation
times. In this study, both of these factors are considered by performing experiments on
a consumer-aware QoS dataset and a time-aware QoS dataset.

Below, the two selected QoS datasets are first described in detail; then, their basic
statistics are presented. The first adopted QoS dataset is dataset1 of the well-known
WSDREAM project [8], which contains QoS values for two different QoS attributes,
namely, response times and throughputs. More specifically, the dataset in fact com-
prises two QoS matrices; the first matrix represents the collected response time data,
and the second matrix contains the recorded throughput values. The dimensionality of
both QoS matrices is two; the first dimension represents different service consumers,
and the second dimension identifies disparate real-world WSs. In other words, each
entry in the two matrices represents the real value of a dynamic QoS attribute expe-
rienced by a service consumer invoking a WS. This QoS dataset, due to the variations
in a WS’s QoS values caused by the different WS invocations made by disparate
service consumers, is considered a consumer-aware QoS dataset. Another QoS dataset
considered in this study was collected and provided by the authors of [9] and contains
only response time data. This response time dataset can also be viewed as a two-
dimensional QoS matrix; however, the first dimension in this matrix represents dif-
ferent WS invocation times, and the other dimension still represents the different WSs.
In this dataset, only the response times of the same service consumer invoking dis-
parate WSs were sampled and recorded. For the invocations of the same WS, the
reason for the varying QoS values in this dataset is the difference in timing of invo-
cations, and thus, this dataset is considered a time-aware QoS dataset.

Below, Tables 1 and 2 present the basic properties of the first selected QoS dataset,
and Tables 3 and 4 do so for the second dataset. The properties pertaining to the number
of service consumers and WSs contained in the first dataset are described in Table 1.
Note that in dataset1 of the WSDREAM project, not all of the locations of WSs are
available. In Table 2, the statistics of the two QoS matrices contained in dataset1 of
WSDREAM are shown. In these two QoS matrices, some QoS values are invalid and
unrecorded. More specifically, if theWS invocation made by a service consumer to aWS
had failed, the corresponding QoS value was set to zero to indicate the failure. Table 3
presents the properties of the two dimensions of the QoS dataset provided by the authors
of [9] and the statistics of the QoS values in this dataset. The statistics of QoS time series
of this time-aware QoS dataset (namely, the four basic statistical properties of the means
and standard deviations of the QoS time series contained in the dataset) are described in
Table 4. In Table 3, the statistical results are based on viewing each entry in the QoS
matrix as an independent value. However, in this time-aware QoS dataset, the entries in
the same column in fact belong to the same QoS time series; thus, we also perform some
basic statistical calculations for the QoS time series contained in this dataset.

3.2 Design of Experiments

In this section, we elaborate on the design of our experiments used to answer the
defined research questions.
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RQ1. In both of the considered QoS datasets, the IP addresses and geographic loca-
tions (latitudes and longitudes) of their service consumers and WSs are available.
Therefore, to determine and analyze geographic distributions, we count the numbers of
service consumers and WSs in each country that appears in the dataset. Note that the
total numbers of countries in both QoS datasets have already been stated in Tables 1
and 3; thus, here we focus on how many service consumers/WSs are within each
country.

RQ2. In both of the considered QoS datasets, the latitudes and longitudes of service
consumers and WSs are available. Accordingly, we calculate and analyze both the

Table 1. Properties of the two dimensions of dataset1 of the WSDREAM project.

dataset1 of WSDREAM (consumer-aware)

Number of service consumers 339 (valid location information is available for all)
Number of WSs 5825 (valid location information is only provided for

5004 WSs)
Number of service consumers’
countries

31

Number of WSs’ countries 74
Number of entries 1974675 (339 by 5825)

Table 2. Statistics of the QoS values contained in dataset1 of the WSDREAM project.

Response time matrix Throughput matrix

Number of valid entries 1873838 (94.89%) 1831253 (92.73%)
Mean 0.9085 47.5616
Median 0.32 13.953
Standard deviation 1.9726 110.7971
Minimum 0.001 0.004
Maximum 19.999 1000

Table 3. Properties of the two dimensions (invocation times and web services) of the QoS
dataset provided by the authors of [9] and the statistics of the QoS values of the dataset.

QoS dataset of [9] (time-aware)

Number of invocation times 100
Number of WSs 807 (valid location information is only provided for 405 WSs)
Number of WSs’ countries 20
Mean 0.7457
Median 0.453
Standard deviation 1853
Minimum 0.015
Maximum 53.095
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geographic distances and time zone differences between service consumers and WSs,
between two service consumers, and between two WSs. Moreover, due to the large
number of pairs, the overall results are calculated and illustrated in forms of percentiles.
More specifically, we demonstrate the statistics of the geographic distances and time
zone differences using 1%, 20%, 40%, 60%, 80%, and 100% percentiles. As a result,
the overall distributions of data can be clearly observed.

RQ3. To study the reliability of real-world WSs, we rely on the QoS observations
provided by the first QoS dataset, and, similarly to [10], base our calculations and
analysis on the probability of WS invocation failures. As to the second QoS dataset,
there is no data that can indicate the reliability of WSs it contains.

For both QoS matrices, we calculate their invocation failure rates in terms of three
different criteria, namely, the countries where service consumers and WSs are located,
the consumer-service geographic distance, and the consumer-service time zone dif-
ference. For the first criterion, there are four different results, namely, the outcomes
from the four different combinations of countries of service consumers/WSs and the
two types of QoS attributes. Then, the study based on the last two criteria considers the
relationships between the WS invocation failures and the geographic distances and time
zone differences. Note that the calculations for these two criteria rely on the answer to
RQ2 and require that we compute the WS invocation failure rates for each geographic
distance and time zone difference percentile region.

RQ4. To study RQ4, the two QoS datasets and two length-based criteria are consid-
ered. For the two consumer-aware QoS matrices, we calculate their average QoS values
(response time and throughput) for each geographic distance/time zone difference
percentile region. As for the time-aware QoS matrix, because it consists of response
time QoS time series, we focus on the means and standard deviations of these QoS time
series. The means of QoS time series are used to assess the performance of invoked
WSs, and their standard deviations can be used to observe the stability of WSs’
performance.

RQ5. For the calculation of correlations between QoS observations, in this paper, we
adopt the widely used Pearson correlation coefficient (PCC) due to its superior accu-
racy and advantages over other methods [11]. First, in the two consumer-aware QoS

Table 4. Statistics (means and standard deviations) of the QoS time series contained in the
dataset provided by the authors of [9].

Average of the means of RT TSs 0.7457
Median of the means of RT TSs 0.521
Minimum of the means of RT TSs 0.0272
Maximum of the means of RT TSs 34.504
Average of the SDs of RT TSs 0.289
Median of the SDs of RT TSs 0.18
Minimum of the SDs of RT TSs 0.008
Maximum of the SDs of RT TSs 4.779
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matrices, we consider the QoS observations of a service consumer gathered from
invoking different WSs and the QoS observations of a WS obtained from its different
service consumers as the feature vectors of the service consumer and of the WS,
respectively. Then, for pairs of service consumers and pairs of WSs, we compute their
PCC-based correlations based on their QoS feature vectors. Finally, to observe the
relationships between the consumer-consumer/WS-WS correlations and the geographic
distances/time zone differences, similar to the experiments for RQ4, we also calculate
the average correlation value for each geographic distance/time zone difference per-
centile region. In addition, based on the two consumer-aware QoS matrices, we also
compute the correlations between these two matrices (i.e., the correlations between two
disparate QoS attributes). In summary, in these experiments, we systematically study
and examine the correlations between two service consumers, between two WSs, and
between two different QoS attributes. As for the time-aware QoS dataset, the PCC
correlations between the two QoS time series in this matrix are calculated and con-
sidered (i.e., each QoS time series is viewed as a feature vector, and then the PCC
values are computed for each combination of two feature vectors).

4 Analytic Results

This section illustrates the results of our experiments. Figures 1, 2 and Table 5 show
the results used to answer RQ1, while Tables 6, 7, 8, 9 and 10 pertain to RQ2. The
results of the experiments relevant to RQ3 are shown in Table 11 and Fig. 3. Finally,
Figs. 4 and 5 demonstrate the experimental results of RQ4, while Figs. 6, 7 and 8
pertain to RQ5.

Fig. 1. Geographic distribution of service consumers in dataset1 of WSDREAM.
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Fig. 2. Geographic distribution of WSs in dataset1 of WSDREAM.

Table 5. Distributions by country of service consumers and WSs in the two considered QoS
datasets (Top 10 countries).

dataset1 of WSDREAM QoS dataset of [9]

Service consumers WSs Service consumers WSs
Country Number Country Number Country Number Country Number

United States 161 United States 2395 Australia 1 China 137
Germany 41 United

Kingdom
510 Canada 57

Japan 16 Canada 432 Australia 39
Canada 12 Germany 298 Czech

Republic
23

Poland 12 China 271 Denmark 22
Switzerland 9 Italy 221 Belgium 21
France 9 France 202 United

States
19

United
Kingdom

8 Netherlands 116 Austria 18

Spain 6 Spain 94 Brazil 17
Austria 6 Sweden 87 Iceland 11
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Table 6. Various percentiles of consumer-WS distance distribution in dataset1 of WSDREAM.

Service consumer-WS distance distribution
Percentile Geographic distance (km) Time zone difference

1% 128 0
20% 1459 1
40% 4031 3
60% 7484 6
80% 9131 9
100% 19853 19

Table 7. Various percentiles of consumer-consumer distance distribution in dataset1 of
WSDREAM.

Consumer-consumer distance distribution
Percentile Geographic distance (km) Time zone difference

1% 50 0
20% 1401 1
40% 4184 3
60% 7558 6
80% 9272 9
100% 19601 16

Table 8. Various percentiles of WS-WS distance distribution in dataset1 of WSDREAM.

WS-WS distance distribution
Percentile Geographic distance (km) Time zone difference

1% 0 0
20% 1502 1
40% 3894 3
60% 7327 6
80% 8972 9
100% 19958 22
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Table 9. Various percentiles of consumer-WS distance distribution in the time-aware QoS
dataset provided by [9].

Service consumer-WS distance distribution
Percentile Geographic distance (km) Time zone difference

1% 33 0
20% 8230 2
40% 9122 2
60% 14884 8
80% 16265 14
100% 17681 17

Fig. 3. Invocation failure rates for various geographic distance/time zone difference percentiles
in dataset1 of WSDREAM.

Table 10. Various percentiles of WS-WS distance distribution in the time-aware QoS dataset
provided by [9].

WS-WS distance distribution
Percentile Geographic distance (km) Time zone difference

1% 0 0
20% 1984 1
40% 7491 6
60% 8779 6
80% 11693 12
100% 19902 17
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Fig. 4. Performance (response time and throughput) for various geographic distance/time zone
difference percentiles in dataset1 of WSDREAM.

Table 11. Service consumer and WS invocation failure rates by country in dataset1 of
WSDREAM (Top 10 worst countries).

Response time matrix Throughput matrix

Serv. consumers WSs Serv. consumers WSs
Country Rate Country Rate Country Rate Country Rate

China .103* India .454 Austria .106 Bahamas 1*
Austria .078 Colombia .334 China .089* India .437
United
States

.056 Egypt .268* Italy .08 Colombia .334

Japan .054 Thailand .196 Ireland .08 Egypt .268*
Korea .053 France .133 Hungary .078 France .138
Russia .051* Vietnam .13 United States .078 Thailand .137
Spain .05 Greece .109 United

Kingdom
.077 Greece .109

Israel .05 Kazakhstan 0.097* Poland .075 Serbia and
Montenegro

.109

Italy .05 Malaysia .093 Sweden .073* Japan .103
Cyprus .049 Canada .082 Slovenia .073* Germany .097
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Fig. 6. Correlations between two service consumers and between two WSs for various
percentiles of the distribution of geographic distance in dataset1 of WSDREAM.

Fig. 5. Means and standard deviations of QoS time series for various geographic distance/time
zone difference percentiles in the time-aware QoS dataset provided by [9].
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5 Discussion

In this section, we consecutively discuss the answers to the research questions defined
in Sect. 2 based on the experimental results demonstrated in Sect. 4.

RQ1. First, according to the statistical data shown in Table 1, the service consumers
and WSs in dataset1 of WSDREAM are scattered around the world in 31 and 74
different countries, respectively. As to the second QoS dataset, the WSs are located in
20 different countries according to Table 3. Furthermore, from Figs. 1 and 2 that show
the geographic distributions of the service consumers and WSs in dataset1 of
WSDREAM, it can be observed that most service consumers and WSs recorded in the
dataset are located in the U.S. and Europe; their detailed numbers are shown in Table 5.
According to the left part of Table 5, most service consumers and WSs in dataset1 of

Fig. 8. Correlations between two WSs for various percentiles of the distributions of geographic
distance and time zone difference in the time-aware QoS dataset provided by [9].

Fig. 7. Correlations between two service consumers and between two WSs for various
percentiles of the distribution of time zone difference in dataset1 of WSDREAM.
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WSDREAM are in the U.S. (and more broadly, in the North America and Europe);
however, in the other dataset (the right part of Table 5), it is China that hosts the most
WSs, followed by the North America and Europe. We observe that the overall trend in
these datasets regarding the hosting and use of WSs is that most service consumers are
in and WSs are located in and owned by entities in the developed countries, which may
reflect the difference in the extent of digitalization between the developing and
developed countries.

RQ2. In Tables 6, 7, 8, 9 and 10, a common phenomenon is the wide ranges of
geographic distances and time zone differences between two service-oriented instances
(namely, between a service consumer and a WS, between two service consumers, and
between two WSs). For example, as shown in Table 6, the geographic distance between
a service consumer and its invoked WS in the first dataset varies from 128 km (1%
percentile) to 19853 km (100% percentile, i.e., the longest geographic distance between
a service consumer and its invoked WS in the dataset), while the time zone difference
ranges from being in the same time zone (i.e., zero difference) to 19 time zones. We
consider these wide ranges of geographic distances and time zone differences to be
reasonable; additionally, they match the graphical results shown in Figs. 1 and 2, and
the detailed numerical distributions described in Table 5 in that both real-world service
consumers and WSs are scattered in various places around the world, and successful WS
invocations can involve service consumers and WSs located in different regions, with
geographic boundaries being immaterial due to the power of the modern Internet. From
these tables, the globalization of the use of service-oriented components (WSs) can be
observed and confirmed; however, as discussed below in RQ4, although the use and
invocation of distant WSs is technically feasible, the distances between service con-
sumers and WSs still need to be carefully considered because, according to our
empirical results, the distances truly influence the experienced performance of WSs.

RQ3. In this research question, we focus on the invocation failure rates in dataset1 of
WSDREAM. First, according to Table 2, the overall invocation failure rates of the two
QoS matrices are 5.11% and 7.27%, which are definitely not good enough, especially
for commercial business systems. This empirical result may indicate a downside and a
risk of using WSs that are mostly external components, the invoking of which thus
potentially involves many uncertain factors (e.g., disconnected networks or heavily
loaded WS servers). Therefore, when using WSs, some mechanisms for tolerating,
preventing, or correcting failures, such as service level agreement (SLA)-aware runtime
service selection and dynamic binding approaches, must be integrated and used
together with the invoked WSs to ensure the satisfactory availability and reliability of
the developed service-oriented systems.

Considering the invocation failure rates in different countries (i.e., the results listed
in Table 11), the results are even worse in the top 10 worst countries. For example, in
the right part of Table 11, which demonstrates the invocation failure rates of service
consumers and WSs for the top 10 worst countries in the throughput QoS matrix of
dataset1 of WSDREAM, the rates are from 7.5% to 10% for service consumers in these
countries and from 10% to 100% for WSs. Note that the data in Table 11 marked with
an asterisk (*) indicates that the number of samples (service consumers or WSs) is only
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one. These inferior results further emphasize the need for an effective invocation failure
resolution infrastructure for (or an approach to) the use of WSs.

The relationship between the invocation failure rate and the geographic
distance/time zone difference is illustrated by the four bar charts shown in Fig. 3. In the
figure, a common trend of the data is that the failure rate initially increases with the
longer distance (i.e., the first two bars in each bar chart); however, the rate declines
substantially at the third bar in each chart (i.e., the data between 40% and 60% per-
centiles), and finally a rising curve is observed in each chart during the last three
percentile regions (between 40% and 100% percentiles). Overall, these statistical
results seem to show that no permanent positive correlation between the invocation
failure rate and the distance between a service consumer and the invoked WS can be
observed. In other words, when selecting a service, the shorter distance between a
service consumer and a WS did not guarantee a relatively lower invocation failure rate.
However, although the distance did not affect the invocation failure rate, geographic
distances in fact influence the consumer-perceived performance of WSs, as discussed in
the next research question.

RQ4. Tables 2 and 4 show that the performance of WSs, including their response
times and throughputs, can vary substantially. For example, in Table 2, the response
times of WSs change from 0.001 s (i.e., the minimum in the response time QoS matrix
of dataset1 of WSDREAM) to 19.99 s (the maximum). Thus, due to this very large
performance variation, it is critical to identify the factors that influence the performance
of WSs the most, so that the identified factors can be controlled or optimized during or
before the use of WSs.

Based on the results shown in Figs. 4 and 5, in this paper, we consider that one of
the main factors that significantly influences the consumer-perceived performance of
WSs is the distance (including both geographic distance and time zone difference)
between a service consumer and the invoked WS. More specifically, for example, a
clear trend observed in the four bar charts of Fig. 4 is that if the distance between a
service consumer and the invoked WS increases, both the experienced response times
and throughput values degrade accordingly (i.e., longer response times and lower
throughput values are observed). Thus, in this scenario, a reasonable suggestion is to
select WSs that are as close as possible to service consumers.

On the other hand, in the left part of Fig. 5, which illustrates the mean values of the
response time QoS time series provided in [9], the relationship between the mean
response time of the WSs and the distance between a service consumer and a WS is not
always characterized by a positive correlation. Given the empirical data shown in the
left part of Fig. 5, however, we still regard choosing to use a closer WS as a better
strategy for obtaining a higher probability of a relatively better QoS performance of
WSs because the mean response times of WSs included in the first bar (i.e., the data
below 20% percentile) are still smaller than the others in most cases.

RQ5. In both Figs. 6 and 7, considering the correlations between QoS feature vectors
of two service consumers and between those of two WSs, it is observed that the PCC
values for pairs of service-oriented instances (i.e., two service consumers or two WSs)
decrease as the distance between two instances increases. Thus, this empirical result
may support the approach used by some QoS-based studies, such as [12], to improve
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performance by selecting and using the QoS information obtained from geographically
closer service consumers/WSs. In addition, although a reversed and rising trend of
correlation values can be observed in 60% to 100% percentile regions in some bar
charts of Figs. 6 and 7, these correlation values changing in the reverse and upward
direction are still lower than the corresponding correlation values observed in the initial
percentile region (i.e., the values represented by the first bar in each bar chart). Thus, it
is still suggested to preferentially consider the QoS information for closer service-
oriented instances.

According to Figs. 6 and 7, another useful observation is that the correlations
between two service consumers (e.g., in the left part of Fig. 6, based on the response
time data, the PCC values for correlations between two service consumers are between
0.47 and 0.59) are higher than the correlations between two WSs (the response time-
based PCC values for correlations between two WSs are between 0.2 and 0.31) in both
QoS matrices of dataset1 of WSDREAM. Given this observation, it is suggested to
preferentially rely on user-based QoS information (i.e., the QoS data obtained from a
set of similar service consumers) when using neighborhood-based collaborative fil-
tering (CF) approaches, such as [11], to obtain the estimates and predictions of
unknown QoS values.

6 Conclusions

Numerous QoS-based or QoS-aware approaches have been considered in existing
studies; however, empirical and systematic investigations of real-world QoS values
themselves remain rare. Thus, in this paper, we first define five QoS-related research
questions, and then select two large-scale, real-world QoS datasets as the basis of our
study. To answer the defined research questions, several experiments on the selected
QoS datasets are designed and performed. Finally, the answers to the research ques-
tions are discussed in detail based on the empirical experimental results.

In this paper, overall, we make a number of valuable and useful observations
regarding the QoS of web services. First, it is observed that both service consumers and
WSs are globally distributed, and thus, the distances between them can vary sub-
stantially, which influences the perceived performance of WS invocations and the
correlations between two service consumers/WSs. We also observe that the invocation
failure rates of WSs are not always positively correlated to the distance between a
service consumer and the invoked WS; however, this factor of distance truly affects the
performance of WSs in that shorter distances can lead to better performance. Finally,
another major QoS property affected by distance is the correlation between the QoS
features of two service consumers/WSs; similar to WS performance, shorter distances
can also result in higher correlations. These empirical findings could be helpful for the
design of QoS-aware or QoS-based approaches and the use of real-world WSs.

In the future, we plan to search for and obtain more large-scale, real-world QoS
datasets to collect more QoS samples to perform QoS studies onto enhance the
generality and persuasiveness of our experimental results and the corresponding dis-
cussion. Additionally, given a large number of QoS datasets, for each defined research
question, we try to formally define a set of common patterns of experiments
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(i.e., computational processes and algorithms) that can be generally performed on
different QoS datasets to obtain the required experimental (statistical) results for sub-
sequent analysis. Finally, we also plan to use the network distance measurement
technology to replace the geographic distances used in this study to obtain the precise
distance between two service-oriented instances.
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Abstract. With the development of data mining and machine learning tech-
niques, data-driven based technology-enhanced learning (TEL) has drawn wider
attention. Researchers aim to use established or novel computational methods to
solve educational problems in the ‘big data’ era. However, the readiness of data
appears to be the bottleneck of the TEL development and very little research
focuses on investigating the data scarcity and inappropriateness in the TEL
research. This paper is investigating an emerging research topic in the TEL
domain, namely micro learning. Micro learning consists of various technical
themes that have been widely studied in the TEL research field. In this paper, we
firstly propose a micro learning system, which includes recommendation, seg-
mentation, annotation, and several learning-related prediction and analysis
modules. For each module of the system, this paper reviews representative
literature and discusses the data sources used in these studies to pinpoint their
current problems and shortcomings, which might be debacles for more effective
research outcomes. Accordingly, the data requirements and challenges for
learning analytics in micro learning are also investigated. From a research
contribution perspective, this paper serves as a basis to depict and understand
the current status of the readiness of data sources for the research of micro
learning.
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1 Introduction

The rapid evolution of technologies and the changes in people’s lifestyle make
technology-enhanced learning (TEL) become a hot topic in recent years. In the context
of big data, despite the technical difficulties, data problem is an obvious obstacle for the
development of TEL research. As most models are driven by data, sufficient, consistent
and complete data is the fundamental factor for system design, model construction, and
evaluation for learning analytics. Learning analytics (LA) conventionally involves the
evaluation, collection, analysis and reporting of data about learners and their contexts,
for the purpose of understanding and optimising learning and environments which it
occurs [1]; LA becomes increasingly important when the hype of big data and artificial
intelligence are more and more distilled into the education sector.

Among research topics in the TEL area, a notable term, micro learning, represents a
novel educational service, which provides users with small chunks of personalized
learning materials [2]. Such service aims to enable learning activities being carried out
by effectively making use of users’ fragmented time, and this service can be applied to
different online learning platforms such as traditional learning management system
(LMS) and MOOC. We refer to the whole integrated processing flow of a micro
learning service as a micro learning system. Micro learning is a representative inter-
disciplinary research topic, which is promoted by data mining and machine learning
and consists of various technical topics such as recommendation, resource fragmen-
tation, content analysis, and prediction.

In this paper, we focus on discussing the vital application stages that involve LA,
and the data requirements and challenges for micro learning. It should be clarified that
the strict definition of LA is beyond the scope of this paper. As this paper particularly
reviews a portion of representative prior studies, we have left the systematic literature
review of the data requirements and challenges as an opportunity for expanded future
work. The remainder of this paper is organized as follow. In Sect. 2, before discussing
the details of the data sources that used in each processing stage or various LA tasks,
we first describe the structure and the key components of our proposed micro learning
system. We discuss several representative segmentation and annotation studies and the
data sources used in literature in Sect. 3. The data sources used in the recommendation,
prediction, and analysis tasks are discussed in Sects. 4 and 5. In Sect. 6, we summarize
the data requirements and challenges for the micro learning research. This paper is
concluded in Sect. 7.

2 Micro Learning System

As aforementioned, the provision of micro learning is an online educational service,
which aims to utilize users’ fragmented spare time and offer users small pieces of
personalized learning materials. To realize this online service, the system requires
several components for learning material preparation and personalized decision-
making. Based on the service requirements, a micro learning system consists of three
core parts (i.e., non-micro learning material segmentation, learning material annotation,
and learning material recommendation) and several prediction and analysis modules,
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which work together to provide a complete personalized online learning service. In this
section, before diving into the details of the data readiness of micro learning, we firstly
outline the typical structure of a micro learning system and the data flow of this system,
as shown in Fig. 1.

2.1 Pre-processing Model

On many online learning platforms such as LMSs, the duration of consuming a
learning material is longer than 15 min [2]. For a micro learning service, non-micro
learning materials are logically segmented into coherent knowledge points prior to be
delivered to learners. After the segmentation process, an annotation step is required to
make learning resources both machine understandable and human understandable, to
overcome the lack of interpretability of the micro learning resources. As discussed in
many studies [3, 4], proper annotation, indexing, or tagging are essential for the
retrieval, recommendation, and reuse of resources.

2.2 Recommendation and Prediction Models

The recommendation phase is central to a micro learning service, which greatly deter-
mines what information will be delivered to the users. In the educational domain, as
prior studies [5, 6] point out, with the plethora of online learning resources and
increasingly frequent formal and informal learning interactions, users can benefit a lot
from services which help them quickly and precisely identify the suitable learning
resources. Moreover, in the era of big data, more and more learners demand an intel-
ligent system to help them pick suitable information or filter out the irrelevant one [7].

To realize a comprehensive micro learning service, a system should also involve
some intelligent prediction and analysis modules to boost decision-making, such as
behaviour prediction and performance prediction. With a large number of users, it is
impractical to manually analyse each user’s learning history or requirements. The
prediction and analysis results, such as a user’s knowledge level and the difficulty level
of learning material, could enrich the information for the system’s decision-making
processes.

Fig. 1. The structure and the data flow of the proposed micro learning system.
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3 Annotation and Segmentation

The task for pre-processing is to transform the non-micro learning materials to the
micro learning ones, which consists of segmentation and annotation. Segmentation and
annotation are mainly driven by the content information of the learning materials;
hence, the readiness of the research data is vital for the research on segmentation and
annotation.

As many learning materials are in video format, many studies of annotation and
segmentation heavily rely on transforming the image and audio information to textual
format [3, 8, 9]. Researchers extract textual metadata by applying Optical Character
Recognition (OCR) and Automatic Speech Recognition (ASR) on the lecture videos
[8]. The experiment in [8] only involves 20 randomly selected lecture videos from
different speakers. The study [3] used natural language processing (NLP) techniques to
further mine the extracted textual information in assisting the annotation process. The
dataset used in this study was related to Objective Oriented Programming in French,
but the details and source of this dataset were not given.

Some segmentation or annotation models are based on the users’ demographic
information. We refer this demography-based method as the ‘crowd-wisdom’ method.
The log file of users’ watching interactions of four edX1 courses are analysed in the
study [10]; the researchers argued that the re-watching peaks of the whole user pop-
ulation might be the crucial knowledge for LA because these peaks of the re-watching
point can be used to further identify the boundaries of knowledge points. Another
lecture annotation system is proposed in the study [11], but only 21 students were
involved. The study [4] proposed a crowd-wisdom based model to integrate annotation
results, but only an image dataset [12] was used. A semantic extraction model and a
tagging model were proposed in [13] to annotate the online learning resources.
However, the data source for model construction and validation was not elaborated in
their paper.

4 Recommendation

Recommender system is a hot topic and has been studied for many years, but in the
area of micro learning it is still in the embryonic stage. Insufficient, inappropriate and
unknown data sources are the main challenges for the research of micro learning
recommendation.

4.1 Insufficient Data Source

The term ‘insufficient data’ means the data used in a study can only partially reflect the
underlying issues against the context of potentially bigger data, and the experiment
result of recommendation might be biased.

1 https://www.edx.org/.
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The study [7] proposed a hybrid recommendation algorithm, which could reflect the
timeliness of a learning procedure, but as few as 30 students were involved in this
study. Metadata for Architectural Contents in Europe (MACE) and TravelWell datasets
were used [14] for training the usage context-boosted recommender system. However,
both datasets contain very few users and only a fraction of subjects. One prior study
[15] used a convolutional neural network (CNN) to model the latent factors based on
the BookCrossing dataset [16]. However, in the e-learning domain, the type of learning
materials could be in the format of video, audio, and text, the conventionally trained
model was not sophisticated enough for micro learning. The fault tolerance and the
capability of self-optimization prompt swarm intelligence and evolutionary computing
to be applied in many studies for learning path optimization [17, 18]. However, the
sizes of experiments in these study were still defective, as only 80 students were
observed [17] and only one chapter of mathematics teaching material was used in [18].
Due to the heterogeneity, insufficient users and/or subjects cannot generally reflect the
latent patterns of e-learning scenarios or the whole user population in the real-life micro
learning environments.

4.2 Inappropriate and Unknown Data Source

Inappropriate and unknown datasets also impede the development of micro learning.
An inappropriate dataset refers to the dataset coming from noisy sources, other
domains, or not acquired from a real learning activity; an unknown dataset refers to the
one researchers did not mention its source. The experiment results obtained from such
dataset could be problematic, unconvincing or unrealistic.

Simulated data was used to construct long short term memory (LSTM) model for
learning path recommendation in [19]. However, the authors did not provide any
details about the simulation and its validity. The simulated data could be inaccurate, as
in most cases the researchers had no prior knowledge about the users or the learning
materials, such as users’ demographic information. Another prior study [20] used
MovieLens [21] dataset to demonstrate that a fuzzy-tree-based collaborative filtering
model could boost the recommendation result. However, given MovieLens being not
an education-related dataset, using such irrelevant dataset might not truly inspire the
problem-solving approach in real recommendation cases in e-learning.

Some studies in recommendation were based on the applications or learning plat-
forms, which had been developed by researchers themselves [7, 22]. For example, in
constructing the proposed recommending model, the researchers collected data from an
application called ‘Itsego’ in [22]. Similarly, the study in [7] was based on a learning
system developed by researchers themselves. Most of the datasets from self-developed
platforms or the LMSs hosted by researchers’ affiliations are not open to the public.
Prior research [23] demonstrated that an adaptive neuro-fuzzy inference system could
recommend users with a suitable format of learning materials. The clustering tech-
niques were used for group recommendation [24]. Nevertheless, both studies did not
claim the sources of the datasets they used either. Such non-public datasets or the
datasets with unknown sources make these studies difficult to be followed up, imitated,
and improved by other research groups.
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5 Prediction and Analysis Tasks

The prediction and analysis models are mainly based on the specific user’s historical
learning activities or the historical activities collected from similar users. Hence, the
data requirements of performance prediction and learning analytics is much more rigid
than other research topics.

5.1 Learning Performance Prediction

A learner’s knowledge level can be modelled by his/her historical performance, and
such prediction model can be used to detect struggling learners and assist the systems’
decision-making processes. Prior studies [25–27] investigated the relationship between
users’ behaviour and their quiz scores. These studies aimed to predict the Correct on
First Attempt (CFA) of a learner in answering a question. Learner’s historical click-
stream and grade were used for constructing the model. However, only two courses
[28, 29] were studied in [25, 26], while only one course [28] was studied in the paper
[27]. Similarly, a study [30] compared various binary classifiers to predict the outcome
(fail/pass) of the exam. The dataset used was for the 2016–2017 academic year,
recorded by an e-learning platform without mentioning the details of the data source.

5.2 User Behaviour Prediction

User behaviour prediction and analysis are also important for decision-making. As
discussed in the study [31], the way how a learner may interact is worthwhile to
understand in order to provide fine-grained insights into what particular content may be
improved for further modification or adaptation of the learning activities. But only
investigating one course [28] is inadequate for training and validating the model
proposed in [31]. Another prior study [32] suggested that different watching patterns
might represent different cognitive levels, where the users’ next behaviours and future
performance could be predicted by clicking interactions. However, only one course
[33] comprising 48 lecture videos was examined by authors.

6 Data Requirements and Challenges

As discussed in the previous sections, most models involved in the LA systems are
data-driven. For a micro learning system, the required data source can be roughly
classified into five categories: user’ historical learning and interaction records from log
files, users’ profile and items’ content information stored in the relevant databases, and
other contextual information captured by the platform and its various plug-ins. The
summarization of the utility of the different data types is shown in Table 1.
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6.1 Data Requirement for Recommendation

For a recommender system, users’ historical learning activities are indispensable for
training and validating the models. In most cases, the information about user’s his-
torical activities only exists in the log files and cannot be crawled from online learning
platforms or Websites. As discussed in [15], data-driven recommendation methods
require extensive historical data, which is difficult to obtain from the e-learning system.
A recommending decision should also be made by referencing the contextual infor-
mation of current learning activity, users’ profile, and items’ profile. For research
purposes, some information components such as the resource descriptions are open to
the public and can be crawled from the online learning website. However, some
information only exists in the log file or can only be captured via extra plug-ins.

6.2 Data Requirements for Pre-processing

Before the commencement of recommendation, there is a pre-processing stage to get
micro learning materials ready and mine the user’s relevant information. The seg-
mentation and annotation strategies are mainly based on the content of the learning
materials. In addition, some crowd-wisdom based segmentation [10] and annotation
[4, 11, 13] models rely on the demographic information about user’s historical inter-
actions. Most content information of the learning material is open to the public while

Table 1. The utility of different types of data

Data type Utility and description

User-item rating matrix (learning
records)

In most cases, users’ historical rating is indispensable
for constructing a recommender system

Content
information

Textual information Main information sources for segmentation and
annotationAudio/Video

information
Other metadata

User’s
interaction

Learning
interaction

Clickstream Main information sources for the tasks of performance
prediction and analysis. Various prediction and
analysis models, such as early prediction and learning
path design, are based on the users’ interaction
records. Demographic information extracted from
users’ interaction can also be used to improve the
recommendation and segmentation results

Comments
User’s
access log

Quiz/Exam performance
User’s sequential
learning history

User’s profile The main source of the information about user
characteristics. Such age and learning interests, which
could be used in the user-based collaborative filtering
recommender system

Contextual information For the decision making, contextual information is
used as supplementary, which could be time, location,
or anything included in the learning activity. It is the
key for a context-aware system
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the demographic information is not. On the contrary, the vast majority of prediction
models and analysis processes are based on the users’ historical interaction data such as
clickstream, quiz performance and users’ comments.

6.3 Current Challenges

Considering the datasets used in the prior studies, except of non-publicity of the
dataset, there are three other main obstacles for the research of micro learning, as
summarized in Table 2.

Moreover, the datasets from different sources are isolated. This is not brought to
sufficient attention from previous studies. Unlike research in some other domains,
which often have standard datasets such as ImageNet2 for object recognition; due to the
vague information of learning resources and different curriculum structures, the data-
sets from different online learning platforms are isolated, making it challenging for next
research to reuse the existing data source. For example, the study [8] captured the
textual information from video content, and [14] used the co-occurrence information to
boost the collaborative filtering result. The textual information is useful in mining
semantic information among the learning resources, which may further boost the

Table 2. The problems of used datasets.

Problem of the dataset Descriptions

Insufficient data [3, 7, 8, 11, 14,
17, 18, 25–27, 32]

Many research teams can only access and use a fraction of
learning materials, or only a small number of users or
learners are involved in the experiments. Many case
studies in this field are based on relatively small samples.
For the research in the big data context, the samples
involved in the experiments should be able to cover most
cases of the real-life application scenarios

Inappropriate data [4, 15,
19, 20]

Due to lack of dataset, some research can only use
simulated dataset or the dataset from other domains for
experiments. The simulated dataset could be problematic,
as in most cases we have very little prior knowledge about
the data prior to the experiments or data analysis.
Furthermore, the dataset from irrelevant domains could
misrepresent the real situation

Unknown data source [3, 7, 13,
22–24]

Many studies do not mention the source or the details of
the datasets that they used. A study involving unknown
data source make itself impossible to be followed and
improved by other researchers, which seriously impedes
the development of this research area

2 http://www.image-net.org/.
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recommender system as proposed in the study [14]. However, because of the different
sources, these two datasets cannot be fused directly.

Although there are initiatives to push a non-profit sharing of research-oriented
MOOC data [34], unfortunately, most data from several learning platforms (e.g., edX
and Coursera3) are still partially open to researchers, or merely open to their partners.
Hence, most research teams can but get access to very limited datasets. Researchers
demand more complete and diverse data to drive the decision-making system of the
online learning service. Hence, effective data fusion is another gap at present and worth
for future research.

7 Conclusion and Future Research

In this paper, we discuss and review different datasets used in the representative prior
studies on e-learning. For the different processing stage of a micro learning system, the
requirements of the data types vary a lot. User’s historical rating of learning materials is
an essential factor for constructing a recommender system. However, the segmentation
and annotation of learning materials rely on the learning content and the demographic
information. Other performance prediction and analysis models are primarily based on
the user’s historical learning records. As discussed above, insufficiency, inappropri-
ateness, and non-publicity of the datasets, as well as the difficulty of data fusion are the
main challenges that we are facing and need to deal with.

As most models involved in the proposed system are data-driven, the idea behinds
these optimization and analysis strategies have a significant overlap with the other data-
driven research topics in the TEL domain. Even though this paper is under the topic of
micro learning, many views derived from discussion and analysis of this paper can be
extended to other e-learning related research topics. We expect this paper can also
support the future research of other TEL related studies. Furthermore, this paper calls
for efforts on the construction of effective public datasets for the research of TEL.
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Abstract. In order to personalize users’ recommendations, it is essential
to consider their personalized preferences on non-functional attributes
during service recommendation. However, to increase recommendation
accuracy, it is essential that recommendation systems include users’
evolving preferences. It is not sufficient to only consider users’ prefer-
ences at a point in time. Existing time-based recommendation systems
either disregard rich and useful historical user invocation information, or
rely on information from similar users, and thus, fail to thoroughly cap-
ture users’ dynamic preferences for personalized recommendation. This
work proposes a method to personalize users’ recommendations based on
their dynamic preferences on non-functional attributes. First, we com-
pose a user’s preference profile as a time series of his/her invocation pref-
erence and pre-invocation dependencies (i.e. the different services that
were viewed prior to invoking the preferred service). We model a user’s
invocation preference as a combination of non-functional attribute values
observed during service invocation, and topic distribution from WSDL
of the invoked service using Hierarchical Dirichlet Process (HDP). Next,
we employ long short-term memory recurrent neural networks (LSTM-
RNN) to predict the user’s future invocation preference. Finally, based
on the predicted future invocation preference, we recommend service(s)
to that user. To evaluate our proposed method, we perform experiments
using real-world service dataset, WS-Dream.

Keywords: Service recommendation · User preference profile ·
LSTM-RNN · User preference evolution · Topic modeling · HDP

1 Introduction

Recommendation systems are attracting much attention because they provide
users with prior knowledge of candidate choices to deal with information overload
on the Web [1,2]. Most traditional personalized preference-based recommenda-
tion systems usually consider user’s preferences at a point in time during service
recommendation [1–6]. However, it is important to note that, typical user pref-
erences change over time. It is therefore essential to incorporate users’ dynamic
preferences to provide accurate and timely personalized recommendations [7].
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For recommendation systems to provide personalized recommendations to
users, they must provide a way to: (1) accurately capture and model user
dynamic personalized preferences on non-functional attributes, (2) accurately
predict user future preferences, and (3) recommend relevant service(s) that sat-
isfies user dynamic preferences. Capturing user dynamic preferences on non-
functional attributes is challenging. Some existing works, that have attempted
to do so, have utilized either a session-based [8] or a time-series approach [3,7].
In these works, topic modeling such as Latent Dirichlet Allocation (LDA) [9]
are used to mine topic distributions from service description documents for a
user profile. However, LDA suffers from low efficiency, excessively long training
time and low accuracy, especially in applications where the input document is
relatively short.

There are some methods that use traditional recurrent neural networks
(RNN) to infer user’s future preferences for service recommendation [10,11].
These methods, however, suffer from vanishing and exploding gradient issue
inherent with RNNs when user historical data in sequence gets larger [12]. Oth-
ers use various linear predictors based on traditional statistical techniques, such
as Autoregressive Moving Average and Autoregressive Integrated Moving Aver-
age [13,14], and Gaussian Process [7] algorithms. These time series regression
approaches are very sensitive to outliers and depend on an unchanged cause and
effect relationships which makes them unsuitable to predict user future dynamic
preferences.

To address these limitations and provide accurate personalized recommenda-
tions, this work proposes a method that employs Hierarchical Dirichlet Process
(HDP) [15,16] and long short-term memory RNN (LSTM-RNN) [12] to capture
and predict user preferences for service recommendation. HDP and LSTM-RNN
deals with the limitations introduced by LDA and regression methods respec-
tively. The main contributions of this work are summarized as follows:

1. We model a user’s invocation preference as a combination of a set of topic
distribution, obtained from WSDL and non-functional attribute values, that
were observed when that user invoked a service. We employ HDP to extract
the topic distribution from the WSDL of the invoked service. In addition,
we obtain topic distribution from all WSDL documents from the user’s pre-
invocation services (i.e. the different service(s) that were viewed prior to
invoking the preferred service). This is to establish a relationship between
user’s intent and invoked service(s). We then aggregate invocation preferences
at each timestamp to build a time series of that user’s preference profile, which
depicts the changes in his/her preferences.

2. Using the user’s preference profile, we apply LSTM-RNN to learn and pre-
dict his/her future invocation preference, i.e. the topic distribution and non-
functional attribute values of a prospective service. To recommend top-K
services, we compute the similarity between the user’s future non-functional
attribute and candidate services. This similarity value is then used as weights
in the weighted Jensen-Shannon Divergence [17] to compute the similarity
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between user’s future invocation preference and topic distribution of candi-
date services. Top-ranked services are then recommended to the user.

3. We perform a series of experiments using real-world services, WS-Dream [18],
to evaluate and validate our proposed method.

The rest of the paper is outlined as follows. In Sect. 2 we discuss some of the
notable and significant service recommendation works based on user dynamic
preference. We present our proposed LSTM-RNN method in detail in Sect. 3
followed by our experiments, evaluations and analysis in Sect. 4. Finally, we
conclude our paper and discuss some of the open ended challenges as a part of
our future work in Sect. 5.

2 Related Work

To the best of our knowledge, this is the first recommendation technique that
models user invocation preference to include non-functional attributes and topic
distribution from WSDL documents extracted from user invocation and pre-
invocation services history. However, the idea of personalized service recommen-
dation and the importance of user intent has been exploited in some research
areas. Wu et al. [19] employs a deep recurrent neural network approach to exploit
current viewing history of the user to improve recommendation accuracy. The
main difference between their work and our proposed method is that they failed
to consider a user’s pre-invocation services history during service recommenda-
tion. In addition, their method employed collaborative filtering approach, which
primarily rely on information from similar users/items, thus failing to build per-
sonalized models for individual users with rich past information [7]. Other related
personalized recommendation models [20,21] also employ collaborative filtering
to make their recommendations.

Our use of topic modeling from user service invocations and pre-invocation
services is similar to the work of Liu [7] and Uetsuji et al. [22]. In her work, Liu [7]
proposed a method that uses LDA to model user’s preferences and then applied
the Gaussian Process to predict user’s future preference. Uetsuji et al. [22] consid-
ered capturing user’s intent in effecting service recommendation by using a topic
tracking model. A customer’s behavior was generated in a two-step probabilistic
process; in the first step a topic was selected according to a topic probability
distribution representing topic selection tendency. Then, in the next step the
user’s activity is determined according to activity probability distribution linked
to the selected topic in the first step. They however trained their model using a
probabilistic expectation maximization algorithm, which estimates parameters
in statistical models. The importance of user intent in recommendation systems
was further highlighted by Bhattacharya et al. [4]. They use tensor factorization
techniques to encode user activity and then create an intent score. A combina-
tion of the intent score and contextual information produces recommendation
scores. These recommendation scores are ranked through filtering and collabo-
rative recommendation techniques. The methods in this work largely focus on
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probabilistic statistical models and therefore also have limitations of statistical
regression mentioned in Sect. 1.

Another key consideration for service recommender systems is the concept
of user preference evolution in user preference modeling. This essential because
user preferences over time are rather dynamic than static. This renders tra-
ditional recommender systems, which considers user preferences at a point in
time, less accurate as time unfolds and user preferences evolve. Zhou et al. [17],
in their work, highlighted on the lack of automatic adaptiveness of the tradi-
tional user modeling systems to the dynamic nature of user preferences. They
approached this problem by analyzing the characteristics of memory through
ZGrapher. They then employed a Forgetting and Re-energizing User Prefer-
ence (FRUP) algorithm to trace the user preferences. These preferences are
divided into long-term, medium-term and short-term for the accurate descrip-
tion of memory patterns in different scenarios. In our work, however, we do not
categorize the preferences into short or long term based on the premise that
user preferences are dynamic. A short term preference could easily become a
long term one and vice versa based on user preference evolution. Our model
automatically captures these user dynamics by learning from the user’s past
invocations and pre-invocation dependencies.

Aside our difference in approach, the use of RNN has been exploited in other
related service recommendation works [10,11,23]. These researchers, have lever-
aged the strength of RNN in handling a sequence of input data to fully capture
user intent, patterns and behavior to accurately model the user profiles. Xia
et al. [10] explores the provision of an explainable recommendation based on the
sequential check-in data of the user. In their work, they make use of sequential
check-in data to capture users’ life pattern and intent, to describe the user’s
personal preference. They then employ a RNN, which they qualify as attention-
based, to make a series of recommendations instead of simply showing top-N
recommendations. RNNs have been applied to recommendation systems in the
movie industry Chu et al. [11]. Here, they highlight the inability for collaborative
filtering techniques to handle user changing habits. They subsequently built a
prediction model based on RNN to handle the temporal factor of user interests.
Their model treats a user’s recent ratings or behavior as a sequence with each
hidden layer modeling a user’s rating or behavior in order. Li et al. [23] proposed
a method for automatic Hashtag recommendation of new tweets. They used a
skip-gram model to generate distributed word representations and then initially
applied a convolutional neural network to learn semantic sentence vectors. After
this, they made use of the sentence vectors to train a long short-term memory
recurrent neural network (LSTM-RNN) and used the produced tweet vectors as
features to classify hashtags.
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3 Proposed Personalized Service Recommendation Based
on User Dynamic Preferences

This section first discusses an overview of our proposed method and subsequently
describes the main modules (engines) that drives our method. Figure 1 shows an
overview of our proposed method. The three main engines are:

1. User preference profile engine: Based on the Hierarchical Dirichlet Process
(HDP) [15], this engine is responsible for creating user preference profile,
which is a time series of the user’s invocation;

2. LSTM-RNN prediction engine: Takes user preference profile as an input and
based on a transformation function, predicts its future invocation preference;
and

3. Service ranking engine: Ranks services by computing similarity between
future invocation preference and candidate services. The similarity function
is based on weighted Jensen-Shannon Divergence [17]. Top-ranked services
are then recommended to the user.

Details of each of these engines are described in the sections that follow.

3.1 Problem Definition

Let U = {u1, u2, ..., ue} be a set of users and S = {s1, s2, ..., sf} be a set of
services. For each s ∈ S, there is a set of non-functional attributes, Q, that
describe the service s. When a user u ∈ U invokes a service s ∈ S, we record the
user’s invocation preference as a tuple:

Ius =< Λ, Q̆,Ω > (1)

User Preference 
Profile

LSTM-RNN 
Prediction Engine

Service 
Ranking Engine

Future Invocation 
Preference

Preference 
Profile Engine

Ranked List of Services 
(Top-K) Recommended

Services Repository 
with non-functional

attribute Values

User Service 
Invocation History

Fig. 1. Overview of the proposed LSTM-RNN method for personalized service recom-
mendation based on user dynamic preferences
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Dirichlet Process

Pre-invoked Services 
Topic Distribution

Pre-invoked Service(s) 
Description Documents

Invoked Service Non-
Functional Attribute Values

Invoked Service
Description Document

Hierarchical
Dirichlet Process

Invocation 
Preference

Invoked Service 
Topic DistributionService 

Repository with 
Non-Functional 
Attribute Data

Fig. 2. User invocation preference process

where Λ = {λ1, λ2, ..., λn} is the topic distribution extracted from the WSDL
document of s, Q̆ = {q̆1, q̆2, ..., q̆m} is the set of non-functional attribute values
observed when s was invoked, and Ω = {ω1, ω2, ..., ωk} is the set of topic distri-
bution recognized from u′s activities prior to invoking s. We model a user u′s
preference profile Pu as a time series of his/her invocation preferences as:

Pu = {IuS̄(t), t = 0, 1, 2, ...} (2)

where S̄ ⊂ S.
Given a user u′s preference profile, Pu, we predict the user’s future invocation

preference on a probable service s̃ ∈ S, using LSTM-RNN as:

f(Pu) :→ Îus̃ (3)

where Îus̃ , is the u′s future invocation preference i.e. the topic distribution and
non-functional attribute values of that user’s probable service.

Given S, Q and Îus̃ , the service top-K recommendation process can be mod-
eled as a ranking in terms of the similarity between the user’s future invocation
preference and candidate services [24], so that for any two services Si and Sj

and a similarity function, Sim, the following is true.

Si � Sj ⇐⇒ Sim(Îus̃ , Si) ≤ Sim(Îus̃ , Sj) (4)

3.2 User Preference Profile Model

We model a user preference profile as a time series of that user’s invocation pref-
erence. A user’s invocation preference is constructed from the topic distribution
obtained from the WSDL document together with the non-functional attribute
values of the invoked service. We also include the topic distribution of all services
a user visits prior to invoking the preferred service. Figure 2 describes the user
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invocation preference process. When a user u invokes a service s, we associate
the service invocation WSDL document, Ws and non-functional attribute, Q̆.
Using this document as a corpus, we employ HDP to extract topics such that
each word in the document has the probability of being assigned to a topic and
each Ws is associated to a topic distribution Λ. We then append Q̆ to Λs. We
complete u′s invocation preference I by also adding the topic distribution of all
u′s service interactions, Ω. To build u′s preference profile, we sort all invocation
preferences by timestamp, in a chronological order and model each invocation
preference with time as a time series (see Fig. 3).

User preference profile involves topic distribution modeling. Lately, proba-
bilistic topic models such as Latent Dirichlet Allocation (LDA) [9], have been
applied to extract and represent users’ preference in different application sce-
narios [7]. LDA has been applied successfully to identify topics in documents
and discover implicit semantic correlation among those documents. However, it
suffers from low efficiency, excessively long training time and low accuracy, espe-
cially in applications where the input document is relatively short (e.g. WSDL
document). Due to these limitations, we employ HDP for our topic modeling.
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Fig. 3. User preference profile

HDP, an extension of LDA, is a multi-layer form of the Dirichlet Process
(DP), designed to address cases in topic document modeling where the number
of topic terms is not known in advance. For each document, a mixture of topics
are drawn from a Dirichlet distribution, and then each word in the document
is treated as an independent draw from that mixture [15]. Figure 4 shows a
graphical model formalism of HDP. The global measure, G0 is distributed as
a Dirichlet Process (DP) with concentration parameter γ and base probability
measure H:

G0 | γ,H ∼ DP (γ,H) (5)

and the random measures Gj are conditionally independent given G0, with dis-
tributions given by a Dirichlet Process with base probability measure G0:

Gj | α0, G0 ∼ DP (α0, G0) (6)
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The hyperparameters of the Hierarchical Dirichlet Process consist of the base-
line probability measure H, and the concentration parameters γ and α0. The
baseline H provides the prior distribution for the topic of the ith word in the jth

WSDL document, θji. For each j let θj1, θj2, ... be independent and identically
distributed random topics distributed as Gj . Each θji is a topic corresponding
to a single observation xji. The likelihood is given by:

θji | Gj ∼ Gj

xji | θji ∼ F (θji) (7)

which is the Hierarchical Dirichlet Process mixture model [15].

G0GjϴjiXji H

γα0

Fig. 4. A Hierarchical Dirichlet Process mixture model. In the graphical model for-
malism, each node in the graph is associated with a random variable, where shading
denotes an observed variable. Rectangles denote replication of the model within the
rectangle [15].

3.3 LSTM-RNN Model for User Preference Prediction

In this section, we discuss our proposed LSTM-RNN model. A recurrent neural
network (RNN) is a type of artificial neural network (ANN) designed to rec-
ognize patterns in sequences of data [11]. Unlike traditional Neural Networks,
which assume that all inputs and outputs are independent of each other, RNNs
make use of sequential information. RNNs use their internal state to capture
information that has been previously calculated, based on which the next item
in the sequence is predicted. RNNs use back propagation algorithm [11], applied
for every time stamp and this is commonly known as back propagation through
time (BPTT). BPTT, however, introduces vanishing gradient and exploding gra-
dient issues in RNN, when the number of items in the sequence gets large (long
term dependencies) [12]. These limitations can be resolved by Long Short-Term
Memory networks (LSTM), which we will employ in this work. LSTM are a
special kind of RNN, capable of learning long-term dependencies. They were
introduced by Hochreiter and Schmidhuber [12] and were refined and popular-
ized by many people in following work [25–28]. An LSTM is composed of a
cell, an input gate, an output gate and a forget gate. The major component is
the cell state (“memory”) which runs through the entire chain with occasional
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information updates from the input(add) and forget(remove) gates. An LSTM
network computes a mapping from an input sequence x = (x1, ..., xT ) to an out-
put sequence y = (y1, ..., yT ) by calculating the network unit activations using
the following equations iteratively from t = 1 to T [29]:

it = σ(Wixxt + Wimmt−1 + Wicct + bi) (8)

ft = σ(Wfxxt + Wfmmt−1 + Wfcct−1 + bf ) (9)

ct = ft 
 ct−1 + it 
 g(Wcxxt + Wcmmt−1 + bc) (10)

ot = σ(woxxt + Wommt−1 + Wocct + bo) (11)

mt = ot 
 h(ct) (12)

yt = φ(Wymmt + by) (13)

Input Encoder 
Model

Decoder 
Model

Dense Output

Fig. 5. Encoder-decoder LSTM architecture

– f : forget gate’s activation vector
– i: input gate’s activation vector
– o: output gate’s activation vector
– h: output vector of the LSTM unit
– g: cell input activation function, generally tanh
– h: cell output activation functions, generally tanh
– c: cell activation vector
– W : weight matrices parameters
– b: bias vector parameters
– 
: element-wise product of the vectors
– σ: the logistic sigmoid function
– φ: the network output activation function

We model our predicting function by using the encoder-decoder LSTM archi-
tecture [23], which is comprised of two models: the first is to read the input
sequence and encode it into a fixed-length vector, and the second for decoding
the fixed-length vector and outputting the predicted sequence. Figure 5 shows a
simplified diagram of an encoder-decoder LSTM. Our prediction model takes as
input, the invocation preference at the various timestamps (t0, t1, t2, ...., tn) and
predicts as output, the future user invocation preference at time tn+1.

In this work, we use one LSTM to implement the encoder model and another
LSTM for the decoder model. The encoder learns the relationship between the
steps in the input sequence and develop an internal representation of those rela-
tionships. The decoder then transforms the learned internal representation of
the input sequence into the correct output sequence. Figure 6 shows a basic rep-
resentation of our sequence to sequence model with encoder-decoder LSTM.
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Input Sequence

Hidden Layer

Output Sequence

Fig. 6. Many-to-many RNN

3.4 Service Recommendation

To recommend a service to a user u, we calculate the weighed Jensen-Shannon
divergence [30] between u’s future invocation preference and the topic dis-
tribution of each candidate service using non-functional attribute values as
weights. Given two normalized distributions tj = {tj

1, tj
2, .., tj

K} and rj =
{rj

1, rj
2, .., rj

K}, where K is the number of the bins in each histogram. Then
the Jensen-Shannon Divergence (JSD) between tj and rj can be defined as:

JSD(rj‖tj) =
1
2
KLD(rj‖mj) +

1
2
KLD(tj‖mj) (14)

KLD(rj‖mj) =
K∑

k=1

rkj log
rkj
mk

j

(15)

where mj = 1
2 (rj + tj).

For a JSD, it is alway necessary to select the hypothesis that produces smaller
differences between the ideal and predicted distributions. Hence, the residual dis-
tribution is weighed using non-functional attribute values generated in a stan-
dard Gaussian function g = {g1, g2, ..., gK} (μ = 0, σ2 = 1) to generate the
Gaussian-weighted JSD (GJSD) [30]. The Gaussian weight function reinforces
the influence of JSD for data points. GJSD is formulated as:

GJSD(rj‖tj) =
1
2
GKLD(rj‖mj) +

1
2
GKLD(tj‖mj) (16)

GKLD(rj‖mj) =
K∑

k=1

gkrkj log
rkj
mk

j

(17)
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4 Experiments and Results

This section describes the experiments we conducted we conducted to evaluate
and validate our proposed LSTM-RNN method for personalized service recom-
mendation based on user dynamic preference. We also discuss our results.

4.1 Experimental Setup and Dataset Description

Our experiments were performed on WS-Dream dataset [18], a real-world web
service quality of service performance dataset. The data set contains about 2
million web service invocation records of 5,825 web services with about 339 users.
It contains the response time and throughput values for all invoked services. We
visited all the WSDL addresses in the dataset and out of the 5,825 web services,
3,544 were found to be valid. Therefore, we conducted our experiments with
these valid services.

From the 3,544 valid services, we identified 294 different groups of services
based on their similar WSDL addresses. For each group of n valid services, we
chose the first 1..n−1 and designated those as pre-invocation dependencies while
the nth service was designated as the invoked service. Based on this, we used
HDP to generate topic distributions and user profiles (timestamps of invoca-
tion preferences). We subsequently split the 294 different groups of services into
training, testing and validating sets for experiments.

4.2 Performance Metric

To quantitatively assess the overall performance of our LSTM-RNN model, Mean
Square Error (MSE) was used to estimate the prediction accuracy. MSE is a scale
dependent metric which quantifies the difference between the predicted values
and the actual values of the quantity being predicted by computing the average
sum of squared errors:

MSE =
1
N

N∑

N=1

(yi − ŷi)2 (18)

where yi is the observed value, ŷi is the predicted value and N represents the
total number of predictions.

4.3 Results

We conducted our experiment with two RNN based encoder-decoder models of
LSTM and Gated Recurrent Unit (GRU). The experiments were ran over 25
epochs for both models with 256 memory cells each for encoder and decoder
models. We employed rmsprop as optimizer and used categorical crossentropy
as the loss function for our LSTM and GRU models. Figures 7a and b show an
overlay distribution and a cumulative ogive of predicted and expected respec-
tively. From these two figures, we observe that our trained model is sensitive to
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Fig. 7. Comparison between predicted and expected distributions
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Fig. 10. MSE of predicted and expected distributions

some distribution data points in our test set. This, we attribute to the dataset
on which we trained our model with. The graphs of validation accuracy and
validation loss of the LSTM and GRU are shown in Figs. 8 and 9 respectively.
It is evident from Fig. 8 that the performances of LSTMs and GRUs for our
experiment were comparable. This comes as no surprise as both LSTMs and
GRUs use memory to ensure that the gradient can pass across many time steps
without vanishing or exploding. We also checked the accuracy of our prediction.
For this experiment, the predicted distribution from our model is compared to
the expected distribution and the MSE recorded. Figure 10 shows different error
rates that we obtained for the 10 predictions we validated.

5 Conclusion and Future Work

Giving personalized recommendations is a very essential task for business and
individuals alike. However, to increase recommendation accuracy, it is essen-
tial that recommendation systems include users’ evolving preferences. It is not
sufficient to only consider users’ preferences at a point in time because user
preferences change with time. In addition, users leave behind rich and useful
historical invocation information, that could be employed to improve recom-
mendation accuracy. In this work, we have proposed a method to personalize
users’ recommendations based on their dynamic preferences on non-functional
attributes. Our proposed model creates a user preference profile as a time series of
his/her invocation preference and pre-invocation dependencies (i.e. the different
services that were viewed prior to invoking the preferred service). In our work, we
also modeled a user’s invocation preference as a combination of non-functional
attribute values observed during service invocation, and topic distribution from
WSDL of the invoked service using Hierarchical Dirichlet Process (HDP). We
employed long short-term memory recurrent neural networks (LSTM-RNN) to
predict the user’s future invocation preference to recommend service(s) to that
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user. To evaluate our proposed method, we have performed experiments with
WS-Dream dataset and results from our experiments were very promising.

As future work, we will expand our model in a new hypothesis and run
several experiments with a couple of relevant datasets. Specifically, we would
like to explore the advantages of including attention mechanisms in our LSTM
model.
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Abstract. In this paper, we consider managing service performance starting
from the composition time, aiming to reduce the risk of execution failures during
service composition. We use ARIMA to predict workloads of the services at the
time when they are likely to be invoked and subsequently predict the response
time and chances that the requests for accessing the services may be declined
due to admission control. The in-depth analysis can help avoid timing failures
during service execution. However, these analyses may incur overhead and we
introduce a two-phase composition algorithm to reduce the potential overhead.
Our system also considers continuous monitoring and service recomposition to
greatly increase the probability of completing the service execution within the
deadline. Experimental results show that our service management approach can
greatly improve the success rate for meeting the deadline.

Keywords: Service performance � Performance management �
Service composition � Service execution � Workload prediction

1 Introduction

The first step toward managing the performance of a composite service execution is to
perform careful timing analysis during service composition. Service composition for
satisfying timing requirements have been explored extensively. Earlier works assume
that each web service has a constant response time [1], which is unrealistic since the
workloads of service host can significantly impact the service response time. Fre-
quently, even assuming such a constant response time as the worst case scenario will
not help because if the service host does not control the service request arrival rate, the
arrival can saturate the service and result in unbounded service time. This scenario
brings up the need for admission control. However, admission control itself presents a
severe issue in QoS-aware service composition. Consider a composite workflow that is
composed without considering potential admission control. When a request to an
atomic concrete service in the composite workflow is declined by the selected service
provider due to the admission control of the provider, the composite service composed
originally will fail. Thus, besides considering the workload, considering the admission
control policies of the service providers are also very critical.
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In the attempt to solve the issues of meeting the timing requirements for service
requests, there have been works on adjusting the resource allocation for each service in
an attempt to maintain a level of QoS of the service [5–7]. However, these approaches
cannot guarantee bounded service time either, unless the arrival rate of the service
requests is bounded. This goes back to the admission control issue. Therefore, even
though dynamic resource management methods are very important in providing
assured service response time, they still have problems and limitations.

When considering service performance management, it is essential to consider
continuous monitoring and dynamic service recomposition [2, 3] to cope with the
problem of service execution time failures. However, upon the detection of failures, the
reactive time may not be sufficient to allow the successful completion of the composite
workflow. For example, if a service does not finish within the expected service time
due to the over-time execution, then it may be necessary to re-select concrete services
to ground the remaining abstract services. If the admission for a concrete service that
can offer very good service time guarantee is declined, then the recomposition may fail
because the opportunity of selecting different concrete services with lower response
time may exist in the earlier services that have already been executed. Moreover,
service composition and recomposition do take time. Thus, though it is always nec-
essary to offer continuous monitoring and dynamic recomposition, it is also desirable to
have a better composition to start with.

Summarizing the discussion above, the first step toward good service performance
management for service-based systems is to consider more comprehensive timing
analysis during service composition. Existing works in QoS-aware service composition
do not comprehensively address the impact of workload and admission control of
concrete services. In this paper, we focus on improving timing analysis at the com-
position time to achieve a better composition that, during execution, has a higher
probability to satisfy the given timing constraints. We will simply use the solutions
given in the literature for continuous monitoring, management, and dynamic recom-
position to further avoid the violation of timing requirements in composite service
execution.

To achieve the goal, we consider (a) derive more accurate timing properties for the
candidate concrete services in the workflow by estimating the workloads of the pro-
viders, and (b) consider admission control at composition time to ensure that the
composite service will not fail during execution because the concrete service cannot
admit it. Since performing more accurate timing analysis may increase the overhead of
the composition process, we also consider (c) a two-phase algorithm to reduce the
overhead.

Note that when performing workload prediction for (a), we should not consider
predicting the current workload, but should predict the workload at the time the service
is to be invoked. Consider a service chain (one path) in a workflow, s1; . . .; si�1; si; . . .;
where will be executed after si to si�1 have finished execution. At that time, si’s
workload may have changed significantly. If si to si�1 have relatively long execution
time, the problem will become more severe.

For (a), we predict the workloads of the services right at the time they are invoked.
Take the earlier example of a service chain, s1; s2; s3; . . . Evaluating s3’s workload at
its invocation time requires the knowledge of the completion time of s2, which
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subsequently requires the knowledge of the response time of s1. We sequentially
predict the workloads of the services in the workflow to properly derive their response
times and subsequently derive the end-to-end response time of the entire workflow.

Once we predict the workload of a concrete service and if we know the admission
control policy of the service provider, we can estimate the risk that the candidate
concrete service may decline the service request at the time it is invoked. Based on the
estimation, we can greatly reduce the risk of timing failures for service execution.

The fine-grained timing analysis can help better analyze the timing behavior of the
candidate compositions, but it also incurs heavy overhead. For (c), We use a two-phase
solution to avert the problem. In the first phase, we use conventional QoS-aware service
composition algorithm based on genetic algorithm to select Kmost prominent candidate
concrete compositions for an abstract workflow. In the second phase, we use ARIMA
(autoregressive integrated moving average) to predict the workload of composite ser-
vices for each composition candidate in the top K candidate list. The composite services
workload prediction is done to accurately derive their response time at their invocation
times. Then, end-to-end response time can be derived for the composition candidate.
Finally, the candidate composition with the best QoS is selected for grounding. We also
use the predicted workload for the composite services to predict whether the service
request may be declined due to admission control. Since the fine-grained analysis is only
performed on much fewer candidates, the analysis overhead can be justified. To prepare
for the potential of analysis errors, the second phase also returns a few alternative
candidate compositions with shorter execution times and potentially worse quality in
other QoS attributes together with the grounded composition.

We conducted experiments to evaluate our in-depth timing analysis approach for
service composition and compare it with conventional solutions in terms of the rate of
timing violations. The experimental results show that our scheme can reduce the timing
violations without suffering from composition time overhead by selecting a service
composition that has a lower chance to fail. Our two-phase approach can greatly
improve the composition and achieve a higher success rate of service execution. At the
same time, the composition time is also reduced since the lowered failure rate results in
reduced chance of recomposition and, therefore, reduced overall composition time.

The rest of the paper is organized as follows. Section 2 discusses the related work.
Section 3 introduces the system architecture. Section 4 provides an overview of the
ARIMA model and how it is used for workload prediction in our two-phase protocol.
Section 5 discusses the two-phase service composition algorithm and how to consider
admission control at composition time. The experimental study is presented in Sect. 6
and the results are presented in Sect. 7. Section 8 concludes the paper.

2 Related Work

Some research works consider dynamic composition and re-composition of services to
satisfy real time requirements. In [2] a self-healing approach for web service compo-
sition is proposed, which selects backup compositions and uses them upon execution
time failures. The paper assumes that the web service response time is constant and
focuses on the data transmission delays. Dynamic re-composition or dynamically
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adjusting the parameters of reconfiguration services are essential in real-time SOA, and
can be used in conjunction with improved service composition algorithms to achieve
higher assurance for real time service execution. In [4], reconfigurable web services are
considered in QoS-aware service composition. Each service can be configured on the
fly to achieve different execution time by trading off other quality attributes.

There are also research works that consider dynamically adjusting resource allo-
cations for services to satisfy the timing requirements. In [5], multi-tier services are
considered and a hybrid queueing model is used to determine the number of virtual
machines to be allocated to each service at each tier so that the desired response time
can be maintained. [6] allocates resources in cloud environment based on predicted
service load. The major focus of the paper is on the framework design for adaptively
adjusting the resource provisions for services in the cloud. Similarly, [7] uses a queuing
model to determine the optimal resource allocation for services. It also proposes a
priority-based scheduling to assure that higher priority tasks can satisfy their real time
requirements.

Dynamically adjusting resource allocations to services can help assure the satis-
faction of the timing requirement of the composite services. However, guaranteeing
response time always requires the request arrival rate to be bounded. Thus, some
research works consider admission control to assure bounded request arrival rate [8].
But admission control introduces new issues in service composition because a service
request may be declined at execution time, causing a timing failure. None of the
existing QoS-aware service composition works consider the potential impact of
admission control during service composition and it is specifically considered in this
paper.

Various methods have been considered for predicting the execution time of a
composite service based on different data sources. [9] uses a model-driven approach
and layered queuing network (LQN) to predict the performance of composite web
services. [10] also uses LQN to model the layered middleware to predict the overall
system performance. In [11], a Hidden Markov Model (HMM) is used to predict
whether a composition of cloud service components can satisfy the QoS requirements.
[12] proposes to use the time series similarity measure between the predicted QoS
values and user requirements to estimate the long-term QoS of a service composition.
In [17], we have proposed to use a queuing model for timing analysis of composite
services. All these methods are useful in our performance management framework for
composite service time prediction, and we choose ARIMA for the purpose.

3 System Architecture

We consider a system where there are decentralized service brokers managing the
workflow composition and execution for the clients. The architecture for a service
broker BK is shown in Fig. 1.

A client may submit a composition request R ¼ awf ;QR; sth i to a service broker
BK through its Request Interface, where awf is the abstract workflow, QR is the QoS
requirements for the workflow, and st is the desired starting time for the workflow.
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The abstract workflow awf includes a set of n abstract services as1; as2; . . .; asnf g.
QR ¼ TR; qr1; . . .; qrq

� �
is the QoS requirement for awf, where TR is the time con-

straint for awf and qri; 1� i� q, are the constraints on other QoS attributes which can
be taken care of by many general QoS-aware service composition algorithms. Let wf
denote the concrete workflow awf is grounded to. TR is the maximal expected response
time allowed for wf, i.e., every path in wf should be executed within time TR. To
simplify the discussion without loss of generality, we only consider the timing for one
path in awf. The overall execution time will simply be the maximal execution time
among all the paths of awf.

BK has a Service Tracker which keeps track of a set of service providers, obtains the
specifications and QoS properties of their concrete services and maintains them in its
Service Specification DB. BK may crawl the web to find new concrete services and add
them to the DB. Since it is not possible for each service broker to keep track of all
available services, we assume that each broker has some expertise areas and they know
almost all the alternative services of the same functionality. The Service Provider, once
gets subscribed by a broker, will periodically push the updated service information to
the broker, including the current and historical workload (service request arrival rate) of
each service it hosts. BK maintains the current and historical workloads it receives for
relevant services and uses the data for workload prediction.

BK also keeps track of other service brokers and their expertise areas via its Broker
Tracker. During service composition for a client request R, if BK does not host the
information for grounding some abstract services of R, say asi, its Broker Tracker
identifies another broker BK′, which hosts the concrete services information for asi, and
contacts BK′ to obtain the information of the candidate concrete services. It may also
request BK′ to predict the workload when the data is needed.
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Execution 
Manager
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Fig. 1. Service broker architecture for service management
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Upon receiving client request R, the Matchmaker of BK performs service compo-
sition. When needed, Matchmaker requests the Workload & Admission Control Pre-
dictor to make desired predictions. The service data stored in the Service
Specification DB will be used for matchmaking and prediction (the specific method
will be discussed in the later sections). After composing the concrete workflow W ¼
cs1; cs2; . . .; csnf g for R, where csi is the concrete service asi is grounded to, the

Workflow Execution Manger of BK manages the execution of W for the client. It
monitors the execution status and maintains the execution state of csi, for all i,
including the concrete services it does not host their information in its DB. In case a
service is over time or the admission for a service request gets declined, BK recomposes
the remaining workflow in an attempt to avoid violating the service requirements of R.

4 Workload Prediction

We use ARIMA [13] as the basis for predicting the workload of the services. Time
series can be stationary, or non-stationary. A time series is stationary when its statistical
properties (e.g. mean, variance, covariance, correlation, etc.) are the same for all times.
A non-stationary time series may have seasonality and/or trend and the differencing
operator can be used to eliminate the trend and seasonality in them. Sometimes, we
have to repeat the differencing process (higher order of differencing) for a time series
till it becomes stationary. This is the way to find the order of seasonality and trend in a
time series. Consider a time series z, the differenced operation can be written as
z0t ¼ zt � zt�1, where zt and zt−1 are the series value at time t and t − 1, respectively.

Stationary time series is one whose properties do not depend on the time at which
the series is observed. For simplicity, we introduce the backward shift operator, B,
where Bzt ¼ zt�1. In general, a d-th order difference is 1� Bð Þdzt.

The seasonal ARIMAmodel incorporates both the non-seasonal and seasonal factors.
Therefore, the seasonal ARIMA model can be denoted as ARIMA P;D;Qð Þ p; d; qð Þm
where p is the non-seasonal AR (Autoregressive model) order, d is the non-seasonal
differencing, q is the non-seasonal MA (Moving Average model) order, P is the seasonal
AR order, D is the seasonal differencing, Q is the seasonal MA order, and m is the time
span of repeating the seasonal pattern. m is the number of periods per season.

In our approach, we focus on the seasonal ARIMA model. We provide its definition
below without the derivation details.

1� ;1B� . . .� ;pBp
� �

1� U1B
m � . . .� UpB

mP
� �� 1� Bð Þ 1� Bmð ÞZt

¼ 1� h1B� . . .� hqB
q

� �� 1�H1B
m � . . .�HqB

mQ
� �� et

where et is the white noise (zero mean and constant variance), U1;U2; . . .;Up are the
weight parameters for the Autoregressive of order P, AR pð Þ, part. The h1; h2; . . .; hq are
the weight parameters for the Moving Average of order q, MA qð Þ part.

When using the ARIMAmodel, we need to select the parameters p; d; q;P;D; and Q
for the input time series, which is not an easy process. We use the ARIMA package in
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R to make the selection of these parameters. The package also estimates the hi; ;i;Hi;Ui

parameters as well.
The workloads of most web services have seasonality and trend. In our approach,

we use the seasonal ARIMA model for analyzing and predicting service workloads.

5 Two-Phase Composition Algorithm

We predict workload and estimate the admission control outcome of the concrete
service hosts to achieve service composition with lower risk of execution time failures.
But this adds an overhead to the service composition time. To overcome this issue, we
adopted a similar concept as in our previous work [17] and fit it in our prediction based
service composition process. Let cs1i ; cs

2
i ; . . .; cs

mi
i

� �
denote the mi concrete services

identified by the broker for grounding the abstract service asi. The broker selects the
final composition candidates using a two-phase composition algorithm. The candidate
with the best QoS is selected for grounding and the broker monitors the service exe-
cution for recomposition in case of failure.

The cs shares its specifications with the brokers that subscribe it. It shares its QoS
levels which is denoted as cs. cs:Q ¼ TQ; q1; . . .; qq

� �
in terms of the qþ 1 QoS

attributes. Where cs:TQ is a tuple mrti; tilogh i, cs:mrti is the most recent timing data for
cs, cs:tilog is the log of timing data for cs. Each timing data (for the most recent data
entry and the entries in the log) includes the specification ts; te½ �; avgload; avgrth i,
which records the average load and average response time in time interval ts; te½ �.

The two phases of the composition are discussed in the following two subsections.

5.1 Phase 1: Composition Candidate Selection

In the first phase, the broker, upon receiving composition request R from the client,
selects, based on genetic algorithm, the K top candidate compositions, i.e., candidate
workflows, and passes the ranked list of the K candidates for R to the second phase.
The timing behaviors of the candidate workflows are estimated coarsely. For each
candidate service csjii , we only consider its csjii :ert which is the expected response time
that csjii shares with the broker, where csjii is the j’s concrete web service that can
instantiate abstract service asi, where service ji �mi.

The concrete web services selected for the composition candidate may belong to
different providers and may be geographically located far from each other. Therefore,
there would be a communication latency among the web services. The communication
latency calculation considers both the location of the concrete web services, and the
size of the data exchanged. The concrete web service, cs, shares its output parameters
with the broker. The cs:Out is the set of output parameters of cs and their total size is
denoted by cs:Out:Size. In [15, 16], experiments have been conducted and the results
show that the following equation can serve as a good estimate of the communication
latency between two services, csjii and csjkk , with geographical distance dist csjii ; cs

jk
k

� �

and message size of csjii :Out:Size which is the size of the csjii service output, csjii :Out:
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Latency csjii ; cs
jk
k

� � ¼ 0:2 � csjii :Out:Size
� �0:51� 0:4þ 0:3� dist csjii ; cs

jk
k

� �0:735h i

þ 0:4þ 0:3� dist csjii ; cs
jk
k

� �0:735h i ð1Þ

Thus, a candidate workflow cwf ¼ csj11 ; cs
j2
2 ; . . .; cs

jn
n

� �
, 1� ji �mi, should satisfy

the QoS requirements given in R as follows:

Xn

i¼1
csjii :ertþ

Xn

i¼1
Latency csjii ; cs

jk
k

� ��R:QR:TR; and

CFQ qð Þni¼1cs
ji
i :qq satisfiesR:QR:qrq

ð2Þ

Here, CFQ qð Þ denotes the quality composition function for the q-th quality attri-
bute. In this paper, we only focus on timing property and will not consider the com-
position of other quality attributes.

The candidate workflows satisfying the above constraints are added to the candidate
list and the list is ranked according to how well the constraints are satisfied (based on a
utility functions). The top K candidates are then passed to the second phase.

5.2 Phase 2: Fine-Grained Timing Analysis for Composition Decision
Making

When a concrete web service in one of the top K candidate workflows is invoked, its
workload at the time may be very different from its current workload. Existing com-
position approaches do not consider this problem. Consider a candidate workflow
cwf ¼ csj11 ; cs

j2
2 ; . . .; cs

jn
n

� �
. csjii ’s invocation time depends on the cumulative response

time of csj11 through csji�1
i�1 plus the service invocation starting time provided in the

composition request, R:st. Thus, the workload estimation for each concrete service
should be as accurate as possible to avoid cumulative errors.

In the second phase, we use ARIMA to predict the workload of each concrete
service csjii based on its historical workload csjii :tilog. Let cs

ji
i :pk tð Þ denote the predicted

workload for csjii at a future time t. The prediction of csjii :pk should be made for csjii ’s
invocation time. Let ITi denote the service invocation time of csjii in the workflow cwf
for composition request R. We predict csjii ’s workload cs

ji
i :pk ITið Þ. Based on csjii :pk ITið Þ

and csjii ’s service rate csjii :l, we can compute csjii ’s predicted average response time
csjii :prt ITið Þ as follows:

csjii :prt ITið Þ ¼ 1

csjii :l� csjii :pk ITið Þ ;where ITi ¼ R:stþ
Xi�1

x¼1
csjxx :prt ITxð Þ ð3Þ

With the new response time predication, now we can refine the candidate workflow
timing behavior analysis given in Eq. (2). We have the new predicted average response
time for cwf as
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prt cwfð Þ ¼
Xn

i¼1
csjii :prt ITið Þþ

Xn

i¼1
Latency csjii ; cs

jk
k

� � ð4Þ

Again, we rank the candidate workflow cwf based on its prt cwfð Þ as well as its
other quality attributes. We build the top K 0 candidate workflows with prt cwfð Þ�
prt wfð Þ and CFQ qð Þni¼1cs

ji
i :qq satisfies R:qrq.

5.3 Admission Control Consideration

Service providers incorporate admission control to protect their servers from being
overloaded and maintain the service quality within the committed level to satisfy
customers’ requirements. When web services incorporate admission control, the broker
would need to take it into consideration when selecting service compositions. At
composition time, the Matchmaker requests the Workload & Admission Control Pre-
dictor to predict the workload for each composite service at the corresponding invo-
cation time. If any service in the concrete composite workflow has a high chance of not
getting admitted, the broker drops the corresponding composition candidates.

Each web service pushes its admission control policy cs:adm to its subscribing
brokers. The admission control policy is defined by the tuple maxload; thAdmh i, where
cs:maxload specifies the server load capacity and cs:thAdm is the threshold for
admission to cs, i.e., cs’s admission control algorithm will reject new requests when its
load reaches cs:thAdm� cs:maxLoad.

To illustrate the process, when the broker validates a composite service cs ji , it first
calculates its estimated invocation time, ITi, as shown in Eq. (3), and then the workload
for the web service is predicted at time ITi, as cs

ji
i :pk ITið Þ.

The Workload and Adm. Ctl. Predictor would perform the following validation:
If csjii :pk ITið Þ\ððcs ji :maxload � cs ji :thAdmÞ=100Þ => most probably cs ji would be

able to handle the new request.
If csjii :pk ITið Þ� ððcs ji :maxload � cs ji :thAdmÞ=100Þ => most probably cs ji would not

be able to handle the new request, therefore the broker drops any service composition
candidate with this composite service.

5.4 Service Execution

In our approach, the second phase builds the top K 0 service composition candidates and
grounds the candidate with best predicted QoS. During service execution, the broker
monitors the execution of each service in the composite workflow. If the execution at
web service csjii succeeded, the broker is notified, then the broker confirms the
admission with the next composite service, csjiþ 1

iþ 1; if admission request is granted, then

the broker directs csjii to forward its output data to csjiþ 1
iþ 1. If admission request is

rejected, then the broker triggers the recomposition process using the top K 0 candidates
list and the service execution is resumed at the replacement of csjiþ 1

iþ 1.
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6 Experiment Study

In the experimental system, we setup a single broker and define 60 abstract services,
each asi has mi candidate concrete services, where mi is randomly generated in the
range of [8, 12]. A total of 615 concrete web services have been created. Clients service
requests are generated continuously to the system. The broker makes QoS based
selection decisions to find the best service compositions that satisfy the clients’
requests.

We compare the two-phase prediction based composition (TPC) approach proposed
in this paper with a conventional composition (CC) solution. CC simply uses the
current load of cs, cs:mrti maintained by the broker updated every 5 min, to derive the
average response time of the cs and uses it to select the best composition decisions
(only one phase).

6.1 Web Service and Workflow Parameter Generation

For each concrete service cs, we generate cs:avgrt, cs:Loc, and cs:tilog. Each web
service simulates an m/m/n queue with service rate generated randomly from two
service time sets, [1, 5] min and [5, 10] min. All the web services that belong to the first
half of the abstract services use the first service time range, and the second half use the
second range. We repeated the experiments with another 3 different service time sets,
[10, 20] min and [15, 25] min, [20, 30] min and [25, 35] min, and [30, 50] min and [40,
60] min. The location of a web service cs, cs:Loc, is generated by uniformly randomly
selecting an earth coordinate. We use the workload generation method discussed in
Sect. 6.2 to generate cs:tilog. The workload for each concrete service cs is created
offline, including its historical workload and the workload for the duration of the
experiment. The same workload profile is used for both CC and TPC approaches. We
also repeated the experiment with the sharper changing load and the noisy load using
the last set of service time set.

In this paper, we consider that all service providers implement admission control,
however, each may have different load capacity and threshold. The admission control
in concrete service cs keeps track of cs:mrti and if cs:mrti:avgload exceeds
cs:thAdm� cs:maxLoadð Þ, cs rejects any new service requests until some existing
requests complete their services. cs:thAdm is configurable and is set to 85% in the
experiments. cs:maxLoad and the number of servers for each web server are generated
using the m/m/n queue model for each web service based on their corresponding
average service time.

Service requests are generated randomly using the Poisson process with an inter-
arrival rate of 500 requests per minute. For each service request R, the client generates
the parameters for R. The workflow R:awf is generated randomly and sequentially
selecting n different abstract services to form the service chain. The experiment is
repeated for the following values of the workflow size n: 4, 6, 8, and 10. The timing
requirement R:TR is generated by summing the average response times of the abstract
services (average over the corresponding concrete services) together with an additional
percentage of time. Specifically, we have
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R:TR ¼
Xn
i¼1

Pmi
j¼1 cs

ji
i :avgrt

mi
� 1þ addtð Þ

where csjii are the concrete services that match R:asi and addt is a percentage of the
overall average of all the web services of the workflow and it is randomly generated in
the range [0.3, 0.6]. This will allow randomness in the time requirements and creates
the cases where not finding a service composition that meets the requirements easy,
hard, and not possible. If service composition execution takes longer than this value,
the request will be marked as failed with QoS violation.

We also consider the communication latency when estimating the service request
arrival time and the overall workflow response time. The communication latency is
calculated as per Eq. (1). A communication latency of x time units is simulated by
holding the message sending activity for x time units.

6.2 Workload Generation Using Decompose

In order to evaluate our two-phase approach, we need to simulate the composition
activities and generate workloads for each of the concrete web services. To make the
generated loads as close to real world workloads as possible, we first analyze the
workloads of real servers and extract important parameters from them.

We analyze the workload data extracted from real services provided in [14]. These
workload data are decomposed using the decompose() function provided in R into the
trend, seasonal, and irregular components. The parameters for the three components are
analyzed and adjusted to generate new workloads for web services. Based on the
workload analysis and generation scheme, we generate simulated workload. Figure 2
shows a sample workload we generated for the duration of a few weeks. It shows the
weekly as well as daily seasonality. It also shows the lower workloads on weekends
compared to those of weekdays. Figure 2 also zooms in to show a closer look of the
data over one day. It shows that the load started very low after midnight and started to
climb in the morning to get the peak time and then started to go down again in the
afternoon and evening time.
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6.3 Simulated Workflow Execution

The broker processes a composition request R and outputs the concrete workflow R:wf .
Assume that the abstract service in wf, R:as1;R:as2; . . .;R:asn, are grounded to cs

j1
1 , cs

j2
2 ,

…, csjnn . We execute R by sending a message to csj11 at the workflow starting time R:st.
If csj11 is overloaded and its admission control mechanism decides to deny R, csj11
immediately responds back that the invocation has failed. Otherwise, csj11 computes the
estimated expected response time ert for R based on its current workload using m/m/n
queuing theory, waits for ert time units, and then invokes csj22 to continue the execution.

During the execution of wf, if at least one concrete web service has rejected R, then
the broker will be notified. In this case if the request deadline is reached, the request is
marked as failed, otherwise a re-composition is triggered for un-executed composite
services. If the execution succeeds, then we record the event as successful together with
the response time of executing wf.

In the experiments, we use a scale for the time so the real 1 min is one testing hour,
otherwise executing each experiment would take a very long time. The broker plays a
central role to synchronize the time by setting the testing start time and broadcasting it
to all nodes using a time synchronization message.

Each simulated system runs for 10 weeks (in simulated time). We measure the
request success rates and the response time of the composition and execution phases
and compare CC and TPC algorithms with different service time sets, workflow sizes,
and with/without admission control. We repeat the test with different workload profiles
and evaluate the impact of workload patterns on the approaches.

7 Experimental Results

Figure 3 shows the success rate for CC and TPC with different service time and
workflow size settings. It shows clearly that TPC outperform the CC approach in all
scenarios. With the first service time set (overall average of 5 min), TPC performs
between 4.4% to 14.2% better than CC depending on the workflow size. When the
workflow size increases, the advantage of TPC increases. Similarly, when the we used
the higher service time set, TPC advantage becomes bigger. For example, when we use
the last service time set (overall average 45 min), the TPC advantage over CC is
between 10.2% and 34.9%. When we used the first service time set, CC performance is
closer to TPC especially when using workflow size 4 since with CC approach the
broker is receiving the current load for the web services every 5 min, so with service
time 1, CC decision is better. CC performance declines when workflow size increases
because now it needs to plan composition with longer time ahead. When planning for
long time ahead, using work load prediction shows much better performance.
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For the experiments, we look closer to the prediction performance by looking into
the number of times we had web service admission control rejecting the service request
due to a bad decision by Workload and Adm. Ctl. (admission control) Predictor of the
broker when building the service composition. Figure 3 above also shows the broker
decision performance for different experiment settings (e.g. workflow size, service
time) for both CC and TPC approaches.

The graph shows a big advantage of using the TPC approach over the CC approach.
Using the prediction based approach, the broker is able to make the right decision when
building composition and the success rate is between 93% when workflow size is 4 and
83%whenworkflow size is 10 when using the first service time set.When comparing this
to CC performance using the same experiment setting, the broker was able to make the
right decision between 82% and 62%. When using other service time sets, the TPC
performance is almost the same with slight degradation. However, the CC performance
degrades significantly. The significance of the brokermaking the right decision is not only
to find a reliable service composition but also faster by eliminating the re-composition
requirement possibility and therefore meeting the client’s deadline requirement.

To evaluate the admission control impact, we turned off admission control and
repeated the experiment for different service time sets with workflow set to 6 in all
cases and for both approaches CC and TPC. Figure 4 below shows the comparison for
the same scenarios with admission control turned on.
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The graph shows the bad performance when web services don’t implement
admission control. This is clearly due to the relatively very high response time by web
services that are running high load and keep accepting new requests. This will cause the
service request to miss the deadline set by the client when the request is initiated.

The first workload profile we used for the experiment was the typical web service
workload profile which is low during night and high during the day. We repeated the
experiment with another two different workload profiles, one with sharper changes to
the load, and the other with noisier workload. Figure 4 shows also the performance of
the CC and TPC approaches using the three workload profiles.

Both CC and TPC degrade significantly with noisy load. This is expected for TPC
since prediction becomes less accurate with about 40% prediction errors. For the case
of sharper workload changes, the prediction error is around 20%. Also, CC gets less
advantage with the 5-min load information updates when the load is noisy or when the
workload changes faster.

8 Conclusion

We have proposed a service performance management framework which uses work-
load prediction to enable more accurate service time analysis in order to achieve better
service composition with lower risk of execution time failures due to insufficient timing
analysis. Though timing failures still may occur and continuous monitoring and
dynamic recomposition are still incorporated in the framework, the experimental results
show that the risk of incurring such timing failures is greatly reduced.
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Abstract. The rise of chatbots in the finance sector is the latest disruptive force
that has change the way customers interact. The adoption of Artificial Intelli-
gence powered chatbots particularly in the banking industry has changed the
face of communication interface between bank and customers. This paper
explores the effectiveness of the current use of chatbot in Singapore’s banking
industry. The banking sector in Singapore play a significant role in Singapore
economy. It also investigates the current chatbot functionality to determine if it
can meet the ever-changing expectation of customers.
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1 Introduction

Chatbots, fueled by artificial intelligence, have been identify as a need for business as it
is able to provide immediate communication with customers at anytime and anywhere.
Chatbot is identify as one of the key success factor to business success which banks in
the financial industry are adopting. Chatbot is an artificial intelligence robot that imi-
tates human conversation through commands, text chat, or both. It’s a virtual con-
versation in which the customers communicate with an online talking robot. Chatbots
are currently operating in various channels which include web and messaging platform.
For example, Mastercard utilize chatbot on Facebook Messenger to provide better
digital services where customers, can reap the benefit of the bots to help review their
purchase history, spending habits, and account balance.

Banks especially in the developed countries such as Singapore are leveraging on
artificial intelligence in their digital strategy. However, despite being ranked one of the
most digital savvy countries, Singaporean are still conservative in natural. They are also
resistance to change and prefer traditional methods. Through this research, we inves-
tigate the receptiveness of Singaporean towards chatbot implemented by the banks.

2 Adoption of A.I. by Financial Service Industry

Fintech is a new financial industry that applies technology to improve financial
activities (Schueffel 2016). Artificial Intelligence has resulted in new technologies
coming into play which have an impact on human live. In recent years, there is an
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increase in fintech startups, company that leverage on AI to create better quality
financial services. Large financial institutions are beginning to partner and invest with
fintechs to gain competitive advantage over traditional banks as well as to ensure digital
advancement. Chatbot is a conversational agent that mimic interaction with real people.
The most advance chatbot systems can employ machine learning to adapt new infor-
mation or user requests. Chatbot are typically found in messaging applications such as
Facebook messenger (since 2016), WhatsApp, WeChat (since 2013) or via SMS.
Today, these chatbots are used for B2C sales, customer service and marketing.

After the 2008 financial crisis, it had led to a profound economic implication for the
banks. Profit margins have declined for the banks over the last decade. Therefore,
banks try to improve on the internal operational efficiency and reduce cost of customer
support to maintain profitability even in the event of future financial crisis. Chatbot
technologies is able to handle voluminous calls from customer and increase satisfaction
while changing the customers’ opinion of the bank. As tech giants such as Alibaba and
Amazon are setting a higher bar for customer expectation, banks need to be able to
harness and improve the ability of conversational AI-backed platform to cater to the
need of the banking customers.

3 Objective and Research Methods

The objectives of this project and the different methodologies to achieve the stated
objectives will be described below. The chosen methods used in this study are analyzed
and justified.

3.1 Objective of the Project

The objectives are:

1. The current customer experience of chatbot used by the bank
2. What factors affect the adoption of chatbot in Singapore

3.2 Methodology

A few methods were used to achieve the objectives stated above:

1. Studying and analyzing the past related research
2. Conducting interview to gather further insights

3.2.1 Study Past Related Research
Due to the non-disclosure policy of the banks, there is limited published study on
chatbot usage by the banks. We will study general literature on chatbot usage and use it
as reference to measure the effectiveness and satisfaction of the chatbots usage by
banks in Singapore. This is followed by an in-depth study of which main group of users
would prefer the use of chatbot and if it provide them with the result they want to
achieve.
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3.2.2 Interview
For this research, a mixed methodology was used. Face to face interviews were con-
ducted over a few weeks. During the interview, qualitative user tests were conducted.

The reason interview was chosen as a method was because the interviews can
provide qualitative input for rich and contextual exploration of the chatbot. Further-
more, the interviewees are required to use the bank Virtual Assistant chatbot to perform
certain bank services during the interview. The Virtual Assistant chatbot was chosen as
it’s the only chatbot in Singapore bank that provide general customer services.

The data collected enabled statistical analysis on the expectation and customer
experience of the chatbots. This will provide better understanding of current imple-
mentation of chatbot technology by the banks and compare determine whether the
current chatbot meet the expectation of the interviewees. This will identify the strength
and weakness of current chatbot and suggest improvement to increase adoption of
chatbot technology.

A set of metrics were used to measure the expectation and customer experience of
the chatbot. User experience will measure the response rate, functionality and usability.
Response rate measure how fast the chatbot reply to an enquiry. Functionality mea-
sured if the chatbot can understand the enquiry asked by the user and follow up with
proper answer. It also measured the accuracy of the speech synthesis. Usability refer to
how easy is it to use the chatbot. This is important especially for non-tech savvy users.
If the chatbot is not easy to use, users will likely not use it the next time.

To measure satisfaction, the metrics used were interactivity, informative, data
privacy and protection. Interactivity include greeting the user as well as providing
emotional information through tone, inflection and expressivity. This is to make the
conversation more fun and interesting. It enables user to feel like they are interacting
with human. Informative refer to how detailed the information provided by the chatbot
is. Data privacy and protection refer to how secure is the chatbot in term of protecting
the personal details while the user is conversing with the chatbot.

This study provides a gauge of the user adoption of chatbot in Singapore. It also
identifies which factor affect the overall usage of the chatbot. The analysis will provide
insights if chatbot can provide better value-added services than bank staffs so as to
determine the extent in which the bank can replace existing staffs to reduce cost.

4 Discussion and Argument

Quality attributes of chatbots are breakdown into 3 different categories. The effec-
tiveness, efficiency and satisfaction with which specified users achieve specified goals
into particular environments (Shawar 2007). Efficiency implies to how well the
resources are allocated to achieve certain goals. According to Oliver (1997), satisfac-
tion is a pleasurable fulfilment. In general, consumers complete some goals and desire.
Consequently, this completion creates a pleasurable feeling. Quality attributes are
subjective. Most researchers feel chatbot or conversational agent should priorities
interreacting and responding like a human, others such as Wilson (2017) think
otherwise. The common ground is chatbots must boost users’ experience to be con-
sidered successful.
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According to a survey by HSBC (2017) 66% of Singaporean currently use online
banking but only 9% of Singaporean adventure into banking apps via smart phone to
manage money. The study shows that although Singaporean are tech-literate, the lack
of knowledge to combat cyber risks has result in the low confident level to uptake new
technologies by the banks. The banks have taken measure to address this issue by
implementing security features to build up the customers confident in new
techonologies, such as fingerprint recognition and one-time password. The Monetary
Authority of Singapore (MAS) has also impose stricter regulations such as Personal
Data Protection Act (PDPA) on the banks. Such measure helps to protect the customers
from potential banking system vulnerabilities.

4.1 Banking Chatbots in Singapore

In Singapore, a wealthy nation with high computer literacy, 79% of the interviewees
are willing to use computer-generated support for business services and purchase of
bank products. To remain competitive, banks will have to adapt their traditional ser-
vices by implementing robotics into their banking services that will enable the banks to
capture more market share.

Figure 1 shows the breakdown in percentage of interviewees of our study who use
chatbots according to the industries they are working in. It is noted that 46% of
interviewees who use chatbots are either in IT industry or finance industry. Another
26% are students who, in Singapore, have IT exposure at a young age. The use of IT in
the Singapore education system plays a part in the high IT literacy rate in Singapore.
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Fig. 1. Breakdown of interviewees working in different industries who uses banking chatbots
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These three groups of chatbots users add up to 72% of those who have such experience.
It can be expected that acceptance of chatbots technology will likely follow similar
diffusion path like that of Internet banking in the 2000s.

At a prominent major bank in Singapore, chatbots are able to handle over 82% of
requests without any human intervention. Furthermore, it only requires 20% of the
resources of a traditional bank. As such, the bank is planning to roll out its chatbot
service to other mobile messaging apps such as Whatsapp and WeChat. The bank also
plans to increase its services which allow the chatbot to advise on customers with
regards to purchase of bank products such as investment or insurance. In order for
banks to roll out its chatbot service to other platform, it must be able to provide positive
user experience.

A recent study by Singapore Institute of Management on Chatbot users yield the
following results (Fig. 2):

The result showed that informative information by the chatbot are rated the highest
priority. This is followed by fast response, functionality, interactivity, easy to use and
data privacy and protection.

Most of the interviewees ranked informative as the top criteria are well-educated
with diploma and above. On the other hand, data privacy and protection was the least
priority. From the Norton cybersecurity insight report, 37% of the Millennials do not
think they will become a target even though 52% of them had experienced cybercrime.
This indicate that millennials are complacent about online security and not adopting
safe cyber habits. Therefore, banks must have high security features put in place to
ensure that information within the chatbot services are kept privacy and confidential.
A breach in the security of the chatbot services may result in confident level of
customers adopting the use of chatbot.

For the group that seeks convenience as the top priority, most interviewees find that
as long as chatbot is convenience and positive user experience, they will continue to
use the chatbot.

At the other end of the continuum, 6% of the interviewees which are not part of the
millennials indicate that they would not use chatbot. They prefer the human touch of
going through banks staff and 40% of them do not have access to the technology to use
the chatbot. Unless the chatbot is able to reproduce the same human touch as the bank
staff, it will be difficult for this group of people to adopt to the chatbot technology. As a
result, it will be hard for banks to move all its services and operations to the chatbot
platform. Banks may have to invest more money and resources to train this group of
customers to be competence to use the chatbot technology.

Table 6 : Criteria of chatbot (1 being least important and 6 being most important) Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Rank 6 Total Score
Interactivity 38 4 17 15 26 0 285
Informative 0 0 19 0 8 73 537

412514706284noitcetorPdnaycavirPataD
Fast Respone 0 4 0 30 55 11 467
Functionality 0 36 12 48 4 0 286
Easy To Use 15 29 52 0 4 0 222

Fig. 2. Desired features of chatbots
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4.2 Customer Experience of Chatbot in Singapore

Base on the study of the interview, it was found that there was a direct link between how
informative the chatbot is and customer experience. From the study, it was found out
that 76% of the interviewees were not satisfied with the bank chatbot technology. The
main reason for the negative customer experience was that the bank chatbot is not about
to provide an immediate answer that the customers need when they use it. This group of
interviewees search for information on the interest rate of the house loan, current bank
interest rate in saving account as well as investment funds performance to make a
comparison between other banks make better decision. The current chatbot technology
is only about to track the keyword provided by the customer and provide them with the
most suitable link. Even though the chatbot is able to reply immediately and easy to use,
the criteria on being informative still outranked the rest. This resulted in overall negative
customer experience. This group of interviewees belong to the millennial group and will
not continue to use it nor introduce to their friends or family. How fast and relevant is
chatbot is able provide the customers with the information will affect the rate of adoption
of chatbot technology in the banking sector in Singapore especially for the millennial.

A small percentage of the interviewees who are not satisfy with the bank chatbot
are not part of the millennial. They belong to the aging population category. The reason
why they are not satisfy with chatbot is because some of them are not IT savvy enough
to use the chatbot while the rest are resistance to change. This group of interviewees
prefer the traditional ways to enquire information which is to go down to the bank
directly to enquire. This is a habit which is hard to break. In addition, this group of
interviewees have low confident with data privacy and protection with using bank
chatbot with fear that the information will be leaked out.

24% of interviewees that are satisfy with bank chatbot are those that did not rank
informative as the top criteria they expect from bank chatbot. This group of people are
not the millennial and most of them ranked convenience as their top criteria. They ask
general information such as location of nearest bank or the opening hour for the bank
which the chatbot can immediately provide answer with the right link. As such, this
group of interviewees had a positive experience with bank chatbot and will continue to
use it in the future.

4.3 Going Forward

Most survey interviewees feel chatbot need to be able to interpret and understand the
questions by the users better. Furthermore, tacit knowledge of banks must be incor-
porated into the knowledge base. Before that is achieved, chatbots and human tellers
will have to teamed up to serve the customers.

5 Conclusion

As the banks progress towards digital savvy entitles, many have found success in
introducing IT by offering user-friendly features. In order to remain competitive,
financial institution have to adapt their traditional services by introducing automation to
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attract increasingly tech-savvy customers. Moving forward, chatbots are posed to
provide more than just automated savings. It is envisaged they will enter into wealth
management for the masses with considerations of individual customer’s risk profile,
underwrite loans and insurance, provide data analyses and advanced analytics, and
detect and notify of fraudulent behavior, all through an automated virtual assistant.

Chatbot Technology enables banking services to be available at any place and any
hour of the day. This reduces the operation costs for the banks significantly. For now,
their implementation have not reach the maturity stage where it can handle complex
banking services. There are rooms for improvement in term of interpreting customers
questions and providing correct information that the customers seek. This will enhance
customer experience where quality of information is the top criteria that customers seek
when using the chatbot.
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Abstract. We present a method of inspecting surface defects of ring magnets
by using deep learning technology, and the inspection system developed uti-
lizing this method has achieved much better accuracy and speed than human
inspectors in actual production environment, while such accuracy and speed are
essential for such systems. The proposed method can also be used for the surface
defect inspection of many other industrial products and systems.

Keywords: Machine vision � Defect inspection � Image processing �
Deep learning � Semantic segmentation � Caffe � Global convolution network

1 Introduction

Ring magnet is a kind of permanent magnet with strong magnetism, and it is one of the
core components of magnetron. The quality of ring magnets has a decisive impact on
the quality and service life of microwave ovens.

The commonly used ring magnets has thickness between the 11 mm–13 mm, the
outer diameter between the 50–67 mm. There are more than 10 types of magnet surface
defects, including (long) cracks, short cracks, circular cracks, hard material, impurities,
broken edges, residual magnetism, broken or uneven chamfer, non-polished edges,
sand eyes, soldering, etc., but can be summed up as two large categories - linear defects
and blob defects. Among all the defects, short cracks are short linear defects usually
appear at the edge of the inner ring of magnets, which needs to be detected at a
resolution of 0.04 mm/pixel, while other defects can be detected at a lower resolution
of the 0.10 mm/pixel. For each ring magnet we need to inspect both the front side and
the back side, and magnet manufacturers require machine vision inspection systems to
match the speed of the production line, which is around 120–140 pcs per minute.

At present, ring magnets manufacturers generally use a large number of inspectors
to detect surface defects. For example, in our traditional factory setting, each pro-
duction line needs to be equipped with at least 4 inspectors, naturally incurring high
costs with high labor intensity, that eventually might fail to detect some defective
products due to human visual fatigue.

The recent advances in applying artificial intelligence techniques in manufacturing
systems has prompted us to explore the use of automated machine vision inspection
instead of manual inspection in such systems. Before the advent of deep learning
technology, the machine visual inspection industry detects product surface defects
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mainly by direct grayscale comparison or feature classification methods. Among them,
the grayscale comparison method is to align the product image with a standard sample
image, and then compare them pixel by pixel, judging by the grayscale difference. The
disadvantage of this method is that it can only be used for products with very consistent
appearances, such as printing labels, and can not be used with those with inconsistent
appearances such as ring magnets. The method based on feature classification needs to
extract image features using specially designed feature extractors (such as local binary
pattern variants [1], HOG features [2], GLCM [3] and Gabor filters [4], etc.), and then
use the extracted feature to train a classifier. The disadvantage of such an approach is
that it is often difficult to design a good feature extractor, while only the classifier can
be improved by training, the feature extractor itself cannot be trained, thus limiting the
quality of the extracted features. Due to those problems with the traditional methods,
many scientific institutions and machine vision companies had tried to develop a
magnet surface defect inspection system, but all failed because their failure rate and
false alarm rate can not be lowered to the acceptable range. Deep learning fuses the
feature extractor and classifier into one integrated neural network, thus resolves the
problem that the feature extractor cannot be trained, and at the same time, the deep
neural networks with convolution structures have demonstrated with much better
results than the traditional methods in many computer vision challenges such as
ImageNet [5] and Pascal VOC [6]. So we believe that deep learning can solve the
problem of feature extraction and enable us to develop a fully automated ring magnet
surface defect inspection system to help our customers reduce production costs and
improve product quality.

2 General Architecture

The general process of applying deep learning technology in machine vision systems is
divided into two phases: training and prediction. The process of the training phase is as
follows:

The process of prediction is as follows:

The first step in both phases is to acquire the product images. In the training stage,
after the image is acquired, it is necessary to manually label the defects in the image,
and then randomly produce a series of training samples (image-label pairs) of the same
size through a pre-processing program, feed into the deep learning software for
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training, and finally obtain the parameter values of the neural network. During the
prediction phase, some simple pre-processing is also required after the image has been
acquired, mainly by scaling and cutting the image into several small batches, each of
which is the same size as the images used for training, and then the batches are fed into
the neural network for prediction. In the post-processing step, we stitch each part of the
prediction result back into a complete image, then analyze the connected components
in the image, calculate the size of each defect component, compare it with the user’s
preset allowable size, to determine whether the product is OK.

3 Image Acquisition

In machine vision systems, in order to acquire clear images over a short exposure time,
high-brightness LED lights are usually used to light the target product. In practice, we
use a high-angle ring light to acquire a bright-field image, which has high overall
brightness that can clearly reflect the product surface details, and suitable for detecting
most types of the surface defects such as long cracks and soldering, but the brightness
of the chamfer part is low, and it is also difficult to detect short cracks. To complement
that, we also use a low-angle ring light to acquire a dark-field image at the same place,
which can clearly show the chamfer, suitable for checking chamfer integrity and
detecting short cracks. Then we synthesize both images to create a pseudo-color RGB
image to increase the amount of information provided to the neural network, in which
Green = Bright-field image, Blue = Dark-field image, Red = Green-Blue. The original
resolution of the image is 2048 � 2048 pixels, but most defects (defects other than
short cracks) can be detected under lower resolutions, so we resize the image to
640 � 640 pixels for further processing (Figs. 1 and 2).

Fig. 1. Image acquisition hardware placement. From the top down: the grayscale camera, the
high angle ring light, the low angle ring light (Color figure online)
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4 Labeling of Images

To train a supervised neural network model, we need to label the acquired images to
provide supervision information to the training process. We mark the linear defects
with red lines and use blue brushes to mark the contours of blob defects. In addition,
for dirty parts on the product surface that should not be considered as a defect, we use
a white brush to mark its outline and ignore it during training. We did not apply
different markers for each defect type, so the trained deep network can not output the
precise defect type. But it is not an issue here, because all defect types in the blob
category have similar allowable sizes, and it is almost the same for linear category
defects, except for short cracks. Also, it is possible to recover part of the defect type
information during post-processing, using the position/shape/line direction information
of the defect (Fig. 3).

5 Image Pre-processing

We have collected images from 1900 defective products and about 400 good products,
for a total of 2322 images, of which 2100 are used for training and the rest are used for
validation. Due to the complexity and varied size of defects and the limited number of

Fig. 2. Bright-field image, Dark-field image and the synthesized image (Color figure online)

Fig. 3. Labeled defective images: long crack, hard material, soldering
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labeled images, we have written a pre-processing program to augment the labeled
images using a variety of transformations, including: random brightness changes,
random scaling, random rotation, random cropping. The pre-processing program can
produce over 400,000 pairs of 256 � 256 training samples. In practice, we actually
trained three neural networks, one to detect general defects, one specifically to detect
short cracks and one to detect chamfer defects, all three neural networks have similar
structure, only differs in the number of down-sampling blocks. And the image reso-
lution used by the latter two is reduced to 64 � 64 and 128 � 128 respectively, Only
the largest 256 � 256 neural networks used to detect most defect types are discussed
below.

6 The Neural Network Model

The purpose of surface defect detection is to find out the defective part of the product,
from the point of view of image processing, we may treat a defect as an “object” or as a
“region” in the image. Considering that in actual production we often need to obtain
accurate contours of defects to calculate their length or area, rather than just a bounding
box, we prefer to treat a defect as a region, that is, to segment the entire image into a
number of normal regions and different categories of defective regions, which is a kind
of semantic image segmentation task. In recent years, the neural network architecture
proposed for semantic image segmentation includes Fully Convolutional Network FCN
[7], SegNet [8], DeepLab series [9], Global convolution network GCN [10], ExFuse
[11] and so on. Among them, DeepLab and GCN expand the effective receptive field of
neurons through dilated convolution and separable convolution respectively, both
achieved high segmentation accuracy. Considering that dilated convolution is harder to
optimize with current computing hardware and is slower than separable convolution
when the accuracy is similar, we actually adopt the neural network model based on
GCN and add the SEB structure introduced in ExFuse. Each Res-x layer contains two
modified ResNet blocks, each of which uses a structure similar to the GCN block,
which uses two sets of 5 � 1 and 1 � 5 convolution and 1 � 1 convolution layers
instead of stacked 3 � 3 convolution layers in the original ResNet, while the GCN
block uses two sets of 7 � 1 and 1 � 7 convolution layers. We also changed the
structure of each down-sampling block according to [12]. The neural network outputs 4
channels of the same width and height as the input image, channel 0 is the classification
probability of background, channel 1 is the classification probability linear defect the
channel 2 is the classification probability of blob defect, and channel 3 is for the
ignored regions (Fig. 4).
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7 Training Procedure and Results

We use Caffe to train the above neural network model. Since defective pixels account
for a small part of the entire image, we use a modified SoftmaxWithLoss layer which
supports class weighting as the Loss layer of our neural network model, to accelerate
learning from imbalanced data, and we set the weight of the harder-to-learn linear
defects to 3.75, and weight of blob defect to 1.5. We use the Nesterov solver with
momentum, the batch size is set to 32, the initial learning rate is 2.0e–4. Every 5000
iteration the learning rate is reduced to 0.8 times the previous one, and the weight decay
is set to 5.0e–4, the momentum is set to 0.99. We count 5 epochs as a cycle, we re-
generate all training samples after each cycle, and reset the learning rate to half of the
initial learning rate of the previous cycle. We trained the model for a total of 12 cycles.

Considering the accuracy of manual labeling of images and the characteristics of
defect detection tasks, we have loosened the calculation of IoU and recall rates, when
the predicted defect mask is wider than the label, but the difference is within 2 pixels, it
will not hurt the IoU:

Relaxed IoU ¼ dilate predition\ label; 5� 5 discð Þ \ predition[ labelð Þj j= predition[ labelj j

RelaxedRecall ¼ dilate predition; 5� 5 discð Þ \ labelj j= labelj j

Fig. 4. Overview of the network structure
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The following are the validation results, it can be seen that our model has a good
recognition accuracy for both types of defects, increasing the network width can greatly
improve the recognition accuracy of blob defects, but the impact on linear defects is
less (Table 1).

8 Conclusion

By using deep learning technology, we have achieved much more accurate inspection
of the surface defects of ring magnets, and our inspection system has been in the
customer site for more than a year of production use. It has been demonstrated that the
initial inspection system can effectively reduce 2 inspectors for each of our customer’s
production line. In addition, as compared to human inspectors, our inspection system
reduced the leak rate of defects by 70%, and essentially eliminated the leakage of
serious defects such as short cracks, thus significantly improved the product quality. As
a result, our system has been highly recognized by our customers. This is the first time
we have used deep learning technology to produce an industry-leading complex surface
defect inspection system with expected initial success. However, in the entire R&D
process, we have identified several issues that should be further studied and improved:
(1) in order to collect the 1900 defective images used in training, we spent three months
at the customer production site just to collect defective products, thanks to the fact that
the occurrence frequency of all types of ring magnet defects are relatively high. But if
we apply the same technology to other industrial products, we may need much more
time for image acquisition, our system may need to achieve the same effectiveness with
fewer training samples (2) There is a certain degree of over-fitting in the trained neural
network: in the trial stage of our inspection system, we observed high false-alarm rate
and a few failed attempts to find out the defective product, it is necessary to add new
sample images for training, with about six months of historical records/samples to
achieve stability. This suggests that we should use more means to prevent over-fitting,
such as using the generative adversarial networks (GAN) to generate new training

Table 1. Validation results of the trained network model.

Convolution layers 109 109

Conv1 output channels 12 16
Parameters 2.2 M 3.9 M
Pixel Accuracy 99.81% 99.83%
mean Relaxed IoU (linear defects) 82.12% 83.14%
mean Relaxed IoU (blob defects) 88.19% 94.39%
mean Relaxed Recall (linear defects) 84.10% 90.89%
mean Relaxed Recall (blob defects) 93.23% 97.03%
Inference Time (i7 7700HQ, batch size = 16) 14.87 ms/image 19.07 ms/image
Inference Time (GTX1060 6G, batch size = 16) 2.63 ms/image 3.39 ms/image
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samples. (3) Due to the difficulty in image acquisition, our inspection system can only
detect the two planar sides of ring magnets, and can not detect the inner and outer
vertical surfaces of ring magnets, so it still can not completely replace human
inspectors, we’ll continue to resolve the problem and upgrade our inspection system.
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