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Foreword

The 21st International Conference on Human-Computer Interaction, HCI International
2019, was held in Orlando, FL, USA, during July 26–31, 2019. The event incorporated
the 18 thematic areas and affiliated conferences listed on the following page.

A total of 5,029 individuals from academia, research institutes, industry, and
governmental agencies from 73 countries submitted contributions, and 1,274 papers
and 209 posters were included in the pre-conference proceedings. These contributions
address the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The contributions thoroughly cover the entire
field of human-computer interaction, addressing major advances in knowledge and
effective use of computers in a variety of application areas. The volumes constituting
the full set of the pre-conference proceedings are listed in the following pages.

This year the HCI International (HCII) conference introduced the new option of
“late-breaking work.” This applies both for papers and posters and the corresponding
volume(s) of the proceedings will be published just after the conference. Full papers
will be included in the HCII 2019 Late-Breaking Work Papers Proceedings volume
of the proceedings to be published in the Springer LNCS series, while poster extended
abstracts will be included as short papers in the HCII 2019 Late-Breaking Work Poster
Extended Abstracts volume to be published in the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2019
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2019 Constantine Stephanidis



HCI International 2019 Thematic Areas
and Affiliated Conferences

Thematic areas:

• HCI 2019: Human-Computer Interaction
• HIMI 2019: Human Interface and the Management of Information

Affiliated conferences:

• EPCE 2019: 16th International Conference on Engineering Psychology and
Cognitive Ergonomics

• UAHCI 2019: 13th International Conference on Universal Access in
Human-Computer Interaction

• VAMR 2019: 11th International Conference on Virtual, Augmented and Mixed
Reality

• CCD 2019: 11th International Conference on Cross-Cultural Design
• SCSM 2019: 11th International Conference on Social Computing and Social Media
• AC 2019: 13th International Conference on Augmented Cognition
• DHM 2019: 10th International Conference on Digital Human Modeling and

Applications in Health, Safety, Ergonomics and Risk Management
• DUXU 2019: 8th International Conference on Design, User Experience, and

Usability
• DAPI 2019: 7th International Conference on Distributed, Ambient and Pervasive

Interactions
• HCIBGO 2019: 6th International Conference on HCI in Business, Government and

Organizations
• LCT 2019: 6th International Conference on Learning and Collaboration

Technologies
• ITAP 2019: 5th International Conference on Human Aspects of IT for the Aged

Population
• HCI-CPT 2019: First International Conference on HCI for Cybersecurity, Privacy

and Trust
• HCI-Games 2019: First International Conference on HCI in Games
• MobiTAS 2019: First International Conference on HCI in Mobility, Transport, and

Automotive Systems
• AIS 2019: First International Conference on Adaptive Instructional Systems



Pre-conference Proceedings Volumes Full List

1. LNCS 11566, Human-Computer Interaction: Perspectives on Design (Part I),
edited by Masaaki Kurosu

2. LNCS 11567, Human-Computer Interaction: Recognition and Interaction
Technologies (Part II), edited by Masaaki Kurosu

3. LNCS 11568, Human-Computer Interaction: Design Practice in Contemporary
Societies (Part III), edited by Masaaki Kurosu

4. LNCS 11569, Human Interface and the Management of Information: Visual
Information and Knowledge Management (Part I), edited by Sakae Yamamoto and
Hirohiko Mori

5. LNCS 11570, Human Interface and the Management of Information: Information
in Intelligent Systems (Part II), edited by Sakae Yamamoto and Hirohiko Mori

6. LNAI 11571, Engineering Psychology and Cognitive Ergonomics, edited by Don
Harris

7. LNCS 11572, Universal Access in Human-Computer Interaction: Theory, Methods
and Tools (Part I), edited by Margherita Antona and Constantine Stephanidis

8. LNCS 11573, Universal Access in Human-Computer Interaction: Multimodality
and Assistive Environments (Part II), edited by Margherita Antona and Constantine
Stephanidis

9. LNCS 11574, Virtual, Augmented and Mixed Reality: Multimodal Interaction
(Part I), edited by Jessie Y. C. Chen and Gino Fragomeni

10. LNCS 11575, Virtual, Augmented and Mixed Reality: Applications and Case
Studies (Part II), edited by Jessie Y. C. Chen and Gino Fragomeni

11. LNCS 11576, Cross-Cultural Design: Methods, Tools and User Experience
(Part I), edited by P. L. Patrick Rau

12. LNCS 11577, Cross-Cultural Design: Culture and Society (Part II), edited by
P. L. Patrick Rau

13. LNCS 11578, Social Computing and Social Media: Design, Human Behavior and
Analytics (Part I), edited by Gabriele Meiselwitz

14. LNCS 11579, Social Computing and Social Media: Communication and Social
Communities (Part II), edited by Gabriele Meiselwitz

15. LNAI 11580, Augmented Cognition, edited by Dylan D. Schmorrow and Cali M.
Fidopiastis

16. LNCS 11581, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Human Body and Motion (Part I), edited by
Vincent G. Duffy



17. LNCS 11582, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Healthcare Applications (Part II), edited by
Vincent G. Duffy

18. LNCS 11583, Design, User Experience, and Usability: Design Philosophy and
Theory (Part I), edited by Aaron Marcus and Wentao Wang

19. LNCS 11584, Design, User Experience, and Usability: User Experience in
Advanced Technological Environments (Part II), edited by Aaron Marcus and
Wentao Wang

20. LNCS 11585, Design, User Experience, and Usability: Application Domains
(Part III), edited by Aaron Marcus and Wentao Wang

21. LNCS 11586, Design, User Experience, and Usability: Practice and Case Studies
(Part IV), edited by Aaron Marcus and Wentao Wang

22. LNCS 11587, Distributed, Ambient and Pervasive Interactions, edited by Norbert
Streitz and Shin’ichi Konomi

23. LNCS 11588, HCI in Business, Government and Organizations: eCommerce and
Consumer Behavior (Part I), edited by Fiona Fui-Hoon Nah and Keng Siau

24. LNCS 11589, HCI in Business, Government and Organizations: Information
Systems and Analytics (Part II), edited by Fiona Fui-Hoon Nah and Keng Siau

25. LNCS 11590, Learning and Collaboration Technologies: Designing Learning
Experiences (Part I), edited by Panayiotis Zaphiris and Andri Ioannou

26. LNCS 11591, Learning and Collaboration Technologies: Ubiquitous and Virtual
Environments for Learning and Collaboration (Part II), edited by Panayiotis
Zaphiris and Andri Ioannou

27. LNCS 11592, Human Aspects of IT for the Aged Population: Design for the
Elderly and Technology Acceptance (Part I), edited by Jia Zhou and Gavriel
Salvendy

28. LNCS 11593, Human Aspects of IT for the Aged Population: Social Media, Games
and Assistive Environments (Part II), edited by Jia Zhou and Gavriel Salvendy

29. LNCS 11594, HCI for Cybersecurity, Privacy and Trust, edited by Abbas Moallem
30. LNCS 11595, HCI in Games, edited by Xiaowen Fang
31. LNCS 11596, HCI in Mobility, Transport, and Automotive Systems, edited by

Heidi Krömker
32. LNCS 11597, Adaptive Instructional Systems, edited by Robert Sottilare and

Jessica Schwarz
33. CCIS 1032, HCI International 2019 - Posters (Part I), edited by Constantine

Stephanidis

x Pre-conference Proceedings Volumes Full List



34. CCIS 1033, HCI International 2019 - Posters (Part II), edited by Constantine
Stephanidis

35. CCIS 1034, HCI International 2019 - Posters (Part III), edited by Constantine
Stephanidis

Pre-conference Proceedings Volumes Full List xi

http://2019.hci.international/proceedings



HCI International 2019 (HCII 2019)

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/board-members-2019.php



HCI International 2020

The 22nd International Conference on Human-Computer Interaction, HCI International
2020, will be held jointly with the affiliated conferences in Copenhagen, Denmark, at
the Bella Center Copenhagen, July 19–24, 2020. It will cover a broad spectrum
of themes related to HCI, including theoretical issues, methods, tools, processes, and
case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information will be
available on the conference website: http://2020.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2020.org

http://2020.hci.international/

http://2020.hci.international/
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NET-EXPO: A Gephi Plugin
Towards Social Network Analysis

of Network Exposure for Unipartite
and Bipartite Graphs

Muhammad “Tuan” Amith, Kayo Fujimoto, and Cui Tao(B)

University of Texas Health Science Center at Houston, Houston, TX 77030, USA
cui.tao@uth.tmc.edu

Abstract. Social network analysis (SNA) concerns itself in studying
network structures in relation to individuals’ behavior. Individuals may
be influenced by their network members in their behavior, and thus past
researchers have developed computational methods that allow us to mea-
sure the extent to which individuals are exposed to members with certain
behavior within one’s social network, and that be correlated with their
own behavior. Some of these methods include network exposure model,
affiliation exposure model, and decomposed network exposure models. We
developed a Gephi plugin that computes and visualizes these various
kinds of network exposure models called NET-EXPO. We experimented
with NET-EXPO on some social network datasets to demonstrate its
pragmatic use in social network research. This plugin has the poten-
tial to equip researchers with a tool to compute network exposures in a
user friendly way and simplify the process to compute and visualize the
network data.

Keywords: Social network analysis · Network exposure model ·
Affiliation exposure model · Visualization · Gephi ·
Human computer interaction · Software · Network science ·
Public health

1 Introduction

An old adage, “[w]hen the character of a [wo]man is not clear to you, look at
[their] friends”, assumes that each individual is reflected by their interactions by
another human being. Within the field of social network analysis (SNA), graph-
based networks that represent relational structures can provide comprehension
into their relations to individual-level behaviors/attributes. A graph is a math-
ematical model connecting nodes to elucidate a network structure. While repre-
senting individual people as nodes (or actors) within a graph and the connection
between nodes as relationships (or ties), these graphs can provide methods to
garner insight into the social network composed of a population of interest.
c© Springer Nature Switzerland AG 2019
C. Stephanidis (Ed.): HCII 2019, CCIS 1034, pp. 3–12, 2019.
https://doi.org/10.1007/978-3-030-23525-3_1
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SNA is “set of techniques used to understand these relationships and how
they affect behavior” [1]. By representing these social structures as networks,
researchers can apply various mathematical and graph-based methods to quan-
tify structural characteristics and their relation to behavioral attributes of a
population. Network methods such as computing centrality measures [2,3] or
complex methods such as community detection [4] can reveal behavioral infor-
mation in a social network. As a graph structure, we can potentially visualize
the network to further assess and communicate important findings to a wider
audience.

We introduce a software add-on that we developed for a popular open source
visualization software called Gephi [5]. We will also summarize the network expo-
sure models that the software add-on is based on.

1.1 Network Exposure Model

The network exposure model aims to assess a degree to which an individual is
exposed to his or her network members with certain attributes or behaviors
[6–9]. It has been grounded in the diffusion of innovation theory [10], and mod-
eling network influence by constructing the weight matrix Wij were discussed
[11]. Network Exposure (Ei) is defined in the equation below (Eq. 1).

Ei =

∑

j

Wij yj

∑

j

Wij

, for i, j = 1, . . . , N, i �= j (1)

From Eq. 1, a network influence is represented by relationships from individ-
uals i (ego) to j (alter) in the form of a weight matrix Wij (with i indexing
row and j indexing column) that is matrix multiplied by yj(i �= j) that rep-
resent each network member j’s value in his or her behavioral variable (either
coded as 0 or 1), and divided by row sum of

∑
j Wij , to normalize the resulting

exposure value. Here, Ei represents the resulting vector of network exposure,
yielding the proportion of a connecting network members with certain behavior
or attribute yj .

1.2 Affiliation Exposure Model

Affiliation exposure, developed by our co-author (KF) and colleagues [12,13],
have been employed in various social network analysis research [12–16]. Affilia-
tion exposure model extends the network exposure model by replacing a weight
matrix Wij with a one-mode actor-by-actor co-affiliation matrix Cij . The co-
affiliation matrix is a result of a projection of (or conversion from) a two-mode
affiliation matrix Aij where actor i index row and event j index column. Math-
ematically, this projected co-affiliation matrix Cij , is computed by the matrix
multiplication of a bipartite graph as a matrix Aij , by its transposed form A′

ij ,
i.e., Cij = (Aij · A′

ij). The off-diagonal entries of the resulting co-affiliation
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matrix, representing the number of common events each pair of actors jointly
affiliated. Cij (where i �= j) is used to compute affiliation exposure (See Eq. 2).
Values in the on-diagonal entries represent the number of total event each actor
affiliated, that will not be used in affiliation exposure computation, but used as
a control variable in regression analysis [12].

Fi =

∑

j

Cij yj

∑

j

Cij

, for i, j = 1, . . . , N, i �= j (2)

Analogous to network exposure model, the resulting vector Fi measures the
percentages of events in which actors co-affiliates with actors of a specific behav-
ioral attribute yj .

1.3 Decomposed Network Exposure Model

Decomposed network exposure model is another network exposure derivative
developed by our co-author (KF) and colleagues that allows us to incorporate
multiple network influences, by including two network weight matrices of the
same population that can be decomposed into overlapped versus non-overlapped
network influence [17,18]. We will focus on decomposed network exposure for
using two one-mode networks as an example, but future implementation for
NET-EXPO will support combinations of one one-mode network and one two-
mode network [18] and two two-mode networks [17].

Di,overlap =

∑

j

{sgn(Xij)Wij} yj

∑

j

{sgn(Xij)Wij}
for i, j = 1, . . . , N, i �= j (3)

Di,non−overlap =

∑

j

{[1 − sgn(Xij)] Wij} yj

∑

j

{[1 − sgn(Xij)] Wij}
for i, j = 1, . . . , N, i �= j (4)

Equations 3 and 4 defines the decomposed network exposure model for two
one-mode networks, Xij and Wij . The model involves generating a matrix from
a weight matrix (Xij) and converting the elements into binarized elements
sgn(Xij), and also generating the inverse form of 1 − sgn(Xij), i.e., switching 0
to 1, and 1 to 0. To derive an overlapped decomposed exposure component to
a certain behavior (Di,overlap), we preform element-wise multiplication between
the binary matrix sgn(Xij) and another weight matrix Wij , and then compute
the standard procedure for network exposure (matrix multiply the resulting dot-
multiplied matrix by the behavior vector yj), that will yield overlapped network
exposure component between two networks. To derive non-overlapped decom-
posed exposure component to a certain behavior, we subtracted the binarized
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elements sgn(Xij), from a square matrix with all off-diagonal elements 1, and
everything else being identical to the computation of Eq. 3.

1.4 Research Objectives

Using the aforementioned models discussed, we intend to harness Gephi, a net-
work visualization tool, to display and compute the various network exposure
measures. Through the visualization of these measures, network researchers
can potentially analyze and have an insight to better understand various net-
work influences of individuals or events/places on specific individual nodes in a
network.

Currently, the Gephi plugin repository do not offer any support for the dis-
cussed network exposure models of various forms. To accomplish our objective,
we developed a software add-on for Gephi that computes the models and allows
the users to exploit the Gephi’s visualization tools to display the models. We will
demonstrate and discuss NET-EXPO’s functionality using published datasets
from well-known studies to reveal various network influences through the
visualizations.

2 Material and Method

2.1 NET-EXPO

NET-EXPO was developed using the Gephi plugin API and leveraged a Java
matrix library, EJML (Efficient Java Matrix Library)1. We implemented the
computations for these models and integrated it within the Gephi framework.
We also implemented some basic user interface features for the user to instruct
Gephi on how to process the data. This included three basic configuration panels
(See Fig. 1) for the three exposure models where each tab is reserved for each
model computation.

Fig. 1. NET-EXPO’s configuration panel for network exposure, affiliation exposure,
and decomposed network exposure models

1 http://ejml.org.

http://ejml.org
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2.2 Sample Network Datasets

We utilized three network datasets from previous research to demonstrate the
visualization potential of the plugin. One dataset originated from research study-
ing online network data of sex escorts and their customers from a Brazilian forum
[19]. The other dataset came from Rogers and Kincaid [20] that involved the
adoption of family planning methods in South Korean villages. The third dataset
came from Teenage Friends and Lifestyle Study and focused on a friendship net-
work of teenagers and their behavioral attributes [21–24]. For convenience, we
used an excerpt of their network of 50 school girls2.

3 Results and Discussion

The plugin was tested on Gephi v0.9.2 on an Apple Mac ProR© machine
(8-core 2.4 GHz Intel processor, 64 GB RAM, and AMD RadeonTMHD 7950
3 GB video card). We optimized the memory allocation for Gephi (up to 4 GB)
to accommodate large network graphs.

Fig. 2. Unidirected graph of network exposure visualized through NET-EXPO. The
size of the node indicates network exposure to unprotected sexual activity. Green nodes
represent the sex workers and the pink nodes represent the sex clients. (Color figure
online)

Figure 2 represents a one-node network of both escorts and clients, with ties
representing a sexual partnership (Wij). The behavioral attribute yj was the
unprotected sexual activity, which we defined as having either anal or oral sex
without a condom (1 for unprotected sex and 0 for protected sexual contact).

2 https://www.stats.ox.ac.uk/∼snijders/siena/s50 data.htm.

https://www.stats.ox.ac.uk/~snijders/siena/s50_data.htm
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The network displays a visualized graph through NET-EXPO that represents
a unidirected sexual network between escorts/sex workers (green nodes) and
their clients (pink nodes), with the node size representing the degree to which
individuals are exposed to risk of disease infection through unprotected sex activ-
ity. This network visualization shows the amount of exposure to partners that
engaged in unprotected sex. The size of the nodes indicates the exposure value
(i.e. the larger the value, the larger the node size). Also the dataset for this
network spanned 6 years and amounted to a large network size that stalled the
performance. We relegated to using a subset (first two years of data collected)
for demonstration purposes.

Fig. 3. Unidirected graph of Korean village mothers where the blue nodes represent
non-club members and red nodes represent club members from NET-EXPO. Green
lines are the co-affiliation ties and gray lines are the non-co-affiliation ties. The size
of nodes indicates exposure to family planning methods based on non-club members
shared interaction with club members. (Color figure online)

Figure 3 is an affiliation network illustrating non-club mothers (blue nodes),
who share an interaction with members of a “Mother’s Club” (red nodes). The
village network shown in Fig. 3 is the converted co-affiliation matrix (Cij) pro-
jected from a two mode network (Aij) of non-club mothers i (first mode) and
encounter with club mothers j (second mode). The yj vector was the adoption
of family planning methods of the non-club mothers (1 for adopting and 0 for
not adopting). The size of the nodes indicate the magnitude of the affiliation
exposure. NET-EXPO also facilitates the creation of new links (co-affiliation)
based off the projected matrix with values assigned to each of them (off-diagonal
values). This particular network employs line thickness to denote the strength
of the co-affiliation (green lines in Fig. 3).
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Fig. 4. Two network exposure visualizations of teenage drug use resulting from decom-
posed network exposure model computation from NET-EXPO.

Figure 4 presents two visualizations for decomposed network exposure model.
The one-mode friendship network of the first year (Xij) and the one-mode friend-
ship network of second year (Wij) were overlapped. The behavior attribute vec-
tor yj is binary value indicating whether the individual ever experimented with
drugs (1 for yes or 0 for no). The left network of the figure (Di,overlap) shows
the measure of exposure to drug use with a friendship network of two years. The
right side network (Di,non−overlap) of the figure reveals the measure of exposure
to drug use where the friendship network was not over the span of two years.
The gray nodes represent teen girls who experimented with drugs, and the light
orange nodes are teen girls who never experimented with drugs. The left net-
work did not yield any exposure value, but the right network revealed exposure
to experimental drug use. Again, the size of the nodes indicate the exposure
strength with the values as labels assigned to each node.

With NET-EXPO, users can harness the Gephi platform to measure and
visualize network exposure, affiliation exposure, and decomposed network expo-
sure. With minimum effort, network researchers could extrapolate exposure data
and their visualizations using a graphical interface provided through the Gephi
platform. We showed NET-EXPO’s functionality using open network datasets -
sex escort network (network exposure), family planning network from a Korean
villages (affiliation exposure), and a friendship network of teens (decomposed
network exposure).
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While previous studies have validated these exposure models, a future study
is needed to derive meaning from outputted visualizations and match it to empir-
ical observations. From a usability standpoint, we need to address scalability if
users import large datasets and where the computations may take longer to pro-
cess. We also need to investigate some limitations relating to workflow within
the Gephi framework. For example, decomposed network exposure models for
two-mode networks would require two two-mode networks, therefore, we need to
address how to best utilize the data import formats to generate complex matrices
while making it easy for users.

4 Conclusion

In this paper, we introduce a Gephi plugin called NET-EXPO that visualizes
networks to help understand influences and the impact of affiliations among the
nodes that represent individuals. netdiffuseR, a CRAN package for the R statisti-
cal environment, implements algorithms to compute network diffusion statistics
including network exposure models, and other network diffusion statistics [25].
Our co-author (KF) published a STATA script module called AFFILIATION-
EXPOSURE for affiliation exposure model [26]. In comparison with AFFILI-
ATIONEXPOSURE, NET-EXPO aims to offer an extended network exposure
model computations with the ease of click and point. As a Gephi plugin, it
can leverage the WYSIWYG3 approach to visualize and manage network data.
This makes NET-EXPO an ideal tool for non-technical users to be introduced
to network exposure models and reach a large audience base who use Gephi.
With NET-EXPO, we demonstrated the use of this plugin using three network
datasets to manifest visualizations for network exposure model, affiliation expo-
sure model, and decomposed network exposure model. The plugin is available on
Github4 for open source under the Apache License 2.0. In the future, we plan
on addressing scalability for large networks, testing usability with novice users,
and furthering the utility of visualizing network exposure models. NET-EXPO
will be extended to include a wider array of network exposure models and com-
putation of longitudinal network exposure models [27].
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Abstract. Charging for answers on Q&A platforms is gaining popularity in
Mainland China. For the purpose of making profit, understanding the determi-
nants of users’ willingness to pay for answers is crucial for Q&A platforms, yet
remains unclear. To narrow the research gap, this study develops an extended
UTAUT framework, which integrates trust and long tail effect. In particular, the
impacts of seven antecedents are empirically investigated, including perfor-
mance expectancy, effort expectancy, social influence, facilitating conditions,
trust towards answer providers, trust towards the Q&A platform, and long tail
effect. Data was collected from 123 Chinese Q&A platform users (all of them
have paid for answers) and analyzed with SPSS 22.0. Findings indicate that
users’ willingness to pay is positively influenced by performance expectancy,
facilitating conditions, trust towards the Q&A platform, and long tail effect. The
potential theoretical and practical contributions are discussed.

Keywords: Q&A platforms �
Unified Theory of Acceptance and Use of Technology (UTAUT) � Trust �
Long tail effect � Willingness to pay

1 Introduction

Charging for answers on Q&A platforms is gaining popularity in Mainland China. The
traditional Q&A platforms in mainland China (e.g., Baidu Knows, Sougou Ask, and Sina
Love Question) are organized under free mode, where answers are free and accessible to
any user, and the majority of revenue comes from advertisements. However, as the
volume of content increases, the quality of answers in Q&A platforms are diluted [2],
which requires questioners to spend more time and effort on filtering appropriate answers
[8]. When the user’s initial enthusiasm fade away, providing monetary incentives is an
effective method to encourage users answering questions on Q&A platforms [24]. In
recent years, Q&A platforms have been undergoing a tremendous transformation from
providing free answers to charging for answers. Q&A platforms charging for answers
have completed the screening of users to a certain extent because users willing to pay
tend to have higher loyalty [13]. Questioners can enjoy better knowledge services, while
respondents have the opportunity to become popular when they successfully realize their
cognitive surplus [25]. For example, by paying to answer providers in Zhihu live and
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Fenda, questioners are able to enjoy timely and high-quality knowledge. The charging
mode is also beneficial for answer providers (e.g., getting monetary rewards and social
reputation for providing answers) [9, 22] and Q&A platforms (e.g., sharing the payment
from questioners, motivating users to provide answers, maintaining the sustainability of
the platform) in different ways.

As a relatively new phenomena, little is known about the key factors that affecting
user’s purchase behavior on Q&A platforms. Drawing on the Unified Theory of
Acceptance and Use of Technology (UTAUT) [19], this study investigates how per-
formance expectancy, effort expectancy, social influence, and facilitating conditions
influence users’ willingness to pay for answers on Q&A Platforms. Following prior
studies, trust [4, 6] and long tail effect [18] are added as additional antecedents of
willingness to pay, in order to generate fruitful findings with an extended UTAUT
model. We seek to shed light on future studies on online paid knowledge. The results of
this paper not only can contribute to future literature on online paid knowledge, but
also can provide insights for Q&A platforms to better serve users, to motivate more
users becoming knowledge providers, to increase the business income of Q&A plat-
forms thus help the platform retain.

2 Theoretical Background

The Unified Theory of Acceptance and Use of Technology (UTAUT) model integrates
various theories and research into a unified theoretical model to explain the adoption of
technology, which has been widely accepted [23]. Four independent variables have
been identified in the original UTAUT model, including performance expectancy (the
degree to which an individual believes that using the system will be helpful in job
performance, and users seem to be more motivated to use and accept new technology if
they perceive that this technology is useful), effort expectancy (the ease of using a
system), social influence (the degree to which an individual perceives that important
others believe he/she should use a new system), and facilitating conditions (organi-
zational and technical support needed to use a new system) [19].

There are many attempts that integrate additional variables to the UTAUT model
[4, 6, 18]. For instance, trust has been proved as a key factor that affects users’
willingness to pay [23], which has been studied in various papers. A lack of trust may
discourage online consumers from participating in e-commerce [3], and online trust is
positively related to the customer online purchase intention [5]. Therefore, we integrate
trust with UTAUT model in this paper. In addition, long tail effect is considered as a
prominent strength of e-commerce. It has been discussed by researchers as a specific
characteristic of online shopping, and proved to be an important factor influencing
consumers’ willingness to pay [18]. Hence, long tail effect is added as an additional
antecedent of willingness to pay in this study.
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3 Research Model and Hypotheses

The research model is graphically represented in Fig. 1. In the following section,
hypotheses are discussed in more details.

UTAUT Hypotheses
In this study, willingness to pay is described as the possibility that a user pays for
answers on Q&A platforms [7], which can be used as an important indicator to predict
consumer behavior [16]. Users’ problems will get solved by referring to other people’s
experience and professional answers on Q&A platforms, which help them achieve
personal development [25]. In addition, by paying for answers online, users can get
satisfactory answers faster, which improves their work efficiency. Operating the Q&A
platform and paying for answers on the platform is not difficult. If users find the
payment system easy to operate, they are more willing to pay on the Q&A platform.
Moreover, when deciding whether pay for answers or not, people are always influenced
by previous users’ behavior. If individuals perceive stronger support from their sig-
nificant others (their friends and relatives), they are more willing to pay on Q&A
platforms. Finally, facilitating conditions such as smart phones, Internet, required
knowledge and online customer support will also affect users’ willingness to pay [18].
Therefore, we hypothesize:

H1. Performance expectancy positively influences users’ willingness to pay.
H2. Effort expectancy positively influences users’ willingness to pay.
H3. Social influence positively influences users’ willingness to pay.
H4. Facilitating conditions positively influences users’ willingness to pay.

Trust Towards Answer Providers and Trust Towards the Q&A Platform
Trust refers to the degree to which a user considers an e-business solution as credible,
or a user’s likelihood of believing others [12], which has been proved as a key factor

Performance Expectancy

Effort Expectancy

Social Influence

Facilitating Conditions

Trust towards Answer Pro-

Trust towards the Q&A Plat-

Willingness to Pay

Long Tail Effect

H2

H1

H3

H4

H5

H6

H7

Fig. 1. Research model
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that affects users’ willingness to pay [21]. In this study, trust consists of two sub-
dimensional constructs: trust towards answer providers and trust towards the Q&A
platform. On one hand, based on the questioners’ own preference and needs, they may
develop higher level of trust towards a specific respondent, and pay for the answers
provided by this respondent rather than alternatives [25]. On the other hand, trust
towards the Q&A platform has various aspects, such as whether the platform will keep
their promises and commitments regarding their products and services, and whether
they will ensure the security of the transactions [18]. Users have different levels of trust
towards different Q&A platforms, and they prefer to pay for answers on the Q&A
platform that they trust more [25]. Therefore, we propose:

H5. Trust towards answer providers positively influences users’ willingness to pay.
H6. Trust towards the Q&A platform positively influences users’ willingness to
pay.

Long Tail Effect
Long tail effect has been discussed by researchers as a specific characteristic of online
shopping [1]. In this paper, long tail effect indicates that when users need to solve
problems, they have the opportunity to find more answers on Q&A platforms to better
meet their needs than offline. There are more answer providers on online Q&A plat-
forms than offline, and users can select reliable people (based on their own perception)
to answer their questions. It is suggested that long tail effect is positively associated
with consumers’ purchase behavior [18]. Therefore, we hypothesize:

H7. Long tail effect positively influences users’ willingness to pay.

4 Research Methodology

4.1 Measurements

A questionnaire was designed to collect data. All the measurement items were first
compiled in English, and then translated into Chinese. Two bilingual researchers trans-
lated the questionnaire back and forth for three times, during this process inconsistent
translations were corrected. All of the items were adapted from prior studies, in order to
ensure the content validity. Measurement items for performance expectancy, effort
expectancy, social influence, and facilitating conditions were adapted from Venkatesh
et al. [20]. The scales for trust towards answer providers, trust towards the Q&Aplatform,
and long tail effect were modified from Singh et al. [18], while the items for willingness to
pay were adapted from Pavlou et al. [16]. In this paper, the wording of the measurement
statements was modified to better adapt to Q&A platforms. The questionnaire was
designed based on a 7-point Likert scale that ranged from 1 (Strongly Disagree) to 7
(Strongly Agree) [14].
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4.2 Data Collection

This survey was distributed by the Questionnaire Star Platform. People who had paid
for answers on Q&A platforms were selected as respondents. Eventually, we received
123 valid samples. As a general rule, the minimum sample size should be at least five
times as many observations as the number of variables to be analyzed [10]. Therefore,
our sample size of 123 is sufficient.

Respondents’ demographic information was summarized in Table 1. In conclusion,
56.1% of the respondents were female while 43.9% of them were male. More than 40%
of the respondents were between 26 and 35 years old. 79.7% of the samples had
Bachelor’s degree. 32.5% of the samples’ monthly income was between 5000 and
10000 yuan. In general, most of our respondents were young and middle-aged women
with good educational background and upper middle income. Furthermore, 69.1%
respondents preferred to use Zhihu live compared with other Q&A platforms, mainly
because the platform was easy to operate, question would be answered very fast, and
the answers were of high quality. Majority of the respondents (81.3%) paid for
knowledge and skill-related answers.

Table 1. Respondent demographics.

Item Category Frequency Percentage (%)

Gender Male 54 43.9
Female 69 56.1

Age Under 18 6 4.88
18–25 37 30.08
26–35 59 47.97
36–45 19 15.45
46 and above 2 1.63

Education High school and below 21 17.07
Bachelor’s degree 98 79.67
Master’s degree and above 4 3.25

Monthly income Below 1500 yuan 16 13.01
1500–3000 yuan 20 16.26
3001–5000 yuan 34 27.64
5001–10000 yuan 40 32.52
Above 10000 yuan 13 10.57

Most frequently used
paid Q&A platform

Fenda 7 5.69
Zhihu live 85 69.11
Value 9 7.32
Sina Weibo Q&A 20 16.26
Others (CSDN) 2 1.63

Type of paid content Knowledge and skills 100 81.3
Life experience 17 13.82
Entertainment 6 4.88
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4.3 Data Analyses and Results

Data was analyzed using SPSS 22.0. Reliability and validity of all constructs were
examined. Reliability reflected the consistency of the measurements [10], which was
assessed by Cronbach’s alpha. The threshold value used to evaluate Cronbach’s alpha
was 0.60 [15]. In this paper, Cronbach’s alpha for all constructs were greater than 0.6,
indicating good reliability. Besides, factor analysis was conducted to examine validity.
The KMO value was 0.918, greater than 0.6, implying that the data was valid [11]. The
explanatory rate of cumulative variance after rotation was 69.143% (greater than 50%),
signifying that information can be extracted effectively [10].

Since multiple scale questions were used to test each construct, we calculated the
average value of each items associated with a particular construct to generate new
variables for SPSS analysis, including willingness to pay, performance expectancy,
effort expectancy, social influence, facilitating conditions, trust towards answer pro-
viders, trust towards the Q&A platform, and long tail effect. First, we used correlation
analysis to examine the correlation between willingness to pay and the other variables
(Pearson correlation coefficient was checked). The correlation values between will-
ingness to pay and seven antecedents exceeded 0.5 at a significant level of p < 0.01,
indicating that there were significant positive correlations between them and we could
conduct regression analysis [17]. Results of the regression analysis were shown in
Fig. 2, in which performance expectancy (b = 0.21, p < 0.05), facilitating conditions
(b = 0.29, p < 0.001), trust towards the Q&A platform (b = 0.24, p < 0.05), and long
tail effect (b = 0.23, p < 0.01) were positively associated with willingness to pay,
which accounted for 66.7% variance of it. However, effort expectancy, social influence,
and trust towards answer providers had no significant impact on willingness to pay.
Hence, H1, H4, H6, and H7 were supported, while H2, H3, and H6 were not supported.

Performance Expectancy

Effort Expectancy

Social Influence

Facilitating Conditions

Trust towards Answer Pro-

Trust towards the Q&A Plat-

Willingness to Pay
R²=0.667 

Long Tail Effect

n.s.

n.s.

n.s.

.29***

.21*

.23**

.24*

Fig. 2. Structural model
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5 Contribution

The main purpose of this study was to examine the determinants of users’ willingness
to pay for answers on Q&A platforms. Findings confirmed that performance expec-
tancy, facilitating conditions, trust towards the Q&A platform, and long tail effect were
positively related to willingness to pay. However, notably, effort expectancy, social
influence, and trust towards answer providers had no significant effect on willingness to
pay. Effort expectancy reflects the ease of using the platform to pay for answers.
Though the Q&A platforms and payment systems are easy to operate, users have to
make additional effort (e.g., go through the payment process) to access the answers,
which is more complex compared with obtaining free answers. Besides, users might
make the purchase decision by themselves, rather than considering the suggestions
from others, which could be a possible explanation on the insignificant relationship
between social influence and willingness to pay. While using the Q&A platforms, users
care more about the answers rather than answer providers, thus we failed to find a
significant relationship between trust towards answers providers and willingness to pay.
Moreover, it is difficult to find useful and real information about an answer provider on
Q&A platforms.

This empirical study in one of the first that integrates trust (including trust towards
answer providers and trust towards the Q&A platform) and long tail effect with
UTAUT model to investigate users’ willingness to pay for answers on Q&A platforms,
thus makes contribution to the online paid knowledge literature. Practically, findings of
this study provide helpful insights for managers of Q&A platforms. First, 81.3% of our
respondents have paid for knowledge and skill-related answers. The Q&A platforms
could recommend knowledge or skill-related Q&A collections to the questioners, most
likely they will pay for the collections. Second, improve customer service quality to
ensure that users’ questions can be solved fast and efficiently. Third, Q&A platforms
not only should strictly examine the qualification and professional competence of
answer providers, but also need to ensure the security of the payment system. Finally
yet importantly, Q&A platforms should adopt incentive mechanism to motivate more
people becoming knowledge providers, in order to provide users with a broader
selection of answers.
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Abstract. The purpose of this research is to review the literation on the rela-
tionship between internet use and happiness, updating a previous review [1], and
building upon a series of longitudinal studies following this initial review [2–4].
Reasons for studying happiness, and happiness definitions and measurement are
discussed. This is followed by a discussion of early research which found a
negative relationship between internet use and happiness, followed by studies
indicating a more positive relationship, supporting a “stimulation hypothesis”
that poses that the internet can act to facilitate face-to-face interactions. More
recent research has focused on social networking. With some important excep-
tions, these most recent studies continue to find that internet use is positively
related to happiness, while identifying a number of important mediating and
moderating variables, such as experience with the internet and social networking;
wealth; health; number of “friends”; the nature of interactions; extroversion, and
the ways in which users represent themselves online.

Keywords: Internet � Happiness

1 Why Study Happiness and the Internet?

Following the dawn of the new millennium, research on happiness increased dramat-
ically, largely spurred on by the fact that people increasingly rate happiness as a major
life goal. For example, recent surveys have indicated that the strong majority of people
across many countries rate happiness as more important than income [5]. Lyubomirsky
[6] sums this research up, “…in almost every culture examined by researchers, people
rank the pursuit of happiness as one of their most cherished goals in life” (p. 239).

In addition, there is a large body of evidence that suggests situational factors, in
particular wealth, play a surprisingly small role in determining happiness. Some sug-
gest that this may be the result of society moving into a post-materialistic phase, where
basic needs have been largely met for many in industrialized countries, so pursuit of
self-fulfillment becomes more important [5].

Finally, there are number of studies that indicate that happy people, in general, have
a positive effect on society. For example, there is evidence that happier people are more
successful and socially engaged [6]. Happy people are healthier, as well. For example,
in a synthetic analysis of 30 studies, Veenhoven [7] found that the effect of happiness is
comparable to the effect of not-smoking on longevity in healthy populations.
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2 What Is Happiness?

For the most part, researchers agree that happiness is inherently subjective, In fact, the
term is often used interchangeably with “subjective well-being” (SWB) [8]. Myers [9],
one of the leading researchers in the area, stated that happiness is “…whatever people
mean when describing their lives as happy.” (p. 57). Despite the potential for ambiguity
with such a definition, there is considerable agreement, at least across Western culture,
as to what happiness means [10]. Most people equate happiness with experiences of
joy, contentment, and positive well-being; as well as a feeling that life is good,
meaningful, and worthwhile [11].

As a consequence, self-report measures have served as the primary measure of
happiness. Examples include the Satisfaction with Life Scale (SLS), the Subjective
Happiness Scale (SHS), and the Steen Happiness Index (SHI). Psychometric studies of
these self-report measures indicate that they are, by and large, reliable over time,
despite changing circumstances; they correlate strongly with friends and family ratings
of happiness; and they are statistically reliable. Sonja Lyubomirsky [12] sums this up,
“A great deal of research has shown that the majority of these measures have adequate
to excellent psychometric properties and that the association between happiness and
other variables usually cannot be accounted for by transient mood” (p. 239). These
psychometric studies illustrate the general agreement among people as to what con-
stitutes happiness.

3 The Internet and Happiness

3.1 The Internet Paradox

In 1998 Kraut and colleagues reported the results of a reasonably extensive study of
early World Wide Web users where they followed the activity of mostly first time
Internet users over a period of years. Researchers administered periodic questionnaires
and server logs indicating participant activity on the web. (Participants were provided
with free computers and internet connections) [13].

Over all, the results showed that the Internet had a largely negative impact on social
activity, in that those who used the Internet more communicated with family and
friends less. They also reported higher levels of loneliness. Interestingly, they also
found that email, a communication activity, constituted the participants main use of the
Internet. The researchers coined the term “internet paradox” to describe this situation in
which a social technology reduced social involvement.

These researchers speculated that this negative social effect was due to a type of
displacement, in which their time spent online displaced face-to-face social involve-
ment. Although they note that users spent a great deal of time using email, they suggest
that this constitutes a low-quality social activity and this is why they did not see
positive effects on wellbeing [13]. They find further support for this supposition in a
study reported in 2002, where they found that business professionals who used email
found it less effective than face-to-face communication or the telephone in sustaining
close social relationships [14].
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Since the time that this Internet paradox was identified, a number of studies over the
next twelve years have found, fairly consistently, results that contradict the Kraut et al.
results. More recent studies have indicated the potential positive social effects of the
Internet and their relationship to well-being. Further, the effect appears to be getting
stronger as the Internet and the users mature.

In fact, one of the first challenges to this Internet paradox was provided by Kraut
himself when he published follow up results for participants in the original Internet-
paradox study, including data for additional participants. In this paper, “Internet
Paradox Revisited,” researchers report that the negative social impact on the original
sample had dissipated over time and, for those in their new sample, the Internet had
positive effects on communication, social involvement, and well-being [15]. Therefore,
it appears that the results of the original Kraut et al. study were largely due to the
participants’ inexperience with the Internet. Within just a few years, American soci-
ety’s experience with the Internet had increased exponentially. Further, the Kraut
studies concentrated on email, whereas there are many other social communication
tools available on the modern web.

3.2 Displacement Versus Stimulation Hypothesis

Researchers have examined the relationship between on-line communication and users’
over all social networks, explicitly addressing the question of whether or not on-line
communication “displaces” higher quality communication, or “stimulates” it. Presum-
ably, the former would negatively affect wellbeing, while the latter would enhance it [16].

In one large scale study, over 1000 Dutch teenagers were surveyed regarding the
nature of their on-line communication activities, the number and quality of friendships,
and their wellbeing.

They found strong support for the stimulation hypothesis. More specifically, these
researchers developed a causal model, which indicated that instant messaging lead to
more contact with friends, which lead to more meaningful social relationships, which,
in turn, predicted wellbeing.

4 Updated Literature Review

4.1 Foundation

In 2014 we carried out a review of the literature on the happiness-internet use rela-
tionship [1]. After which, we carried out a series of three survey experiments with
students at a midwestern technological research university, while, at the same time,
developing and modifying measures of internet use. These studies served as the
foundation for the updated literature review. The three studies are summarized below.

Internet Use and Happiness [2]. In order to explore the relationship between hap-
piness and Internet use, an Internet Use Scale (IUS) was developed and administered to
college students along with the Flourishing Scale and the Satisfaction with Life Scale.
A factor analysis of the IUS revealed three components of Internet use (time spent on
the Internet; use of the Internet for information gathering; and use of the Internet for
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affective expression). Time spent on the Internet was negatively related to both hap-
piness measures; information gathering was positively related to Flourishing scores;
and affective expression was unrelated to happiness.

Internet Use and Happiness: A Longitudinal Analysis [3]. This was an extension of
the 2016 study (above), which explored the relationship between happiness and
Internet use. The Internet Use Scale (IUS), developed in the previous study, was
administered to college students along with the Flourishing Scale and the Satisfaction
with Life Scale; and three new open-ended questions. I compared changes in the
relationship between these measures, and their mean values, across the two samples,
and carried out qualitative analyses of the open-ended questions. Results indicated that
those who reported spending less time on the internet, less time expressing emotions,
and more time checking facts, scored higher on measures of happiness. Further, par-
ticipants found negative affective expression on the Internet particularly aversive.
Finally, those with lower happiness scores were more likely to report playing on-line
games; and those with higher happiness scores were more likely to identify Internet
disinformation as aversive.

Internet Use and Happiness: A Replication and Extension [4]. This study was an
extension of the two previous studies, which explored the relationship between happi-
ness and Internet use. The Internet Use Scale (IUS) was administered to college students
along with the Flourishing Scale and the Satisfaction with Life Scale. I compared
changes in the relationship between these measures, and their mean values, across the
three samples; assessed the relationship between use factors and happiness over-all,
combining data from all samples; and evaluated the relationship between individual
usage scale items and happiness. Results indicated that those who reported spending less
time on the Internet, and less time expressing negative emotions scored higher on
measures of happiness. There was also some indication that those who spend time
checking facts on the Internet are happier, but the effect was not as strong nor consistent.

4.2 Highlights of Recent Research

• In a survey of more than 800 Dutch Adolescents, Valkenburg and colleagues [17],
assessed students experience with a social networking site, by questioning partic-
ipants regarding the number of reactions to their on-line profiles, the tone of the
interactions, the number of real-life friendships established through the site, self-
esteem, and wellbeing. They found that the number of interactions and the tone
(more positive than negative) significantly predicted wellbeing; while the time spent
on the site, and the real-life relationships established, did not.

• Kim and Lee [18] surveyed Facebook users. They assessed number of Facebook
friends, and perceived social support from Facebook. Survey items were also
included to determining the way in which users represented themselves (positively
versus honestly). They found that number of Facebook friends, perceived social
support from Facebook, and positive self-representation predicted happiness. They
also found an interaction between self-representation and social support in
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predicting happiness. That is, honest self-representation predicted happiness, so
long as the user perceived strong social support from Facebook.

• In a comprehensive study which included a survey, as well as a daily diary of social
network use, Oh and colleagues [19] examined the relationship between a number
of social networking use variables with life satisfaction. They found that the degree
of positive affect users felt while using social network sites (SNS) predicted life
satisfaction, and the number of Facebook friends indirectly predicted life satisfac-
tion, as mediated by positive affect.

• Penard and colleagues [20] utilized a part of the European Value Survey for a large
population in Luxenburg to assess the relationship among a number of internet use
variables, socioeconomic (SES) variables, and happiness. Controlling for a number
of SES variables, the researchers found that those who reported not-using the
internet in the past three months reported less happiness. This relationship remained
significant, but was greatly reduced when controlling for income and health satis-
faction, indicating that the relationship was strongest for those who scored low on
income and health satisfaction. They also found the relationship was strongest for
those who were younger.

• In another recent study [21] students were asked to carry out a task with the option
of checking social media sites (multi-tasking) while completing the task. They also
included a survey, which measured happiness, “technostress” and logged the
amount of time students spent on the distraction task (visiting social media sites).
They found that the amount of time spent on the social media sites predicted
technostress scores, and both technostress and time on social media were negatively
and significantly related to happiness.

• Lissitsa and colleagues [22] carried out a large-scale longitudinal exploration uti-
lizing an annual government survey in Israel. They found that internet use was
positively related to life satisfaction, controlling for a number of SES variables. The
relationship was particularly strong for those with health problems and with lower
incomes. They also found the strength of the relationship decreased over time from
2003–2012.

• In a study carried out in Finland [23], a large number of Facebook users were
surveyed and their number of friends was recorded from their Facebook sites.
Although well-being and number of Facebook friends was significantly correlated,
the relationship was not significantly related when controlling for extroversion,
indicating those with more friends tend to be more extroverted and extroverts
scored higher on measures of life satisfaction.

• In a recent large-scale survey carried out in the Netherlands, social network use was
not significantly related to happiness, and the relationship was even negative, when
users were particularly unsatisfied with their social contacts [24].

– Finally, a recent review of this literature, indicates that factors that impact the
internet/happiness relationship can be conceived of as four factors/channels: Effect
on time usage, availability of new activities, access to new sources of information,
and enhanced communication [25].
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Abstract. Media industries and advertisers are increasingly turning to big data
analytics to better understand audience media consumption patterns, as evi-
denced by Canada’s Globe and Mail’s applications Sophi and TasteGraph [1,
2]. Data analytics and interface design provide complementary perspectives for
large datasets. HCI design principles have been applied to Business Intelligence
(BI) platforms, including techniques which filter and summarize large data sets,
and are equally relevant to media informatics platforms for advertisers, buyers,
sellers, and planners [1, 7–9]. This analysis becomes more challenging when
managing highly scalable and multi-dimensional audience survey data [3–6].
According to Dewdney and Ride visualization tools are essential for effective
decision making in the communications industry as these ease cognitive load
and decision-making [15]. Kirk proves that a visualization system becomes a
successful tool when it builds on the user’s extant domain knowledge, providing
enhanced insights [13]. The research aims to leverage visualization design
principles as defined by Tulp and Meirelles [6, 7] and in order to improve the
UI/UX and visual analytic capabilities of a leading media analytics platform
providing planners, advertisers, and media buyers with an interface to better
understand their audience. We have analyzed and assessed the different appli-
cation report parameters that explore television and radio survey datasets from a
leading analytics firm. We propose design prototypes which are comprised of
enhanced symbolic icons [9] through badges and glyphs, consistent colours
[10], and layouts which maintain a visual hierarchy and filtration techniques [10,
11, 14] in order to minimize information clutter and cognitive overload. We
propose a variety of interface designs that address user needs using HCI,
heuristic design principles and novel visualization techniques [6, 7, 12, 15].
Next steps include validating our design prototypes through rigorous user testing
and building high fidelity prototypes.
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1 Introduction

In an effort to better understand audience media consumption patterns, content pro-
ducers, distributors and advertisers increasingly look to the collection and analysis of
large data sets. This challenge has been addressed through various means, such as the
Globe and Mail’s development and implementation of applications such as Sophi and
TasteGraph [1, 2]. This Canadian national newspaper, a producer and distributor of
content, employs Sophi to provide editors with visualizations of readers’ engagement
with articles, and TasteGraph which provides a means to group and correlate readers’
interests in order address the needs of advertisers. These software platforms are key
tools, necessary for analyzing large data sets and providing business intelligence. Sun
et al. define Business Intelligence (BI) as, “the process of collecting, organizing and
analyzing data to discover, visualize and display patterns, knowledge, and intelligence
as well as other information within the data” [22]. Analysis becomes more challenging
when managing highly scalable and multi-dimensional audience survey data [3–6].
Human Computer Interaction (HCI) design principles have been applied to BI plat-
forms, including techniques which filter and summarize large data sets, and are equally
relevant to media informatics platforms for advertisers, buyers, sellers, and planners
[1, 7–9]. According to Dewdney and Ride, human culture has become increasingly
reliant upon the visual dimension of human sense perception in communication, hence
visualization tools are essential for effective decision making as these both ease cog-
nitive load and support decision making [15].

The research described in this paper aims to leverage HCI design principles and
effective data visualization techniques in order to improve the user interface and
experience (UI/UX) in addition to the visual analytic capabilities of a media analytics
platform (acronym MAP). MAP (i) provides planners, advertisers, and media buyers
with a web-based interface with which to analyze their audience and (ii) aggregates
audience (television and radio) behavioral data gathered from scalable, heterogeneous,
multi-dimensional survey data.

In the growing field of media analytics, platforms need to provide instantaneous
feedback, tracking and summary measures to effectively serve a range of users [1]. Our
preliminary observations and analysis of MAP saw value in revising an interface in
order to improve interaction. We have not yet undertaken user testing of our designs,
and draw these conclusions from product comparisons and visualization best practices.

2 Literature Review

In this section, we discuss heuristic design principles, data visualization techniques,
business and marketing insights.

2.1 Heuristic Design Approach and User-Friendly Interfaces

Jakob Nielsen describes ten usability heuristics: visibility of system status; a match
between the system and the real world; user control and freedom to navigate; con-
sistency and standards; error prevention; support to recover from errors; recognition
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rather than personal recall; flexibility to serve different levels of users; aesthetic and
minimalist design; excellent help and documentation [8]. A heuristic approach to
visualization involves an evaluation of these principles at every level of the design
process as Zuk et al. suggest [16]. McCarthy argues that designers of a media analytics
and marketing platform, like any other application, must use iterative prototyping to
improve the product in response user testing, rather than trying to adapt users to the
product [17]. Cairo shows that when designers create visualization elements, they are
successful when they first determine the tasks that users must perform, then apply a
diverse range of visual analytical techniques, and finally iteratively test and improve
prototype designs [9]. It is not enough to present data in a general format, the infor-
mation needs to be presented in a way that allows the users to absorb, process and
extract further insights in ways that are relevant to their domain knowledge [19]. Yau
explains that graphics are meant to be more than visually attractive; they need to be
understandable and functional to users to gain insights [24]. Keim et al., like Nielson in
an earlier era, emphasize the need for analysts to understand the sources of their
decisions, making data and information processing transparent [8, 23].

2.2 Data Visualization and Analytics Techniques

Data visualization transforms complex datasets into meaningful insights allowing the
user to identify patterns, trends and dataset composition, including interrogating the
quality of the data. We consider five salient visual elements and groupings in our
observations of the MAP interface. These represent areas of improvement that address
heuristics, provide data visualization in context, respect the knowledge of the user, while
enhancing user comprehension, efficiency, accuracy and support strategic thinking:

• Badges & Glyphs – Gray et al. propose various strategies that summarize the key
aspects of an interface in order to help analysts summarize a context [10]. Depending
on user interaction, for each parameter the size, color and opacity changes to illus-
trate the icon that is being selected [2].

• Headline Figures – While not strictly a visualization technique, headline figures
provide “a powerful comparative message assume that viewers understand the range
of good/bad for that metric” [10].

• Charts & Graphs – As Munzer and Meirelles [7, 14] indicate, providing variations
in graph types will allow the user to gather further insight into the data displayed
and will improve visual perception and pattern recognition according to Kirk [13].
In the proposed design prototypes, we provide a variety of charts and graphs
creating alternate views of the same data.

• Parameter Filtering – Andrienko et al. support filtering techniques that eliminate
clutter and occlusions, allowing the user to reduce clusters and to focus on relevant
datasets on the dashboard [12]. They emphasize the use of filters to differentiate
aspects of a data set [12]. Customize the interface will lead to an enhanced level of
recognition and understanding.
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2.3 Highly Dimensional Data Analysis Through Visual Insights

Ware shows that details on the screen become less prominent when there is a high
contrast level between colours [11], an approach we adopted in our prototypes. In
addition, we made use of interactive visualization in order to provide a direct summary
of the user’s analytical inquires. Edge et al. create visualizations allowing the user to
navigate between data acquisition, processing, analysis and reveal the AI algorithms
that process the data, using a visualization dashboard [3]. Text and visual information
should present complementary perspectives in summarizing the datasets of the report.
These tools should work together to enhance the data insight. Presenting a diverse
range of communication techniques can help analysists absorb information rapidly and
allow businesses to make timely decisions, as Lavalle et al. note [18].

Meirelles offers a three-stage model of perception that occurs when users gather
insights from highly dimensional data that are effectively organized through data
visualization [7]. In the first stage the user engages in rapid parallel processing to,
“extract basic features”, followed by, “slow serial processing stage to extract patterns
and similar structures”. Finally, in the third stage they obtain goal-oriented information
that is displayed in a few succinct visuals that can be held, “in working visual memory”
of the user [7]. The spacing, positioning and order of survey data into visual infor-
mation can present users with a variety of insights with the data [21]. The users of MAP
require accurate comprehension of television and radio datasets that are presented in
tables and report summaries in a form that relates to their culture of use and tasks. It is
important to present the information as a story and focus on the results and datasets that
relate to the users’ analysis needs [9]. As Kirk notes, when interpreting highly scalable
survey data results, the interface should contain clear labels and provide context to each
visualization to amplify recognition [13] and it should avoid redundant icons and
features that take away the user from the important information as Munzer proves [14].

3 Methodology and Proposed Design Prototypes

In this section, we discuss the proposed interface designs that make use of heuristics
and various visualization techniques with the intention of enhancing cognitive effi-
ciency and insights [7]. MAP is comprised of two modules containing a variety of
visual interfaces, (i) an interface for parametric selection to create a report, and (ii) the
report itself.

3.1 Observation and Analysis of Input Interface

The interface for generating reports employs multiple rows and columns which allow
users to select and compare different program and stations according to various vari-
ables (such as trends, rating, audience reach, and population by minute).

Figure 1 provides a side-by-side comparison of the existing input interface (on the
left) with our proposed design prototype (on the right). The annotations ❶,❷,❸, and ❹
correspond to the discussion below.
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1. Data Range: Users must choose a date range to undertake their analysis. The
predefined and custom date range options are currently not in the same format, with
predefined dates presented as a pull-down list and the custom date selection using a
calendar visualization. We propose a calendar visualization for both options to
maintain consistency (see Neilson’s heuristics and Andrienko et al.’s visualization
methods [8, 12]). For additional interface consistency, the “Add” button should
always be included in both the predetermined and custom option.

2. Audience: Users need to compare different demographic categories’ con-
sumption of media content on different stations. In the existing interface, there is
no indication of the searchable demographic categories. Our prototype follows
Nielsen’s recommendations and maintains a consistent and standardized style [8].

3. Program Filter: In order to understand and compare audience numbers for
specific programs, the user must choose the number of airings of a program. In
the existing interface, there’s a field to select the minimum number of airings for the
programs by manually inputting a number or using arrows to increase or decrease
the number of minimum airings. Our research proposes the simplified approach by
showing distinct group-based air range values, like 1–3, 4–6, 5+, to establish a
scalable view for the user as suggested by Gray et al. [10].

4. Dayparts: Users chose segments of the day, understood as “dayparts” to consider
stations, programs and audience demographics in relation to time periods. Using
Ware’s guidelines, we propose that visualizations be constructed using common
scales [11]. This strategy improves the display of the predetermined dates and
custom dates section, where the visual representations differ. The predetermined
pull-down list of dates should be accompanied by a symbol to help the user visu-
alize the date ranges as Cairo et al. suggest [9]. A visual relationship can be created
using iconic representation of real-world objects like a clock design that accom-
panies the calendar visualization to help the user recognize the action needed.

3.2 Observation and Analysis of Output Interface

A key purpose of the report is the identification of programs which situate the target
audience in relation to the viewing rates. When multiple audiences are selected for the
report, the target audience groups are compared to the overall viewership of each

Fig. 1. Input interface of Creating New Program List Report
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program. Figure 2 presents the side-by-side comparison of existing generated output
report interface (on-the-left) with proposed design prototype (on-the-right). We discuss
salient design gaps annotated as ❶, ❷, and ❸, with proposed solutions (see below).

Of significance is our change of visualization strategies. We propose replacing a
tree map strategy with a sunburst chart, “with layers to show relative contributions to
the whole [10].

1. Chart Mode: It allows users to either view the full report summary table or hide the
composition bar graph to view the data behind the graph visualization; they cannot
be viewed simultaneously. In addition, when exporting the report only the raw data
will be transferred to a spreadsheet (not the visualization). In the proposed design,
we provide the ability to visualize and interpret the resulted report by variety of
visual analytics, as suggested by Gray et al. [10] and LaValle et al. [18] that there
needs to be a variety of visual charts and graphs in report summaries. Users need the
ability to easily process the information and not rely on the numbers and tables
alone for analysis. For instance, Fig. 2 represents a Station Composition Report
allowing the user to identify the radio stations that reflect the target audience in
relation to overall listenership. We used headline figures, as suggested by
Andrienko [12] and Meirelles [7] to represent variables such as listener’s age-
groups and radio stations. In addition, the meaningful key insights from data are
extracted and displayed in a summary table grouped by age, and stations. Users can
select different charts and graphs based on their context and preferences.

2. Selection Highlighting: The “100% Mode” button changes the graph from single
viewership rates to the highest composition levels for the selected target audience,
but in the current design it is not clear as only the graph changes. Each audience
category can be selected to make the composition bar graph reflect the particular
audience compared to the program/station name, yet it is not clear which target is
being shown. To improve the level of information processing, we instead display
the visualizations along common scales [9].

Fig. 2. Output interface of Station Composition Report

HCI Design Principles and Visual Analytics 33



3. Colour Scheme: The composition bar graph generates random colours, with the
exception of the light blue colour that is reserved for the first target audience. Gray
et al. suggests varying the opacity of categories in order to clearly indicate the
choices [20]. We apply this technique to audience selection in the table. Ware
recommends selecting a color scheme that reflects a light colour palette as it will
enhance the distinctiveness of the datasets [11]. We apply this technique.

4 Conclusion and Future Directions

We conducted an analysis of MAP and highlighted areas which benefit from enhanced
data visualization techniques and additional attention to HCI heuristics. Employing best
practices in data visualization and interface design, we created a series of low fidelity
prototypes intended to improve the use of MAP. Although MAP is a tool specific to
analyzing media consumption data, we argue that the application of best practices is
essential to all business analytics tools. We must strive to ensure that tools for data
analysis, regardless of domain, be accessible, navigable, and intuitive. Having created
low fidelity prototypes based on existing literature, our research will now progress to
the validation stage and conduct user testing to evaluate the prototypes. Through this
process we intend to iterate our designs with the intention of building high fidelity
prototypes which will lead to further evaluation and refinement.
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Abstract. With the drastic expansion of the online dating service market,
attractive profile pictures are vital in the competitive world of dating. To attract
others using these pictures, photo editors are helpful. However, enhanced profile
pictures produce an ideal-reality gap. The more a profile picture is beautified, the
wider is the gap between the image and the actual person, which can cause
discomfort when two users meet in person. A solution to the gap problem is the
gradually reversing the beautified image to the non-edited image over time,
which was supported by our first experiment which tested if subjects could
notice the gradual changes in given profile pictures over certain time. Addi-
tionally, we conducted an experiment, where one group saw gradual changes of
a beautified image while another just saw the beautified image, and finally, the
subjects’ minds to meet the model on the image was compared. This paper
discusses both the experiments.

Keywords: Online dating � Love � Profile picture

1 Introduction

Since the release of Windows 95 and match.com, an international online dating service,
the internet has become a major way to find potential matches. A survey conducted by
Stanford University in 2010 reported that about 20% of heterosexual couples met
online, which is ranked third following meeting through friends and in bars/restaurants
[1]. From the same survey, approximately 70% of same-sex couples meet online, and
this method of meeting has been ranked the first.

Bigger the dating service market becomes, more the competition to obtain attractive
matches become keen. One possible approach to attract other users among online
dating services is editing profile pictures.

Every online connection begins with a person’s profile. Making a profile attractive is
indispensable to receiving messages from target users. Aside from the usual self-
introduction, a profile picture is important for attracting dating candidates. A research
study of various dating services found that the attractiveness of a profile picture is
positively related to the profile owner’s popularity and the number of messages received
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[2]. An easy way for users to make their profiles more appealing is to use a photo editing
app. Due to the user-friendly interfaces and functions of photo editors, users can easily
enhance their profiles. Photo editors have become especially popular among women,
and there is some merit to that since these enhancements do appear to motivate target
users to contact them. However, the key problem is that enhanced profiles are estranged
from a person’s actual appearance, which can create problems when people meet in real
life. For example, a person may feel depressed because of the gap between another
person’s real appearance and decorated profile photo.

Our first study showed that human beings are not good at noticing subtle changes
over time. Such a phenomenon is called “changing blindness” in which humans lack
the ability to detect visual changes [3]. Taking this changing blindness into account,
our team proposed a plan to mitigate any discomfort when two users meet in person by
gradually changing the beautified images back into the original images through fre-
quent communication. This paper provides the results of the first experiment that tested
if subjects could identify the gradual changes in given profile images as well as an
explanation of an extended experiment.

2 Pilot Study

The word “beautifying” means that user makes their photos look more beautiful. The
extent of beautification can be expressed as the difference between images before and
after beautification. To examine the perceptual ability of human beings to gradual
changes in images, we conducted an experiment where the subjects were shown
beautified images that gradually shifted to the original images over time.

Preparation of Beautified Image
To prepare pairs of pre- and post-enhanced images, three women (A, B, and C) were
instructed to take photos of themselves and to beautify their images by editing them.

The difference in each pair of images is visualized in Fig. 1. A pixel is colored one
of the three colors: black, red, or yellow. A black pixel shows no change in the before
and after images. A red pixel represents a slight change, while a yellow pixel

A)Age in the 30s: takes selfies rarely   B) Age in the 30s: takes selfies rarely  C)Age in the 20s;takes selfies frequently

Fig. 1. Color mapping of edits made to three participants’ pictures (Color figure online)
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symbolizes a large change. Each woman has a unique approach to beautify their images
or has a different combination of the parts of their faces that they especially change. In
the case of female A, her forehead was shrunk and her nasolabial fold or laugh lines
were blurred. For the female B, her eyes were enlarged, the contour of her face was
slimmed, and her forehead was randomly blurred. Finally, the female C made her eyes
bigger while reducing the width of her nose [4].

There were mainly seven heavily edited areas in the participants’ faces, which were
represented as seven yellow sections in their faces in Fig. 1. Test subjects were shown
the women’s images over eight days, beginning with the beautified image which
gradually reverted to the original image by the eighth day. Throughout the experiment,
the seven parts were used as reference to see if the test subjects could figure out which
part of the women’s faces were changed.

2.1 Procedure

Ten subjects, five females and five males, participated in the experiment. The subjects
watched 30 and 5 s videos for each prepared image three times (i.e., they watched 6
different videos three times and so they watched 18 videos in total). In the videos, the
beautified image gradually dissolved or reverted to the original, non-edited images over
a five or thirty second period. The subjects were informed in advance that the images of
the women would undergo change but were not told what was altered. For each video,
subjects were asked to identify the parts of the face that was changed and they had three
chances to explain the query.

2.2 Result

Table 1 shows a summary of the subjects’ performance in identifying changes in photo
images A, B, and C during their viewing of the 5 s and 30 s videos. A score of each
cell in the table indicates the number of subjects who could recognize the difference in
a specified area of face after a certain number of tries. For example, for eyes in C, no
subjects could identify the changes despite six trials in both 30 s and 5 s videos.
Further, in the case of image A, 40% of subjects recognized the change in nasolabial
fold but no one could not identify the changes in the forehead. In theory, there were ten
subjects who could identify the changes in both the nasolabial fold and forehead for A,
so there were 20 potential identifications. The value of 20% under the block A indicates
that four out of 20 possible identifications were fulfilled. Theoretically, each test
subject can notice 7 different changes. Taking the average of the numbers of noticing
changes in heavily edited areas for each subject, the resulting score was 1.2 out of 7 [1].
There is no subject who could notice more than two identifications [1].

2.3 Discussion

From the results above, the average score of identifying changes in heavily edited areas
was 1.2. Additionally, gender differences did not affect the identification score for
changes in the face. Averages of the identification scores calculated after being grouped
by gender did not differ at all [1]. Therefore, in the first experiment, we concluded that
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the modifications of beautified images into non-edited images tended to be unnoticed as
long as the speed of changes was gradual [1].

3 Extended Experiment

Second experiment lasting 10 days was conducted involving 22 male test subjects
between 18 and 28 years old. The subjects were divided into two groups: the controlled
group were shown the same beautified image for 10 days straight; the experimental
group were shown the beautified image on the first day; thereafter, they saw pro-
gressively unedited images until day 8. Figure 2 lists what the group B saw in
chronological order. Further, subjects in group B were shown the non-edited picture
once a day for the last 3 days of the experiment. Finally, on the last day of the
experiment, both groups were shown the non-edited profile picture and asked to rate on
a 7-point Likert.

Result of Group B scale their interesting in meeting the model on the photo. We
hypothesized that less group A would agree to meet the model as compared to group B
because group A were just shown the beautified image continuously for 10 days while
group B was gradually introduced to the non-beautified image. Besides, because only

Table 1.

Nasolabial fold Forehead Eyes Forehead Outline Eyes Nose

30s A B C
1st try 1 0 0 0 0 0 0
2nd try 2 0 0 0 1 0 0
3rd try 1 0 1 2 0 0 0

40.0% 0.0% 10.0% 20.0% 10.0% 0.0% 0.0%
20.0% 13.3% 0%

5s A B C
1st try 0 0 0 0 0 0 1
2nd try 0 0 0 0 1 0 0
3rd try 1 0 0 0 0 0 1

10.0% 0.0% 0.0% 0.0% 10.0% 0.0% 20.0%
5.0% 3.3% 10%

Fig. 2. Gradual changes of the fully beautified image (left) into the non-edited image (right)
over eight days
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group B was shown gradual changes of the images through the period, we asked them
if they had recognized the subtle changes in the images.

3.1 Result

The result of the additional question for group B was that 2 out of 12 subjects in group
B answered positively. The results of the extended experiment on groups A and B are
shown in Fig. 3. The outcome was completely opposite to the hypothesis. Statistically,
the result shows that group A scored an average of 5.2 (with 7 representing a strong
desire to meet the model and 1 representing no desire at all), and group B scored 3.2.
The t-test’s result had a p-value of 0.009, representing a significant value. We intend to
conduct extensive experiments to further investigate the reasons for this unexpected
result.

4 Conclusion

We proposed a plan to mitigate the discomfort caused by the difference between a
beautified profile picture and the real-life appearance of the person when two users of
online dating services meet in person. A possible solution is slowly reversing the
beautified image to the original image through frequent communication. As part of a
preliminary study, this paper provides the results of an experiment that tested whether
the test subjects can perceive the differences in profile pictures when shown gradual
changes from edited to non-edited photos. The subjects watched 30 and 5 s videos of
the gradual shifts for 10 subjects and then were asked to identify the differences. The
outcome was that one test subject could only identify 1.2 out of 7 heavily edited areas
on an average. In real-time online dating, it is common for users to communicate online
for a long time before meeting in person. Since the users will see profile pictures over a
much longer period than the experimental conditions set up by us, it is expected that a
gradual swap from the beautified to non-edited photo will go nearly undetected. After
the initial study, we conducted a 10-day experiment that tested whether the subjects
would want to meet someone in an image that has gone through a gradual change to the

Fig. 3. Result of the question for group A and B

40 T. Iwamoto and K. Kurihara



non-edited profile picture, rather than an abrupt change in the images shown. Sur-
prisingly, the result was opposite to our hypothesis. The group that was abruptly shown
a non-beautified picture responded more positively to meeting the model than the group
that was subtly introduced to the non-edited photo. In the future, we would like to
conduct further experiments that delve into why the result mentioned above turned out
to be so. More importantly, we plan to prepare a communication tool that resembles a
chatroom in a dating service, and we will study the effect of the gradual changes from
the beautified photos to natural photos on real-life first impressions. Finally, by
introducing the reversing method in real services, we would like to reduce the dis-
comfort caused by the ideal-reality gap between beautified and real images when two
users meet in real life.
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Abstract. Analyzing and understanding the relation of emotions and human
computing interaction has become a necessity today. Indeed, sentiment analysis
tools have gained special attention during the last years in order to facilitate and
support the understanding and study of human affections. In this paper, we
analyze an important Chilean tax fraud case by combining sentiment analysis and
critical discourse analysis. We take as a case study, the tweets of the year 2018
that contain the #SQM hashtag. This case involves tax fraud and violations of
political campaign laws. People from different political parties created fake
invoices, which are then paid by SQM to be illegally used onto political parties
violating campaign finance laws. Interesting results are obtained where we
identify which topics and persons have a negative or positive connotation in the
readers.

Keywords: Sentimental analysis � Critical discourse analysis �
Opinion mining � Social media

1 Introduction

Analyzing and understanding the relation of emotions and human computing interac-
tion has become a necessity today. Indeed, sentiment analysis tools have gained special
attention during the last years in order to facilitate and support the understanding and
study of human affections [1]. Despite the great advances in the interpretation of
emotions, the existence of ironies and sarcasms in speeches make the automatic
analysis a hard task. Identifying these two rhetorical figures is very difficult, so it is
necessary to explore other research techniques to have a complete analysis. Emotions
are present in every text produced by people, but they become even more present when
the issues are controversial.

In this paper, we will analyze an important Chilean tax fraud case by combining
sentiment analysis and critical discourse analysis. Critical discourse analysis (CDA) is a
type of discourse analytical research that primarily studies the way social power abuse,
dominance, and inequality are enacted, reproduced and resisted by text and talk in the
social and political context. Critical discourse take explicit position and thus want to
understand, expose social inequality. CDA aims ultimately to make a change of the
existing social reality in which discourse is related in particular ways to other social
elements such as power relations, ideologies, economic and political strategies and
policies [2].
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We take as a case study, the tweets of the year 2018 that contain the #SQM hashtag.
This case involves tax fraud and violations of political campaign laws. People from
different political parties created fake invoices, which SQM then paid. Owners of those
fake invoices then transferred those funds onto political parties violating campaign
finance laws. SQM (Sociedad Química y Minera de Chile) is a Chilean chemical
company and a supplier of plant nutrients, lithium and industrial chemicals. The
company was under investigation for the aforementioned concern. Interesting results
are obtained where we identify which topics and persons have a negative, positive or
neutral connotation related to this case. This paper is organized as follows: Sect. 2
presents the problem, results and discussion. Conclusions and some lines of future
directions are given at the end.

2 Discussion and Results

Within social networks and various websites, million users express their opinion daily.
Many of the opinions in these media remain anonymous. Knowing what each person
and with which sense wrote them might help for business or marketing as well as in
political issues. The evaluation is done on two stages, in the first one the data is
analyzed via SentiStrength [3], which performs automatic sentimental analysis on texts,
while in the second one, discourse analysis is employed. By using sentiment analysis
we can recognize whether or not a text is positive, negative or neutral and with CDA
we can infer the point of view of tweets towards a particular target.

When we apply emotional computing (via SentiStregth) to the SQM tweets we can
observe that people comment are very critical with the hashtag 2018, since 52.5% of
the comments were rated as negative. However, 44.5% of them were positive and 3%
neutral. Notwithstanding the foregoing, we were able to verify that there are errors in
the data just delivered, in the sense that the tool could not recognize the ironies present
in the tweets. 9.5% of the tweets posted as positive contained ironies in their content
(Table 1).

When analyzing the #SQM hashtag through the Critical discourse analysis (CDA),
we would see the discontent of the Chilean population against the SQM case. This
discontent is due to the fact that none of those accused of committing fraud obtained
judicial penalties. The tweets complain about the existing impunity in this case and
claim for a justice that applies penalties to all equally. In addition, there is a constant
call for no more corruption in Chile. The above is manifested through the constant use
of the #nomáscorrupción (#nomorecorruption) hashtag in their tweets.

Table 1. Polarity statistics in SQM tweets

Positive 44,50%
Negative 52,50%
Neutral 3%
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It is striking that no differences are made by political sectors. It is said that everyone
is corrupt, regardless of his or her political party. This causes indignation and loss of
confidence in politicians in general. This is aggravated when the response of the
institutions, as is the case studied, acts with a lack of transparency, without telling the
truth or giving explanations that are not very credible.

Finally, most of people who comment with the #SQM asks that the national
resources must be returned to all Chileans. They ask that the company be nationalized
and stop being a group of Chilean businessmen.

3 Conclusions

In this paper we study the combination of sentimental analysis and CDA, with the
purpose of enriching the analysis and obtaining more reliable data. We observed that
the population has acquired a great amount of information on the network and is also a
recipient and transmitter of opinions. Citizens can answer political power and demand
from politicians a degree of transparency superior to that of the past. To continue
observing these phenomena we consider it is necessary to enlarge the corpus for
enriching the research and for obtaining definitive results.
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Abstract. Social media has rapidly grown and become a prominent and inte-
gral part of our daily lives. Social media usage has various effects on users. The
purpose of this research is to provide an insight on the current social media
usage patterns of young adults in South Africa and to explore the implications of
social media usage on social interactions. A survey was conducted and the data
gathered from 103 participants was analysed. The usage pattern analysis found
that most users are followers rather than posters. The following factors were
found through exploratory factor analysis: social media dependency, social
interaction impact and false self-comparison/impress. It was found that social
media usage affects face-to-face conversations and therefore affects the quality
of relationships. It was also found that these factors are linked to social norms.

Keywords: Social media � Implications � Usage patterns � Young adults

1 Introduction

Internet access in developing countries is rapidly increasing which has helped bridge
the “digital divide”, giving people a platform to express their views and giving them a
sense of self-empowerment [1]. It has created a vast amount of opportunities for users,
due to its extensive capabilities such as providing educational and development
opportunities, as well as given rise to the use of social media [1].

South Africa, a developing country, has a population of approximately 57.2 million
people [3]. Approximately half of the South African population is present online, there
is an estimated 21 million internet users in South Africa [4]. Facebook is ranked the
most used social media platform with 2.2 billion users worldwide [5]. It is also the most
used platform in South Africa with 16 million active users [6].

Social media has influenced the way people interact and socialize impacting their
daily lives [2]. It does not require any prior training/skills to be used and is easily
accessible giving it a wide user base [9]. There are various reasons and influencing
factors that make people utilize social media and some are common while others vary
depending on different factors [7]. Personal influencing usage factors can include
personality or human satisfying needs [8]. There are also external influencing factors
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such as the intention of use, capabilities of the social media site or the ease of use of the
site. Different users may be influenced by different factors in different contexts and
environments, therefore influencing their usage patterns [9]. The use of social media
has various implications on its users [10].

1.1 Classification of Social Media

There are various types of social media platforms that have a combination of func-
tionalities that allow users to interact in different ways [9]. Various social media
platforms, such as Facebook, Twitter, WhatsApp, LinkedIn, YouTube and Instagram
help facilitate user actions [11]. These platforms are classified by a type depending on
the content generated and the way in which users engage on the platform, since new
platforms are constantly evolving and new ones being created, the following model can
be used to classify social media platforms based on users’ presence/media richness and
self-presentation/self-disclosure [2] (Fig. 1).

1.2 Classification of Social Media Users

Social media users can be classified as posters or followers on social media. Posters are
defined as users that post a lot of content and are often seen as influencers. Followers
generally don’t post content as often but generally appreciate the content posted by
“posters” [8]. The following reasons presented in [8] were proposed to explain why
users engage in social media and the behaviour they portray on social media, based on
the type of user they are and what they use social media for [12]. The 4 main reasons
identified were relationship, self-media, creative outlet and collaboration, and the two
types of users are posters and followers.

Fig. 1. Classification of social media by self-presentation/self-disclosure and social
presence/media richness [2]

Fig. 2. Reasons users engage on social media based on the type of user [12]
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1.3 Factors that Influence Social Media Usage

Social media can be used for various activities such as communication, socializing,
creating online communities, content creation and sharing, collaboration, marketing for
businesses and various other activities [1] therefore serving as a platform for users to
express themselves [13]. Various influencing factors and users’ individual differences
that impact the use of social media, can be factors such as age, gender, personality traits
[7], level of computer literacy, trust of the site, ease of use and social influences [12].
Various influencing factors will be discussed below.

Personality. Personality traits influence Facebook usage habits [7]. The Five-factor
model, which has been used in multiple studies [12], is based on the theory that an
individual’s personality can be analysed by determining how they rank in 5 bipolar
factors: extraversion, agreeableness, openness to new experiences, conscientiousness
and neuroticism. Several of the Big 5 factors have been found to be associated with the
way individuals interact with each other and maintain social relationships [7]. A study
was conducted in Australia, by [7] applying the personality model to Facebook and
found that some of these factors are associated with certain Facebook usage patterns
[14]. The study aimed to identify the personality characteristics associated with being a
Facebook user or non-user and to determine whether these characteristics are related to
the user’s usage patterns. The results showed Facebook users are more likely to be
narcissistic and extraverted but tend to have stronger feelings of family loneliness. They
have higher levels of narcissism, leadership and exhibitionism than non-users. It was
also found that non-users of the site are more likely to be conscientious, shy and socially
lonely. Overall, it was found that personality characteristics are associated with differ-
ential preferences for particular types of Facebook features.

Human Satisfaction Needs. A large and significant part of social media is the “social”
factor and understanding how this shapes social media [11]. Social norms and basic
human needs have remained the same over many years [15]. Human behavior is

Fig. 3. The basic needs for human satisfaction [16]
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governed by the satisfaction of these needs [16]. The way in which these needs are
satisfied has changed over the years, social media becoming one of the channels for this
[8]. There exists 10 candidate needs that are satisfying to human nature and are ranked
as follows 8:

“To derive a set of candidate needs for the study, we drew from a variety of
psychological theories. As a foundation we used Deci and Ryan’s self-determination
theory of motivation (1985, in press), which specifies that people want to feel effective
in their activities (competence), to feel that their activities are self-chosen and self-
endorsed (autonomy), and to feel a sense of closeness with some others (relatedness)”
[16]. The identified needs that are satisfying to human nature can be categorized by the
reason of social media use and the type of user [7], which can be seen in the table
below (Fig. 4).

Uses and Gratifications of Using Facebook. The use and gratification theory explains
that the psychological and social needs motivate users to utilize different social media
platforms based on the functionalities available to the user [17]. “The basic premise of
uses and gratifications theory is that individuals will seek out media among competitors
that fulfills their needs and leads to ultimate gratifications” [18]. Combining the work of
[18] and [17], the following are the factors derived as the top 10 uses and gratification
themes: social interaction, information seeking, pass time, relaxation, entertainment,
expression of opinions, communicatory utility, convenience utility, information sharing,
surveillance/knowledge about others.

1.4 Social Norms

Social interactions are governed by social norms which have existed for many years,
they are a set of unwritten rules that govern social interactions and behaviour which are
considered acceptable by society [15]. These norms originate from individual attitudes
and behaviour to create group norms which are accepted by a group consensus and on
the other hand these norms influence an individuals’ attitude and decisions conse-
quently shaping, constraining and redirecting behaviour. There are also various
influencing factors on social norms, such as societal approval and establishing status.
Social norms also vary depending on the group that establishes the norm and the
environment of the individual [19]. These norms are shared amongst groups that
usually share common values. A norm may not be inherently good or valuable but it
gets passed along depending on the values accepted by people. Social norms can help
shape the desire to act effectively, build and maintain relationships with others and
maintain self-image [15]. There are two types of social norms: injunctive and
descriptive norms. Injunctive norms are perceived moral rules of a group, they are what

Fig. 4. Table combining the type of user and human satisfaction needs [8]
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is accepted and seen as appropriate behaviour. Descriptive norms, also known as
typical behaviour, are the norms that are actually followed, and help reflect the kind of
behaviour that is prevalent in a given setting [20].

It is human nature to want to fit in and be accepted by society. Humans are
motivated to behave in ways that are effective in achieving their goals and this behavior
is influenced by the environment in which they exist [15]. When people conform to
norms, this results in positive external benefits such as inclusion and approval from the
group they conform to and establishing a high or acceptable status within this group
[20]. People are social beings [11], they aim to build and maintain relationships with
those around them by following the norms of the group of people they wish to be a part
of. To be a part of this group and accepted, they also need to maintain self-image.
These social constructs and interactions have existed for many years and continue to
exist in the world today [11]. These existing concepts have been integrated with social
media as it has become a new environment for socialization [8]. Measuring norms can
be done in two ways by observing the behaviour over time or individuals can be asked
to report on their behaviour, by answering specific questions provided [21].

2 Research Design

The purposes for using an inductive approach are to (a) condense raw data into a brief,
summary format; (b) establish clear links between the evaluation or research objectives
and the summary findings derived from the raw data; and (c) develop a framework of
the underlying structure of experiences or processes that are evident in the raw data
[22]. The study aimed to explore the influence of social media on social interactions.
A quantitative strategy was best suited for this study as it aimed to quantify data and
generalise results from a sample of the population of South Africa.

The target population for this study is South African social media users, aged 18–25.
This group was chosen as it has the largest active social media user group [13] and are
more technologically aware [13], therefore they will be more comfortable and able to
participate in an online questionnaire. The South African population is 57.2 million,
with approximately 21 million internet users. There are an estimated 16 million Face-
book users and about 3 million users aged between 18–25 years [6]. Facebook is the
most used social media platform so Facebook users were chosen as the target population
because the number of general social media users was difficult to obtain. For the pur-
poses of this study with a population size of 3 million users, a 95% confidence level and
5% margin of error, a good representation will be 385–400 respondents. There were
only 117 respondents to the questionnaire, therefore analysis had to be conducted on this
set of data as it was the best representation obtained.

Online Questionnaires were used as it was assumed that respondents have internet
access since they are social media users, making it convenient for them to respond to
the survey. Online questionnaires can be freely distributed, making it easier to obtain a
large sample and makes the storing of the recorded data centralized and consistent [25].
Online questionnaires ensured confidentiality allowing for respondents to feel com-
fortable to provide honest and open feedback [24]. Google forms was the medium used
to collect data for this study.
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Participation in the study was voluntary and users were guaranteed anonymity.
Participants were informed about the background of the study and its purpose in the
cover letter of the questionnaire. Participants were required to give consent before
proceeding to participation in the study.

2.1 Research Questions and Objectives

The main goal of this study is to investigate the implications of social media use on the
social interactions of young adults in South Africa. This will be achieved by:

• investigating user’s social media usage patterns
• analysing the implications social media has on users’ social interactions

These goals will be achieved by addressing the following questions:
The main research question is:
What is the impact of social media on social interactions of Facebook in South

Africa, on users aged 18–25?
Research sub-questions:

• What is the Facebook usage pattern of young adults (18–25 year olds) in South
Africa?
To answer this question the following questions need to be answered:
– How much time do users spend daily, using social media?
– What activities do users engage in on social media and which is the most

frequent activity engaged in?
• What implications does the use of social media use have on social interactions?

– Do people ignore their work/daily activities because of social media usage?
– Do people pay more attention to their phones during a conversation?
– How do other people’s online presence influence users?

2.2 Hypotheses

The following hypotheses were developed to answer the research sub-questions posed
and formulated based on the literature that has been researched.

Hypotheses for the usage pattern:

H1: Social media users use social media every day and spend approximately 4 h a
day using social media.
H2: Users spend more time scrolling through content posted by others, than
updating their statuses and posting pictures.
Hypotheses for the implications of the use social media:

H3: People prioritize their work/daily activities over social media usage.
H4: People are easily distracted by checking their phones during a conversation.
H5: Other people’s online behaviour affects users’ self-esteem and self-presentation.
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3 Research Analysis and Findings

The demographic information gathered for this study was the age and gender of the
participants. Statistical analysis was carried for the first half of the analysis to gain an
insight on the usage patterns of social media users in South Africa. Exploratory factor
analysis was carried out for the second part of the analysis to assist with gaining an
insight on the implications of social media usage.

Demographic Information. The age and gender of the participants was recorded to
ensure participants were in the correct age category and to ensure a diverse group of
individuals. The research yielded 117 respondents but 12% (n = 14) of responses had
to be disregarded as these respondents were in the wrong age category, therefore only
103 responses were used for this study. Out of the 103 responses, there were 39.81%
(n = 41) male respondents, 58.25% (n = 60) female and 1.94% (n = 2) chose not to
specify.

Statistical Analysis. Statistical analysis helps identify patterns and trends in data that
has been collected [25], therefore it was used for the first part of the analysis as the first
aim of this study was to look at the usage patterns of social media users.

How Often Users Glance at Their Phone. Users were asked to choose a time interval
that most appropriately described how frequent they glanced at their mobile phones to
check for notifications. Approximately 33.98% (n = 35) of respondents reported that
they glance at their phones every 10–20 min, approximately 27.18% (n = 28) reported
they glance within 5-10 min and 18.45% (n = 19) respondents every 20–30 min.
Therefore majority of users, 79.61% (n = 82), glance at their phones at least every
30 min. 2.91% (n = 3) of respondents admitted to looking at their phone every minute,
13.59% (n = 14) of respondents every hour and the 3.88% (n = 4) that specified how
often they glance at their phones, stated they would at more than an hourly rate.

Rank Activities Engaged in on Mobile Phones. Users were asked to rank the activities
they engage in on their mobile phones, the 6 activities that were presented in the survey
were: social networking, music/videos, email, news applications, online shopping and
online gaming. Respondents were required to rank these activities on a scale of 1–6
where 1 represented most frequent and 6 represented the least frequent.

The results indicate the most frequently engaged-in activity on mobile devices is
social networking, followed by listening to music/watching videos, then email, news
applications, online shopping and lastly online games.

Likeliness to Use Social Media on a Typical Day. Users were asked to indicate their
likeliness of social media usage on a typical day, using a scale of 1–5 ranging from 1 -
very likely to 5 - very unlikely. The results showed that majority 65.05% (n = 67) of
respondents reported that they are very likely to use social media on a typical day.
8.74% (n = 9) were likely, 5.83% (n = 6) neutral, 6.8% (n = 7) unlikely and 13.59%
(n = 14) very/highly unlikely.

Amount of Time Spent Using Social Media. Since the study intends to gain insight on
the usage patterns of social media users, respondents were asked to indicate the amount
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of time they spend using social media, it can be seen that 91.26% (n = 94) of users
spend 1–6 h utilizing social media. Only 2.91% (n = 3) spend less than 1 h and 6.80%
(n = 6) spend more than 6 h using social media on a typical day.

A better insight on what activities users engage in on social media can be gauged
from the following 2 questions that were asked.

Amount of Time Posting Content. First users were asked how many hours they spend
posting content and only 2.92% (n = 3) respondents said they spend more than 2 h
posting content on social media, where 0.97% (n = 1) spent 2–4 h, 0.97% (n = 1)
spent 4–6 h and 0.97% (n = 1) spends more than 6 h. 97.01% (n = 100) respondents
reported that they spend 0–2 h posting content on social media.

Activities Engaged in While Using Social Media. Users were then asked to rank the
activities they engage in from most frequently to least frequently. The results show that
the activity that is engaged in most frequently is scrolling through content, followed by
posting pictures which is closely followed by the updating of statuses.

3.1 Exploratory Factor Analysis

Since an exploratory approach was used, exploratory factor analysis was carried out to
analyse the data. EFA is a complex multivariate statistical approach involving many
linear and sequential steps, which is used to uncover the underlying structure of a
relatively large set of variables and identify the relationships between measured vari-
ables [26]. The survey presented a set of 24 statements, also referred to as items, based
on the literature and required the respondents to declare how suitable each statement
applied to them on a scale of 1–5, this is how these variables were measured. Therefore
the exploratory factor analysis method was best suited for this study. IBM SPSS
Statistics, an analysis software program was used to perform this part of the analysis
and extract the factors. The guidelines and steps proposed by [25] was used for the
factor analysis.

First a correlation matrix was created to show the relationship between the items
that were presented to the respondents. The variables with high inter-correlations could
be measuring an underlying variable, called a factor [25]. Each item is compared with
every other item and gets a value between −1 and 1, the higher the value, the stronger
the relationship is between the items and the lower the value, the weaker the rela-
tionship is between the items. Bruin [25] recommends inspecting the correlation matrix
(often termed Factorability of R) for correlation coefficients over 0.30. The factor
loadings can be categorised using another rule of thumb as ±0.30 = minimal,
±0.40 = important, and ±.50 = practically significant. It is also recommended that the
ratio of the data sample and variables be a 1:5, 1:10 or 1:20 [26]. The ratio for this
study was 1:4.29.

Before extracting factors, several tests need to be conducted to ensure the data can
be accurately analysed and to assess the suitability of the data for factor analysis [26].
The Kaiser-Meyer-Olkin (KMO) test is used to measure the adequacy of the sample.
The first test that was conducted was the KMO test which is recommended when the
variable ratio is less than 1:5. The KMO index ranges from 0 to 1, with a value greater
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than 0.5 which is considered to be suitable for factor analysis. The second test con-
ducted was the Bartlett’s Test of Sphericity which should be significant (p < .05) for
factor analysis to be suitable [25]. The table below shows the KMO of Sampling
Adequecy and Bartlett’s Test of sphericity produced by IBM SPSS (Fig. 5).

The results indicate that the KMO is >0.5 and the Bartlett’s Test of Sphericity
significance is <0.05, therefore the data collected was suitable for factor analysis.

Once the data was deemed suitable for factor analysis, the factor extraction process
followed. Multiple extraction techniques and rules exist, and it is suggested that
multiple approaches should be used for factor extraction [24]. The approaches used in
this study are: the Scree test, Kaiser’s criteria (Eigenvalue > 1) and the cumulative
percent of variance extracted.

The cumulative Percentage of variance and Eigenvalue > 1 rule varies across
disciplines of research as no fixed threshold exists, some researchers believe factors
should be stopped when at least 95% of the variance is explained and some have as low
as 50–60% [26]. The results of this study show a cumulative percentage of variance
24.29% and a total of 8 factors have an eigenvalue > 1, which was taken from the Total
variance table.

The Scree test approach plots the eigenvalues with the components and helps the
researcher determine how many factors will be extracted. A Scree plot was produced,
giving affirmation that 8 factors would be extracted.

A component matrix was then created, showing the relationship between the factors
and the individual components.

The next step was to create a rotation matrix, this helps determine which items
relate to which factor, items may relate to more than one factor but will relate more to
one of the factors. Orthogonal rotation was used for this analysis.

The final step of this process is to check the reliability of these factors by using
Cronbach’s alpha. The Cronbach’s alpha is a measure of internal consistency, how
closely related the items in a factor are. This involves calculating the Cronbach’s alpha
of each factor that has been extracted, if the value is greater than 0.7, the factor is
reliable, if not the factor should be removed. After calculating the Cronbach’s alpha for
each factor and it could be seen that there are only 3 credible factors.

KMO and Bartlett's Test
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.716
Bartlett's Test of Sphericity Approx. Chi-Square 896.236

df 276
Sig. 0.000

Fig. 5. Results of KMO and Bartlett test
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List of the Items Categorized by Factors
Factor 1: Social media dependency

• I spend more time on social media than I think I should.
• I ignore my work because of social media usage.
• My family tells me that I spend too much time on my phone.
• I keep my phone out and present during any conversation.
• I can’t imagine my life without using social media.

Social media dependency is when users are reliant on the use of social media and
prioritize social media above priorities or obligations.

Factor 2: Social interaction impact

• I feel disrespected when my friends phub. (Phubbing – using a phone during a
conversation and ignoring the person talking to me)

• I feel unheard when my friends phub.
• I feel disconnected when my family/friends glance at their phones during a

conversation
• I feel my friends phub all the time.

This factor looks at the impact of others actions on the individual, focusing on in-
person/physical interactions.

Factor 3: False self-compare/impress

• I wish my life was as ‘exciting’ as my friends’.
• I want the world to know I have a great life.
• I ‘like’ a post to please the ‘friend’ who posted it.
• Too many pictures posted by someone irritates me.
• I admire my friends’ pictures posted online.

The false self-compare/impress factor categorizes the items that drive the person’s
behaviour where they may present a false persona to impress others or compare to
others.

4 Data Results

The results showed that people glance at their phones at least every half an hour. They
are also highly likely to use social media on a daily basis. 91.26% (n = 94) of
respondents claimed to spend 1–6 h using social media daily but the results also
showed that users spend only 0–2 h of posting content, therefore supporting H1. When
asked to rank the activities they carry out the most when using social media, it was
found that scrolling through content was ranked as the highest, these results support
H2. These participants can be classified as followers based on [8]’s definition.

When presented with various activities to engage in on mobile devices, social
media was ranked as the most frequent activity. The use of social media satisfies all
basic human needs and gratifications as identified by [16] and [18]. The other activities
can only satisfy some of the basic needs and therefore social media is shown to take
preference above other activities. The watching of videos and listening to music ranked
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second as this satisfies the entertainment or pleasure stimulation need. The use of email
gives the gratification of social interaction as it is used for communication purposes.
The use of news applications ranked fourth which satisfies the need to seek out
information. Online shopping was ranked fifth and (satisfies) the money-luxury need,
and lastly, online gaming also satisfies the pleasure stimulation need. The ranking of
these activities show which human satisfaction needs are valued more above others.

The exploratory factor analysis, produced the following factors: social media
dependency, social interaction impact and false self-compare/impress. The first
research sub-question based on the implications of social media use, questions whether
people prioritize social media or other obligations and the hypothesis stated that people
stick to their obligations but the results do not support H3 as it is the highest con-
tributing factor meaning that people do prioritize social media over their obligations.
This ties in with the first factor, social media dependency. The second factor that was
extracted is the social interaction impact, this factor supports H4 which ties in with the
study conducted by [23] and also claimed that this is influencing the quality of rela-
tionships as there is a shift from deep meaningful conversations to shallow short
conversations due to the presence of a distraction. Factor 3 is about the false presen-
tation of an individual on social media due to the fact that they want to be impres-
sionable on social media, therefore H5 is also supported and this is influencing users’
online behaviour.

These 3 factors can be linked to the 3 main social norms that were discussed where
factor 1 links to the norm, act effectively, factor 2 relates to building and maintaining
relationships and factor 3 is related to self-image. The usage patterns showed an
excessive amount of social media usage and these users being classified as followers
due to their online behaviour of predominantly scrolling content compared to posting
content, therefore high social media usage has an impact on a user by making them
dependable on social media, influencing their in-person social interactions and
impacting their online self-presentation.

5 Conclusion

Prior research has extensively studied the reasons behind why people use social media.
These include the personality, human satisfaction needs, gratifications, the technology
acceptance model and a few others. Social media is growing rapidly and does have an
impact on its users. An online survey was conducted and the data of 103 respondents
were analysed. This study focused on participants aged 18–25 who were South African,
social media users.

The first aim of this study was to investigate the usage patterns of social media
users, by doing so this gave an insight to the amount of time people spend using social
media and what activities they engage in while using social media. Statistical analysis
was carried out to gain insight on the data gathered for this part of the study, which
showed users spend a lot of time using social media but most of this time spent
scrolling through content rather than posting content.

The second aim of this study was to determine the impact social media has on its
users. Through an online questionnaire, data was gathered and analysed using
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IBM SPSS. The results showed that the use of social media does have an impact on its
users. The factors that were identified were social media dependency, the impact on
social interactions and the impact on self-compare/impress, which can be linked to the
3 social norms which are to act effectively, build and maintain relationships and
maintaining a self-image. All hypotheses besides H3 were supported by the results of
the study and therefore answered all proposed research questions.
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Abstract. In this work we show that the sentiment of the broader stock market,
namely the S&P 500, is related to the activity of individual stocks intraday. We
introduce a concept we term as embedded context which is an approach to
improving unigram language models for restricted use cases. We use a Gaussian
Mixture Model to create different sentiment regimes (i.e. distributions) of the
broader market over our training period and perform an analysis of the return
and volatility characteristics of each stock per each regime. We create an
intraday momentum trading strategy using a moving average and Relative
Strength Index (RSI) over our testing period with no consideration to our prior
sentiment regime analysis which serves as our baseline model. We then create
an updated version of our intraday trading strategy which considers the senti-
ment regime of the broader market. Our results show an improvement in each
stock’s intraday strategy performance as a result of considering the broader
market’s sentiment regime.

Keywords: Sentiment analysis � Gaussian Mixture Model �
Stock market prediction

1 Introduction

Prior works have shown that there exists some relationship between the public’s mood
and movement within the stock market. We pose a key question, “Why is there a
relationship between the mood of the public and movement in stock prices?” We
believe that this relationship is indicative of traders, or market participants, and not the
general public.

Though prior works have collected substantial data on general Twitter users and did
not specify whether or not those users were actual market participants, our thought
experiment suggests this is not necessary to build a model capable of associating
sentiment to changes in asset prices. Consistent with our reasoning, we suggest that for
the purpose of stock price prediction using the sentiment of the market, only the mood
of traders, or actual market participants is needed to engender a predictive system.

We have also found that while much work has been conducted relative to the
sentiment of the assets and its effect on price changes, to the best of our knowledge, no
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prior work has studied whether or not the sentiment of the broader market can be used
to predict changes in the prices of individual stocks on neither a daily or intraday basis.
In lieu of this, we form our first research question for testing. Can it be concluded that
there exists a relationship between the sentiment of the broader market and that of
individual stocks using only information from likely market participants?

We introduce a novel idea we term embedded context. The premise of this idea is
that the key fallacy of a simple unigram model can be circumvented by increasing the
specificity of the model. Within a standard unigram model, the tokens can take on
different connotations dependent upon prior and subsequent words. Our idea of
embedded context suggests that the specification of model creation to a specific use
case could limit these possible contexts and thus embed a discrete meaning of each
word into a unigram model. Relative to this work, we achieve this by (1) only searching
for tweets from likely market participants and (2) creating a custom vocabulary specific
to market participants and the interpretation of their sentiment. Thus forming our
second research question, “Can embedded context be used to circumvent the issue of
context in unigram models for restricted use cases?”

2 Literature Review

Bollen et al. [1] posed the question “Is the public mood correlated over even predictive
of economic indicators?” This work surveyed whether or not collective mood states
from Twitter were correlated with the Dow Jones over time. Bollen [1] used Granger
Causality Analysis to determine the correlation between past Dow values and prior
mood states to daily closing Dow prices. A Self Organizing Fuzzy Neural Network was
used for prediction of market prices to capture the non-linear relationship.

Nisar and Yeung [7] studied the relationship between political sentiment and
movements in the FTSE 100 on a daily basis. They too derived sentiment using data
from Twitter.

Kordonis et al. [4], basing their work on the prior work of Pak and Paroubek
(2016), studied the effectiveness of Naïve Bayes Bernouli Classification and SVMs for
sentiment analysis. They conducted a correlation analysis between tweets and market
movement and used this correlation for the forecasting of stock prices.

Mittal and Goel [6] found tools such as Opinion Finder and SentiWordnet, which
has been used in other studies, infeasible and thus developed their own sentiment
analysis system. They too used a Self-Organizing Fuzzy Neural Network for daily Dow
price prediction. A trading strategy was constructed based on the prediction of the
model.

Patel et al. [8] used a variety of Neural Network models on different sectors of the
Bombay Stock Exchange. They learned that the prediction of prices is better framed as
a classification task.

Jermann [3] studied the influence of executive tweets on market movement.
Analysis was conducted on word and sentence level features. A Naïve Bayes bag of
words model served as the baseline and a Neural Network was used for comparison.
The work illustrated a high degree of specificity in tweet collection by focusing only on
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tweets from individuals that contained the name of their company within the
description of their profile.

Davda and Mittal [2] used NLP to create a trading strategy around news headlines.
They used Yahoo Finance as a source for news and scraped price data from Google
Finance. Lee et al. [5] studied the significance of text analysis for stock price predic-
tion. While other researchers focused on breaking news events disseminated via Twitter
and other sources, Lee et al. focused on news events reported in companies’ 8-K
filings, or the required filing for significant events within a company.

Si et al. [9] designed a Semantic Stock Network (SSN). This network constituted of
nodes (i.e. stocks) and which were connected by edges of which constituted the co-
occurrence of nodes mentioned frequently within tweets. They used a labeled topic
model to model the tweets and network structure at each node.

Trastour et al. [10] used Latent Dirichlet Allocation to extract topics from news
articles. The inputs to their model were daily and monthly proportions of articles per
each topic. They used these inputs to predict the daily and monthly crude oil prices.

3 Methodology

We began by collecting daily price data for the SPY ETF, our four stocks, Adobe
(ADBE), AT&T (T), General Electric (GE), and Wells Fargo (WFC) over the period of
January 1, 2018 to June 1, 2018. We also collected intraday data on the five minute
timeframe for each of our four stocks.

After splitting our data into training and testing sets, we created a list of every
trading day in the 2018 calendar year and used the Twitter Standard API to retrieve
tweets for the SPY, using the $SPY symbol, for each day in our training period.

A market regime consists of a distinct period or subset of activity within a larger
interval of market activity. We chose a Gaussian Mixture Model to model this phe-
nomenon. A Gaussian Mixture Model, depicted by the equation below, is a model used
to capture the effects of multimodal distributions. In short, as the equation depicts, the
GMM is a collection or linear combination of multiple distributions.

P xð Þ ¼ p 1ð Þ N l 1; r 1ð Þþ p 2ð Þ N l 2; r 2ð Þþ p kð Þ N l k; r kð Þ

• P(x) - probability x stock return came from specific regime/distribution
• p - weight of Nk distribution
• lk - mean of k distribution
• rk - covariance matrix of k distribution

This model allowed us to capture the effects of market returns being generated by
different regimes or distributions.

We created our regimes over our training period by (1) preprocessing and scoring
our SPY Tweets by building a custom vocabulary, (2) computing the mean and vari-
ance of the SPY, and (3) passing each of these into our GMM. The use of the custom
vocabulary was a means to distinguish market participants and is illustrative of what we
term embedded context, or the use of unigrams within discrete contexts.
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Once our regimes were created, we computed the mean return and variance for each
of our stocks over our training period and group these per the regime of the broader
market. The Fig. 1 below is an example of this analysis.

We also surveyed whether or not there existed some correlation between our stocks
and regimes. We normalized our stock returns and regimes to perform this study but
found no significant correlation. Below is a correlation matrix from this analysis
(Fig. 2).

Fig. 1. Regime analysis; Displays the volatility (left) and Returns (right) of each sample drawn
from its respective distribution (i.e. regime) for Adobe (ADBE) stock

Fig. 2. Displays a correlation matrix for each stock and the regimes.
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To test our hypotheses, we first developed an intraday momentum trading strategy
over our testing period which did not consider our market regime analysis. This served
as our baseline model. Next, we developed a market regime version of our intraday
trading strategy of which considers the market’s sentiment regime. Our results are
displayed below (Figs. 3 and 4).

We found that the regime analysis model improved the performance of the intraday
strategy across all stocks. ADBE’s performance improved by 12%, GE by 47%, WFC
by 7%, and T improved by 12%.
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Fig. 4. Regime analysis model
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4 Conclusion

Based on the findings of our experiment, we conclude that a relationship exists between
the sentiment regime of the broader market and individual stocks intraday. Given that
our sentiment regimes were created using tweets specific to (1) the broader market via
the $SPY Twitter query, (2) and used of a custom vocabulary of positive and negatives
words associated with market participants, we concluded that our idea of embedded
context for unigram language models at the least warrants further research across other
industries and is a viable approach for the creation of intraday trading strategies. We
also conclude that an emphasis on market participants rather than the general Twitter
users is likely a more efficient means of using sentiment for stock price prediction.

For future works, we recommend the collection of more data and the use of the
StockTwits API rather than that of the Twitter API. StockTwits is a similar platform to
that of Twitter with the exception being that the users are those interested or actively
participating in trading the stock market. This venue is likely to yield some fruitful
results for future stock market sentiment analysis research.
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Abstract. Under the background of economic globalization, knowledge econ-
omy and service economy play increasingly important roles in the process of
social development. China is the most representative developing country in the
world where traditional manufacturing enterprises are transforming from OEM
and ODM to OBM and OSM. It will have more chances in China to drive the
transformation and upgrading of various industries and help more regions achieve
the goal of overall upgrading and balanced development through by design.
This paper will explore and study the mode of design driving industries

transformation and upgrading from the perspective of service economy. Firstly,
this study summarizes and analyzes the relevant modes of design driving
industries transformation and upgrading at home and abroad through literature
retrieval, market research and analysis. Based on above description and dis-
cussion, the industrial design service mode which is suitable for the transfor-
mation and upgrading of the Yangtze River Delta industry is been put forward.
Secondly, the mode includes four domains: government, industry, university
and research institute. Different transformation tasks of the four domains and the
logical relationship of the interactions between the four domains are brought
forward, which will produce effective ways and means to help the traditional
manufacturing enterprises achieve the goal of transformation and upgrading
driven by design. Finally, the advanced enterprise of the Yangtze River Delta of
China-SAIC Group is taken as an example to verify the scientificity and oper-
ability of the mode.
In conclusion, effective mode reference and method of application are been

provided for traditional manufacturing enterprises to realize industrial trans-
formation and upgrading through innovative design.

Keywords: Industrial transformation and upgrading � Design service mode �
China’s Yangtze river delta region
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1 Theoretical Research on Design-Driven Industrial
Transformation and Upgrading at Domestic and Abroad

1.1 Overview of Theoretical Research at Domestic and Abroad

Verganti [1] first proposed the concept of design-driven innovation, which is together
with the two innovation-driven forms of technology promotion and market pull pro-
posed by Dosi [2]. Design-driven innovation has become the three driving factors of
enterprise innovation. Chinese scholar Hongbo Lai pointed out that among the three
innovation drivers, most of the traditional manufacturing enterprises in China now use
market-driven innovation strategy mode and technology-driven innovation strategy
mode, while the design-driven innovation strategy mode is few to be used. A large part
of China’s local manufacturing industries is in a state of low homogenization of
products and a low-level development of low-end price wars.

As for how to drive industrial transformation and upgrading through design, Allen
[3] et al. believe that product design and process reengineering can reduce the man-
ufacturing time and cost of enterprises. Case studies by Battistella et al. show that
design-driven innovation not only changes products but also promotes business model
innovation [4]. Chinese scholar Xuan Huang et al. believe that the development status
of China’s manufacturing industry determines that many industries are more suitable to
use the form of industrial design innovative products, which has the advantages of low
research and development cost, high productization efficiency, short commercialization
cycle and stronger timeliness [5]. Hongbo Lai et al. found that product design can affect
customers’ product perception and brand perception through empirical research [6]. At
the same time, Hongbo Lai believes that design is of great significance for manufac-
turing enterprises to enhance independent innovation ability, improve products and
brands’ added value, transform and upgrade [7].

Thus, through design process, China’s manufacturing enterprises could drive the
market innovation in a short time under the premise of low cost, low risk. Finally the
industry will be transformed from a vicious competition of low-end prices to a benign
competition of high-end products.

1.2 Overview of Theoretical Research at Domestic and Abroad

According to the summary in the above chart, at present, the research on design-driven
industrial transformation and upgrading mainly focuses on product design, marketing,
science and technology, but rarely involves the perspective of “government-industry-
colleges-research institutions” (Table 1).
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2 Background of Manufacturing Industry in Yangtze River
Delta Region

2.1 Regional Advantages in the Transformation and Upgrading
of the Manufacturing Industry in the Yangtze River Delta Region

The Yangtze river delta is a region with rapid economic development, high degree of
resource accumulation and relatively perfect urban governance in China. At the same
time, the region has also actively issued design support policies, built a creative
exchange platform, and carried out design-related activities, which was making the
Yangtze river delta a national leader in design applications.

Table 1. The mode of design-driven industrial transformation and upgrading is summarized in
11 references.

11 references explore the mode of design-driven industrial transformation and 
upgrading

             Literatures
Perspective 1 2 3 4 5 6 7 8 9 10 11

Culture

Resources

Products design

Government

Colleges

Enterprises

Research institutes

Marketing

Service design

Sci-tech

Management
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2.2 Problems and Deficiencies in the Manufacturing Industry
in the Yangtze River Delta

The manufacturing industries in the Yangtze river delta have already started to use the
application of design, but there are still many problems and deficiencies. The specific
problems are as following:

The Limitation of the Design Thinking. The ideological understanding of design is
limited in two aspects: the first is that manufacturing enterprises are still not fully aware
of the importance of design for transformation and upgrading; the another one is
excessive use of design, resulting in a lot of unnecessary waste.

The Cultivation of Design Talents Urgently Needs to be Improved. The quality of
design talents is still at a low level, and there is still much room for improvement in the
influence and innovation exploration ability of designers.

The Industrial Standards of Design Application Need to be Improved. At present,
the industrial standards, laws and regulations of the design industry in the Yangtze river
delta region are still not perfect and lack of macro-control mechanism. The industrial
standards, market and government regulation are important and necessary.

The Cooperation Mode of Design Is not Deep and Sound Enough. The mode of
“ industry-colleges-research institutions” cooperation in the Yangtze river delta region
is very common, but the form of cooperation is relatively simple, at the same time, the
effect of cooperation is not deep enough. There is no systematic and scientific mode of
cooperation, either.

3 Construction of Industrial Design Service Organizational
Structure Mode of “Design-Driven Industrial
Transformation and Upgrading” in the Yangtze River
Delta Region

3.1 Theoretical Basis

According to the theory of gradient process, the quality of industrial structure is the
main factor to measure the level of economic development in all regions, especially the
development stage of the leading industry sector in the industrial life cycle [8].

From the perspective of Marxist theory of social development, the contradiction
between the economic foundation and the superstructure are both the fundamental
driving force for social development. If we want to realize all-around industrial
transformation and upgrading, system reform is the fundamental power to promote all
the transformation.
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3.2 The Content of Industrial Design Service Mode of “Design-Driven
Industrial Transformation and Upgrading”

In the whole model, government, industry, colleges and scientific research institutions
perform their respective functions but synergistically integrate with each other. The
Chinese government is not only the main body of its own political reform, but also the
main body of other transformations. The goal of school transformation is to cultivate
new talents needed by the time and to solve the current situation of mismatch between
talents and the market. The purpose of research institution transformation is to apply
targeted research results to the government, industry and schools. The purpose of
industrial transformation is to enhance the value of the industry itself and create higher
and longer term earnings, which is also the ultimate goal of other transformations.
Design plays a central role in the whole transformation system and applies the trans-
formation in various fields to the industry through the practice of design, so as to verify
the role of other transformations and drive the industrial transformation.

The Role of Government in the Process of Industrial Transformation and
Upgrading. In the process of system rationalization, the government should guide the
formation of professional ethics of the design industry with the macroscopic guiding
role of the government and system constraints. At the same time, the government
should establish a design incentive mechanism to further stimulate the vitality of
“design center” and promote the construction of creative ecological cycle system as
well. The crucial point of the government’s macro-control is to optimize the regional
spatial structure, establish a regional design center integrating design resources, design
talents, design exhibition and other design elements, and then spread the design power
to other regions regularly. The government should also adjust the industrial distribution
actively, measures to local conditions, balance the industrial proportion in the region,
give full play to the cultural advantages of different enterprises and avoid serious
industrial isomorphism.

The Role of Manufacturing Industries in the Process of Industrial Transformation
and Upgrading. In the production process, the manufacturing enterprises should
improve the proportion of product design and bring more quality sense of enjoyment to
users in some small details. By means of industrial design, the level and added value of
small commodities can be improved to solve the problems of insufficient creativity and
low added value, so as to promote the transformation and upgrading of small com-
modity industries. The combination of creative innovation and traditional manufac-
turing industries brought by the design brings personalized experience to users, making
the product become the carrier of cultural communication and spiritual communication
(Fig. 1).

The Role of Schools in the Process of Industrial Transformation and Upgrading.
Under the background of government policies and in combination with the develop-
ment trend of the moment time, the design major of the university will conduct in-depth
research on the development path of the manufacturing industry, and establish a set of
design theory system from ideas to marketing, including the training of professional
knowledge of design and the overall view of manufacturing, as well as the trend grasp
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and innovation training. Colleges should also build the creative talent training mech-
anism of high compatibility with the moment time, high plasticity, being opening and
scientific, expressed in theoretical research, design, design of risk assessment, mar-
keting, and other dimensions design of the corresponding training plan; at the same
time establish deep cross cooperation with the enterprise from point to surface, making
the enterprise get of university research results; and then bring students market expe-
rience and highly professional knowledge theory system; finally, the establishment of
big data information center can not only train students to grasp the development of The
Times, but also use scientific data to help enterprises to invest in the design of the
lowest risk.

The Role of Scientific Research Institutions in the Process of Industrial Trans-
formation and Upgrading. The industrial design and research institutions should
constantly release characteristic design results based on local advantageous industries.
They also need to carry design ideas into the production process to enhance the design
capacity of the manufacturing industry, and provide support services for the transfor-
mation of design results for micro and small enterprises with a large number and a wide
range, so as to improve their growth environment. The intellectual property protection
platform should be established to protect the legitimate rights and interests of the
enterprise to which the design belongs to ensure the normal operation of creative
capital. Research institutions should build intellectual property display and trading
platforms to better connect industrial needs and creative resources, and help enterprises
realize the transformation from manufacturing-driven to innovation-driven (Fig. 2).

Fig. 1. Design promotion mechanism for the transformation and upgrading of manufacturing-
oriented industries
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4 Construction of Industrial Design Service Organizational
Structure Mode of “Design-Driven Industrial
Transformation and Upgrading” in the Yangtze River
Delta Region

Shanghai automotive group co., ltd. is the largest listed automobile company in China’s
A-share market. SAIC’s synergistic integration of industrial system advantage is one of
its core competitiveness. Under the background of national design policy, SAIC covers
the national well-known colleges and universities with “industry-university-research
institutions” cooperation, and the design competition for college students combinated
multiple design ideas from colleges and universities, which improved innovation
ability. SAIC are paying much more attention to the status of industrial design in the
industry and continuously introducing the design of the leading trend of industry to
lead to drive the whole auto industry innovation. Due to its core innovation compet-
itiveness, SAIC has outstanding innovation ability in many fields of the automobile
industry, and its business scale and service capability are in a leading position in the
domestic industry.

Fig. 2. Design promotion mechanism for the transformation and upgrading of manufacturing-
oriented industries
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5 Conclusion

In this paper, from the perspectives of “industry-university-research institutions” pol-
itics, the design of the drive in Yangtze river delta industrial transformation and
upgrading of the industrial design service mode is put forward. The study aims to
establish a scientific and complete service system model to help get rid of the plight of
low competition in Yangtze river delta manufacturing, and it uses industrial design
concept to innovate and create effect as well. Thus on the premise of low investment
and low risk, manufacturing industry complete the transformation and upgrading of
industry with fast and high quality, which makes the ascension of manufacturing sector
as a whole, and reaches the goal of balanced development as well.

Funding. This research was supported by the project of “Research on Modern Urban Life Form
and Intelligent Equipment Design” supported by Shanghai Institute of International Design
Innovation (Granted No. DA18304).

References

1. Vergantir, F.: Design, meanings, and radical innovation: a meta model and a research agenda.
J. Prod. Innov. Manag. 25(5), 436–456 (2008)

2. Dosig, F.: Innovation Studies: Evolution and Future Challenges, 2nd edn. Oxford University
Press, London (2013)

3. Allen, R.S.F.: Porter’s generic strategies: an exploratory study of their use in Japan. J. Bus.
Strat. 24(1), 69–89 (2007)

4. Battistellacbiottog, F., Detoniaf, S.: From design driven innovation to meaning strategy.
Manag. Decis. 25(5), 436–456 (2008)

5. Xuan, H.: Exploration of industrial design mode to assist enterprise transformation. In: Design
Drives Business Innovation: 2013 Collected papers of Tsinghua International Design
Management Conference (Chinese portion), Department of Industrial Design, School of Fine
Arts, Tsinghua University, June 2013

6. Hongbo Lai, F.: Empirical study on the impact of design-driven product innovation on
customer perception and purchase intention. Res. Dev. Manag. 28(04), 22–30 (2016)

7. Hongbo Lai, F.: Design driven innovation system construction and industrial transformation
and upgrading mechanism research. Sci. Technol. Prog. Countermeasures 34(23), 71–76
(2017)

8. Qi, B.: Study on the strategy of economic modernization in the Yangtze river delta. East
China Normal University (2012)

74 W. Ding et al.



Lexicon-Based Sentiment Analysis
of Online Customer Ratings as a Quinary

Classification Problem
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Abstract. Online customer reviews are not only an important decision-
making tool for customers, they are also used by e-commerce providers
as a source of information to analyze customer satisfaction. In order
to reduce the complexity of evaluation comments, written reviews are
additionally represented by evaluation stars in many evaluation sys-
tems. Numerous studies address the sentiment recognition of written
reviews and view polarity recognition as a binary or ternary problem.
This study presents the first results of a holistic approach, which takes
up the combination of customer reviews with evaluation points realized in
platform-dependent evaluation systems. Sentiment analysis is regarded
as a quinary classification problem. In this study, 5,000 customer evalu-
ations are analyzed with lexicon-based sentiment analysis at document
level with the target to predict the evaluation points based on the deter-
mined polarity. For sentiment analysis the data mining tool RapidMiner
is used and the categorization of the sentiment polarity is realized by
using different NLP techniques in combination with the sentiment dic-
tionary SentiWordNet. The supervised learning algorithms k-Nearest
Neighbor, Näıve Bayes and Random Forest are used for classification
and their classification quality is compared. Random Forest achieves the
most accurate results in conjunction with NLP techniques, while the
other two classifiers provide worse results. The results suggest that a
stronger scaling of polarity requires a stronger differentiation between
classes and thus a more intensive lexical preprocessing.

Keywords: Natural language processing · Sentiment analysis ·
Classification · Supervised learning methods

1 Introduction

In business-to-consumer e-commerce, customer evaluations represent an impor-
tant source of information – both for customers and for e-commerce providers.
At the customer level, the social proof of customer evaluations is an important
decision-making aid for purchasing decisions [1]. Around two thirds of online
shoppers read customer reviews before buying products in online shops [2]. For
c© Springer Nature Switzerland AG 2019
C. Stephanidis (Ed.): HCII 2019, CCIS 1034, pp. 75–80, 2019.
https://doi.org/10.1007/978-3-030-23525-3_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23525-3_10&domain=pdf
https://doi.org/10.1007/978-3-030-23525-3_10
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e-commerce providers, customer reviews are an important component in the sale
of products and services, as they allow conclusions to be drawn about customer
satisfaction, among other things. E-commerce providers such as Amazon.com,
Inc. [3], therefore operate – mostly platform-dependent – rating systems in order
to extract moods and emotions from the reviews. An intellectual extraction of
this information is hardly possible, especially for large e-commerce providers,
due to the large number of reviews. Consequently, an automated evaluation is
required, which is realized by means of opinion mining. Opinion mining, a field
of text mining, deals with the automated extraction and evaluation of opin-
ions from texts and uses various techniques for sentiment recognition [4]. One
opinion mining technique is the sentiment analysis. Sentiment analysis uses var-
ious natural language processing (NLP) methods, such as tokenization or stem-
ming, to analyze the sentiment of a text or the emotional attitude to an object
contained in the text [5]. A fundamental problem of sentiment analysis is the
categorization of sentiment polarity. Natural-language texts can contain valence
shifts – for example through negation or intensification – which are usually easily
understood by humans, but not by computational systems [6]. Recent research
attempts to address this problem through lexicon-based preprocessing, mostly
using existing sentiment dictionaries.

Prakoso et al. 2018 explicitly investigate in their study the effects of lexicon-
based preprocessing on the accuracy of sentiment classification when using super-
vised machine learning algorithms and note that sentiment analysis with lexicon-
based preprocessing achieves higher accuracy in all classification models [7].
Existing approaches from the domain of lexicon-based sentiment analysis, such
as Alkalbani et al. 2017 [8], Fang and Zahn 2015 [9], Lin et al. 2018 [10], regard
sentiment recognition as a binary or ternary classification problem. However, a
stronger scaling of the polarity seems to make sense especially for the sentiment
recognition of customer ratings, since existing – especially platform-dependent –
rating systems mostly combine metrics such as written review and integer rating
system. Research approaches that scale the polarity more strongly usually refer
to selected social media channels and can only be transferred to other fields of
application to a limited extent due to their specific functionalities. El Alaoui
et al. 2018 present a lexicon-based approach for the sentiment analysis of tweets,
which distinguishes seven polarity classes and uses the specific functionalities of
the microblogging service, such as re-tweets or likes, in addition to a sentiment
lexicon, when determining polarity [11].

Based on this approach, the question arises to what extent the specific func-
tionalities of evaluation platforms can be used for the sentiment determination of
customer evaluations. The first step is to determine to what extent the points or
stars awarded by customers via rating systems reflect the opinions expressed in
the written evaluations. The present study takes up this problem and presents a
first state of work. Starting from the assumption that platform-dependent rating
systems from e-commerce providers combine rating comments with a five-level
star-scaled rating system, sentiment recognition is regarded as a quinary classi-
fication problem.
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2 Methods

This study uses a data set from “Kaggle” [12] with around 400,000 customer
ratings of unlocked mobile phones. Each of these devices was reviewed on
Amazon.com, Inc. [3] and also rated by customers there. The data set is adjusted
for unneeded attributes as well as missing values and balanced with regard to
the attribute “Rating”. This attribute is based on an integer star-scaled system
where the highest rating can be five stars and the lowest rating one star. After
cleansing and normalizing the data set, each rating level is represented by the
same amount of elements. For resource-related reasons, 1,000 elements are used
per rating level; the data set used in this study therefore contains 5,000 elements.

The methodology applied is divided into four process steps. As shown in
Fig. 1, various NLP techniques are used during data preprocessing to clean up
the text, structure it and convert it into a machine-readable form. The tokens
of the document are then used to generate a vector that represents the docu-
ment numerically and thus makes it usable for mathematical operations. The
weighting of the terms is done by the combined method “Term Frequency –
Inverted Document Frequency” (TF-IDF). This method takes into account the
frequency distribution of terms in the corpus and weights terms on the basis
of frequency and differentiations [13]. In the next step, the features extracted
from the texts are used to predict the sentiment. For classification the machine
supervised models k-Nearest Neighbor (k-NN), Näıve Bayes and Random Forest
will be implemented, evaluated by a tenfold leave-one-out cross validation and
the quality of classification will be compared between the models.

Fig. 1. Flow of process methods
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The entire process was realized with the data mining tool RapidMiner
9.1 [14]. For polarity detection, the extension SentiWordNet 3.0 [15] is imple-
mented in RapidMiner. SentiWordNet is a open source lexical resource developed
for opinion mining applications [16]. The mood-bearing expressions in the text
are identified and coded in relational scale.

3 Results and Discussion

In this study, a sentiment analysis with lexicon-based preprocessing of online
customer ratings is carried out with the aim of predicting the integer star-scaled
ratings provided by the customers based on the written reviews. For the quinary
classification problem the classifiers k-Nearest Neighbor, Näıve Bayes and Ran-
dom Forest are used and their accuracy is compared. Figure 2 shows the results
of the classifiers.

Fig. 2. Results of the classifiers k-Nearest Neighbor, Näıve Bayes and Random Forest
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The classifier k-Nearest Neighbor classifies customer ratings by sentiment
with an accuracy of 32.56%. The highest precision of 49.89% is achieved by
k-NN in class 1, but the probability that a customer rating actually belonging
to class 1 will be recognized and correctly classified is only 23.00%. The lowest
precision of 25.29% is achieved in class 2. However, the corresponding recall value
shows that a customer rating belonging to this class is recognized and correctly
classified by k-NN with a probability of 67.70%.

Näıve Bayes achieves an accuracy of 35.49% on the quinary classification
problem. The highest precision with 49.54% is achieved by the classifier in class
2. Nevertheless, the probability that a customer rating actually belonging to
class 2 is recognized and correctly classified is only 16.72%. The lowest precision
with 28.40% is class 5. However, the corresponding recall value of 84.10% shows
that a customer rating belonging to this class is highly likely to be recognized
and correctly classified.

The Random Forest classifier achieves a total accuracy of 38.27%. The high-
est precision of 43.48% is achieved in class 1. In addition, a customer rating
belonging to this class is recognized with a probability of 52.76% and classified
correctly. The lowest precision of 31.75% is achieved by the classifier in class 4.
The associated recall value of 20.33% shows that a customer rating belonging to
this class is recognized and correctly classified with a relatively low probability.

The low precision and recall values achieved by the classifications indicate
that the individual classes could not be clearly distinguished from each other.
The reason for this could be the small amount of training data used. Due to
technical limitations, the data set was limited to 5,000 elements. Each class
contained 1,000 elements and thus a relatively small number for training. In
addition, the lexicon-based preprocessing was carried out with a cross-domain
sentiment dictionary, which could have led to the fact that the sentiment of
domain-dependent terms was not correctly recorded and classified.

4 Conclusion

The aim of this study was to make initial statements on the extent to which
the points or stars awarded by customers via rating systems reflect the opinions
expressed in the written reviews. The sentiment recognition of online customer
ratings was considered a quinary classification problem. In order to gain ini-
tial insights, a lexicon-based sentiment analysis was combined with the machine
learning algorithms k-Nearest Neighbor, Näıve Bayes and Random Forest. The
results of the classifiers were evaluated with tenfold cross-validation and then
compared. Random Forest achieved the highest accuracy with 38.27%, followed
by Näıve Bayes with 35.49%. Although k-Nearest Neighbor delivered the low-
est overall accuracy of 32.56%, it achieved the best predictive accuracy in three
out of five classes. Näıve Bayes achieved the highest accuracy in two out of five
classes. Due to the limitations described in the previous chapter, the focus of the
continuation of this study will be on the delimitation of the individual classes. A
first step could be to adapt the sentiment dictionary to the specific domain. The
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sentiment of words or subsets can vary depending on the context. Words that
are positive in one domain (e.g. the horror movie was scary) may be negative
in another domain. The use of a domain-specific dictionary therefore seems to
be useful for the differentiation of the individual classes. In the present study, a
sentiment analysis was carried out at document level. In future research, opinion
mining techniques will also be applied at sentence and aspect level in order to
obtain more precise results.
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Abstract. The first online shopping transformed traditional shopping experience
with the development of computer and network in 1984. In traditional shopping,
people are able to physically interact with the products by multitude of senses:
sight, hearing, taste, smell, and touch beforemaking a purchase. In contrast, online
shopping is totally different: people are restricted by the size of 2D screen and can
only use the “browser to search keywords” or the “classification” to find the
products of interest. Both shopping behaviors have their advantages to satisfy
human beings. Therefore, the challenge of this research lies in how to create a
more natural online shopping platform by incorporating online shopping and
physical shopping? This research aims to use Virtual Reality (VR) device as an
alternative bridge to break the boundaries between physical and virtual shopping
stores. Our long term project is to create a “VR online shopping platform system”.
While this research focuses on the preliminary stage to explore the simulation of
VR online shopping platform, the future study will implement the system and
apply it to Amazon and evaluate the possibility and feasibility.

Keywords: Online shopping � Virtual Reality

1 Introduction

Computer and internet have changed our spatial experience, and created a new
space—“virtual space” (Liu 2001). To understand how human beings in the digital age
experience new virtual space, researchers compare the experience between physical
space and virtual world (Mitchell 1996; Liu 2001; Huang 2002). Virtual space is
defined as imagination of artificial world and could serve as an alternative way to
represent drawings, graphics, perspectives or nowadays animation, movie and online
media (Huang 2002).

Meanwhile, the technology of Virtual Reality (VR) was invented to improve
realistic experience in virtual space (Sutherland 1968) and has been widely discussed
and used since 1990 (Mazuryk and Gervautz 1996). There are three main elements in
VR: immersion, interaction and imagination (Burdea and Coiffet 1994). To make the
VR experience approaching reality, “3D computer simulation acoustic scenes” has
become an important component of VR environment (Vorländer 2007). In combination
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with internet, a social network-based VR platform—Second Life (SL)—was created
(Dawood et al. 2009) and used to enhance the 2D art experience in physical museums
(Huang and Han 2014).

In late 20th century, Cyberspace rapidly became an alternative ‘place’ where daily
human activities (such as economic, cultural, educational, and online-shopping) take
place (Kalay 2006). The first online shopping system—“TV shopping” was created by
Aldrich in 1979. Jane Snowball became the first TV shopping user to successfully
make a purchase from TESCO website at home in 1984 (Kasana and Chaudhary 2014).
In 1995, eBay and Amazon created the earliest and widely used online shopping
platform (Kimberly 2007). By 2000, online shopping has been pervasive into our
everyday lives. Most researchers focused on the issue of online shopping behaviors
(Jarvenpaa and Todd 1997; Suelin 2010), shopping preferences (Wu 2003; Overby and
Lee 2006) and shopping privacy (Hoffman et al. 1999; Miyazaki and Fernandez 2001).
However, there is little emphasis on the differences in shopping environment between
physical and virtual space through the perspective of “architecture space”.

2 Problem and Objective

Since 1980, with the advent of personal computer (PC), and the development of
Internet, the first “online shopping” was made possible. In 1984, the first online
shopping behavior—TV shopping behavior started to challenge the traditional shop-
ping. In traditional shopping, people are able to directly interact with the products
through multitude of senses: sight (ophthalmoception), hearing (audioception), taste
(gustaoception), smell (olfacoception or olfacception), and touch (tactioception) before
making decisions (see Fig. 1).

On the contrary, online shopping is different: customers are restricted to the size of
2D screen and use the “browser to search keywords” or use the “classification” to find
the products of interest. The number of items shown on the screen could be limited to
approximately five products per page (see Fig. 1). However, users are able to quickly
navigate among different shopping stores (e.g. drugstore, supermarket, shopping
mall…etc.). Moreover, through internet, users could easily browse the items/stores
across the world, which is not achievable in the physical world.

However, there are many limitations in current online shopping—the shopping
experience, shopping environment, interface, or even the screen size are totally dif-
ferent from the physical shopping stores. The challenge of this research lies in the
creation and simulation of online shopping from physical shopping experience. How
can we create a more intuitive natural online shopping platform by incorporating the
physical experiences into the virtual space?

VR has recently become a popular and inexpensive device and could be widely
incorporated into multiple fields, including entertainment, health and architecture of our
daily lives. Coates (1992) defined VR as an electronic simulation of environments
experienced via head mounted eye goggles to enable users to interact in realistic 3D
situations. This could be used as an alternative bridge to blend the boundaries between
physical and online shopping stores. Our project is to create a “VR online shopping
platform system”. Here, we present the preliminary stage: explore the possibility of VR
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online shopping platform. The objective of this research is to create a “scenario of VR
online shopping platform” according to the experience of online shopping, physical
shopping and playing PS4 VR games.

3 Methodology and Steps

The project of “VR online shopping platform” has two stages: “the exploration of VR
online shopping” and “VR online shopping platform”. Since this is an ongoing project,
the research we only discuss the first stage—“the exploration of VR online shopping”.
There are two steps for the methodology:

Step 1. Discussion of Shopping Experience and VR Manipulation.
In order to understand the advantages of online shopping, we designed a sequence of
experiments to discuss the user’s shopping experience. The experiments include:
questionnaire, observation and interview.

Step 2. Scenario of VR Online Shopping
We created a scenario to demonstrate the concept based on the results of Step 1.

4 Discussion of Shopping Experience and VR Manipulation

Our experiments recruit ten people, between age of 20–40, with over one year of online
shopping experience, as our subjects. The experiments included “questionnaire”,
“observation” and “interview”.

Traditional 
shopping

Online 
shopping

Make a 
purchase

Physical 
experience

1. Features
2. Reviews 
3. Photos
4. Video

Virtual 
experience

Interface

Fig. 1. Comparison between traditional shopping and online shopping
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4.1 Shopping Experience

Environment. We chose Amazon, Pinkoi, PChome Taiwan and Books.com as our test
model to evaluate online shopping interfaces to understand how users chose to shop
online and their preference. Most subjects prefer the platforms with simple, clear
description, and interactive display, such as Amazon and Pinkoi. They believed that too
much decorations and advertisements would disturb the shopping experience. As to the
display styles, the results are not consistent: 50% subjects prefer the single product
display, the other 50% subjects prefer scenario product display.

On the other side, since the VR environment is not restricted to the 2D screen,
people can navigate the virtual environment in 360 degrees as reality. We interview the
same subjects to understand the preference of three future online shopping concepts
(Fig. 2).

90% of the subjects prefer the miniature scene as the future online shopping
environment. The best thing is that users can quickly take a glance of the whole
category in one shot because of the enhancement of the viewport. Also, the users are
able to navigate between different stores around the world.

Shopping Process. As in the traditional shopping space, users need to follow the paths
and the category signs to find the products. There is usually one kind of categories to
display products in one day. Nerveless, same as online shopping, the users are able to
quickly switch the filter to find the products by “key words”, “multiple categories”,
“price” or “review”. Regarding the filter priority, we found users set “price” most
frequently, and followed by “brand” and “review”. Every user agreed that the filter
option augmented the efficiency of online shopping.

Final Decision, Assistant and Shopping with Friends. It was not possible to
physically test the products, thus, most users relied on the “review of the products”
(especially the numbers of stars), “comparison of products” and “online-assistant” to
make the final decision before purchasing. As to the shopping assistant, the users would
like to shop alone but only when they needed. For the shopping list, most users do not
prefer to share the shopping list to the public, but they were happy to shop with specific
friends or family. Nevertheless, some subjects prefer shopping with friends or family
but some are not.

Fig. 2. Concept of VR environment
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4.2 VR Manipulation

To explore the possibility of VR manipulation, we study the most immersive
game—“Batman: Arkham VR” through PS4 VR device. We chose ten subjects (same
as previous experiments) to navigate the VR world. By wearing the VR headset, every
user is able to completely immersive into the virtual world. The users are able to
interact with the 360-degree display scene around themselves based on the
system—“6DoF (six degrees of freedom)” which plots your head in terms of your X, Y
and Z axis to measure head movements forward and backwards, side to side. In the VR
game “Batman: Arkham VR”, the users can naturally and smoothly make the actual
poses interacting with the virtual environment as well as in reality: such as “hold and
drag a box”, “hold and flip the postcard” and “pick up/drop off and push” or “see and
turn the head” (see Table 1.).

Table 1. Controller in VR world

Action Descrip-
tion 

Controller  Demonstration  

Hold + 
and drag 

The user 
pressed 
the button 
and drag 
the mortu-
ary cabi-
net. 

Hold + 
flip 

The user 
pressed 
the button 
and pick 
up a post-
card and 
flip to the 
back. 

Hold + 
throw 
out 

The user 
pressed 
the button 
and throw 
out the 
darts. 

Release 
+ 
touch/pu
sh 

The user 
touched 
the vial 
from the 
table 

See + 
turn head 

The user is 
turning 
head to 
browse the 
environ-
ment 
around 
him in vir-
tual world. 
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5 Scenario of VR Online Shopping

5.1 Features of VR Online Shopping Platform

Based on the result of our study, the “VR online shopping platform” includes the
following features:

1. Environment: Since most users preferred simple interface without frame or deco-
rations, we built the glass-like display as the interface in 3D environment. Also, we
started with a miniature viewport to make the users easily filter the stores, features,
prices around the world.

2. Interaction: In virtual reality, users could naturally use hands grab a product and
simply rotate the product smoothly in order to see the detail of the products.

3. Shopping assistant: We use the voice control avatar to be the shopping assistant
(like Siri on iPhone). The assistant will be available whenever requested.

4. Social network: The system is connected to social network and the users can send
the requests to other individuals to shop together.

5.2 Scenario Demonstration

We built a scenario to demonstrate the possibility of VR online shopping platform
based on the features included above. The scenario demonstration is as below:

Emily wanted to buy a pair of headphones, so she wore the VR headset and hold
two controllers to get into the VR online shopping. First, she started at the home spot
with multiple shopping ports (by category). She turned left her head and call “Amy” to
wake up the assistant and commended by saying “find headphones” (Fig. 3A).
The environment switched to the headphone show room. Emily started to go shopping
in the 360-degree display scene. She used her hand to grab a highly-rated
headphone—‘Urbanear’ (Fig. 3B), the related floating descriptions were displayed
and attached to the product (Fig. 3C). Since she was still undecided and wanted to
review all other high-rated headphones, she pressed the four-stars icon to pull out all
four-stars headphone (Fig. 3D). Finally, she decided her favorite headphone and she
easily put it into the shopping cart. Emily would like to shop around the clothes, so she
swiped out to go back to home spot (Fig. 3E). She selected the brand—‘Uniqlo’ (see
Fig. 3F), the environment changed to the Uniqlo store. Then she wiped left to browse
the clothes. Suddenly a banner showed up—“her best friend Yumi requested to join her
shopping” (Fig. 3G). Emily responded “yes” to accept the request (Fig. 3H). Finally,
Emily was shopping together with Yumi (Fig. 3I).
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6 Concluding Remark

Through the scenario, we expect the users to smoothly, conveniently and appropriately
shop at the VR, and even better than physical experience. Simulating a realistic
shopping mall that people might get used to could be easier. Our research incorporates
virtual reality and challenge to provide a more natural and intuitive shopping place for
human by creating a VR online shopping platform. VR world is not limited by the
restrictions in the real world, such as the gravity, size and style. Our research is still an
undergoing project with multiple ideas yet to be tested in a real VR online shopping
system. Our future study will apply the system to Amazon and evaluate the possibility
and feasibility.
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Abstract. Retail stores and in particular malls are going through a recession
period, resulting among others from the change in customers’ shopping habits
and the shift towards e-commerce. Proposed strategies to alleviate this situation
require manifold solutions, especially for malls, as they constitute ecosystems
featuring both commercial and social activities. This paper proposes a model
following an omni-channel consumer engagement approach, and blending at the
same time the physical and digital shopping experience through an extended
reality technology framework. The main benefits of the proposed approach are
that it can be easily deployed in existing malls, as well as that it combines
benefits from both physical and virtual shopping, being flexible to serve in the
best possible way the evolving needs of customers. In this respect, malls of the
near future can become appealing again to a wide consumer base and regain
their lost allure.

Keywords: Smart malls � Consumer engagement � Augmented reality �
Virtual reality � Omni-channel

1 Introduction

In the last few decades, the advent of new digital capabilities that have been inter-
weaved in our everyday life has changed people’s lifestyle in the retail domain. Fur-
thermore, much of our time has been given over to busier lives, urging people towards
the use of online services for purchasing goods, rather than visiting physical stores or
malls. It has become common sense that malls “were built for patterns of social
interaction that increasingly don’t exist”1, while analysts estimate that by 2022 one out
of every four malls in the U.S. could be out of business, as a consequence of the
changing purchasing trends. The malls of the future must be transformed into consumer
engagement spaces, designed to meet the needs of new generations of shoppers2.
A counter measure for avoiding this ominous future of the bricks-and-mortar malls is

1 http://time.com/4865957/death-and-life-shopping-mall/.
2 https://www.atkearney.com/retail/article?/a/the-future-of-shopping-centers-article.
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retailers and mall owners to listen to new generations’ trends and behaviours and adapt
their retail strategies towards new paradigm shifts, where technology would play a
prevalent role.

Over the last few years, retailers in most countries have already adopted their
selling strategies in order to enable consumers to research, compare, purchase, and
return products across multiple channels, a move that is extremely challenging from the
companies’ perspective3. Such an effort demands coordination and integration across
the entire retail ecosystem orchestrated as a unified omni-channel process, in which
malls can constitute a fundamental part, regaining their popularity. To that end, there is
a need for the integration of digital technologies to transform activities, processes,
actors, and goods from analogue to digital with the aim to facilitate new forms of value
creation [1]. This digitalization cannot occur in isolation, so physical assets will con-
tinue to play a key role by means of omni-channel logic [2]. Furthermore, although
omni-channel retailing has some features that are related to e-commerce, it provides an
unprecedented opportunity to understand not just customer transactions but also cus-
tomer interactions such as visits to the store, likes on Facebook, searches on websites,
and check-ins at nearby establishments [3]. Hence, companies can nowadays harness
their customers’ big data analytics and conclude to personalized selling experiences for
their products, according to each individual customer.

This paper reports an ongoing work regarding the set-up of a new kind of smart
omni-channel consumer engagement space, which can be easily deployed on existing
malls and provide personalized retailing experiences through an extended reality
technology framework. The purpose of the discussed work is to develop an onmni-
channel purchasing chain for the customers, commencing the purchase process by
recommending new products that fit to the customers according to their consuming
profiles, involving a diversity of communication channels and facilitating them to
examine and try them, while looking for other related products.

2 The Role of Smart Malls in Omni-Channel Retailing

Indisputably, the role of malls should be reconsidered today, acquiring a new orien-
tation to support omni-channel retailing. In this respect, it is important to consider how
customer experiences are shaped, what the assets of traditional stores are when com-
pared to online stores, as well as what the requirements that need to be fulfilled are to
adopt an omni-channel approach.

The determinants of customer experience have been reported to include the social
environment, the service interface, the retail atmosphere, the assortment, the price, and
promotions (including loyalty programs) [4]. Malls, by design, mainly rely on the
social determinant to achieve highly satisfactory customer experiences. For example,
customers often visit a mall with friends or family members. This establishes a social
shopping experience that can affect a customer’s own experience, as well as that of
fellow customers. On the other hand, in a physical store one customer demanding

3 https://www.strategyand.pwc.com/media/file/The-2017-Global-Omnichannel-Retail-Index.pdf.
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attention from the sales person can take away from the experience of another customer
also needing help. To that end, the proposed approach suggests that customer expe-
riences can be fostered by new forms of malls that harness high-end technology in
combination with the physical space, in a way that customers’ physical presence is
seamlessly merged with digital interaction.

Another important asset of bricks-and-mortar stores versus e-commerce is that
customers can see, feel, touch and try the product, as well as experience the shop
atmosphere (e.g. the space layout, the music, the decoration). Harnessing technology,
such as interactive screens, augmented reality, and “magic mirrors,” as well as tech-
nologies for stores’ employees (e.g. tablets), gives an opportunity to use the store as a
place to provide a personal experience that will attract customers, regardless of the
channel used [5].

The omni-channel approach introduces four key differences in channel organization
[6]: first, it involves more channels; second, it implies a broader perspective as it
includes not only channels but also customer touch points; third, it induces the dis-
appearance of borders between channels; and most importantly, fourth, customer brand
experience – the focal differentiator of omni-channel retailing – is highly specific. In
this respect, a smart mall can smoothly blend in this fusion of multi-channelled
retailing, providing ‘click and collect’ solutions, where a customer orders a product
online or via other channels and collects it in-store. Such an approach reduces e-
fulfilment costs since the customers do the ‘hard work’ by collecting the product
themselves and removes the need for delivery couriers [7]. This, Cross-Channel
Integration (CCI), which includes showrooming as part of the retail chain, can also
drive customers’ reactions to retailers’ strategy, toward reducing retailer uncertainty in
providing attractive offers, conserving time and effort [7].

Taking into account the potential role of smart malls in the retailing of the future, a
smart omni-channel consumer engagement system is reported, aiming to tackle the
challenges that have emerged through the new forms of retailing and customers pur-
chasing behaviours. The conceptual approach of the proposed system has its founda-
tions on a CCI approach through which customers: (i) are being recommended with
new products that fit their preferences; (ii) are able to browse through a wide collection
of products and make their selections using a diversity of channels; (iii) go to the mall
where they can try the selected products (physically and virtually) and eventually buy
them along with other products that can be bought onsite or ordered; and (iv) engage in
social activities in the physical or virtual world.

3 Smart Omni-Channel Mall Overview

The proposed smart omni-channel approach is discussed through a scenario, devel-
oping in five episodes. Each scenario-episode presents different features of the pro-
posed system, which integrates omni-channel shopping and fuses physical-world with
virtual-world shopping to create an integrated customer experience.

Episode 1: Unpacking [Home]. Alicia has bought OmniSh, the omni-channel smart
shopping kit, which supports her shopping activities through various shopping
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channels. OmniSh comes with a variety of accessories according to the customer’s
preferences, such as Kinect, AR glasses, VR headset, or none of the above. Alicia
bought the plain just-software version. She downloads the software and easily installs it
on her Xbox console and smartphone. Within a few minutes she is ready to enjoy her
shopping through OmniSh. First, standing in front of her Kinect, she initiates a full-
body scan, so that the system makes the appropriate measurements and creates her
profile featuring a virtual avatar. The next step is to set her preferences. Alicia allows
the system to monitor her buying preferences as performed through OmniSh, in order to
receive personalized suggestions and potentially interesting offers.

Episode 2: Couch Shopping [Home]. Alicia is currently watching her favourite TV
series when she receives a notification on her phone informing her that, according to a
promotion activity called “Late Night”, retail items are offered at half-price. She selects
to view the items on offer. OmniSh suggests that a specific blouse, which is available on
her size, can be combined with a pair of trousers she already owns. The price is
tempting, so Alicia decides to try the item on. She stands up, while her avatar is
presented on the TV screen wearing the blouse. Alicia turns around, thinks about it for
a while, and decides to order the blouse. She is not absolutely certain about how the
blouse will look on her, so she decides to pick up the order from the mall, where she
can actually try it on.

Episode 3: I Want That Advertisement Look [On the Go]. Alicia is waiting for the
train, part of her daily commuting routine. While waiting, she notices on the board
across an advertisement for a nice pair of shoes. Using the OmniSh on her smartphone
she takes a photo and adds it to her wish list. As the train arrives she does not have
enough time to look further, so she decides to do that later.

Episode 4: Competition for an Employee’s Attention and How to Avoid It [Mall].
Alicia goes to the mall, to pick up her order. She enters the mall, which is OmniSh
compatible. The application offers directions toward the store where she can try and
eventually purchase the blouse she has ordered. While heading to the store, she
receives an alert, that a pair of shoes similar to that in her wish list is available in a
nearby store. She decides to visit this nearby store first and try the shoes on. Unfor-
tunately, there are too many customers in the shop and the employee, who initially
brought the shoes she asked for, is now busy. Alicia would like to ask if there are any
other colours available for that particular pair of shoes. Instead, she deploys the
OmniSh application and through its AR feature, she explores the additional shoes
colours and checks how they would look on her. She also finds extra information and
tips. Eventually, she orders them through the application and continues her shopping.
She indicates that she will come back later to purchase them, when the store will be less
crowded. A notification will be sent to her as soon as her order is ready, indicating the
estimated waiting time.

Episode 5: Mirror, Mirror on the Wall [Mall]. Eventually she reaches the store,
where her blouse is, and enters the dressing room to try it on. The dressing room
features a mirror, which is technologically enhanced, and allows her to browse through
other items of the store or in other OmniSh compatible stores, and virtually try them on.
The mirror suggests other items that could be combined with her blouse. Alicia
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virtually tries on a nice skirt, however she is quite uncertain about it. She wishes she
had been accompanied by her friend Samantha. Fortunately, the mirror features a
telepresence functionality, which can bring her friend with her virtually in the fitting
room. Alicia calls Samantha, who gladly joins through her VR headset. The two friends
discuss for a while and Alicia decides that she will not buy the skirt.

Samantha feels totally immersed in the store atmosphere even hearing the same
music that plays through the store loudspeakers. She looks around for a while and finds
a nice pair of earrings that she would like to buy. Instantly, she changes the look of her
avatar to her favourite dress that she plans to match with the earrings. Alicia encourages
Samantha to buy them, and suggests to pick them up along with the blouse that she will
buy. Samantha purchases the items and a while later Alicia picks up both orders.

4 The Smart Omni-Channel Customer Engagement System

The envisaged smart omni-channel customer engagement system aims to provide a
cross-channel approach, enabling customers to complete product selection and pur-
chase anywhere (their home, on the go and at the mall). Furthermore, the process of
finding out and buying a product is complemented with additional customer needs,
such as socializing, resulting in an elevated customer experience. The design of the
system is based on four fundamental steps that should be accomplished for any cus-
tomer, independently of their location and the technical means used: (i) recommend
products to the customer, (ii) enable the customer to browse through a variety of
products and categories, (iii) make it feasible for the customer to try products (either
physically or virtually when possible), and (iv) give alternatives to order and buy
products.

Figure 1 depicts the conceptual model of the smart omni-channel consumer
engagement system, aiming to address the aforementioned requirements. It comprises
the necessary intelligence for assisting customers during their exploration for new
products, as well as multi-modal and alternative mechanisms which facilitate customers
in trying the selected products, combining them with other relevant or suggested items,
and eventually purchasing them. These mechanisms are mainly based on Augmented
Reality, Virtual Reality and Mixed Reality approaches, which are collectively referred
to as X-Reality (Extended Reality) or XR applications [8].

The system keeps customers’ preferences and purchasing behaviours in the user
model component of the architecture, which is being continuously updated with users’
choices, browsing patterns and purchases. Additionally, this component keeps the body
metrics of the customer that are needed for virtually applying apparel and accessories
via the X-Reality fitting room. The user model is used by the recommendation engine
component, which encompasses the necessary intelligence of the system in order to
bring in to the customers’ view products that are potentially interesting for them.
Furthermore, the recommendation engine is able to suggest alternatives and combi-
nations of products that fit to the current customers’ selections.

The AR e-shop component makes the e-commerce functionalities of the system
available in a diversity of devices (e.g. mobile, desktop PCs, tablets); it also features
AR characteristics, which can prove very helpful for customers’ assistance wherever
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they are located. Specifically, through this component customers can be notified for
new products that meet their interests (through the recommendation engine), browse for
products, select some, order and purchase them. Additionally, the AR functionality of
the component can prove to be very helpful, when customers want to have more
information regarding a physical product that lies in front of them (in a store of the
mall). For example, if customers are looking at a pair of shoes, they can use their
mobile phone to scan it and see its availability in the store, save it for later so that they
order it online, or watch through their mobile screen how it would look in other colours
or combined with outfits already owned by the customers, by displaying their hologram
wearing the shoes and outfits (based on their body metrics that the system has already
stored).

The X-Reality components of the system aim at providing advanced customer
experiences over a cross-channel multimodal manner. Specifically, the X-Reality
virtual shop can be accessible by the customers, via a diversity of devices including
VR headsets, AR glasses, or TV screens that can be located either at the customers’
homes or at the mall. Users can virtually navigate in a 3D virtual store space and
browse a diversity of products and categories that have been personalized according to
the pertinent user model, and eventually select and order products. In case of apparel
and accessories, customers are able to virtually try them on through the X-Reality
fitting room, over a concept very similar to [9]. Moreover, this component is able to
render the customer wearing virtual apparel and accessories in combination with the
physical ones that the customer wears when using the system. To this end, the system is
able not only to recommend products that match with the ones that the customer is
trying on, but also to display how this combination will look like on the customer per

Fig. 1. Smart omni-channel customer engagement system conceptual architecture
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se. The X-Reality telepresence can cast any person in distance in the X-Reality virtual
shop, providing a realistic social experience to the customer by virtually bringing them
in contact with friends of family members, in order to discuss their product choice and
help them to select what to purchase.

5 Conclusions and Future Work

Motivated by shifts in current lifestyle and shopping behaviour, as well as by the
resulting adverse effects on retailing and malls in particular, this paper has presented an
approach for enhanced consumer engagement. The proposed model adopts the omni-
channel approach and advocates the integration of physical with virtual shopping
facilities towards facilitating and elevating the shopping experience. As a result, ben-
efits stemming from shopping in physical retail stores are retained. Such benefits
include the physical interaction with products, experiencing the store atmosphere
interacting with employees, as well as socialization with family and friends. At the
same time, the blended physical-virtual approach adopted ensures that customers can
bypass inconveniences that often occur when shopping in physical stores, such as long
queues or lack of a specific product. Finally, the virtual shopping features facilitate
among others shopping anytime and from anywhere, personalized suggestions and
promotion activities, as well as social activity through friends’ telepresence. The main
benefit of the proposed approach is the breadth of shopping options (physical and
virtual) that can be interchanged or combined to better suit each customer’s needs.

The work described in this paper is still ongoing and the proposed model is cur-
rently under development. Future steps include its small- and full-scale deployment in
actual malls, with the aim to iteratively evaluate and improve the model and the
services provided.
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Abstract. A trademark is a mark used by a company or a private
human for the purpose of marking products or services that they man-
ufacture or trade in. A restriction on the use of the trademark is neces-
sary to enable sellers and manufacturers to build a reputation for them-
selves, to differentiate themselves from their competitors and thereby
promote their businesses. In addition, the restriction also serves con-
sumers and prevents their misuse by a name similar to another product.
This restriction is done through the formal examination and approval
of the trademarks. This process entails trademark examination against
other approved trademarks which is currently a long manual process
performed by experienced examiners. Current state-of-the-art trademark
similarity search systems attempt to provide a single metric to quantify
trademark similarities to a given mark [6–11]. In this work we introduce a
new way to carry out this process, by simultaneously conducting several
independent searches on different similarity aspects - Automated content
similarity, Image/pixel similarity, Text similarity, and Manual content
similarity. This separation enables us to benefit from the advantages of
each aspect, as opposed to combining them into one similarity aspect
and diminishing the significance of each one of them.
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marks [1]. Granting a right to intellectual properties depends on the examination
of the specific application. An examination is essential to ensure the exclusivity
for said property [2].

The current examination process [3] is done manually and slowly, using
human trademark examiners - who are required to conduct a massive search in a
large unordered database, while deciding whether there is any similarity between
the trademark submitted via application and the already approved marks [4].
Automation of the examination process using Artificial Intelligence with the
supervision of trademark examiners can provide a solution for the above prob-
lem with greater ease and higher accuracy.

For example, VisionAPI [5] is a computer vision tool based on powerful
machine learning models, that enables users to understand the content of an
image by features extraction. VisionAPI also makes it possible to detect popu-
lar product logos within an image through the logo detection feature. However,
we claim that VisionAPI’s logo detection feature can not be used solely for the
trademark examination process, since it is able to detect only popular logos from
a closed set of images that is under the supervision of Google (and not under
some state’s patent office control). In addition, as we show in Fig. 1, VisionAPI
manages to not only quickly be mistaken by a small attribute change (color
change, for example), but also to point similarity to only a small set of logos
(even one only), such that many other possible similar logos do not appear in
the result list.

(a) Extremely well-known similar trademarks

ralimisylemertxe,ogollhürBtdatS)b(
to Beats logo, incorrectly classified

rolocaretfa,ogollhürBtdatS)c(
change, incorrectly classified

Fig. 1. VisionAPI’s performance on extremely similar logos.

Another platform that provides image similarity search is LIRE [6–8], but it
does not involve learning, thus we find it less suitable for finding similar abstract
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(deep) features, and therefore is less capable of finding visual and structural
similarities in images.

Showkatramani et al. [9] utilized the usage of Convolutional Neural Networks
(CNN) for the extraction of features that then were used by a variant of a nearest
neighbor algorithm for finding trademarks with similar features. Another exam-
ple is TrademarkVision, trademark.vision1, trademark.vision2 which is a deep
learning-based reverse visual search platform that identifies similar trademarks
to a mark. However, despite the fact that the usage of deep-learning enables the
detection of abstract features, the fact that the above systems are not based
upon different similarity aspects or/and averages those aspects into a single list
causes information loss - as will be explained next.

Although it seems that all the above systems provide a good solution for
the image similarity problem, the formal definition of trademark similarity is
far more complex [12] - trademarks are considered to be similar if they are
deceptively similar. Thus, one can conclude that there may be several different
metrics that the human eye uses to quantify similarities between trademarks -
the main ones are the following: Visual similarity - do the two trademarks look
visually similar?, Semantic/Content similarity - do the two trademarks contain
the same semantic content? or Text similarity - do the two trademarks contain
similar text?.

An improvement to the automatic examination process might be to examine
the trademarks ordered by a range of similarity aspects. We use this separation
in this work in order to focus on the best results from each category/aspect
rather than searching through an unorderly mixture of them. We do so as we
concluded that it is not feasible to average the different similarity aspects without
losing information, as each of those represent a different domain of similarity,
thus averaging all of the results will yield in a loss of accuracy and similarity
precision. Since accuracy is the top restriction, we found the separate lists to
be the optimal solution to the trademark similarity problem, even though there
might be a bit faster ones.

2 Similarity Aspects

TradeMarker is an Artificial Intelligence based Trademarks Similarity Search
Engine, that allows conducting simultaneously several independent search
queries, each query examining a different similarity aspect. We next describe
the work-flow of the system, as well as the different similarity aspects used by
TradeMarker: Automated content similarity, Image/pixel similarity, Text simi-
larity, and Manual content similarity.

2.1 Work-Flow

The system works in the following manner: After inserting the desired trademark
image, the system performs said search queries and displays four independent
output windows, corresponding to the four aspects mentioned above. In each of
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these windows, the most similar trademarks are presented in the order of their
similarity to the input trademark. The work-flow of the system is presented in
Fig. 2. As can be seen, Human-Computer Interaction is necessary in order to
determine which of the trademarks are similar to the given mark, based on the
ordered lists. However, this manual similarity check is minimized due to the
ordered fashion in which the output is displayed.

New trademark Search query

Automated
content similarity

Image/Pixel
similarity

Text similarity

Manual
content similarity

Ordered
similar

trademarks

Ordered
similar

trademarks

Ordered
similar

trademarks

Ordered
similar

trademarks

Manual similarity
check

Is there a similar
trademark?

Fig. 2. The search engine performs four different search queries corresponding to the
four similarity aspects of the system.

2.2 Automated Content Similarity

Similarly to the work presented by Showkatramani et al. [9] and TrademarkVi-
sion [10,11], the first similarity aspect, automated content similarity, uses
machine learning models (e.g., such as Googles VisionAPI technology which
helps derive insight from images using Google’s pre-trained models), in order to
extract features from images, and then find images with similar features. Auto-
mated content similarity may work as follows. First, extracting image attributes
and their content as tags from a received image that represents a trademark,
combined with the already approved trademarks from the database. Then, com-
paring the tags of the received trademark with the ones of the already approved
trademarks, and finally displaying them ordered by similarity score. This simi-
larity aspect is intended to find similar objects between the images, thus finding
semantic similarities between the trademarks. Figure 3 presents an example of
tag extraction that was made by Google VisionAPI.

2.3 Image/Pixel Similarity

The second aspect, image/pixel similarity, uses the platform provided by Clari-
fai’s technology [13,14], in order to find visual similarities between images. It uses
Computer Vision and Deep Learning techniques to display trademarks ordered
by visual similarity to the input mark, based on pre-trained machine learning
models. This similarity aspect is responsible for catching visual and structural
similarities of the images.
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(a) Input logo (b) Logo’s labels (c) Logo’s web (d) Logo’s logos

Fig. 3. An example of tag extraction made by Google VisionAPI.

2.4 Text Similarity

The third aspect, text similarity, orders approved trademarks by the similarity of
the text they may contain to the text in the new trademark being examined. To
quantify such text similarity, algorithms such as Dice’s Coefficient, Levenshtein
distance, Jaccard Similarity or Cosine Similarity can be used [15]. For example,
the Dice’s Coefficient algorithm returns a fraction between “0” and “1”, which
indicates the degree of similarity between the two strings (e.g., a first string
refer to text that may appear in the examined trademark and the second string
refers to the text that appear in each relevant approved trademark). Wherein
“0” indicates completely different strings, “1” indicates identical strings. The
comparison is case-insensitive. Naturally, this similarity aspect is in charge of
finding textual similarities between trademarks.

2.5 Manual Content Similarity

The fourth aspect, manual content similarity, is the same as the existing exami-
nation trademark method. Namely, it allows a user (e.g., a trademark examiner)
to manually classify the trademark with the desired tags from the Vienna Classi-
fication system [3], and then to go through all other trademarks that had already
been approved and classified with the same tags. This method only reduces the
amount of trademarks to examine, rather than the previous methods that present
the trademarks in an ordered fashion. Thus, allowing the examiner to focus only
on the most similar trademarks, and then to decide whether there is an already
approved trademark that is similar to the input trademark.

3 Test Case

In Fig. 4 we present the performance of TradeMarker on Starbucks logo. The
output of the tool is divided to the different similarity aspects. In this test case
we present only the first 24 results, exactly as shown in the tool’s four differ-
ent windows. More results can be presented in the order of similarity by user’s
demand. In addition, we note that one can combine the output of Manual con-
tent similarity with the output of any other aspect by displaying the trademarks
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from that aspect with the same manual content that was given. Thus having the
output trademarks with the given manual content, ordered by visual/text and
(automate) content similarities.

(a) Similarity search - Starbucks logo

(b) Manual content similarity (c) Text similarity

(d) Image/pixel similarity (e) Auto’ content similarity

Fig. 4. TradeMarker’s performance on Starbucks logo.

4 Evaluation

The Israeli Patent Office evaluated the performance of TradeMarker, and the
results are shown in Fig. 5.

The test performed in the following manner. The examiners provided hun-
dreds of pairs - test trademark and a counterpart similar trademark that is
expected to show up after querying TradeMarker with the test trademark. We
then decided on a threshold in which the expected counterpart trademark of a
successful test trademark may reside. This is important, since if the expected
trademark appears, but as the last result - it is practically impractical, as going
through all trademarks to find similarities is not feasible in large databases, and
specifically in the Israeli trademarks database, where there are more than 130
thousand registered trademarks.

We therefore found that going through 200 trademarks manually is reason-
ably representative but yet not too large amount of trademarks to examine.
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True
30%

False
70%

(a) Only Manual
content similarity
aspect. The cur-
rent examination
method

True
33.2%

False
66.8%

(b) Only Auto’
content similarity
aspect

True
38.4%

False
61.6%

(c) Only Im-
age/pixel similar-
ity aspect

True
71.3%

False
28.7%

(d) TradeMarker,
using all four sim-
ilarity aspects in
overlap

Fig. 5. The results of the search engines on the tests that were performed by the Israeli
Patent Office. True is when a similar trademark has displayed in the first 200 results,
given some trademark.

We note that without TradeMarker (only Manual content similarity), just 30%
of the pairs were found to be successful, or in other words, in only 30% of the test
trademarks the expected counterpart trademark was found in the first 200 simi-
lar trademarks. However, using TradeMarker we managed to elevate the success
rate to more than 70%. We stress that not only that TradeMarker performed
better than the current examination process in the tests by a factor of 2.5, it
also was able to find similarities that the old system could not even detect. We
estimate that in 10% of the searches the manual tagging is losing the ability to
describe all the image features, as the Vienna Classification is bounded in about
150 categories.

5 Architecture

TradeMarker was built using the M.E.A.N stack architecture. Using Angular
6 for the front-end development, NodeJS and ExpressJS to build the back-end
server and MongoDB as the database. As said previously, TradeMarker uses ser-
vices provided by Calrifai and Googles Vision API for catching structural (visual)
and semantic (content) similarity. These interfaces and the communication

Client

1. Upload a new trademark image
and request similar trademarks

Angular

NodeJS

5. Compute similarity scores
and order the trademarks
according to these scores

ExpressJS

Clarifai
2. Search for all
visualy similar
trademarks

VisionAPI
3. Derive
Content tags for
the new trademark

MongoDB
4. Search for all
trademarks containing
similar content and text

Fig. 6. The architecture of TradeMarker.
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between the front and back-end of the system are done using a restful API.
The architecture is summarized in Fig. 6.

6 Conclusion

Currently, trademarks examination is a long process that requires manually
examining lots of unordered trademarks and the usage of techniques requiring
experienced examiners. In this work we introduced several similarity aspects -
Automated content similarity, Image/pixel similarity, Text similarity and Man-
ual content similarity - on which we conduct search queries on. Automated and
manual content similarities are responsible for catching semantic similarities,
while image/pixel similarity is responsible for structural similarities, in contrast
to text similarity that seeks for textual similarities and has no correlation to
visual similarities. This separation made it possible to fully utilize the advan-
tages of each aspect, as opposed to search through an unorderly mixture; just
through one or an average of them, and thus suffer from a reduction in the
significance of similarity between trademarks according to different aspects.
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Abstract. Recently, in response to the spread of the CGM, reputation such as
numerical online rating and textual online review has begun to exert a big
influence on hotel conversion rate and room rate. Therefore, hotel manager must
consider not only factors such as the facilities, brand, competitors, and sales
channels but also its reputation when formulating hotel’s sales strategy. How-
ever, it is not clear how reputation affects hotel management practices in
Japanese hotels. In this research, we analyzed the relation between price range,
location, and reputation to clarify the impact on reputation. We collected the
hotel information from “Travelko”, the typical Japanese travel comparison site.
Additionally, we use statistical data on tourism resources possessed by each
prefecture for analysis. First, we tried to categorize prefectures using statistical
data. Moreover, we conducted the multiple regression analysis to clarify the
impact on the reputation for the four clusters. Based on our analysis, we clarified
the relation between price range, location and reputation in Japanese hotels.

Keywords: Hotel management � Reputation � Multi-dimensional scaling �
Multiple regression analysis

1 Introduction

Recently, hotel management has become more complex in response to changes in the
external environment shown below [1].

– Growth of OTAs (Online Travel Agents)
– Growth of LCC (Low Cost Carrier)
– Changes in sales methods of flight tickets
– Changes in the traveler’s consciousness

Moreover, in response to the spread of the CGM (Consumer Generated Media),
reputation (e.g. word of mouth) such as numerical online rating and textual online
review has begun to exert a big influence on hotel conversion rate and room rate [2, 3].
Therefore, hotel manager must consider not only factors such as the facilities, brand,
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competitors, and sales channels but also its reputation when formulating hotel’s sales
strategy.

However, at the present time, it is not clear how reputation affects hotel manage-
ment practices in Japanese hotels (Fig. 1). In this research, we analyzed the relation
between price range, location and reputation to clarify the effects of reputation.

2 Datasets

In this study, we analyze Japanese hotels using the following data.

• Hotel data extracted from “Travelko”
“Travelko”, the typical Japanese travel comparison sites, collects information from
over 700 travel booking sites, and hotel information is also abundantly listed [4].
We collected the hotel information (name, location, price range, number of rooms
and reputation (numerical online rating)). The acquired data is the data at August
2017. Consequently, we collected about 20,000 Japanese hotel information.

• Statistical data on tourist spots and number of visitors
As information on tourist spots and the number of visitors, we used open data
published by the Ministry of Land, Infrastructure, Transport and Tourism [5].
Statistical data includes the total number of tourist spots, the number of tourist spots
for each type of tourist spot, the number of visitors for each type of tourist spot, and
the situation at the time of travel. These pieces of information are organized by
prefectures in Japan. In this study, we used data from July-September (2014), which
is generally the high season of travel.

3 Analysis of the Relation Between Price Range, Location
and Reputation

We analyze in the following procedure.

1. Basic aggregation of datasets
2. Classification of prefecture using statistical data
3. Analysis of the relationship between the price range, the number of hotel rooms and

the reputation value for each classified cluster

Fig. 1. Factors to formulate hotel’s sales strategy
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3.1 Basic Aggregation of Datasets

First, we perform basic aggregation and grasp data outline about hotel data and sta-
tistical data on tourist spots and number of visitors. Table 1 shows the details of the
hotel data. In this study, we targeted 15,938 hotels except hotels with no reviews.
Figure 2 shows the distribution of price range.

As shown in Fig. 2, the largest price range is 5,000 to 8,000 yen, which accounts
for 34% of the total. Focus on the reputation value (average), the lowest value was 2.4
and the highest value was 5. Moreover, the hotel which has a value of less than 3 was
about 2% of the whole.

Next, we show an overview of statistical data on tourist spots, the number of
visitors and, travel situation. Japan is generally divided into 47 prefectures. In this
study, we used data on 43 prefectures excluding 4 prefectures (Osaka, Fukui, Nagasaki,
Okinawa) that were not included in the data report. Table 2 shows the details of the
statistical data.

Table 1. Details of the hotel data extracted from “Travelko”

Type of
information

Outline of information

Price range Standard rate per adult price range (9 levels)
Hotel location Address, Zip code
Reputation
value

Average of 5 ratings for a hotel (This value is comprehensively evaluated
based on the ratings of multiple evaluation sites)

Fig. 2. Distribution of number of hotels by price range
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The characteristics of each prefecture are shown in Fig. 3. The left side of Fig. 3
shows the total number of tourist spots, and right side shows the total number of
visitors.

It can be said that the total number of tourist spots and the total number of visitors
are positively correlated (Pearson’s correlation coefficient: 0.70). However, some
prefectures (e.g. Fukuoka and Kyoto) have many visitors per tourist spot, and some
prefectures (Niigata, Okayama) have a small number of visitors per tourist spot.

Table 2. Details of the statistical data for each prefecture

Type of
Information

Outline of information

Tourist spots Total number of tourist spots
Number of tourist spots in each of six genres (Nature, History and Culture,
Hot spring and Health, Sports and Recreation, Urban Tourism, Other
spots.)
Number of festivals and events

Number of
visitors

Total number of visitors
Total number of visitors per six genres
Total number of visitors to festivals and events

Travel situation Average number of travel companions
Average number of visits per person
Average expenditure per person (yen)
Average number of visited prefectures per person

Fig. 3. The total number of tourist spots by prefecture (Left Side), and the total number of
visitors by prefecture (Right Side)
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3.2 Classification of Prefecture Using Statistical Data on Tourist Spots,
Number of Visitors and, Travel Situation

In this section, we try to categorize prefectures using statistical data on tourist sites and
the number of visitors, because it is possible to carry out a comprehensive analysis by
collectively for each prefecture with similar tourist resources and travel conditions.

First, we perform MDS (multi-dimensional scaling) [6], using the statistical data on
the tourist spots, the number of visiting, and travel situation shown in Table 2. MDS is
a method that performs dimensional reduction and arranging relationships between
variables in a two-dimensional or three-dimensional space. Based on the distance or
similarity, similar variables are placed nearby, and others are placed far away. It is
possible to consider the structure of data. In this study, we calculate two-dimensional
coordinate values by MDS using a total of 20 variables: information on tourist spots (8
variables), information on the number of visitors (8 variables), and information on
travel situations (4 variables). Here, we used standardized Euclidean distance as the
distance between variables.

Next, we perform the k-means clustering [7] to classify prefectures using the
coordinate values calculated by MDS. k-means method is a kind of non-hierarchical
clustering, which is one of the most famous techniques. This method divides data X
into arbitrary k clusters by finding the cluster center that minimizes the evaluation
function / in Eq. (1).

/ ¼
X

xj2X
min
i2k

xj � ci
�� ��2 ð1Þ

Here, xj, j 2 1; � � � ; nf g is each data and n is the total number of data. Moreover, ci is a
center of cluster i. In this study, in order to determine the number of clusters, we
confirmed an elbow curve based on the sum of squared distances within the clusters
when the number of clusters was increased to 2 to 10. Based on the results, we set the
number of clusters to 4. The scatter plot which reflected the result of k-means clustering
on the coordinate value calculated by MDS is shown in Fig. 4.

In this study, we summarized the variables used for classification into the above
four clusters. For each cluster, we named cluster 1 as a “multipurpose tourist cluster,”
cluster 2 as an “urban tourist cluster around the capital city,” cluster 3 as a “family-
oriented relaxation tourist cluster,” cluster 4 as a “Japanese historical and cultural
experience-based tourist cluster.” The features of each cluster based on the aggregation
results are shown below.

1. Multipurpose Tourist Cluster
There is no big feature about tourist base even if it sees relatively. The number of
tourist spots is below average against 4 clusters. The number of visitors is relatively
high for “Sports and Recreation” and “other spots.”

2. Urban Tourist Cluster Around the Capital City
This cluster contains prefectures with many tourist spots. It specializes in tourist
spots of “History and Culture” and “Sports and Recreation.” Moreover, many
events and festivals are held in this cluster. The number of visitors is more than
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twice as many as other clusters. In particular, the number of visitors for “Sports and
Recreation” and “Urban Tourism” are overwhelming compared to other clusters.
Characteristically, the average expenditure per person is overwhelmingly lower than
in other clusters. Additionally, this cluster includes prefectures located around the
capital, such as Tokyo and Osaka.

3. Family-Oriented Relaxation Tourist Cluster
This cluster has the largest number of “Hot Spring and Health” tourist spots
compared to other clusters. Focusing on the number of visitors, in addition to “Hot
Spring and Health” with many tourist spots, there are also many visitors to “Nat-
ure.” As for travel situations, the average number of companions is the largest. In
addition, the average expenditure per person is about 2,000 yen higher than other
clusters.

4. Japanese Historical and Cultural Experience-Based Tourist Cluster
This cluster has a relatively large number of “History and Culture” tourist spots
within this cluster. Although the number of tourist spots in “History and Culture” is
small compared to other clusters, the visitor is the second largest. The number of
festivals and events is the smallest.

3.3 Analysis of the Relationship Between the Price, the Number of Hotel
Rooms and the Reputation Value for Each Cluster

In this section, we analyze the relationship between the price range, the number of hotel
rooms, and the reputation value for the four clusters in Sect. 3.2. Specifically, we
conduct the multiple regression analysis to clarify the impact on the reputation for the
four (Eq. (2)).

Fig. 4. Scatter plot of clustering results using prefecture coordinate values
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y ¼ b0 þ
Xn

i¼1

bixi ð2Þ

Here, xi is a factor that affects reputation value and bi is the parameter for each
explanatory variable (b0 is an intercept).

In this study, we set the reputation value is used as the objective variable, the price
range, and the number of hotel rooms as the explanatory variable. Here, the explanatory
variables for the price range are expressed as dummy variables because the width of the
price range is different. Moreover, we removed the variable of “30000 or more,” which
was the least number of data records, as a reference variable. In addition, the reputation
value and the number of hotel rooms are standardized for model creation. In this study,
we used a total of 17 variables, Number of hotel rooms (1 variable), Price Range
dummy (8 variables), and multiplication of the number of hotel rooms and price range
variables (8 variables) as explanatory variables. In this study, we selected explanatory
variables by the stepwise variable selection method based on AIC (Akaike’s Infor-
mation Criterion).

We show the results of the models created for each cluster. Table 3 shows the
values of the partial regression coefficients in the model for each cluster. Here, we show
explanatory variables significant (based on a p-value < 0.05) among the explanatory
variables selected by four models. The coefficient of determination for each model was
around 0.20.

Table 3. The value of the partial regression coefficient in a multiple regression model about four
clusters

Explanatory variables Cluster 1 Cluster 2 Cluster 3 Cluster 4

Intercept 1.065 1.020 0.832 0.802
Number of Hotel Rooms (NR) 0.059 −0.119 −0.242 −0.018
Less than 3,000 (P1) −1.844 −1.937 −1.648 −1.585
3,000 to 5,000 (P2) −1.576 −1.540 −1.414 −1.280
5,000 to 8,000 (P3) −1.063 −1.030 −0.924 −0.814
8,000 to 10,000 (P4) −0.807 −0.759 −0.596 −0.393
10,000 to 12,000 (P5) −0.751 −0.635 −0.503 −0.343
12,000 to 15,000 (P6) −0.591 −0.402 −0.409 −0.271
15,000 to 20,000 (P7) – −0.230 −0.163 –

NR * P1 – 0.311 0.274 0.248
NR * P2 – 0.172 0.261 0.123
NR * P3 −0.162 0.125 – –

NR * P4 −0.311 – – –

NR * P5 −0.313 – – –

NR * P6 −0.330 – – –
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From the value of the partial regression coefficient shown in Table 3, we consider
the effect of the reputation for each cluster. The overall trend is that the price range and
the evaluation of the word are linear. On the other hand, focusing on the number of
hotel rooms, the value of the partial regression coefficient is positive for “Multipurpose
Tourist Cluster” and the others are negative. In other words, “Multipurpose Tourist
Cluster” large-scale hotels tend to be highly evaluated and, in another cluster, small-
scale hotels tend to be highly evaluated. Focusing on the interaction variables of
“Multipurpose Tourist Cluster”, when the price range is high, and the number of rooms
is large the evaluation drops. From the above, consumer tends to favor large-scale, low
prices hotel in “Multipurpose Tourist Cluster” compared to other clusters.

Focusing on the price range, “Urban Tourist Cluster around the Capital City” and
“Family-Oriented Relaxation Tourist Cluster” are particularly appreciated for hotels in
the high price range (P6 and P7). Especially in “Family-Oriented Relaxation Tourist
Cluster”, the partial regression coefficient of the number of hotel rooms is strongly
negative. “Family-Oriented Relaxation Tourist Cluster” has the largest number of “Hot
Spring and Health” tourist spots compared to other clusters. It can be inferred that high-
class Japanese inn that families can stay calmly are supported. From the above, con-
sumer tends to favor small-scale, high prices hotels in “Family-Oriented Relaxation
Tourist Cluster” compared to other clusters. The same tendency can be said for “Urban
Tourist Cluster around the Capital City,” but since there are many prefectures located
around the capital, it is inferred that luxury city hotels are supported.

Focusing on “Japanese Historical and Cultural Experience-Based Tourist Cluster,”
middle price range (P4 and P5) has a high partial regression coefficient evaluated
compared to other clusters. The partial regression coefficient of the number of hotel
rooms is almost 0, the tendency is close to “Multipurpose Tourist Cluster.” However,
“Japanese Historical and Cultural Experience-Based Tourist Cluster,” a large number
of tourists to “History and Culture” tourist spot. It can be inferred that the hotel in the
middle price range received high evaluation when it was evaluated from the viewpoint
of convenience to the tourist spot rather than the grade of the hotel.

4 Conclusion

In this paper, we focused on the typical Japanese travel comparison sites “Travelko”
and analyzed the relation between price range, location, and reputation to clarify the
impact on reputation. Based on our analysis, we clarified following points.

• There is a positive correlation between price range and reputation (numerical online
rating).

• The above correlation differs in intensity depending on regions and tourism
resources.

• Ratings for the same price range also differ depending on the genre of the tourist
spot in the vicinity.
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Abstract. In this research article, we present the initial results of our case study
on improving user experience (UX) in a fully online enrolment process at an e-
learning university, the Universitat Oberta de Catalunya (UOC). Our main
conclusion is that an omnichannel approach is necessary for improving
prospective students’ UX. To obtain our results, we made use of three different
data sources, which allowed us to map a current and future customer journey.
These sources were: (1) quantitative data on the main stages in the process at
which prospective students drop out; (2) field diaries compiled by prospective
students over the course of the enrolment process and a co-creation workshop
with the same prospective students; and (3) the UOC’s perspective, gathered
from workshops and interviews with University staff responsible for the
enrolment process. Comparing the current journey with the ideal journey, we
will demonstrate that significant improvements can be made to prospective
students’ UX in online enrolment via an omnichannel approach. We discovered
a need for improved channel coordination (e.g. information transfer between
channels), greater availability and a wider range of channels (inbound and
outbound, telephone vs. chatbot), personalization and adaptation of channel
content according to the stage prospective students have reached in the process,
and the ability to choose the channel that best meets their needs (chatbot for
commonly asked questions vs. real people for more complex or specific quer-
ies). In view of our results, we would especially highlight technological and
organizational changes as the next steps to take.

Keywords: Costumer journey � Omnichanel user experience �
Online enrolment process � Online university

1 Introduction

In this article we present a case study of the Universitat Oberta de Catalunya (UOC), in
which we show the preliminary results on improving the omnichannel [1] user expe-
rience among prospective students during the enrolment process.

The UOC is an e-learning university and the vast majority of its processes and
activities, including the enrolment process, take place via its information systems.
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The University offers official bachelor’s and master’s degree programmes accredited by
the Spanish Ministry of Education, as well as UOC-certified courses in the form of
postgraduate, master’s degree and specialization programmes. Based in Barcelona but
with a presence throughout Spain and internationally, the University currently has
47,195 students and the number of enrolments has risen by 7.9% in the last year.

Despite this increase, various information and data sources reveal that the enrol-
ment process is over-complicated and not always successful for users, with around 50%
of users dropping out at certain stages of the process.

This led us to analyse the customer journey during the enrolment process, from the
moment prospective students discover the UOC and seek information on the courses
and programmes on offer to the moment they successfully enrol. By doing so, we were
able to identify the primary pain points along the customer journey. We collected
quantitative data on the process, and on the perspective of applicants with respect to the
enrolment process, as well as that of the different UOC departments taking part in that
process. In this article, we will focus on the data collected in relation to management,
articulation and coordination of the channels encountered by applicants during the
enrolment process and how these impact on prospective students’ user experience.

We will go on to present the state of the art of the subject of this article, followed by
an explanation of the methodology and key results related to the omnichannel
approach. Finally, we will highlight the key conclusions, implications for the current
journey, and future lines of action.

2 State of the Art

In recent years, omnichannel has superseded the multichannel approach, offering the
consumer a more consistent and seamless shopping or service experience [1].

Omnichannel aims to deliver a seamless customer experience, regardless of the
channel [2]. Customers expect a consistent, uniform, integrated service experience,
irrespective of the channel they use. They want to move seamlessly between channels
according to their preferences, their present situation, the time of day or the type of
product [2].

This omnichannel perspective has been employed extensively to improve the
customer experience in the retail industry [1, 3, 4], with examples also found in the
health centre sector [5].

One way to encourage an omnichannel approach is by mapping a customer journey
[6]. This concept has been giving many definitions, all of which tend to emphasize one
particular element [6], but the customer journey is essentially a tool that determines the
stages and experiences a customer goes through during the service or shopping process.
Omnichannel has been widely used to understand and improve services and processes
and, essentially, to provide the customer with the best customer service experience
[6–8]. By mapping the customer journey, it is possible to identify the channels available
to users, how users make use of these, and the difficulties encountered along the way. As
a result, there are two key factors in a good omnichannel experience: (1) reducing the
risk of losing the customer during the customer journey by providing a unified and
integrated customer service experience; and (2) encouraging the customer to continue on
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their journey with the company by providing seamless and intuitive cross-channel
transitions at each touchpoint to match customer preferences, needs and behaviour [9].

The majority of articles found in the literature on the higher education enrolment
process concentrate on identifying the factors and motivations that lead prospective
students to choose one university as opposed to another. Generally speaking, these are
quantitative studies and studies based on literature review, with the focus on physical
universities [10–15]. Other studies attempt to analyse which types of marketing
strategies or activities are most effective in recruiting new students [16, 17]. Finally, a
couple of articles analyse how to improve the usability of web-based enrolment sys-
tems, that is, the interfaces that allow users to search, select and register for study
programmes [18, 19].

Nevertheless, we found no articles which were based on an end-to-end analysis of
the process of enrolment at an online university, nor which used a customer journey
map to improve this process and examine the impact of the effective deployment and
coordination of the channels involved.

3 Methodology

We used three sources of information to map the customer journey: quantitative data on
the enrolment process, the perspective of prospective students attempting to enrol and
the perspective of the UOC itself.

We collected quantitative data on the primary crash locations to be able to deter-
mine the crash hot spots in the enrolment process. We also took into consideration a
satisfaction survey conducted annually among persons who have demonstrated an
interest in studying at the UOC (that is, who have completed an online application for
information via the UOC website). The purpose of the survey is to determine why these
persons failed to complete the enrolment process.

A field diary method [20] and a co-creation workshop were used with prospective
students to determine their experience in the actual process of approach, first contact,
information and enrolment at the UOC, as well as to appreciate the process from their
point of view.

We contacted persons who had applied for information via the UOC application
form, given that these were prospective applicants for enrolment on one of the study
programmes offered by the UOC, and invited them to describe their experience during
the enrolment process using a field diary. Specifically, we asked them to relate the
stages they went through in order to enrol at the UOC and indicate how they found the
experience. This enabled us to obtain some 4,000 units of experience. Only 61 of the
initial 112 users completed the study. Of those who completed the study, 30 went on to
successfully enrol and 31 did not.

A co-creation workshop was held with the eleven Barcelona residents who suc-
cessfully enrolled. The purpose of the workshop was twofold: (1) to further investigate
the key points of the enrolment process, and (2) to map the ideal enrolment process.

Finally, nine interviews and two workshops were conducted with the different
department heads involved in the enrolment process on behalf of the UOC (marketing,
promotion, support line, tutors and in-person and electronic services) in order to

Adopting an Omnichannel Approach to Improve User Experience 117



determine how the current enrolment process is perceived from an operational and
organizational point of view and to identify key problems.

4 Results

The different methods employed enabled us to map a customer journey of the enrol-
ment process, determining which channels are involved and how they are involved, as
well as identifying a number of pain points. These pain points refer to different areas
including process agility, usability and design of certain interfaces, quality of content,
platform errors, and the need for new functionalities and tools that would streamline
and facilitate the process for both prospective students and the University’s internal
management. As we have stated above, in this article we will concentrate on the pain
points which are related to the articulation, coordination and management of the
channels identified in the enrolment process, and which to some degree impair
prospective students’ UX.

4.1 Current Journey

A key outcome was to be able to define the journey of the person taking part in the
enrolment process, from the moment they discover the UOC to completion of the
process. The key milestones along the journey will be defined in this section, and the
key pain points in Sect. 4.2 below.

1. Discovery stage: prospective students discover the UOC through adverts in the
media or on social media, web searches, word of mouth, etc.

2. Information stage: prospective students seek information on the study portfolio
offered by the UOC, its educational model, prices, enrolment method, etc. They can
opt to apply for information from the UOC website, which will alert the call centre
to telephone the prospective student to provide further information and promote the
University. They can also visit one of the UOC’s physical centres1.

3. Admission stage: prospective students apply for admission to the University using
an online form. This also allows them to access the University’s Virtual Campus for
prospective students and enrol from there. The platform is a smaller version of the
Virtual Campus available during the academic year, intended to publicize the virtual
learning environment and steer prospective students in the direction of enrolment.

4. Enrolment stage: prospective students enrol from the Virtual Campus platform and
pay for the enrolment using an online payment form. They have the option to
contact a tutor via an online tutoring classroom, forums and email. This service is
intended to provide academic guidance, including advice on choice of subjects,
enrolment suggestions, etc. Having enrolled, students must present the relevant
admissions documents.

5. Start of the semester: students can now access the full version of the Virtual
Campus and the virtual classrooms.

1 The UOC centres are service and promotional hubs; most are located in the Cataluña region.
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Prospective students can complete any of the above milestones by telephoning or
appearing in person at one of the University’s centres. During the admission and
enrolment stages, these centres function as alternatives when users comes up against
problems or difficulties. A support service is also available to resolve queries and
difficulties; the entry window to the service is an online form, and subsequent com-
munications are made by email.

4.2 Pain Points Related to Omnichannel

We will now address the principal problems encountered on the customer journey, with
respect to the use and management of the channels available during the enrolment
process.

• Users receive communications from up to eight different emitters via different
channels (web interface, outgoing telephone, tutoring forums, email, UOC centres,
etc.), but the emitters are not fully coordinated in the execution of these
communications.

• A standard enrolment process can involve as many as thirty communications
including telephone conversations, sms, messages in tutoring forums and emails on
different subjects including: (1) support service responses; (2) feedback from
actions such as a request for information, an admissions application, or enrolment
acceptance; (3) welcome messages; (4) tutor communications; (5) conversations
with a tutor; (6) promotional emails (offers, etc.); (7) reminders of procedural
requirements (presentation of documentation, payments due, etc.); and (8) academic
and informative bulletins about the UOC.

• Content is offered via different channels and (1) is presented differently depending
on the channel, creating inconsistency; (2) is sometimes provided at an inappro-
priate time (information users do not yet need is sometimes provided ahead of time,
or necessary information is not provided); (3) is not usually personalized; and
(4) rarely informs users of the next steps to follow to proceed with their enrolment
process.

• Lack of definition of channels: the functions of some channels (tutor, UOC centre,
support service for the resolution of queries) are not clearly defined and can overlap,
leading to prospective students using them indiscriminately.

• Difficulties in contacting the UOC during the information and admission stages.
Users are not adequately informed of how to make contact, nor is this made easy,
and so users make use of channels unprepared for the demand. The online
admissions form, for example, does not advise prospective students how to contact
the UOC.

• Knowledge of a particular prospective student is not shared among the different
departments – support line operators and tutors, for example – and so applicants are
obliged to repeat information they have already supplied to the UOC.

• Users experience a number of stoppages during the enrolment process. These are
often related to the system’s slow provision of responses or solutions to users’
situations, problems or queries. This is especially serious at moments of high
demand or urgency, such as during the final few days of the enrolment period.
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5 Conclusions

The current enrolment process used by the UOC is over-complicated, involving a
number of different stages, and applicants are required to interact with different
channels in order to successfully enrol at the University. Some channels can be avoided
– it is possible to enrol without contacting the support line or the tutors, for example.
However, when users do make contact via the different channels, frictions arise which
affect applicants’ UX.

Our view is that the different findings place the focus on the following four
interrelated improvement factors.

1. The need for improved channel coordination, since the problem is often not so
much the channel itself. Going beyond specifying and adapting what is commu-
nicated and at what stage of the journey, a coordinated and collaborative union of
the different channels is needed. Communication with applicants may be constant,
but it fails to be effective because of this lack of coordination with respect to
frequency and type of content across the different channels. The lack of coordi-
nation also throws another problem into relief, and that is that no information
transfer takes place between the different areas that deal with applicants.

2. Greater availability and a wider range of channels (inbound and outbound,
telephone vs. chatbot). These findings show that the availability of channels during
the enrolment process tends to be more unidirectional (from the UOC to applicants)
than bidirectional, because of either the lack of a channel or the difficulty in finding
one. This frequently causes applicants to utilize an inappropriate channel. One
short-term solution could be to make UOC contact details more visible on the
different web spaces that make up the milestones along the user journey. In the
middle term, a chatbot could be made available to allow prospective students to
make more immediate contact with the UOC. In the long term, we envisage the
chatbot being the sole window to tutoring and support services.

3. Personalization and adaptation of channel content according to the stage the
prospective student has reached in the process. If the enrolment process were a
conversation between applicants and the UOC, it would be a difficult conversation
because of the number of messages received by users and the lack of time-
appropriate content emitted by the UOC. This “conversation” could be facilitated
and streamlined by rationalizing and personalizing the content, and making it stage
appropriate. To do so, once again there is a clear need for coordination between
channels, which would allow the information offered to users to be released in a
progressive and coordinated manner.

4. User ability to choose the channel that best meets their needs: chatbot for
commonly asked questions vs. real people for more complex or specific queries.
The enrolment process is complex, especially in relation to the specific individual
characteristics of each applicant (admissions documents, grants, validations, etc.).
Related to point 2 above, a chatbot could resolve straightforward or common
queries. When queries become more complicated, the chatbot could refer users to a
human figure, via chat or telephone.
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While these solutions could make inroads toward an improvement in the
omnichannel user experience and impact positively on enrolment rates, implementation
is complicated. Basically, because these conclusions reveal a need for more coordi-
nation and collaboration between the departments involved, in such a way that partial
objectives do not hinder the overall objective of achieving users’ successful enrolment.
This organizational transformation would have an impact on a number of levels, from
clear governance and communication from senior management to a shared roadmap
and new performance dashboards, backed by new incentive structures to facilitate
cooperation, and a leader of a cross-unit team responsible for the customer journey and
implementation of the various improvement initiatives [21].
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Abstract. In this paper, we propose an approach based on the inte-
gration of a chatbot module, a location-based service, and a recommen-
dation algorithm. This approach has been deployed for restaurant rec-
ommendation, tested on a sample of 50 real users, and compared with
some state-of-the-art algorithms. The preliminary experimental results
showed the benefits of the proposed approach in terms of performance.
An ANOVA test enabled us to verify the statistical significance of the
obtained findings.

Keywords: Conversational recommender systems ·
Location-based services · Cold-start

1 Introduction and Background

In the common vision of future smart city, the user will be able to communicate
directly with the available services [10,11]. As a result, there will be more and
more conversational recommender systems (CRSs), namely, systems capable of
inferring the user’s preferences though dialogues in natural language. In this
paper, we propose a system based on the integration of three different technolo-
gies: (i) a chatbot system, that is, an online human-machine dialogue system
based on natural language [5,22]; (ii) a location-based service (LBS), that is, a
system that exploits the user’s current location to provide her with an added
value [4,28]; (iii) a recommender system (RS), that is, a system able to provide
personalized suggestions related to items (i.e., products or services) of possible
interest to the target user [26,30]. The research question behind this study was
to verify whether a system that contains the three above technologies is able
to get better results in terms of performance compared to traditional RSs. To
answer this research question, a chatbot for restaurant recommendations has
been designed and implemented, which takes into accounts some features of the
user’s current context [2], including her location.

Despite the likely spread of CRSs in the future, the conversational rec-
ommendation is an emerging field with few contributions in the research lit-
erature. Among the most authoritative works there is the one proposed by
c© Springer Nature Switzerland AG 2019
C. Stephanidis (Ed.): HCII 2019, CCIS 1034, pp. 123–130, 2019.
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Christakopoulou et al. [8], in which a CRS is proposed, whose theoretical foun-
dation relies on probabilistic matrix factorization models [16,27]. In [20] the
authors describe a CRS based on an end-to-end deep learning architecture, while
the CRS proposed in [24] leverages PageRank with Priors for generating the
recommendations and an explanation mechanism able to justify the proposed
suggestions.

2 The Proposed Approach

From a technological point of view, the developed application consists of two
subsystems (see Fig. 1). On the one hand, we can find a chatbot system, con-
sisting of a proxy in charge of filtering the user’s messages. Those messages
can be managed directly from the DialogFlow1 service used to identify entities
and intent of the bot, and to connect a WebHook to the system for the proper
management of the answers. Messages can also be sent to a service that uses
the Telegram APIs2 in order to process messages that cannot be processed by
DialogFlow and to customize the user interface through the use of buttons and
an inline keyboard. On the other hand, we can find a web application designed
to monitor data and information obtained during the user-chatbot transactions,
and to manage the experimentation phase. Those two subsystems share the same
non-relational database (i.e., MongoDB3), which contains the user’s data, the
transactions occurred with the chatbot, and the restaurant information extracted

Fig. 1. The overall system architecture consisting of two subsytems.

1 https://dialogflow.com/.
2 https://core.telegram.org/.
3 https://www.mongodb.com/.

https://dialogflow.com/
https://core.telegram.org/
https://www.mongodb.com/
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through the Facebook Graph APIs4. The chatbot involves two fundamental oper-
ations: the request of recommendation and the extraction of user’s feedbacks.
A classic user-based nearest-neighbor collaborative filtering approach has been
used to implement the recommendation algorithm. This algorithm provides two
phases of recommendation. The first phase analyzes the user’s demographic data
with the aim of extracting 50 similar users from a dataset obtained through an
online survey that allowed us to ask each user for her demographic informa-
tion and preferences in terms of kinds of cuisine. This survey was realized also
to mitigate the cold-start problem (e.g., see [26]) that is commonly associated
with pure collaborative RSs when new users and/or new items are involved. The
similarity is calculated using the Pearson’s correlation coefficient, which can be
calculated using the formula described as follows:

sim(a, b) =
∑

d∈D(va,d − v̄a)(vb,d − v̄b)
√∑

d∈D(va,d − v̄a)2
√∑

d∈D(vb,d − v̄b)2

where

– a and b are users;
– D is the set of demographic information;
– va,d is the value (converted to numeric form) of the demographic information

d of the user a;
– v̄a is the average value of the demographic information for the user a.

After the similarity calculation among users, the system returns a list of 50
users more similar to the active one and the relative types of cuisine preferred
by everyone. During the second phase, the above list is reranked. The order of
this list depends again on the value of Pearson’s correlation coefficient, this time
computed by analyzing the types of cuisine preferred by the user and the tags
of the restaurant descriptions, as follows:

sim(a, b) =
∑

t∈T (ra,t − r̄a)(rb,t − r̄b)
√∑

t∈T (ra,t − r̄a)2
√∑

t∈T (rb,t − r̄b)2

where

– a and b are users;
– T is the set of information regarding types of cuisine and tags;
– ra,t is the normalized rating of the type of cuisine or tag t of the user a;
– r̄a is the average value of the standardized rating of the cooking types and

tags, for the user a.

From this list ranked according to the similarity between users, the types of cui-
sine to be recommended are extracted. Thereafter, the system works as follows.
The chatbot module recognizes the intent of recommendation by analyzing words
contained in the message, such as “I’m hungry” or “Suggest me a restaurant”.

4 https://developers.facebook.com/docs/graph-api.

https://developers.facebook.com/docs/graph-api
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Once the intent is recognized, five recommended types of cuisine are suggested
to the user. Based on the current time, the system determines whether the
user is going to the restaurant for lunch or dinner. Then, based on the posi-
tion automatically extracted from the LBS, the system proposes to the active
user a set of restaurants in the surroundings. The system shows the user such
restaurants ranked according to the recommended types of cuisine. The user can
scroll through the results and view the attached pictures and, when satisfied, she
can select her favorite restaurant. The feedback is generated through a pushed,
scheduled service, which requires that the user expresses an opinion by means
of a message in natural language and according to a five-point Likert scale. This
rating is, then, combined with the results of the sentiment analysis performed on
the reviews in natural language, in order to evaluate the overall feedback, which
can be positive, neutral, or negative [12,14]. The obtained results will influence
the future recommendations to that specific user.

3 Experimental Evaluation

In order to evaluate our system, we performed several experimental tests, in
which 50 volunteer participants were interviewed. For the sake of brevity, we
report only a part of it. Specifically, our RS (denoted as Pearson in Fig. 2) was
compared with three other algorithms:

CosSim: a variant of the algorithm implemented in our chatbot, which exploits
the cosine similarity instead of the Pearson’s correlation coefficient to calcu-
late the similarity between users;

Distance: a RS based only on the distance between the restaurant and the
user’s current position;

Rating: a RS based only on the reviews of the restaurant extracted from its
Facebook page.

The experimental results show the perceived accuracy of each tested algorithm,
in terms of Precision, Recall, and F-measure (see Fig. 2). It can be noted that
most users much preferred the types of cuisine recommended by our system
(both Person and CosSim versions) compared to those recommended by the
others two RSs (Distance and Rating). Finally, a statistical significance test
was performed on the achieved data. Specifically, we carried out the ANalysis
Of VAriance (ANOVA) test to determine if the differences in the experimental
results were relevant or due purely to chance (i.e., null hypothesis). For each
of the four algorithms we evaluated first the number of recorded ratings, then
the average of the F-measure. This data allowed us to calculate the intergroup
sum of squares and the intragroup sum of squares. It was, therefore, possible
determine the value of the Ftest variable, considering two degrees of freedom
equal to 3 and 156, respectively. This value was 24.89. It was, then, compared
with the values of a random variable Fcrit of Snedecor obtained by considering
the same degrees of freedom. The critical value is the number that the F variable
must overcome to reject the null hypothesis. In our case, Fcrit is equal to 2.66.
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Being Ftest � Fcrit, it was therefore possible to reject the null hypothesis and
definitively claim that the algorithm implemented in the chatbot was the most
efficient one.

Fig. 2. Results of a comparative analysis between our approach (Pearson) and three
other recommender systems.

4 Conclusions

In this paper, we have described a chatbot able to recommend restaurants to the
target user, based on some contextual elements, including her current location.
A WebHook has been implemented in order to manage the dialogue with the
chatbot. Furthermore, we have implemented one algorithm for recommendation
and one algorithm for evaluating user’s feedbacks by exploiting the sentiment
analysis of the reviews expressed in natural language. An online survey allowed
us to collect an initial dataset, thus alleviating the cold-start problem as well.
The experimental tests, which involved a sample of 50 real users, enabled us
to conclude that our approach is able to obtain better results than other three
approaches, in terms of Precision, Recall, and F-measure. Such findings were
verified for statistical significance by performing the ANOVA test, which enabled
us to reject the null hypothesis that foresees the absence of differences between
the four algorithms.

Our research work has just begun, so there are many possible developments
that we plan to achieve in the near future. First of all, we would like to enrich
the profile of the target user with further information related, for instance, to
her affective state [6,25], as well as to the real nature [13,15] and temporal
dynamics [1,29] of her attitudes. Moreover, we would like to enhance the extrac-
tion of her real interests by analyzing her activity on the Web [19] and on social
media [9], as well as equipping the system with an image recognition module [23]
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that can help in acquiring her preferences. Finally, we could integrate the chatbot
services in recommender systems of itineraries among points of interest including
restaurants [17,18], and in RSs of different items, such as news [7], movies [3],
and scientific papers [21].
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Abstract. When we make decisions, we do not always decide by ourselves, but
sometimes rely on recommendation systems. Previous recommendation systems
focused on the accuracy of the recommendation. More recently, human-centered
recommendation systems have garnered attention. The human-centered recom-
mendation is especially important in a context wherein mass customization lets
users personalize what they buy. However, how people tackle a vast amount of
decision-making in the context of personalization has not yet been revealed. In
this research, we focused on bespoke tailoring, which relies on salesclerks to
help customers acquire what they want. We investigated the ways that customers
interact with human recommenders (salesclerks). The results showed that expert
salesclerks limited the number of options which customers have at a time, and
that they reassured the customers about the suitability of their choices after they
made their decisions. These results indicate that qualified recommenders in
bespoke tailoring help customers by avoiding choice overload and evoking the
customers’ positive emotions. These findings are especially helpful for a rec-
ommendation system in a situation in which personalization can lead to the
realization of customer needs and wants.

Keywords: Recommendation system � Feeling and image � Bespoke design

1 Introduction

Sometimes we make decisions by ourselves, and other times, we accept advice from
others about what to do. Such advisors include both humans (professional salesclerks,
experts in their fields, and friends) and nonhumans (recommender systems on the
computer). With the help of these advisors, we can make better choices, even in a field,
where lack sufficient knowledge or experience.

This kind of advice is becoming more and more important in the industry 4.0
society, where mass customization furnishes us with various choices. In such a society,
we are exposed to a multitude of options and must repeatedly make decisions. Indi-
viduals in demanding decision-making situations can be supported by technical
assistance [1], one feature of industry 4.0. This technical assistance is expected to
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facilitate decision-making and lead users to better outcomes, via the interaction
between humans and computers.

In decision-making activities, such as shopping, people evaluate a given item, not
only in terms of its functional properties, but based on the kind of feeling and image
(kansei in Japanese) the item evokes it [2]. The importance of kansei factors is
heightened in an industry 4.0 society, thanks to mass customization, which enables
people to select what they want through multiple stages of decision making. Although
kansei is an important factor in human decision making, no computer-based recom-
mender systems that consider kansei factors have yet been implemented. To realize
one’s kansei, it is essential to consider various options and modes of personalization.

Therefore, this study focuses on actual recommendation scenes between humans
and investigates their mode of realizing the products’ personalization. In particular, we
pay attention to the recommenders’ respective levels of ability. The results of this study
demonstrate the optimum method of generating a computer system that recommends
choices, from a kansei viewpoint. To grasp the whole scene’s characteristics, we used a
case study approach.

2 Related Works

2.1 Recommender Systems

Recommender systems are an example of computerized decision-making support.
Recommender systems are “software tools and techniques providing suggestions for
items to be of use to a user” [3]. It selects an appropriate choice among various items
and decreases the user’s cost of choosing.

Many studies have focused on recommender systems. Although the best recom-
mender systems naturally provide accurate recommendations, some studies have
indicated that even an accurate recommendation is not sufficient [4]. Other studies
indicate the importance of human factors in rendering the recommendation: one study
attaches importance to user centric directions [5]; another values a deeper under-
standing of users’ information-seeking tasks [6]; and still another emphasizes the
importance of the coverage and serendipity of recommender system output [4]. They
have emphasized factors related to the human factors, and this suggests the importance
of considering recommender systems from the human perspective.

Recommendations are not always provided by computers. Recommendations from
humans, such as salesclerks, experts in the field, or doctors are very typical. Human
recommendations decrease decision maker’s cost of choosing, in much the same way
that recommendation systems do.

One area in which human recommendations function usefully is bespoke design,
especially bespoke tailoring. In bespoke tailoring, unlike ready-to-wear, garments are
designed through the interaction between the customers and salesclerks. Thanks to that,
not only can customers acquire garments in their exact size, but their every preference
can also be reflected in the garment. This feature of bespoke tailoring compels customers
to make a lot of choices as they buy their garment. Considering this feature, bespoke
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tailoring can be defined as a communication-based and decision-making process that
operates as well as the computer-based recommendation systems described above.

2.2 Consumer Decision Making

Decision making is a psychological process of choosing one option from two or more
alternatives. In most decision making, it is not possible to examine all possible alter-
natives (maximization) because cognitive resources are limited. Instead, most decision
makers stop searching when they arrive at the choice that satisfies them (satisfaction)
[7]. Another perspective divides the decision-making process into multiple stages
(multistage decision strategy) [8]. In the multiple decision strategies, the first step
involves reducing the number of the alternatives by a non-compensatory strategy, to
minimize the cognitive cost. This allows for a more fine-grained analysis of the relevant
information.

Psychology and economics research has investigated consumer decision making,
from among the decision-making processes. Consumer decision making is affected by
various factors, which include not only the function of the products, but also more
affective factors, such as emotion [9] and brand similarity [10]. The effect of these
affective factors was not investigated in the context of recommendation systems.

3 Customers’ Interactions with Expert/Novice Salesclerks
in a Bespoke Tailoring Situation

3.1 Method

Participants. Three male salesclerks and 4 male customers participated in the survey.
They were recruited at a sales fair of a suit manufacture company. One salesclerk was
an expert, with over 10 years of experience in bespoke tailoring. The other two were
novices, who had been engaged in bespoke tailoring for fewer than five years.

Procedure. In the survey, a customer ordered a bespoke tailored suit while consulting
with a salesclerk (Fig. 1). First, the customer selected the suit materials and then
determined the design of the details of the suit (overall figure, number of front buttons,
cloth backing, etc.) After that, the customers were measured by the salesclerk. The
whole bespoke tailoring process took approximately 30 to 60 min. All aspects of
customer-salesclerk interactions, including their utterances, were recorded.

3.2 Results

Object Phase of Analysis. As described in the procedure, bespoke tailoring can be
divided into three phrases: suit material selection, detail design, and measurement. We
focused on the suit material selection process, wherein customers face a vast number of
choices.
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Interactions with Expert Salesclerks
Case #1. (salesclerk A) The customer is a 34-year-old male.
At the beginning of the bespoke tailoring process, salesclerk A asked some ques-

tions to get a grasp of the customer’s desires. He asked the customer very concrete
questions, such as when he would be wearing the suit (at the office), and which color he
preferred (gray, close to black). After that, salesclerk A selected some suit materials
that met the customer’s specifications. After the customer selected the suit material,
salesclerk A provided verbal support for the decision (“I like it, I think this is good”).

Case #2. (salesclerk A) The customer in is a 67-year-old male.
As in case #1, salesclerk A first determined the customer’s desires through con-

versation. Before selecting a suit material, the customer explained his needs and wants
(comfortable design, as he needed to wear a waist corset, a bright navy suit material
that he had never had, and formal design) in response to the salesclerk’s questions.
After the customer selected the suit material, salesclerk A provided verbal support for
the decision (“It’s fine because the suit is double-breasted”).

Interaction with Novice Salesclerks
Case #3. (salesclerk B) The customer in is a 48-year-old male.
As in the case of the expert salesclerk, salesclerk B grasped the customer’s wants at

the beginning of the bespoke tailoring interaction, but to a more limited extent (navy
close to black). In the process of suit material selection, salesclerk B leaves all choice to
the customer, failing to limit the number of alternatives. During suit material selection,
the customer, and not salesclerk B, took the initiative in making the selection and
salesclerk B responded to the customer’s choice afterwards. Rather, salesclerk B
encouraged the customer to keep comparing materials repeatedly. After the customer
had made a decision regarding suit material, salesclerk C demonstrated no clear support
for the selection, simply saying, “I see.”

Case #4. (salesclerk C) The customer in is a 19-year-old male.
As in the other cases, salesclerk C inquired about the customer’s wants (darker

color and plaid), but in an abstract way (“What kind of suit materials do you like?”).
During suit material selection, salesclerk C indulged in long (over 30 s) periods of
silence 14 times, during which the customer continued searching for the right suit

Fig. 1. An example of actual bespoke tailoring. A salesclerk and a customer (or customers)
design the suit through interaction.
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material with his family members. Like salesclerk B, salesclerk C offered no clear
support for customer’s selected suit material, and just said, “You like this? O.K.”

4 Conclusion

4.1 Summary of the Results

There were clear differences between the customer interactions with expert salesclerks
and novice salesclerks. The expert salesclerk limited the number of the choices of suit
materials faced by customers. In addition, he justified the customer’s decision by
voicing his approval of the customer’s choice he made it. By contrast, the novice
salesclerks let the customers confront a vast number of choices. They also failed to
validate the customer’s choice.

Limiting the number of choices is a good way of decreasing the choice overload.
Previous research shows that too many options causes choice overload and decreases
the selector’s satisfaction with the option that he ultimately selects [11]. This overload
has also been studied in the context of knowledge communication between experts and
decision makers (information overload) [12]. At the sales fair, more than 100 suit
materials were available in the suit material selection. In addition, customers must
select the various components of the suit: the number of buttons; the color of the cloth
backing; the shape of the lapel and the vent; and so forth. Although these various
options represent a heavy cognitive cost to customers, the expert salesclerk managed
weight of the load by presenting only some of the available options to the customer.
This is exactly the process upon which multistage decision strategy [8] is premised.
The salesclerk first helps the customers limit their number of options and then moves
onto detailed processing.

It is possible for choice justification to yield a positive effect for customers. Buying
behavior is not a task that can be calculated by an algorithm that guides customers to
reach the “best” outcome, but by a heuristic, with which they can arrive at a “suffi-
ciently good” outcome. These characteristics of buying behavior make it difficult for
customers to reassure themselves of the viability of what they have bought. This
difficulty is more pervasive in the current society, where customers are able to choose
whichever options they desire, thereby satisfying their feelings and image of what they
prefer [2]. Thanks to the reassurance provided by the expert, it was possible to evoke
customers’ positive emotions, which are known to facilitate a purchase [9].

The characteristics of the experienced salesclerk, relative to those of the novice
salesclerks, are analogous to the human information processing in decision making
(Fig. 1). This analogy is possible, rendering the recommendation of the expert sales-
clerk more useful, reliable, and agreeable, and perhaps the one element needed to make
computer-based recommendation systems a success (Table 1).
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4.2 The Novelty of the Present Research

In the previous research on recommendation systems, the accuracy of the recom-
mendation has been attracting attention. However, in industry 4.0 society, wherein
customers can purchase commodities that have been tailored to their preferences,
customers must make a lot of choices, even when they can rely on recommendation
systems. In this research, we revealed how the expert salesclerk reduces the costumer’s
cognitive cost and avoids choice overload. This mode of interaction can be applied to
the design of computer-based recommendation systems.

4.3 Future Directions

In future research, we must address two problems: quantitative analysis and the need
for an investigation of factors related to the customers.

In quantitative research, factors such as the rate of purchase and levels of cus-
tomers’ satisfaction should be explored. Implementing these analyses will facilitate
more detailed and objective discussions.

The present analysis focused solely on the recommenders’ side and investigated the
interaction in terms of the experience of purchasing from salesclerks. Previous research
has indicated that, in addition to the quality of the products, the character of the
customer affects customer decision making [14] and domain-specific emotion there
[15]. Introducing factors related to the customers would allow for a more revealing
account of the interactions between them and salesclerks.

Considering these factors will be a help to realize a better recommender system in
industry 4.0.

Acknowledgements. This research was supported by JST COI Program, “Center of Kansei-
oriented Digital Fabrication”.

Table 1. The characteristics of the human decision-making process and recommendation of
expert/novice salesclerk

Types of processing
or recommendation
system

Initial decision-making After decision-making

Human decision
making in purchase

Reducing information-processing
and making more fine-grained
analysis [8]

Seek information supporting
choices in the item they
purchased [13]

Expert salesclerk Limiting the number of choices
that customers have at one time

Choice justification

Novice salesclerk Exposing customers to vast
information

No support
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Abstract. Verify the impact of each dimension of the new retail servicescape on
customer experience, and then propose the optimization strategy of the new
retail. Firstly, the existing research results of business servicescapes are extracted.
Secondly, the characteristics of new retail servicescapes are integrated. Then,
based on physical variables, perceptional variables and social variables, data are
obtained through questionnaire survey. The three dimensions all have different
degrees of influence on the new retail servicescape, among which physical
variables are the most important, followed by perceptional variables and social
variables. Based on the research results, it is found that the application of new
technology has changed those elements of the servicescape such as the layout, the
combination of different business etc. The expansion of virtual servicescapes also
changes the role of physical servicescapes in the retail ecology, making the
physical retail servicescape more inclined to serve the daily life of the commu-
nity. In addition to being a fast logistics stronghold, the physical servicescape is
also a place to enrich user experience and enhance user stickiness.

Keywords: Servicescape � New retail � Dimension � Customer experience

1 Introduction

In the field of commercial services, the factors affecting user experience are mainly
divided into commodity, environment and services. At present, the focus of user
research has turned from commodity to servicescape integrated environment, service
and other contents. All kinds of servicescapes design based on these three elements
become more and more common, such as shopping center, theme hotel, theme park,
theme exhibition hall, bookstore, even library, hospital and so on. As a service insti-
tution, the social utility of new retail is also affected by the corresponding servicescape.
Based on the relevant research of servicescapes and the particularity of new retail, this
paper takes commercial supermarkets as example to study the influence of various
factors in the new retail servicescape on users, so as to provide enlightenment for
subsequent research and management practice.
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2 Relevant Literature Review

2.1 Servicescape

Bitner [1] used “servicescape” to refer to various carefully designed and controlled
environment elements such as the external environment and internal environment of the
service place (including layout and design, logo and decoration, material, color,
graphics, temperature, smell, music, etc.). Baker et al. (1994) incorporated interper-
sonal and social cues into the scope of servicescape. Tombs and McColl-kenedy (2003
and 2004) proposed the social-servicescape model, and they incorporated the cus-
tomer’s emotional response and cognition into the scope of servicescape. Rosenbaum
et al. (2005) incorporated “social symbolic elements” (such as symbols and items that
can stimulate customers’ sense of belonging and identity) that could convey specific
social meanings into the scope of servicescape. Rosenbaum (2009) incorporated the
attention restoration theory to reveal the important role of natural elements in ser-
vicescape in the field of public health, and incorporated natural elements into the
category of servicescapes. Harris et al. (2010) proposed that network servicescape was
all environperceptional factors in network service delivery, including interface aes-
thetics, functional layout, financial security and other dimensions. In this paper, in
order to correspond to the traditional physical servicescape, the network servicescape is
called “virtual servicescape”.

2.2 “New retail” Servicescape

At present, there are few studies on “new retail servicescape”, and the existing studies
mainly focus on “the influence of new retail model on servicescapes” and “the influ-
ence of new retail model on user experience and user behavior”. Compared with the
traditional retail model, the main feature of “new retail” is omni-channel selling based
on Internet technology through the integration of online, offline and logistics to develop
potential flow, making the production, circulation and service process more efficient.
Yan [2] believes that “new retail” enterprises focus on the transformation and
upgrading of online and offline, in-store and out-of-store, services and channels, which
makes the online integrative intelligent network and the offline precise experience can
achieve bidirectional integration. At the same time, as online shopping has greatly met
the customers’ demands of expanding commodity categories and decreasing time costs,
offline shopping is mainly used to meet other different demands, such as differentiation
of categories, entertainment, culture, new experience, social activity, self-esteem, etc.
Chang et al. [3] believe that new retail is no longer just an exchange channel, but more
“entertainment” and “social”. All of these require enterprises to better understand
consumers and provide them with “better experience”. The concept of retail industry
has changed from “price retail” to “experiential retail”.

2.3 Servicescape Dimension

The division of servicescape dimensions can be seen in the study of M.J. Bitner at the
earliest. She divides various elements into three dimensions, namely atmosphere,
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layout, signs and decorations. Baker et al. [4] proposed that people and social factors
should also be paid attention to, and they divided research dimensions into three
aspects, namely ambient cues, design cues and social cues. Rosenbaum and Massiah
(2011) further expanded the servicescape model on the basis of Bitner (1992) and
proposed four main dimensions of servicescape: physical dimension, social dimension,
socially-symbolic dimension and natural dimension [5]. In the era of mobile Internet
and Internet of everything, the role of physical servicescape in the retail has changed a
lot. In the past, the dimensionality division of servicescapes focused on visible factors,
but in the era when the technical force reconstructs the business, more and more
invisible and hidden factors are influencing the user experience. In the variable design
of this paper, the dimensions designed by Rosenbaum and others were deleted or
modified, and the “socially-symbolic dimension” was integrated into the “perceptional
dimension”. As shown in Table 1.

Table 1. Dimensions and subitems of servicescape

Dimensions Subitems
Symbol Name

Physical variables (P) Ph1 Spatial accessibility
Ph2 Spatial arrangement
Ph3 Sufficient lightning
Ph4 Leisure facilities
Ph5 Self-service facilities
Ph6 Recreation facilities
Ph8 Information facilities
Ph9 Intelligent cashier
Ph10 Diversity of commercial activities
Ph11 Online shopping

Perceptional variables (M) Pe1 Outdoor environment
Pe2 Interior environment
Pe3 User interface design
Pe4 Lightning atmosphere
Pe5 Decorations
Pe6 Clothes of service staff
Pe7 Cleanliness level
Pe8 Smell
Pe9 Noise
Pe10 Music
Pe11 Temperature

Social variables (S) S1 Manner of service staff
S2 Share and comments of other customers
S3 Cultural communication and exchange
S4 Timeliness of getting help from service staff
S5 Social density
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3 Empirical Research

3.1 Overall Design

This research mainly uses the questionnaire survey method, puts forward various
factors affecting the new retail service through the generalization and summarization of
the research results related to the servicescape combined with the new retail, and
analyzes the importance degree of various segmentation variables in the new retail
servicescape factors from the perspective of perception. In the process of questionnaire
setting, Likert scale was used to measure the importance degree of customers’ per-
ception. 5 indicates that feelings are very important, 1 indicates that feelings are
completely worthless, and the perception importance degree of each level decreases
step by step. In order to ensure the diversity and dispersion of samples, this research
takes the new retail users in Shanghai area as samples. The similar characteristics of
these new retail stores are (1) technology-driven efficiency improvement (2) online-
offline integrated selling (3) service-oriented selling and format integration. The
questionnaire was conducted in November 2018. Main user sample groups were dis-
tributed in two supermarkets, Fresh Hema and Yong Hui Super Species. Each store
issued 120 copies of the questionnaire, a total of 480 copies. 476 questionnaires were
collected through random distribution and on-site recycling in the above supermarkets,
and 75 invalid questionnaires were removed. The total number of valid questionnaires
was 401 (the actual effective rate was 84.2%).

3.2 Questionnaire Analysis

Reliability Analysis: In order to ensure the reliability of the questionnaire, Cronbach
(a coefficient) was used to test the reliability of the questionnaire when analyzing the
result, and SPSS was used for analysis. The result showed that the a coefficient of
whole questionnaire was 0.875, higher than 0.7, indicating that the questionnaire
design was reasonable and effective. The results of questionnaire reliability analysis are
shown in Table 2.

Mean Value and Standard Deviation Analysis: In general, the mean value can be
used to simply judge the user’s attention to a certain sub-item. Users’ recognition of the
influence of the corresponding sub-item on the service effect in the new retail ser-
vicescape can be shown in this questionnaire. Usually, a high mean value reflects the
users’ high degree of recognition in the influence of the corresponding item, while a

Table 2. Reliability analysis

Dimension Sub-item a coefficient

Physical variables 11 0.787
Perception variables 11 0.743
Social variables 5 0.756
All sub-items 27 0.852
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low mean value reflects the users’ low degree of recognition in the influence of the
corresponding item. The analysis results (see Table 3) show that the mean value of
most sub-items in the questionnaire is above 3, which proves that users recognize the
influence of most sub-items in the effect of new retail services, and the standard
deviation of all sub-items is close to 1, indicating that users’ opinions are relatively
unified, so the survey results can reflect the actual cognition of users.

Validity Test: The validity test can analyze the overall structure of the questionnaire,
so as to know whether the questionnaire can truly measure the corresponding results. In
general, the KMO appropriate test value test value of SPSS can be used as the main
measurement index. Through analysis, the KMO value of this questionnaire is 0.815,
indicating that the questionnaire has good validity, and the KMO > 0.7, which is
suitable for factor analysis. In addition, Bartlett’s Test of Sphericity should be used

Table 3. Mean value and Standard deviation analysis

Dimension Symbol Section Mean value Standard deviation

Physical variables Ph1 1–5 3.654 0.827
Ph 2 1–5 2.810 0.847
Ph 3 1–5 3.612 0.893
Ph 4 1–5 3.845 0.857
Ph 5 1–5 3.756 0.801
Ph 6 1–5 3.012 1.082
Ph 8 1–5 3.403 0.823
Ph 9 1–5 3.412 1.032
Ph 10 1–5 3.503 0.823
Ph 11 1–5 3.024 1.016

Perception variables Pe1 1–5 3.695 1.031
Pe 2 1–5 3.812 0.893
Pe 3 1–5 3.723 0.803
Pe 4 1–5 3.374 0.912
Pe 5 1–5 3.086 1.052
Pe 6 1–5 3.552 0.824
Pe 7 1–5 3.921 0.836
Pe 8 1–5 3.665 0.801
Pe 9 1–5 2.858 0.814
Pe 10 1–5 2.775 0.945
Pe 11 1–5 3.124 0.816

Social variables S1 1–5 3.910 0.883
S2 1–5 2.572 0.912
S3 1–5 3.786 1.052
S4 1–5 3.903 0.803
S5 1–5 3.625 0.912
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before factor analysis to verify the feasibility of factor analysis of the questionnaire.
According to the requirement of factor analysis, the sample size is 5 times of the
number of sub-items (27), the minimum sample size of this survey is 135, the effective
sample size is 401. The sample size conform to the requirements of the factor analysis.
In addition, the chi-square significance probability is less than 1%, indicating that there
is a strong correlation between the data, which is suitable for factor analysis. The
specific results are shown in Table 4:

In factor analysis, the cumulative variance contribution rate is 62.814% after sep-
arating out the common factors with the first 5 characteristic roots larger than 1. At the
same time, the results of rotating component matrix obtained by the method of Varimax
also confirmed that the Physical variables, perceptional variables and Social variables
divided by the questionnaire were reasonable.

4 Results Analysis and Countermeasures

New retail is a change in the retail ecology. It provides users with better quality
experience through more efficient restructuring of product service, procurement,
inventory, distribution, market, user relationships, partner network, organizational
structure and other aspects. In terms of servicescapes that are closely related to users, it
involves physical servicescapes and virtual servicescapes, and new retail is a service
that integrates both. To some extent, the positioning of physical servicescapes in the
whole new retail ecology is different from that of traditional retail. The big data of
virtual servicescapes has an impact on the selection and placement of offline products,
while physical servicescapes focus more on experience – namely behaviors that require
people’s participation, such as social contact, catering, entertainment and learning.

4.1 The Influence of Physical Variables on the Effect of New Retail
Services

Physical variable is the core of the new retail reform. When researching the two new
retail supermarkets, users have high recognition for leisure facilities, self-service
facilities, intelligent cashier, and diversified business forms, which have big differences
with the traditional commercial supermarket. Leisure facilities, self-service facilities
and diversified business forms increase the attraction to users and meanwhile improve
the time of users staying in the supermarket, while smart cashier deepens users’ par-
ticipation in the retail process, improves the speed and saves time. Users’ attitudes

Table 4. New retail store servicescape KMO value and Bartlett’s Test

Sampling enough KMO measure 0.815
Bartlett’s Test of Sphericity Approximate chi-square 9645.426

df 386
Sig. 0.000
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towards amusement facilities and online shopping (including fast logistics distribution)
are differentiated, which is largely related to the composition of users. Parents with
children and their elders prefer amusement facilities, while young people are more used
to online shopping. There is a certain relationship between intelligent cashier and the
diversity of business forms. If users can use their mobile phones to scan the QR code
and pay at any time in the supermarket or even pay without feeling, they can enjoy the
products immediately, which will greatly improve their freedom of action. Computer
vision and machine learning techniques are used to create stores where users can pick
up whatever they want and go. The integration of online and offline shopping enables
people to experience products on the spot without the constraint of carrying products.

It is found in the survey that users hope to increase the cultural functions of such
places and improve the quality of life experience, so that such servicescapes can
become places to kill time outside the family rather than just to buy things, and their
simple purchase behavior can be realized through online servicescapes. It’s suggested
that On the one hand, stores can provide cultural support through the diversity of the
commercial forms, such as exhibition specially for the life scene: put cooking culture
books and form a complete set of equipment in the food area, or put some culture
related books and collocation of tea sets, wine glass, etc. in the beverage area. At Coop,
a Milan supermarket of the future, each food has its own story. Supermarkets have
installed screens above their shelves that will display detailed information about food
as the user touches an item, or even as his or her hand gets closer and closer. On the
other hand, more macro themes can be considered to plan the servicescapes, such as
integrating the concepts of life culture museum and cooking museum into the design of
commercial places, so as to add cultural atmosphere to the servicescape and make the
commercial space become a place with strong stickiness.

4.2 The Influence of Perceptional Variables on the Effect of New Retail
Services

The perceptional variable mainly examines the perceptual experience of servicescapes
to users, who have high recognition for environperceptional art design and user
interface design. Environperceptional art, user interface, products and services con-
stitute a community of quality. In fact, people’s perception of environperceptional art
design implies space art, commodity display, lighting atmosphere and other elements. It
seems that the new retail servicescape is functionally different from the traditional
retail, but in fact, people’s feelings in the space are influenced by technology imper-
ceptibly. For example, the intelligent cashier system saves the space of a large row of
cashier desk, people can move in and out of space more easily; the products pushed
according to the network big data are more refined, making the shelves in the new retail
commercial supermarket more humanized and the space more intimate. These Spaces
are more suitable for staying and living with other business forms such as catering and
entertainment, rather than just buying commodities.

According to the results of perceptional variables, users have higher requirements
on the environperceptional art design, user interface design and environperceptional
cleanliness of business servicescapes. The quality of the servicescapes can be improved
by means of setting the theme of environperceptional art, creating lighting with set
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atmosphere, matching decorations and clothing of service personnel according to the
theme of art, so as to awake the sense of identity and pleasure of users, expand the
scope of the servicescape involved by users, extend the staying time of users, increase
the consumption quantity and other commercial purposes. Emotional design requires
that the physical objects of the servicescape produce “meaning”, not just objects.
However, the visual objects that can point to the meaning are often those cultural
symbols that are well known to people. Therefore, the emotional design of the ser-
vicescape aiming at the theme will enhance the affinity and attraction of the site.

4.3 The Influence of Social Variables on the Effect of New Retail Services

Social variables are one of the important variables in the study of servicescapes. In
many servicescapes, social variables can have a direct impact on the service effect.
Social variables are reflected in both offline and online servicescapes. Results show that
service personnel friendliness is a very important impact factor, which is consistent
with everyday cognitive. At the same time, the timeliness of getting help from service
personnel in the servicescape, cultural communication and exchange, and social density
are also important factors. Among them, cultural communication and exchange refers
to the cultural communication and exchange activities related to the content of the
servicescape held in the site, such as the knowledge lecture, propaganda and exchange
combined with certain products or lifestyles. Such activities can increase the cultural
attraction of the servicescapes.

Commercial space needs to create a socialized servicescape and use social factors to
improve users’ experience. Main methods come from creating social scene and
inspiring users to carry out cultural exchanges. This involves the spatial layout, net-
work social scene, interactive facilities, cultural event design and other aspects of the
servicescape. Social scenes and cultural exchanges are conducive to users participation
and stimulate network communication.
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Abstract. The servicescape strategy in the mobile Internet environment has
created new opportunities for enterprise operation. Through comparative studies
of two enterprises—Carrefour and Hema Fresh Store, the paper explored the
impacts of scene technologies and servicescape construction to customer expe-
rience under the mobile internet environment. The study is developed through the
aspects of servicescape dimension, customer sensory perception and behavior
intention. The results showed that the connotation of physical dimension, per-
ceptional dimension, social dimension of servicescape have been extended under
the applied of context technologies. With the help more sensory perceptions of
customers, and then impact customers’ psychological and behavioral intentions,
thus enable enterprises to achieve better market performance.

Keywords: Mobile Internet environment � Context technology � Servicescape �
Sensory perception � Customer experience

1 Introduction

Profound changes have taken place in social life forms and business operation modes
with the rapid development of mobile Internet and intelligent terminal technologies.
Service scenarization have become the source of differential competitive advantages of
enterprises. The connotation of the servicescape is expanded under the mobile Internet
environment. User-centered servicescape can be constructed with cloud computing, big
data and other technologies, which can change users’ thinking mode and behavior
habits. This paper starts with the definition of the servicescape concept, then analyzes
the evolution of the connotation of the servicescape in the mobile Internet environment
and the customers experience to the servicescape. On this basis, the specific strategies
of servicescape are suggested for enterprises to enhance customer experience.
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2 Literature Survey

2.1 Servicescape Concepts and Dimension

Bitner initially defined the servicescape as the physical and social environment of the
service venue [1]. With the development of the Internet, the concept of servicescape is
extended to the network, and the servicescape is divided into “physical servicescape”
and “virtual servicescape”. In the era of mobile Internet, the integration of “physical
servicescape” and “virtual servicescape” is realized, promoting the innovation of ser-
vicescape. Technologies such as mobile devices, social media, big data, sensors and
positioning systems are applied to servicescape, enabling consumers to experience
unprecedented personalized and intelligent services.

Rosenbaum and Massiah proposed four main dimensions of servicescape, namely
physical dimension, social dimension, socially-symbolic dimension and natural
dimension [2]. The physical dimension refers to the visual and measurable elements of
sensory stimuli; the social dimension refers to the influence of service personnel,
customers and their emotions in the servicescape; the socially-symbolic dimension
refers to the signs, symbols and handicrafts that have special symbolic meaning for
some groups in the servicescape; natural dimension reveals the natural stimulation
factors in servicescape that can help customers to restore health and relieve fatigue.

2.2 The Impact of Servicescape on the User Experience

Hooper found that servicescapes had an impact on users’ perception of service quality
and behavioral intention [3]. Existing research on user experience focuses on how to
use consumers’ five senses to empower products and brands, including smell, music,
design, taste and material, etc., which can enhance consumers’ comprehensive ability
to identify and experience different corporate characteristics and servicescapes.
Scholars have studied the influence of such factors as the space design, background
music, lighting, smell and product texture on user experience, and it is found that
servicescape elements will significantly affect users’ sensory experience and con-
sumption decision-making behavior.

Based on the above literature review, the dimensions of servicescape in the mobile
Internet environment and its influence on user experience can provide inspiration for
enterprises to apply servicescape strategy, and the “user experience theory” can also
provide clues to explain users’ sensory perception patterns. However, what changes
have taken place in the dimensional connotation of servicescapes in the mobile Internet
environment? How does the customer experience change in the face of servicescape
information from online and offline channels? Do technological elements such as social
media, location-based systems and mobile devices help enhance the user experience?
There is lack of empirical evidence to support and theoretical explanation.
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3 Analytical Framework

3.1 Theoretical Framework

According to the literature analysis, it can be found that servicescapes in the mobile
Internet environment need to consider the supporting factors, servicescapes dimensions
and the content of user experience. Based on the clues of users’ perception to analyze
the servicescape construction, more accurate explanation of users’ experience in the
mobile Internet environment can be made. With the emergence of cross-boundary
connectivity in a variety of industry servicescapes, it is necessary to re-establish the
model to analyze users’ experience and behavioral tendency in this context. This paper,
based on literature research, early focus interviews and case studies, and on the
“stimulus-organism – response” paradigm (S-O-R), proposes improvements to
Rosenbaum and Massiah’s (2011) servicescape model and Krishna’s (2012) sensory
marketing theory [4].

3.2 Research Propositions

In the mobile Internet environment, with the help of mobile devices, social media, big
data, sensors and positioning system technologies, the boundaries of servicescapes
have been greatly expanded, and the integration of virtual servicescapes and physical
servicescapes has taken place. The positioning of servicescapes has changed in the
entire business ecosystem. Traditional theories believe that user experience mainly
comes from the feelings, emotions and cognition triggered by the information stimu-
lation of the servicescape, and these information channels include vision, hearing,
smell, taste and touch. But the reality is that the user experience is much broader. How
to expand the connotation of servicescape dimension by scene technologies? How have
scene technologies changed the user experience? This paper explores the above
questions through a comparative study of two cases. Selected cases include Fresh
Hema and Carrefour. One is a commercial supermarket developed by Internet enter-
prises focusing on the development of virtual servicescapes, and the other is a tradi-
tional commercial supermarket that introduces virtual servicescape to improve
operation.

4 Case Comparative Study

4.1 Selection and the Basis of Research Method

This paper focuses on the changes of servicescape under the current mobile Internet
environment, and it needs to explain and summarize the servicescape construction
mode and its effect on user experience. Compared with the experimental method that
requires direct and accurate control of the event process, this paper considers that the
user’s experience of the servicescape, whether virtual or physical, is a relatively
complex process that takes place in the context of real life and is difficult to control the
relevant factors. Therefore, this paper adopts the case study method. Compared with
single-case study design, multi-case study takes up more research resources and time,
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but the conclusion derived from multiple cases is often considered more convincing, so
the whole study is often considered to be more able to withstand scrutiny. Therefore,
this paper hopes to verify the basic logic of the analysis framework through multiple
case studies, and summarize the basic rules of how servicescapes trigger user experi-
ence and response.

4.2 Case Selection and Background Research

In order to select the appropriate cases for study, consider the following criteria: First,
the case enterprise uses new technologies to deepen servicescape construction,
including virtual servicescape and physical servicescape; Second, the case enterprise
material can be collected in the published materials; Third, the servicescape of the case
enterprise is familiar to most consumers, which facilitates the description of their
sensory perception; Fourth, there are some common points between different cases in
terms of products, service categories and consumer demands. Finally, two cases were
selected, namely Fresh Hema and Carrefour. Fresh Hema is a new data and technology
driven retail platform owned by Alibaba group. Carrefour, a pioneer of hypermarkets
and the largest retailer in Europe, has been using technology to improve its service in
recent years.

Case data collection methods in this paper include: (1) data analysis of relevant case
database literature; (2) open and structured in-depth interviews; (3) direct observation
and participatory observation. The in-depth interview subjects are 158 interviewees
who are familiar with the case study and have consumption experience, aged between
18 and 65, among which 44% are male and 56% are female. Undergraduates and
postgraduates account for 22%, educators and researchers for 8%, white-collar workers
for 28% and people in other fields for 42%. Direct observation and participatory
observation were carried out in Carrefour and Fresh Hema in Shanghai to investigate
their servicescapes and the application of new technology. This paper adopts the
qualitative research to archive and sort out all kinds of data collected, including doc-
uments, pictures, interview records, video and photos, etc. The data are encoded
according to the cases and data types, so as to facilitate the subsequent case data
analysis.

5 Analysis and Discussion

5.1 The Expansion of Servicescape Dimensions Connotation

Through case comparison, it is found that the introduction of new technologies expands
the connotation of servicescape dimension. Traditional servicescape dimensions are
generally divided into physical dimension, social dimension, social-symbolic dimen-
sion and natural dimension. “Sales of physical goods” is the entire content of traditional
retail. However, in the new retail, a large number of life-related services, experiences,
scenarios, emotions, culture, health and other non-physical contents may be sold.
Therefore, this paper proposes to modify the dimension of servicescape, divide it based
on the user experience, and merge the two dimensions of “social-symbolic” and
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“natural” into “perceptional dimension”. In this way, the “physical dimension” refers to
the physical and functional aspects of the servicescape, which includes internal and
external environmental functional design, functional layout, business format combi-
nation, lighting, cleanliness, technology, environmental facilities, equipment and other
elements; “perceptional dimension” is the part of servicescape that plays a role in user
perception, including “environmental style”, “social symbol”, “spatial atmosphere”,
“sense of belonging”, “aesthetics” and other elements; “Social dimension” refers to the
part of the servicescape where users interact with others.

Physical Dimension of the Servicescape
In the mobile Internet environment, many traditional fields are integrated with
emerging information communication technologies, making users can freely switch and
connect between online platforms and offline environments, and the information flow
further across the boundaries of time and space. New technology helps consumers
comprehensively improve their functional experience in servicescapes, such as elec-
tronic price tag, blockchain product traceability, cashless self-service payment, mini
program code scanning payment, mini program online shopping, rapid logistics, etc.
The change of payment method also changes the functions in the servicescapes
accordingly. In the traditional supermarket, people have to queue to pay at the cashier
desk before using the goods outside. But now, in the supermarket, people can buy the
goods by scanning QR code with their mobile phone, so that they can immediately
enjoy it. The fresh ingredients they bought can be processed in the supermarket and
then eat. The functional layout of the servicescapes has changed a lot. The combination
of various business forms has become very free. The supermarket is not only a place to
sell commodities, but also a place for gathering, eating, working and cultural exchange.
The free switching and fusion of virtual servicescape and physical servicescape bring
users great freedom and self-realization. Users can experience and purchase goods in
the physical servicescape, and place orders in the virtual servicescape, and set the
delivery time and place, so as to save more time for experiential activities. The ser-
vicescape of Fresh Hema is the direct motivation for consumers to purchase, which
promotes the application of its application program. Carrefour also began to seek
changes in the servicescape revolution, and cooperated with Tencent to introduce new
technologies and change the user experience.

Perceptional Dimension of the Servicescape
The perceptional dimension of servicescape contains the aesthetic quality, social
symbol, somatosensory, emotion and other elements, which is the dimension to
investigate the user’s perceptual experience in the servicescape. The application of
technologies directly changes the function of the servicescape and indirectly brings
about the change of users’ perceptual experience, such as high-tech aesthetics, leisure
atmosphere, social atmosphere, fashion atmosphere in servicescape, and fluent and
quick shopping process, etc. Due to the use of new technologies, great changes have
taken place in the pattern of the supermarket, especially there is no cashier desk in the
entrance. The supermarket has become a kind of free life space, users do not have to
queue to pay, which saves a lot of energy and time, and they can sit down to have a
drink, chat with friends, or enjoy food. The high-tech and exquisite environment design
attracts more young users, who have higher requirements for quality but are not
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sensitive to price. They like to share novel experiences on social media, which pro-
motes the spread of the brand. Therefore, the design of the servicescape will try to meet
people’s desire to share, to create an artistic consumption environment and socialized
life scene. Fresh Hema appears very different with the traditional supermarket from the
beginning. It has become a place of fashion life, a kind of urban living room. Carrefour
still looks like a traditional supermarket. But in 2018, Carrefour also began to seek for
change, it proposed to take the new direction of retail, reduce the size of the super-
market, increase the proportion of experience, and expand the cyber marketing
channels.

Social Dimension of the Servicescape
The social dimension of the servicescape includes the staff and services, cultural
exchanges and other elements related to human behaviors that the servicescape pro-
vides to users. In the physical servicescape of Fresh Hema, social activities often
include cultural promotion, diet culture activities, cooking skill classes and competi-
tions. The community life in the virtual servicescape includes the food experience
sharing written and released by users, and the notices of offline activities. Users can
attract thumb up users and comments by publishing food experience in the online
community. The more likes and comments they attract, the more they can participate in
other online and offline activities of Fresh Hema, thus driving more users to join in. The
social dimension of Carrefour’s servicescape is simply reflected in the service per-
sonnel without relevant cultural support and offline activities. Its virtual servicescape is
also a simple sales platform without users’ social functions.

5.2 User Experience of Servicescapes

The introduction of scene technology has changed two aspects of user experience.
First, convenience, such as the change of payment method, which reduces the

queuing process. The integration of online, offline market and logistics gives users
great freedom. For example, in Fresh Hema, users can experience goods in the store,
place an order through the application program, and specify the delivery time and
place. Then they can have a cup of coffee, chat and eat in the store. The goods ordered
will be transported to the distribution center by the picker through the suspension chain
distribution system, and then sent to the designated place by the deliveryman. The
Internet technology is used to track users’ footprints, analyze their preferences, and
push personalized products and services to users with big data, which improves users’
consumption efficiency.

Second, the innovative format combination experience. As the virtual servicescapes
expands, the physical servicescapes have to redefine its capabilities in the value chain.
Virtual servicescapes mainly provides pure shopping function. In addition to shopping,
physical servicescapes are more like a “user experience center”, a forward position of
brand experience and promotion. Therefore, it is a general trend to make physical
servicescapes more refine, social, entertainment and experimental. Physical ser-
vicescapes innovation can update user experience, stimulate user to share, spread brand
experience, expand user flow, and enhance user stickiness. Therefore, in addition to the
application of new technologies, there will be more and more innovative combinations
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of different commercial activities, and the boundaries of user experience will continue
to expand. Through the study of the above two cases, it is found that the physical
servicescape of Fresh Hema is better connected with users. Carrefour has also started to
set up a combination with local technology enterprises to expand the virtual scene,
reconstruct the physical servicescape, reduce the size of the supermarket, improve the
business activities combination experience, and enhance the stickiness of users.
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Abstract. Enabled by advances in information and communication technolo-
gies, virtual team has been serving as an effective form to unite knowledge
workers beyond various physical and social constraints for more than one
decade. Nevertheless, some organizations recently started to question the
effectiveness of virtual team. Scholars also argued that virtual team members
remain embedded in their situated surroundings and configuration of virtual
team members situating in different workplaces would be even more compli-
cated. This study intends to solve this emerging puzzle that is not yet considered
in prior work. We draw on literatures of physical workplaces and virtual team
creativity and propose a research model to investigate the influence of work-
place configuration on virtual team creativity and the influential mechanism of
interaction balance among virtual team members. A laboratory experiment is
designed to test the proposed research model and hypotheses. We discuss the
potential theoretical contributions and practical implications in the end.

Keywords: Workplace configuration � Virtual team � Team creativity �
Team ambidexterity � Team interaction

1 Introduction

Virtual team (or geographically distributed team) has become a common practice in
modern organizations to reduce travel costs and leverage talents globally [1]. Enabled
by the proliferation of information and communication technologies (ICTs), virtual
team members could communicate and coordinate on team-based tasks even separated
geographically, temporally, and organizationally [2, 3]. In other words, virtual team
serves as an effective collaboration form leveraging knowledge workers beyond vari-
ous physical and social constraints; ICTs seems make physical workplaces irrelevant to
team member interaction as well as performance in the virtual team context [4].
Empowered by the ubiquitous computing infrastructures, virtual team members can
communication and collaborate almost anytime and anywhere (e.g., home, café, air-
ports, etc.) [5–7]. Up to 70% of the workforce globally are now working from home at
least one day a week [8].

Nevertheless, some organizations started to question the utilitarian benefits of
virtual team. For instance, Yahoo stopped the work-from-home policy in 2013 [9] and
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IBM called thousands of employees back to offices to work “shoulder to shoulder” in
2017 [10]. Scholars argued that virtual team members remain embedded in situated
surroundings when communicating with distant members through ICTs, and the situ-
ated physical workplaces possibly influence their participation in and contribution to
virtual teams [11–13]. Furthermore, individual members of virtual teams could pos-
sibly situate in different types of workplaces (e.g., office, home, hotel lobby) at the
same time. Thus, we expect there exists a configurational effect of virtual team
members’ workplace composition on virtual team performance, which is yet to call for
attention from information systems (IS) scholars [14].

Toward this end, we are particularly interested in the influence of workplace
configuration on virtual team creativity and the influential mechanism of interaction
balance among virtual team members. We design a laboratory experiment to test the
proposed research model and two hypotheses.

2 Theoretical Background

2.1 Effects of Physical Workplaces

Physical workplaces – arrangements of material objects and stimuli in the places where
employees engage in daily job performance – can have tremendous employees’ atti-
tudes, behaviors, and interaction with others [15]. The degree of physical enclosure is
one of fundamental characteristics of workplaces and helps classify two main cate-
gories of workplaces, i.e., private and public workplaces [15, 16].

Literature from environmental psychology suggests that private and public work-
places differentially influence the situated employees’ communication behaviors and
task performance. For instance, in private workplaces, employees usually experience
privacy protection, and thus demonstrate cognitive concentration and better task per-
formance [17–19]. Meanwhile, private workplaces create difficulties in communication
among employees, thereby hindering collaboration effectiveness [18]. On the contrary,
public workplaces facilitate communication and co-operation among colleagues
because of removed physical barriers and improved transparency [16]. Open square-
like workplaces especially provide visibility to each other and encourage interaction,
which contributes to employee creativity in task performance [20]. However,
employees also perceive crowdedness and noise in the public workplaces, which could
be possibly harmful to employees’ cognitive concertation and perceived privacy and
endangers their work performance [21].

Following the lines of argument, we expect that virtual team members are also
subject to the influences in their situated physical workplaces. Particularly, we are to
investigate the influence together with the influential mechanisms of workspace con-
figuration on virtual team creativity.

2.2 Team Creativity and Ambidexterity

Team creativity refers to generation of innovative and useful ideas by a group of
individuals who work interdependently [22]. As virtual team becomes a common
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practice in organization management, virtual team creativity also attracts much research
attention, though still at an early stage of theory development [1]. Prior studies
investigated virtual team creativity in terms of idea generation [23] and obtained mixed
findings when examining various physical factors that influenced virtual team cre-
ativity, e.g., technology use, team members’ knowledge diversity and geographic
dispersion [24, 25]. Therefore, some other scholars approached the phenomenon of
interest from social and cognitive processes that take place in the virtual team context
[26].

Our study follows the social and cognitive perspective on virtual team creativity
and conceives interaction among virtual team members as a process, which involves
various activities that might occur repeatedly and/or flexibly to realize specific needs or
goals of teams [26]. Furthermore, such interactive activities within teams are often
characterized by achieving contradictory needs or goals, such as exploration and
exploitation, differentiation and integration, divergence and convergence; team cre-
ativity is resulted from tensions, paradoxes, or dilemmas [27]. The concept of
ambidexterity from organizational learning literature has been extended to explain team
creativity to understand teams’ ability to manage and meet conflicting demands in
processes towards creativity [27, 28]. At the team level, ambidexterity could be
achieved through composing team members with various skills and cognitive styles to
meet conflicting needs during the collaboration processes [27]. For instance, scholars
have found that the most innovative teams included creative members, conformists, and
members who were highly attentive to details [29].

Taken together, we understand the virtual team creativity from a process per-
spective and expect that a virtual team with higher level of ambidexterity would be
more likely achieve success in team creativity.

3 Research Model and Hypotheses

3.1 Effects of Workplace Configuration on Virtual Team Creativity

According to previous studies, we expect that members of virtual team would be
influenced by their situated physical workplaces. Specifically, the private workplace
would increase virtual team member’s level of concentration to the ongoing task but
might hinder communications with the distant partners [18, 19]. On the other hand, the
public workplace would facilitate the divergent thinking and interpersonal communi-
cations [16, 20].

Furthermore, based on the theory of ambidexterity in team creativity [27], we
expect the virtual team ambidexterity could be achieved through composing members
with different cognitive styles and communication behaviors due to being situated in
different types of workplaces. Therefore, we expect that a virtual team with members in
both the private and public workplace would be more likely to success in team cre-
ativity comparing with virtual teams whose members are in same type of workplaces.
We hypothesize this as follows (see Fig. 1):

Hypothesis 1 (H1): Configuration of private and public workplace will influence
virtual team creativity, showing that virtual teams with members situate in both the
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private and public workplaces will achieve a higher level of creativity than the teams
with members all in private (or public) workplaces.

3.2 The Mediating Role of Virtual Team Interaction

From a process perspective, team creativity is an inherently social cognitive process at
the team level including various activities for achieving different even conflicting
demands [27]. In the context of virtual teams, the interaction among team members are
mainly or fully mediated through ICTs. Thus, we expect interactions among virtual
team members will mediate the effects of workplace configuration on virtual team
creativity. Based on the theory of ambidexterity in team creativity [27], we expect that
the virtual team ambidexterity would be embedded in the balance of virtual team
interactions, such as the balance of divergence and convergence. Taken together, we
hypothesize this as:

Hypothesis 2 (H2): The balance in virtual team interaction will mediate the
influence workplace configuration on virtual team creativity, showing that virtual
teams with members in both private and public workplaces will have a higher level of
interaction balance, and consequently contributes to virtual team creativity.

4 Research Design

4.1 Workplace and Configuration

As mentioned earlier, our study focuses on the differences between private and the
public workplaces, which reflects the fundamental characteristic of the level of physical
enclosure in physical environment [15, 16]. Therefore, we plan to consider the private
study room and the hotel lobby as representatives for private and public workplaces,
respectively.

We design three configuration modes of workplaces. Configuration Mode 1 refers
to the configuration model where all virtual team members locate in public workplaces
separately; in Configuration Mode 2, two team members work in public workplaces
and two others in private workplaces; in Configuration Mode 3, all team members with

Fig. 1. Research model
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in their own private workplaces. As such, we are able to examine the effects of
configuration of private and public workplace on virtual team creativity.

4.2 Experimental Task

To measure the creativity of virtual team and reflect key features in the practical virtual
team context, we will employ the digital problem-solving tasks as the experimental
task. The experimental tasks will be redesigned from a computer game named “Con-
traption Maker” that enables multiple players collaboratively solve a given puzzle,
which has been widely used in studying team collaboration and computer-mediated
communication [30].

During the experiment, four team members will share the screen of the task in real
time, which helps to monitor other members’ attentions and moves. Team members
also share the team-level goal of assembling a machine collaboratively to reach the goal
that is marked with a flag. To reach the goal, they could move and connect the machine
parts to trigger sequential events in the game.

To evaluate the creativity of each virtual team, we encourage team members pro-
duce as many as possible unique solutions within the time limit. The number of unique
solutions of the experimental task is used to measure the level of virtual team creativity.
However, only successful unique solutions will be counted for each team.

4.3 Experimental Procedure

We proposed and presented the experimental procedure in Fig. 2. Participants will be
recruited from a major public university in China. In the preparation stage, participants
will form four-person team once they arrived. Following an ice-breaking team building,
participants will be asked for launching a chat group in WeChat for communicating
during the experiment. Then, they will be orally introduced on procedures and
requirements according to the printed experiment script. In the end of preparation, the
whole team will be randomly assigned to one of the three configuration modes and each
member will be randomly assigned to one workplace as well.

Fig. 2. Proposed experimental procedure
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Participants will experience a training task in 10 min before entering the experi-
mental task for getting familiar with the game environment, followed a questionnaire
on manipulation check and control variables. The experimental task has 30 min. All
interactions during the experimental task will be recorded and exported for coding and
analyzing after the experiment. Each participant will receive a 40 RMB (about 6 USD)
gift card of a local grocery store as reward.

4.4 Measures

Manipulation Check. We will use one item as the manipulation check to evaluate
participants’ perception of the situated workplace: “How do you think about the degree
of openness of your situated workplace? [1 Very Private—7 Very Public]”.

Virtual Team Creativity. Virtual team creativity will be measured with the number of
unique successful solutions of the experimental task of each team.

Coding Scheme for Team Interactions. We will employ the scheme in [31] as the
initial coding scheme for virtual team interactions in the experimental task, which
concerned both divergence and convergence (see Table 1). The final scheme will be
revised and established based on the real records. The balance in team interactions will
be measure with the commonly used Blau’s index [32].

Control Variables. We will control several team-level variables that might impact
virtual team creativity, including average ages, gender diversity, educational back-
ground diversity and average prior experience of computer game.

5 Implication and Future Research Plan

This study aims to contribute to two literature streams: virtual team and team creativity.
First, we intend to enrich the understanding on the situated nature of virtual teams
through examining the effects of configurating physical workplaces at the team level.
While previous studies mentioned this perspective, empirical evidences are still nas-
cent. Second, we intend to contribute to the knowledge on virtual team ambidexterity
through configurating different types of workplaces in the virtual team context and

Table 1. Initial coding scheme for team interactions

Category Description Example

Divergence Task Instruction or task request “Choose the part then move it.”
Information discovery statement “I have a new idea.”

Convergence Acknowledgements “Got it.”
Corrections or clarifications “The ball should be put on the top.”
Confirmations of activity “OK, I’m done with this.”
Task questions “Which one should I use?”
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investigating features of virtual team interactions. We expect our results will provide
valuable implications for managers effectively allocate resources in situating individual
team members to different workplaces when composing and motivating virtual teams.

Our future research will investigate the dynamisms embedded in virtual team
interactions and reveal the underlying mechanisms transmitting the influences of
workplace configuration on team creativity. The experiment we proposed here will be
further improved and conducted for data collection.

References

1. Gilson, L.L., Maynard, M.T., Jones Young, N.C., Vartiainen, M., Hakonen, M.: Virtual
teams research: 10 years, 10 themes, and 10 opportunities. J. Manag. 41(5), 1313–1337
(2015)

2. O’Leary, M.B., Cummings, J.N.: The spatial, temporal, and configurational characteristics of
geographic dispersion in teams. MIS Q. 31, 433–452 (2007)

3. Dubé, L., Robey, D.: Surviving the paradoxes of virtual teamwork. Inf. Syst. J. 19(1), 3–30
(2009)

4. Giddens, A.: NowHere: Space, Time, and Modernity. University of California Press,
Berkeley (1994)

5. Felstead, A., Jewson, N., Walters, S.: The shifting locations of work: new statistical evidence
on the spaces and places of employment. Work Employ Soc. 19(2), 415–431 (2005)

6. Hislop, D., Axtell, C.: Mobile phones during work and non-work time: a case study of
mobile, non-managerial workers. Inf. Organ. 21(1), 41–56 (2011)

7. Jarrahi, M.H., Nelson, S.B., Thomson, L.: Personal artifact ecologies in the context of
mobile knowledge workers. Comput. Hum. Behav. 75, 469–483 (2017)

8. Browne, R.: 70% of people globally work remotely at least once a week, study says, CNBC,
30 May 2018. https://www.cnbc.com/2018/05/30/70-percent-of-people-globally-work-
remotely-at-least-once-a-week-iwg-study.html. Accessed 02 Mar 2019

9. Tkaczyk, C.: Marissa Mayer breaks her silence on Yahoo’s telecommuting policy, Fortune,
19 April 2013. http://fortune.com/2013/04/19/marissa-mayer-breaks-her-silence-on-
yahoostelecommuting-policy/. Accessed 02 Mar 2019

10. Kessler, S.: IBM, remote-work pioneer, is calling thousands of employees back to the office,
Quartz, 21 March 2017. https://qz.com/924167/ibm-remote-work-pioneer-is-calling-
thousands-ofemployees-back-to-the-office/. Accessed 02 Mar 2019

11. Cramton, C.D., Hinds, P.J.: Subgroup dynamics in internationally distributed teams:
Ethnocentrism or cross-national learning? Res. Organ. Behav. 26, 231–263 (2004)

12. Rennecker, J.A.: The situated nature of virtual teamwork: understanding the constitutive role
of place in the enactment of virtual work configuration. Syst. Organ. 2(3), 115–139 (2002).
Sprouts: Working Papers on Information Environments

13. Sarker, S., Sahay, S.: Implications of space and time for distributed work: an interpretive
study of US–Norwegian systems development teams. Eur. J. Inf. Syst. 13(1), 3–20 (2004)

14. Yao, X., Li, X., Zhang, C., Ling, H.: Fueling virtual teams with creativity through
composition of private and public workspaces. In: 38th International Conference on
Information Systems, Seoul (2017)

15. Elsbach, K.D., Pratt, M.G.: 4 the physical environment in organizations. Acad. Manag. Ann.
1(1), 181–224 (2007)

16. De Been, I., Beijer, M.: The influence of office type on satisfaction and perceived
productivity support. J. Facil. Manag. 12(2), 142–157 (2014)

An Experiment of the Impacts of Workplace Configuration 159

https://www.cnbc.com/2018/05/30/70-percent-of-people-globally-work-remotely-at-least-once-a-week-iwg-study.html
https://www.cnbc.com/2018/05/30/70-percent-of-people-globally-work-remotely-at-least-once-a-week-iwg-study.html
http://fortune.com/2013/04/19/marissa-mayer-breaks-her-silence-on-yahoostelecommuting-policy/
http://fortune.com/2013/04/19/marissa-mayer-breaks-her-silence-on-yahoostelecommuting-policy/
https://qz.com/924167/ibm-remote-work-pioneer-is-calling-thousands-ofemployees-back-to-the-office/
https://qz.com/924167/ibm-remote-work-pioneer-is-calling-thousands-ofemployees-back-to-the-office/


17. Brennan, A., Chugh, J.S., Kline, T.: Traditional versus open office design: a longitudinal
field study. Environ. Behav. 34(3), 279–299 (2002)

18. Heerwagen, J.H., Kampschroer, K., Powell, K.M., Loftness, V.: Collaborative knowledge
work environments. Build. Res. Inf. 32(6), 510–528 (2004)

19. Bloom, N., Liang, J., Roberts, J., Ying, Z.J.: Does working from home work? Evidence from
a Chinese experiment. Q. J. Econ. 130(1), 165–218 (2014)

20. McCoy, J.M., Evans, G.W.: The potential role of the physical environment in fostering
creativity. Creativity Res. J. 14(3–4), 409–426 (2002)

21. May, D.R., Oldham, G.R., Rathert, C.: Employee affective and behavioral reactions to the
spatial density of physical work environments. Hum. Resour. Manag. 44(1), 21–33 (2005)

22. Shalley, C.E., Gilson, L.L., Blum, T.C.: Matching creativity requirements and the work
environment: effects on satisfaction and intentions to leave. Acad. Manag. J. 43(2), 215–223
(2000)

23. Alnuaimi, O.A., Robert, L.P., Maruping, L.M.: Team size, dispersion, and social loafing in
technology-supported teams: a perspective on the theory of moral disengagement. J. Manag.
Inf. Syst. 27(1), 203–230 (2010)

24. Gibson, C.B., Gibbs, J.L.: Unpacking the concept of virtuality: the effects of geographic
dispersion, electronic dependence, dynamic structure, and national diversity on team
innovation. Adm. Sci. Q. 51(3), 451–495 (2006)

25. Tzabbar, D., Vestal, A.: Bridging the social chasm in geographically distributed R&D teams:
the moderating effects of relational strength and status asymmetry on the novelty of team
innovation. Organ. Sci. 26(3), 811–829 (2015)

26. Perry-Smith, J.E., Mannucci, P.V.: From creativity to innovation: the social network drivers
of the four phases of the idea journey. Acad. Manag. Rev. 42(1), 53–79 (2017)

27. Bledow, R., Frese, M., Anderson, N., Erez, M., Farr, J.: A dialectic perspective on
innovation: conflicting demands, multiple pathways, and ambidexterity. Ind. Organ.
Psychol. 2(3), 305–337 (2009)

28. Gupta, A.K., Smith, K.G., Shalley, C.E.: The interplay between exploration and exploitation.
Acad. Manag. J. 49(4), 693–706 (2006)

29. Miron-Spector, E., Erez, M., Naveh, E.: Team composition and innovation: the importance
of conformists and attentive-to-detail members. Acad. Manag. J. 54(4), 740–760 (2011)

30. Katz, A., Te’eni, D.: The contingent impact of contextualization on computer-mediated
collaboration. Organ. Sci. 18(2), 261–279 (2007)

31. Espinosa, J.A., Nan, N., Carmel, E.: Temporal distance, communication patterns, and task
performance in teams. J. Manag. Inf. Syst. 32(1), 151–191 (2015)

32. Blau, P.M.: Inequality and Heterogeneity: A Primitive Theory of Social Structure. Free
Press, New York (1977)

160 X. Yao et al.



Study on the Effect of App Reverse Cycle
Propagation Under Multi-screen Propagation

Yuhui Zhang, Zhengqing Jiang(&), and Rongrong Fu

East China University of Science and Technology, Shanghai, China
y51180012@mail.ecust.edu.cn,

jiangzhengqing@ecust.edu.cn, muxin789@126.com

Abstract. According to the definition of thermodynamics, the transfer of heat
source from a cryogenic body to a high-temperature body is called reverse
circulation phenomenon. In the field of communication, App, as a representative
of the flourishing new media, carries out advertising communication through the
declining traditional media represented by TV media, which is also seen as a
“reverse cycle” of communication phenomenon. In the era of multi-screen
communication, the audience’s attention is distracted, and the effect of App’s
advertising communication through TV media needs to be evaluated. Based on
the situation of multi-screen communication and taking Chinese variety shows
as an example, this paper explores the factors affecting the propagation effect of
App’s “reverse cycle”. The corrcoef function in MATLAB is used to test the
reliability and validity of variables, and then the hypothesis is verified by
structural equation model. Finally, the key indicators affecting the communi-
cation effect are obtained.

Keywords: Multi-screen communication � APP � Reverse cycle �
TV communication

1 Introduction

In thermodynamics, the phenomenon of reverse circulation of heat source from low
temperature object to high temperature object is also reflected in the field of propa-
gation. We regard the traditional media represented by TV as the low temperature
object in the process of communication, and the new media platform represented by
APP as the high temperature object in the process of communication.

With the development of mobile Internet, the new media platform represented by
App has gradually become the main force of advertising communication with its strong
communication situation. At the same time, the App market is fiercely competitive, the
cost of online promotion is increasing, and the development of a certain level of App
requires new channels of communication to gain more users and traffic. Therefore,
Internet companies will turn their attention to the stable TV media to increase the
App. The exposure. Therefore, we regard the advertisement of the new media repre-
senting “high temperature objects” to the TV media representing “low temperature
objects” as a kind of “reverse cycle” phenomenon of communication.
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In the era of multi-screen communication, audiences can learn more about TV
program information and participate in interaction through various media, such as
mobile phones and computers. They also miss out on advertising information because
of other media. Therefore, the effect of App’s advertising through TV programs is
worth exploring. This paper mainly makes the following contributions: 1. Investigate
the audience’s information on the spread of App on TV media. 2. Select the influencing
factors of the effect of App on TV media, and finally establish the impact indicators that
affect the effectiveness of App in TV media.

2 Preparation of Your Paper

“Reverse circulation” is a concept in thermodynamics. Thermal cycles are usually
divided into forward and reverse cycles according to the direction and effect of the
cycles. Unlike the positive cycle of transforming heat energy into mechanical energy,
which enables the outside world to get work, the reverse cycle refers to the cycle of
heat from low-temperature heat source to high-temperature heat source [1].

The research of “multi-screen communication” originated from the “three networks
convergence” in 2013, that is, the telecommunication network, radio and television
network and the Internet through technological transformation to achieve resource
sharing and mutual compatibility, and gradually integrated into a unified information
and communication network. Jay and David Heltz mentioned that the way we watch TV
has changed dramatically over the past decade. People check their e-mails, discuss the
latest events from reality shows on social media, browse the Web and find actors they
know on TV. Interaction designs that fail to take this into account may distract viewers
from TV programs and reduce their memory of what they see [2]. In the environment of
multi-screen communication, the changes of media relations and user identity have
played a profound role in the communication effect. The evaluation of the communi-
cation effect is no longer a unilateral evaluation of TV ratings, but also a multi-faceted
consideration from the psychological dimension of the network platform and users.

On the research of advertising communication effect, Guo Qingguang mentioned
the influence of opinion leaders on communication effect in his Communication
Course: opinion leaders, as the relay and filter link of media information and influence,
have an important impact on mass communication [3]. In his book Media and Society -
A Critical Perspective, Graham Burton of Britain puts forward that the debate on the
relationship between advertising and media mainly focuses on the television media. He
believes that because the Internet can better target individual audiences, the cost of
online advertising is actually more expensive than television advertising [4].

3 The Influencing Factors Framework of App’s “Reverse
Cycle” Communication Effect

The framework consists of three parts: extracting the factors affecting the communi-
cation effect of App in TV media, establishing the factors evaluating the communication
effect of App in TV media, and establishing the framework of “reverse circulation”
communication effect of App.
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Extraction of Factors Affecting the Effect of App’s Communication in TV Media
The author divides the influencing factors into four dimensions: communication

platform, communication brand, communication mode and communication audience.

• Communication Platform: The nature of communication platform. The audi-
ence regard their favorite media platform as a trustworthy brand, and the commu-
nication platform itself assumes the role of a trust endorsement of program
advertising implantation brand.

• Communication brand: Product category, product category may affect the
advertising communication effect, and has a high degree of correlation with the
audience’s acceptance. Earlier evaluation of products by audiences. Some
scholars believe that the audience’s memories and perceptions of unfamiliar
products or brands will increase significantly after watching advertisements; more
scholars believe that familiar brands will lead to higher recall rate, more positive
advertising attitude and stronger willingness to buy.

• Communication Mode: The saliency of brand information. There are many
definitions of advertising saliency. This paper uses Gupta’s definition. Saliency is
the size of brand information appearing in movies or games, the central degree
appearing in the screen, the duration, etc. [5]. Generally speaking, the more
prominent the advertising information is, the better its dissemination effect will be;
however, over-prominent placement will reduce the audience’s evaluation of the
brand or product. Consistency between Brand Information and Program Con-
tent. The result of Homer’s research shows that the significant implanted brand may
make consumers disgust and discomfort because of its obvious implantation
intention, rigid form and disturbance of the plot, and then lead to consumers’
negative attitudes [6]. Star effect. Star effect has a strengthening effect on the
dissemination of advertising information in TV programs, especially when stars and
endorsement brands show high-frequency interactive behavior. Implantation
mode. Double coding theory holds that information is input into human brain
through both language and visual channels at the same time, and memory is rela-
tively easy; App can get better transmission effect through the dual implantation of
sound and vision in the program. Targeting information. In the face of the serious
distraction of the audience’s attention from multiple screens, the advertising
information must be designed with pertinence in order to attract the audience’s
attention.

• Communicate audience: Demographic characteristics. The degree of input of the
audience, advertising psychology believes that the audience will play a significant
role in the collection of information and the ability to process information in a
strong investment state, which will have a direct impact on the effectiveness of
advertising and the purchase behavior of the audience. Consumer innovation. A
large number of studies confirm that consumer innovation has a significant impact
on advertising effectiveness, and consumer innovation plays an active role in
advertising cognition and behavior.
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Establish Factors That Assess the Effectiveness of App in TV Media

• Ad impression: The first impression of the audience on the ad largely determines the
degree of love for the app, which in turn generates the impulse to buy.

• Brand Emotion: The audience’s affection for the app affects whether the audience
believes that the app is consistent with its own positioning, thus affecting consumer
behavior.

• App download rate and retention rate: The download amount of the app after the
program is broadcasted directly reflects the effect of the advertisement.

Establish an App “Reverse Loop” Propagation Effect Framework
As shown in Fig. 1, according to the 11 hypothetical indicators of influencing factors
and three indicators of evaluating communication effect, the author establishes the
framework of App’s “reverse circulation” communication effect from the four
dimensions of media, brand, mode and audience.

4 Empirical Analysis on the Influencing Factors of App’s
“Reverse Cycle” Communication Effect

This paper takes Fast Hand App and Pingduo App as examples to empirically analyze
the influencing factors of App’s communication effect in TV media. The author con-
ducted a questionnaire survey on the effect of fast-hand App’s dissemination in the
program and a questionnaire survey on Pindo App’s dissemination in the program of
“Running Bar” and the audience of “Extreme Challenge” respectively. 200 valid
questionnaires were collected, and the data processing results were as follows:

4.1 Reliability and Validity Analysis of Sample Data

A. Reliability Analysis
Using matlab to make regression line analysis, the specific treatment methods (taking
the nature of the communication platform as an example): the grade is 1–7, then the
contribution of the score from 1–7 to the problem is –0.99, –0.66, –0.33, 0.33, 0.66 and

Fig. 1. The influencing factors of App’s “Reverse Cycle” communication effect (Source: LNCS
5412, p. 323)
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0.99, respectively. For the nature of the communication platform, the number of –0.99
is 2, –0.66 is 0, –0.33 is 5, 0 is 44, 0.33 is 51, 0.66 is 35, 0.99 is 63. Using corrcoef
function in matlab, the code is as follows:

X ¼ �0:99;�0:66; 0:33; 0; 0:33; 0:66; 0:99½ �;
Y ¼ 0:0116; 0; 0:0232; 0:2209; 0:2558; 0:1744; 0:3139½ �;
Z ¼ corrcoefðX;YÞ;
Cout � Z;

If Z = 0.5748 is found, then the probability that this problem will be recognized in
the population is 0.5748. Similarly, several other influencing factors can be dealt with.

For the data processing of advertising communication effect, all scores are posi-
tively correlated, and the impact index of advertising impression is significantly higher
than other problems (Data results are shown in Table 1).

B. Validity Analysis
By analyzing the validity of the questionnaire to determine whether the questionnaire is
an effective questionnaire. The data obtained after the KMO and Bartlett test on the
questionnaire are shown in Table 2.

It can be seen that the value of KMO is 0.876 > 0.700; the value of Barlett’s
spherical test is sig = 0.03 < 0.05, which shows that there is a good correlation
between variables, so the data can be used for factor analysis.

4.2 Factor Analysis Affecting the Effect of App in TV Programs

In the question setting of the questionnaire, questions 1 to 5 are descriptive statistics,
questions 6 to 19 are independent variable factors, and questions 20 to 26 are
dependent variable factors.

Table 1. The influencing index of the factors of app communication effectiveness.

Influence factor Index

Advertising impression 0.529
Brand emotion 0.4573
App download and retention 0.3425

Table 2. Sample data KMO and Barlett test results

Kaiser-Meyer-Olkin measure of sampling sufficiency 0.876
Barlett sphericity test Estimated Chi-square distribution 10892.78

df 987
Sig. 0.03
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A. Independent Factor Analysis
When the eigenvalue of the independent variable is greater than one, the independent
variable can be selected as the primary independent variable. The following Table 3 is
the initial eigenvalues and accumulations of the individual independent variable factors
after the spss analysis, and the extracted square sums are accumulated.

It can be seen from the processed data that the problem XI, the question 12, the
question fifteen, and the question 17 are the highest among all the questions, so these
questions can be taken as the main independent variables.

B. Dependent Variable Factor Analysis
In the experiment, the factors that are the dependent variables are: Question 20,
Question 21, Question 23, Question 24, Question 25, and Question 26. The corre-
sponding variables are: I can recall the main content of the Quick App. The adver-
tisement of the Quick App in the program makes me use the impulse. I am very
impressed with the slogan of the Quick App. I think the Quick Hand is an app that
records life and expresses itself. After watching the advertisement, I will download the
Quick App, and after the program is broadcast, I use/keep the Quick App for more than
a week, and after the program is broadcast, I use/reserve the Quick App for more than
one month. The data processing method is the same as above.

It can be seen from the Table 4 that the variances generated by Question 23 to
Question 26 are large, so they can be classified into two categories for processing:

• Stimulating people’s desire to download immediately after watching the show, but
not actually downloading to bring economic effects;

• People will actually download and use the app after watching the show, which will
bring real economic effects (flow contribution).

Table 3. Independent variable extraction square sum

Question number Total Percentage of variance Percentage of accumulation

question 11 9.5655 8.038 8.038
question 12 20.7892 17.47 25.508
question 15 14.9641 12.575 38.083
question 17 22.1548 18.617 56.7

Table 4. Dependent variable extraction square sum

Question number Total Percentage of variance Percentage of accumulation

question 23 1.0897 2.362 2.362
question 24 4.0754 8.834 11.196
question 25 11.7318 25.429 36.625
question 26 29.2379 63.375 100
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4.3 Structural Equation Analysis Affecting the Effect of App in TV
Programs

In order to better determine whether the variable will have a causal relationship, we use
the structural equation model for confirmatory factor analysis. We use the SEM model
for processing (Table 5).

Further analysis of the SEM model to find the standardized path coefficients under
the influence of various factors, as shown in the following Table 6:

In the same way, the data processing of the factors affecting the effect of the iPad on
the TV media is as follows (Table 7):

Since the value of the normalized path coefficient is greater than 0.08, a significant
correlation will be exhibited. From the above two tables, the impact of the two online
aspects of question 12 (significant degree of brand information) and question 15 (ad-
justment of advertisement and program) will stimulate the audience’s desire to

Table 5. Initial model fitting indicator table

Index Chi-
square

Df Chi-
square/df

CFI NFI IFI TLI RMSEA

Model fit
criteria

1827.7 223 5.082 � 5 0.9023 > 0.9 0.876 > 0.8 0.815 > 0.8 0.819 > 0.8 0.0716 < 0.08

Table 6. Standardized path coefficients of SEM model fast hand APP

Table 7. Standardized path coefficients of SEM model fight more APP
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download. In addition, the indicator star effect It has a certain effect on the audience’s
desire to download a lot of apps; the impact of the three lines of question 11 (product
type), question 17 (audience evaluation of products beforehand), and question 19
(consumer innovation). The actual download behavior of the audience has an impact.

5 Conclusion

In this work, we studied the issue of App’s advertising on TV media in the context of
multi-screen communication. With the advent of the multi-screen era, the form and
communication pattern of the media have undergone major and profound changes. By
screening and extracting the influencing factors of communication effects, this paper
finally establishes the key indicators that affect the effect of App “reverse cycle”. The
study believes that after viewing the advertisements in the variety shows, the audience
has a great effect on the instant download impulse of the App and the download amount
in a short period of time, which provides acceptable results for evaluating the effect of
the App on the TV media. As people gradually become accustomed to accepting
information dissemination in a multi-screen situation, it is necessary to establish an
evaluation system for the effect of App on TV media, which provides a reference for
decision makers to make more effective information dissemination decisions.
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Abstract. This article presents a project that arose from the need to design
applications with natural interactions for professionals in the field of education,
who have long working days and who mix personal and social activities together
with professional activities. The project is based on the Design Process Model
for Health Applications: Integrating Contexts and Adding Abilities (ICAH, in
Portuguese), developed to guide and support the work of application developers
for health professionals who care for patients in need of long-term care [1–3]. Its
objective is to validate the guidelines of integration of contexts proposed in the
ICAH Model applied to education professionals. To fulfill the proposed
objective, the ICAH Model was used for the definition and collection of
requirements for an application of communication and dissemination of infor-
mation in the educational environment. The application was developed from
research and observations of professionals who worked in a professional edu-
cation institution during the year 2018. The application provides the disclosure
of information related to extracurricular events and activities and official com-
munications that are part of the Institution. The observations and feedbacks
collected by the application gave us indications that the application was effec-
tively adopted by education professionals. The content of the information that
had favorable feedback was, in its majority, information that added extracur-
ricular contents and social events of the Institution, evidencing the mix of
contexts in the educational environment.

1 Introduction

1.1 Contextualization

The current situation reflects that the work environment of education professionals, as
well as all those professionals who deal with constant and long-term care, is conducive
to the construction of a new identity and reference for these professionals, who
incorporate their personal and social activities to professional activities and build
cooperative relationships with their peers beyond the professional environment. To
incorporate technological resources that are naturally inserted in the workflow of these
professionals, without being obstacles in their routines, but that support them in the
performance of their tasks, a model of design process and a set of guidelines has been
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developed, supporting the development of systems and applications for these profes-
sionals. The ICAH Design Process Model was developed during the works [1–5] and
was used as a reference in this project.

The development of this project arose from the need to design applications with
natural interactions for professionals in the field of education who have long working
days and who mix personal and social activities with professional activities. The natural
interactions, in this project, are defined as the way in which the user exchanges
information with applications and technological resources in an instinctive and trans-
parent way, without worrying about the peculiarities of the application or manipulated
technological resource [2, 4].

What is intended is that the development of these applications allows a result that
integrates the different contexts in which these professionals are: professional, personal
and social, considering their abilities through the experience of using technological
resources and the exchange of experiences among them. Knowing the complexity that
is expected to be found in a person and their actions in the real environment, the
existing typical design models and approaches that are based on the standard user idea
(or medium), such as those discussed in [6, 7, 12], aren’t specifically indicated for the
understanding of human interaction, although they serve the purpose of generating and
setting conventions – it’s always necessary to refine, search or create new models and
approaches [8]. In addition, the use of personal technological resources, such as mobile
devices, in the professional environment allows the experience of using these resources
to be used to stimulate the abilities of the professional and promote personal, social and
professional integration in the work environment, incorporating the concepts of Bring
Your Own Device (BYOD) defined and presented in [10, 11, 13] and Bring Your Own
Application (BYOA), defined and presented in [9] to that project.

To fulfill the proposed objectives, the ICAH Model was used for the definition and
development of an application of communication and dissemination of information in
the educational environment. The application was developed from research and
observations of professionals who acted in a professional education institution, during
the year 2018. The application provides the disclosure of information related to events,
extracurricular activities and official communications that are part of the Institution.
The information is disseminated by education professionals, through displays installed
in areas of coexistence of the Institution, as well as a totem that was strategically
positioned so that officials and students can comment on the importance and usefulness
of the information disclosed. The opinions collected served as feedback for profes-
sionals to analyze the importance and necessity of the information available on the
displays and could refine the type of information disclosed.

The observations made, information data and feedbacks collected by the applica-
tion gave us indications that the application was effectively adopted by education
professionals. The content of the information that received favorable feedback was, in
its majority, information that added extracurricular contents and social events of the
Institution, evidencing the mix of contexts in the educational environment. The sug-
gestions collected with education professionals showed us that in order to improve and
expand the application’s functionalities, such as future work, it’s interesting to promote
access to the application also by mobile devices.

172 J. C. Abib et al.



1.2 Objective

The objective of this project is to validate a set of guidelines applied to ICAH that
guides and supports the work of application developers with natural interaction for
professionals in the field of education.

It’s believed that applying these guidelines during the process of developing
applications for the education professional will support the lifestyle of this professional
in the constant and long-term care of students, facilitating the management and inte-
gration of professional, social and personal contexts for that professional. As the focus
of this research is on the process of designing applications with natural interaction, both
interaction designers and developers (designers and systems analysts) benefit from the
validation of guidelines for the integration of contexts, so they’re treated in this job, as
designers or application developers.

The specific objectives are:

• Understand how education professionals use their own technological resources for
professional activities;

• Know the abilities of education professionals in the use of technological resources;
• Understand how is the dynamics of communication and information exchange

between a group of education professionals;
• Apply the ICAH design process model in the creation of evolutionary prototypes for

education professionals, following the guidelines of integration of contexts that
guide the application of the model;

• Evaluate, with a case study, the use of evolutionary prototypes by education
professionals.

2 Development

This project was developed in two steps: the lifting of the requirements, according to
ICAH Model and the elaboration, execution and analysis of the results of the Case
Study, which included the development of the application.

2.1 First Step - Requirements Survey

Based on the understanding of the ICAH Model and the guidelines proposed in the
model, the requirements for the development of a prototype to aid the communication
and dissemination of information in a teaching institution were raised.

The guidelines proposed in the model are divided into two domains: the context
integration domain and the skill addition domain. The two areas present common
objectives to facilitate the appropriation of the artifact to be developed: to the extent
that the integration of contexts occurs, users become aware of the use of technologies
and applications in different contexts, in addition to the effective adoption of these
technologies and applications; and the extension of the use of these technologies and
applications favors the exchange of experiences and expands the abilities of the users
involved in the design process. In this project the guidelines of the Domain of Context
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Integration were used, which emphasize the actions to be executed during the design
process, actions that guide the designers on what aspects, related to the different
contexts of the user, should be considered. The actions taken in this project are
described below.

(A1) Make clear the purpose of the design process. Before initiating the first session
of the interaction design process, a conversation with the user group was promoted
to explain what and how the design process and its activities would be carried out.
(A2) Promote a quick socialization before the design sessions (ice breaking). The
design sessions began with a socialization activity and each participant was
encouraged to present what they expected to happen at the end of the session.
(A3) Identify what electronic communication services are used. Technological
resources were identified that were used for communications at work and outside of
work, as well as the types of messages, annotations, information and reminders that
users share with each other.
(A4) Promote short intervals during the design sessions. The small intervals were
made during almost all the design sessions and the developers took advantage of
these moments to observe the behavior of the users and how the interaction was
between them.
(A5) Promote design for appropriation. It was important the active participation of
the users, which allowed to elaborate a flexible and easy to use design, favoring the
appropriation of technological resources.
(A6) Observe and promote the integration between users, in the professional context
and outside of it.
(A7) Identify the lead user. The education professionals who directed the valida-
tions during the development of the solution were identified and encouraged the use
of the innovations adopted.

The presented guidelines monitor the clearer development model activities and facil-
itate the work of developers and designers during the application development process.

2.2 Case Study

During the studies of the ICAH Model and the collection of requirements - based on the
model, we found the need to develop a system for the dissemination of information and
news in a public way on the campus of Araraquara, the Municipal Chamber of São
Paulo, Brazil.

This observation guided the development of the COMMUNIQUE-SE system, a
responsive WEB system. The system, as well as its characteristics and form of use, is
presented below.

COMUNIQUE-SE System
The system developed aims to manage and organize information transmitted to the
community of the Institution in its public displays. Today, the Institution has two
displays for the dissemination of information and news and the content disclosed is not
managed or controlled in an automated way. In addition, the system has a feedback
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functionality: for some selected information and news, community members can leave
their opinion about the disclosure, choosing if what is being disclosed is useful or not.

To access the system and make available an information or news, the user, who in
that first moment is the director of the institution, needs to make the access validation,
through previously registered login and password.

After logging in, the list of registered releases is displayed and can be managed. In
a menu you can access all the features of the system. On this system screen, in addition
to the list of registered announcements, it’s also possible to view, edit or delete a
specific communication, with text and image (Fig. 1). It’s interesting to note that the
announcements are presented on the display screen of the displays during the period in
which they’re valid - with dates of initial and final display.

In the presentation of the statement, the information or the news is shown and, if
it’s a communication of feedback, a range of evaluation on the usefulness of the
information or the news (Fig. 2).

Fig. 1. Communication inclusion

Fig. 2. Communication and evaluation range
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When the statement presents the range of feedback, the members of the community
of the Institution can register their opinion and for each opinion, the images of the
evaluation range are filled, showing the number of opinions received, in terms of
percentage. The collection of opinions is done on a totem with monitor and keyboard
for the election (Fig. 3).

The GALLERY functionality allows to insert a set of images to appear in the
displays in the form of an image carousel when there is no active communication, that
is, when no information or news is in the viewing period, so the selected images are
displayed in the galleries. You can create several image galleries and select which ones
will be active and ready to be displayed. You can also remove and change a gallery at
any time.

3 Discussion and Conclusion

As a final result for this research project, context integration guidelines were validated
for the development of applications aimed at education professionals and application
developers can use these guidelines as support during the development of applications,
facilitating the definition and creation of applications. The validation occurred with the
use of the guidelines for the definition and development of the interaction design used
in the case study. And the identification of the problems and needs of the users
interviewed and participants of the activities proposed in the ICAS Model gave indi-
cations of the needs to be addressed in the system developed.

The results obtained, according to the specific objectives were:

– Understanding how education professionals use their own technological resources
for professional activities and their abilities in the use of technological resources
was achieved through interviews, observations and questionnaires with these pro-
fessionals. In addition, we analyzed how communication happens between educa-
tion professionals, between professionals and students and with the management, in
general.

Fig. 3. Opinion collection totem
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– Application of the ICAS Model during all the work, in the surveys and interviews,
with observation techniques and following the guidelines defined in the model.
Thus, it was also possible to define and understand the needs and problems that
these professionals reported.

– Validation of the model, as education professionals approved the iterative and
evolutionary prototypes that were developed.

– Preparation of a case study, providing the creation of the COMMUNIQUE-SE
system, which may be adopted by the educational institution to disseminate
information and news. Also, as the COMUNIQUE-SE system has a feedback
functionality, it will allow to analyze and evaluate the usefulness of the information
and news disclosed.

Thus, as this project had the development of a system for education professionals, the
system can be widely used by the institution’s staff to disseminate news and infor-
mation and obtain a feedback related to the news and information disclosed.
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Abstract. From the phone alarm that wakes us up to the social media appli-
cations that keep us connected to people around the world, technology became
an integral part of our daily life. Recently, communities have realized that
coding is an essential skill that everybody should acquire regardless of their age
and specialty. Investing in young generations has a profound effect on building
communities and their digital capabilities. Coding gives children huge com-
petitive advantages that improve logical thinking, problem solving and
encourage creativity. Given the lack of high quality educational programming
resources for children especially in Arabic, this could be a challenging process.
Labenah is an Arabic edutainment application that provides children with an

interactive environment to learn coding principles. It adopts block-programming
where visual blocks are built together to control objects and create scenarios.
Among all other existing applications, Labenah considers gamification and other
important concepts that motivate children to practice important skills through an
enjoyable journey between learning and playing. Children can create their own
media-rich projects and undertake multi-level challenges to practice important
programming concepts. Attracting such a young age requires extensive valida-
tion and user involvement; therefore the team adopted User-Centered Design
(UCD) development model where potential users and stakeholders are actively
engaged during each phase of the development. We discuss the participatory
design approach that we followed while developing Labenah and how it affected
the outcomes. Children, parents, and teachers were involved through semi-
structured interview and observation sessions and surveys. Design considera-
tions to be taken into account while designing for children are also discussed.

Keywords: Block-programming � Children � Edutainment �
User-centered design

1 Introduction

For a long time, programming was limited to certain groups of people in technical
fields but nowadays, programming became an essential skill that everybody should
learn and acquire regardless of their age. Living in a fast pace world where technology
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is taking the lead, individuals will be more involved in creating these technologies in
different levels. However, research studies have shown that the effect of learning how
to program goes beyond that in making individuals better thinkers and communicators
[1]. It improves logical thinking, critical thinking, and problem solving, [2, 3].

Many researchers have agreed that learning how to code in a young age is espe-
cially important to the child’s development process and therefore, integrating pro-
gramming throughout all educational levels since early ages is valuable and fruitful. It
boosts the child’s creativity as it allows him/her to think differently and outside the box
[4]. Coding may also involve working within a team in a collaborative environment,
which will create a positive impact on the child’s communication skills and work
ethics. According to Wesley (2006), “Students who participate in collaborative learning
and educational activities outside the classroom and who interact more with faculty
members get better grades, are more satisfied with their education, and are more likely
to remain in college” [5]. Additionally, a study on a primary school in UK has con-
cluded that communication skills and self-confidence were notably enhanced by the
process of planning, designing, creating, and fixing of computer applications [6].

As mentioned earlier, programming used to be considered as a separate job by itself
and for a long time, it was limited to technology specialists and a small group of
people. As a result, not enough effort was dedicated to simplify programming. Instead,
learning that skill was a purely technical process that requires a strong background in
math and logic besides the ability to understand the symbolic structure of the program.
Based on that, we came up with Labenah which is an Arabic block-based interactive
programming environment for children to help them learn and practice basic pro-
gramming concepts through a journey of learning and playing.

This paper discusses Labenah application and the adopted participatory design
approach that we followed. It is organized as follows: the first section discusses block
programming and some of the previous work while the second section describes an
exploratory design approach that has been adopted while developing the application
and the evaluation process.

2 Related Work

2.1 Block Programming

As learning technologies and online platforms evolved, programming material became
accessible to wider range of people and more non-tech individuals got engaged in
programming activities. However, taking into consideration the importance of learning
programming from a young age, text-based programming might not be the perfect start
for young children. Just like math and science, children need first to know and exercise
the main concepts behind programming before knowing how exactly the commands
should be written in a symbolic way [7]. Therefore and with the rapid rise and
increasing interest in teaching and learning programming in an early age, researchers
and decision makers have been studying the most effective ways to understand pro-
gramming and how it is learned especially for children. What is the proper age to start
learning how to program, what cognitive skills are essential to perceive such concepts,
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and what outcomes are we expecting from this learning journey. Answering these
questions was critical to achieve the best outcomes.

Block-based programming has been recognized as a simple interactive way to
introduce coding and as a stepping-stone to traditional text-based programming. It was
first introduced in Scratch application by MIT’s Lifelong Kindergarten lab [4]. Chil-
dren can create a program by building visual blocks together in a logical way con-
necting different objects and programming components such as actions, events, and
operators.

Block-based programming environment enhance learnability for novices as it
simplifies the problem of dealing with difficult vocabularies and reduce the high
cognitive load involved in coding. Research has shown that learning programming
using blocks has a notable effect on perceiving the traditional textual language later on.
A study on 10th grade students learning C# and Java languages has concluded “those
who had taken a Scratch course in 9th grade learned more quickly, understood loops
better, and were more engaged and confident than their peers who had not” [8].

2.2 Existing Applications

Although a couple of programming applications around the world have been adopting
block-based programming for children (see Fig. 1), there is a lack of such applications
that support Arabic language specifically for non-English speaking kids. Arab children
will have to spend a tremendous amount of time on learning and mastering English in
order to set up and learn coding. Additionally, besides the design and usability issues
found in some of these applications, most of them mainly focus on the educational
aspect without considering the entertainment and gamification factor in the process not
mentioning the required lab settings and equipment that are expensive to build or rent.

2.3 Learning Through Playing

The inspirational quote of the great scientist Benjamin Franklin: “Tell me and I forget.
Teach me and I remember. Involve me and I learn.” emphasizes the importance of
involvement and practical application in the learning process. Teaching children
applied important concepts like programming is challenging especially with the

Fig. 1. Block programming sample by blocky [9].
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traditional way of teaching and the complicated written codes. Not to mention the lack
of high quality Arabic applications in this area designed for children. They will not be
able to conceive such concepts without simplifying them and adding an entertainment
factor.

Playing can help children learn and grow through imagination and sense of
adventure. Because it is enjoyable, children may become very absorbed in what they
are creating and learning. It promotes essential skills such as problem solving, self-
expressing, teamwork, and sharing [10].

Gamefication
In today’s digital generation, gamification has become an effective way to boost
motivation and engagement by encouraging different behaviors [11]. Gamification is
the utilization of game elements and game thinking in non-game situations [12].

Generally, players get quickly engaged in the game they play. Reaching this level
of engagement is one of the main challenging goals in education and other child
development activities, in fact motivating learners to ponder and keep them engaged
throughout the learning process is not simple. Therefore, gamification concepts have
been highly adopted in education and other systems to achieve their goals [12].

There are a few fundamental game elements that are used in successful application
of gamification in education which are categorized into self-elements and social-
elements. Self-elements could be points, levels, or achievement badges. These elements
get users to focus on competing their knowledge and recognizing self-achievement.
Social-elements focus on interactive competition such as leaderboards that motivate the
user and share the his/her progress and achievements [11].

3 Overview of Labenah

Labenah is an Arabic iOS application that enables children to learn programming
concepts in a simple and entertaining way by using block-based programming lan-
guage. Labenah consists of two main sections: stories and challenges. These sections
complete each other in achieving Labenah’s goal by providing the child with a com-
prehensive experience of learning and practicing different programming concepts and
skills.

3.1 Stories

Children can create their own media-rich projects containing images, sounds and
animation as stories or games to communicate ideas and creativity. They can drag and
drop different objects and choose templates that are previously designed and ready to
use (see Fig. 2). These objects can be controlled through a set of blocks where each one
represents a command such as arrow (right, left, up, down), if-else, and loops.
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3.2 Challenges

Because children love adventures, Labenah provides them with multi-level challenges
and problems that test different programming concepts. The child undertakes several
levels of directed challenges where he/she is asked to solve some parts of the riddle
using block programming (see Fig. 3). This will help him/her to develop strong
problem solving and critical thinking skills and to practice what he/she has learnt. We
also believe that gamification and competition are strong factors in the learning process,
accordingly the child can compete and compare results with his/her friends in a
stimulating and entertaining competitive environment (see Fig. 4).

4 Participatory Design Approach

Following an appropriate software methodology is a critical requirement for success. It
ensures that the software system meets requirements and quality goals in addition to
controlling development cost and time [13]. Labenah mainly targets children. Attracting
such a young age requires extensive validation and user involvement. Therefore, the
team adopted the User-Centered Design (UCD) development model where potential
users were actively involved during each phase of the project development.

Fig. 2. Creating a story in Labenah

Fig. 3. The maze challenge. Fig. 4. Creating a group competition.
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The standard that has been followed is the ISO 13407: Human-centered design
process which “provides guidance on achieving quality in use by incorporating user-
centered design activities throughout the life cycle of interactive computer-based
systems” [14] (Fig. 5).

4.1 Requirements Gathering and Evaluation

Besides studying similar systems, requirements were gathered through interviews,
naturalistic observation, and surveys. Semi-structured interviews took place at Riyadh
Center of Gifted Students in the ministry of education where the team met teachers,
parents, and children. It encouraged them to freely share their opinions and gave them
an opportunity to discuss their interests. Moreover, observations were conducted on
children aged from 7–12 year old in a programming course in the same center. The
team’s goal was to observe users in their natural behavior while using similar appli-
cations which gives them a more realistic view and feedback on how they interact with
such applications and design issues. Surveys where also distributed among teachers and
children to make sure we gather as much information as possible. Finally and to make
sure the system understand and satisfy different users’ needs, the team created number
personas for the system users that encapsulate their characteristics, needs and behavior.

Several key requirements for the application were derived based on that:

• Should support Arabic language as there is a huge lack of such programming
applications in the Arab world.

• Needs to be implemented on a device that is reachable for children such as iPad.
• Should be easy to use.
• Enables children to customize the objects they use.
• Includes more gamification as children need to be motivated enough to spend more

time on the application.

Fig. 5. UCD cycle for Labenah application
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• Encourages communication and collaboration through sharing stories and compe-
tition with peers.

• Supports different levels of programming concepts and challenges to reach wider
audience and to help the child to progress.

4.2 Design Process

After examining existing applications and getting some useful input from stakeholders
including teachers, parents, and children, we moved into our ideation phase where we
analyzed the requirements furthermore to come up with a proper design of the system.

Since the team is adopting the UCD development methodology and to ensure the
usability of the designed user interface especially for children, the team started by
designing and discussing two different low fidelity prototypes in a brainstorming
session. Low fidelity prototype is a sketch of the detailed functionalities of the system.
It focuses on translating the design ideas into tangible artifacts rather than the visual
appearance of the system. These designs were translated later on to two medium
fidelity prototypes which is a high interactive prototype focuses on the design aspect of
the system where the appearance is very close to the final product. It is usually designed
when there is a need to test the design with real users.

These medium fidelity prototypes were evaluated in a validation session by 10
children and an HCI expert for design recommendation. Children were selected based
on age, gender, and programming experience. The validation intends to determine the
extent to which an interface facilitates a child’s ability to complete routine tasks.
Children were asked to complete the primary tasks using both medium fidelity pro-
totypes and captured their navigational choices, task completion rates, average time per
task, questions and feedback. The sessions were recorded and analyzed to identify
potential areas for improvement in Labenah.

After analyzing the session and based on the recorded data, the first prototype had
better results compared to the second prototype. Children found it easier to use and
more interactive. More importantly, most of the children found Labenah very exciting
especially the challenges ideas (Figs. 6 and 7).

Fig. 6. Labenah homepage (First prototype) Fig. 7. Labenah homepage (Second prototype)
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5 Conclusion

Labenah application will pave the way and open new horizons for more programming
activities. It could be used at home or classrooms especially that communities nowa-
days are moving towards involving programming as a main course in elementary
school.

More valuation sessions will be carried out with children, parents, and teachers to
evaluate and test Labenah. Future work would involve enhancements on the design and
features that Labenah supports. The team will always be looking to keep it interactive
and usable to achieve the goal of making programming easy and accessible to all
community groups especially children.

Acknowledgement. We would like to thank Riyadh Center for Talented Students in the Min-
istry of Education for the opportunity to join one of their courses to observe and interview
children, teachers and parents. We are also really thankful to all the individuals and organizations
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Abstract. This project describes degree and other outcomes after four years of
a specific S-STEM scholarship program at the Community College of Baltimore
County (CCBC), located in Maryland USA [1]. This scholarship program was
aimed at increasing degree attainment at the community college level in Science,
Technology, Engineering, and Mathematics (STEM) related fields. From Fall
2014 through Spring 2018, 101 fulltime CCBC students majoring in specific
STEM fields received S-STEM scholarships for one or more semesters through
NSF funding. This paper highlights previous research [1] and presents demo-
graphics of the CCBC awardees, including transfer and graduation rates. In
addition, emphasis will be placed on community building and interaction, stu-
dent interventions and results of spatial visualization skills testing (PSVT:R) and
practice. As all students remained in the program due to its successful imple-
mentation, student success strategies will be discussed.

Keywords: Scholarships � STEM � Faculty mentoring � Transfer �
Spatial skills

1 Introduction

Following our previous research [1] this paper highlights main components of an
S-STEM scholarship program at the Community College of Baltimore County
(CCBC). CCBC is a public two-year college with three main campuses and three
extension centers. The Fall 2015 combined credit enrollment at CCBC was 22,179
students of which 29% were full-time students. Thirty-nine percent (39%) of the credit
students were African American, and 60% of credit students were female. In FY 2016,
CCBC awarded 2,194 associate degrees. From Fall 2014 through Spring 2018, 101
full-time CCBC students (34 female and 67 male) majoring in specific STEM fields
were awarded renewable Math and Computer Inspired Scholars (MCIS) semester
scholarships through NSF funding [1]. Awardees retained their scholarships for one or
more semesters with the average length of 2.6 semesters. Eligible major programs for
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MCIS included the following transfer and career programs: Computer Science, Engi-
neering, Mathematics, Physics, Information Systems Security, Engineering Technol-
ogy, Information Technology, and Network Technology. Over half of the 101
awardees were majoring in Engineering and Computer Science. Thirty-four percent of
awardees were female. These awardees have been highly successful in graduating with
associate degrees or transferring to 4-year institutions.

The distribution of all credit students at CCBC in Fall 2014 by racial/ethnic group
as self-described at course registration was as follows: White 45%, Black 39%, Asian
7%, Hispanic/Latino 5%, and Other/Unknown 4% [2]. In Fall 2015, CCBC had 42.3%
Pell enrollment compared to 34.8% Pell enrollment at all Maryland community col-
leges. Minority groups that have been under-represented in STEM fields nationally are
represented among the 101 MCIS awardees from Fall 2014 through Spring 2018 in
proportions close to their population percentage at CCBC. In particular, 38% of the 101
awardees self-identified as White, 37% as Black, 20% as Asian, 5% as Multiple Races,
and 1% as Hawaiian/Pacific Islander. Among all these, 5% were Hispanic/Latino.
A total of 259 (81F/178 M) semester scholarship awards were made over four years,
for the $540,000 of scholarship funds. The average semester award was $2,124, but
each semester the individual awards were fixed percentages of each awardee’s
remaining unmet financial need after other awards and subsidized loans were taken into
consideration, therefore, award amounts ranged from $80 to $5140 per semester.

2 Intervention Highlights

To increase student success and to foster a community of support, several activities
were implemented as part of the scholarship. These activities included aspects of
faculty-based mentoring, spatial visualization training, student involvement in leader-
ship and volunteering roles. These interventions contributed to increased retention and
completion with a specific focus on minority students and females. During the four-
year grant period, there were no MCIS dropouts from the program. In addition to the
major themes described below, several one-day workshops focusing on STEM pro-
grams, including guest speakers, optional internships for awardees, CCBC Technology
presentation, Engineering and Mathematics Pathway workshops on resume writing,
monthly mentoring of all awardees by STEM faculty, and monthly luncheon work-
shops were included as interventions.

2.1 Faculty Mentoring

Awardees were paired with a faculty mentor from their academic discipline and were
required to meet periodically during the semester. These meetings aimed at improving
student/faculty interaction and to provide a sense of support. Meetings often involved
discussions of courses, preparing for future internships and employment, and other
discipline-specific topics. To keep track of these meetings, mentoring agreements were
used to document what actions the student needed to take before the next meeting and
what was discussed. These meetings also served as advising meetings where students
could discuss difficulties during the semester, course plans, and other items that the
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mentor could help address. Students were typically paired with the same faculty
member across multiple semesters if possible.

2.2 Spatial Skills Training

Research suggests that spatial visualization abilities are essential for success in STEM
fields such as in engineering, chemistry, computing, and mathematics [3–5]. As a
unique component of the program MCIS scholarship students were required to par-
ticipate in completing the Purdue Spatial Visualization Test: Visualization of Rotations
(PSVT:R) each semester. Students took the timed 20-minute test in order to assess their
spatial ability. Students that scored less than 70% on the test were asked to participate
in weekly to bi-weekly workshops to practice their visualization skills. Workshops
consisted of practice sessions of visualization skills and examining 3D shape rotations.
At the end of the semester, students took the PSVT:R again. Scholarship criteria was
not based on spatial skills scores. Workshops evolved to an online format as CCBC
was one of the community college partners to the Spatial Skills Instruction Impacts
Technology Students (SKITTS) project an online version of the test and workshops
was used [4], and [6]. The online version of the course included video lectures, video
examples, PowerPoint notes, practice and additional sketching exercises that were
assigned based on the Spatial Course Learning Resources [3].

Forty-seven of the students scored at or above the 70% threshold yielding a 46.5%
pass rate on the first attempt. Fifty-four students were strongly encouraged to partici-
pate in the spatial skills workshops. After completing the workshops, there was an
average positive change of 16 points, for students retaking the PSVT:R. The average of
the highest scores obtained from all students was 67.6%. From this group, the average
highest score for females was 62.3% and 70.3% for males. Examining all post PSVT:R
scores, 63 students or 62.4%, reached or exceeded the 70% threshold. These workshop
series also provide a sense of community between other students and faculty.

2.3 Leadership and Volunteer Service

An additional component of the MCIS scholarship program was encouraging students
to participate in the service and volunteer opportunities. The service component of the
program allows the opportunity to gain valuable leadership skills, become more
involved on campus, build resumes, and expand their network. As an example, The
Student Ambassador Program is a leadership opportunity for MCIS scholars who are
dedicated to serving and representing the college. In this role, students would assist in
campus tours, serve as representatives and perform duties at various CCBC campus and
community events. Some Computer Science/Information Technology, Information
Systems Security, and Network Technology students volunteered by working in the
student Homework Lab. Students are required to assist in the lab for a few hours each
week assisting other students, answering questions, monitoring equipment and more.
Several awardees volunteered as tutors for self-paced developmental mathematics
classes.
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3 Transfer Four-Year Institutions

The MCIS scholarship program encouraged awardees to continue their STEM studies
at four-year institutions. There are numerous local universities in the area as well as
connections to many other institutions. CCBC hosts numerous college fairs throughout
the year to assist students in selecting transfer schools. MCIS students had additional
presentations on transfer options and tips at several events. To assist awardees to
complete bachelor’s degrees in these fields, the MCIS project proposal stated that 20%
of scholarship funds would “follow” awardees who had transferred. MCIS scholarship
funding was awarded to former awardees who had earned an associate’s degree, or at
least 45 credits, in an MCIS-eligible program at CCBC before transferring to a four-
year institution. In addition, students kept their STEM faculty mentor while transi-
tioning to the four-year college. Those that transferred to a four-year institution from
CCBC with an associate’s degree, or at least 45 credits in an eligible STEM program,
were given the option of retaining their MCIS scholarship for up to an additional 2
semesters. This enabled students to reach greater success in a STEM field by drawing
attention to the possibility of transfer to a four-year school.

Due to the large number of MCIS awardees who transferred, in some semesters the
percent of available funding allocated for transfer awards was as high as 32%. How-
ever, due to the higher costs of attendance at a four-year institution (compared to
attendance at CCBC), the percentage of their unmet financial need that was awarded to
transfer awardees was never as high as the percentage for awardees still at CCBC. Of
the 259 (81F/178 M) semester scholarship awards that were made over four years, 85
(24F/61 M) were transfer awards made to former CCBC MCIS awardees who had
transferred to a four-year institution to pursue a bachelor’s degree.

4 Conclusions and Future Work

Sixty-four percent of the 101 total MCIS awardees transferred to a 4-year institution,
and an additional 19% have earned an associate degree but did not transfer to a 4-year
institution. 64% of the 101 MCIS awardees have earned associate degrees, and 19%
have earned bachelor’s degrees (as of July 2018) and 69% have earned at least one of
these degrees. Considering all 101 awardees to date from Fall 2014 through Spring
2018, as of July 2018, a total of 64 (21F/43 M) awardees (63%) have transferred to 4-
year colleges/universities. Overall, 62% (21/34) of the female awardees and 64%
(43/67) of the male awardees have transferred. Considering all 101 MCIS awardees, at
the end of Year Four, 44% of female awardees were in either COSC or ENGR major
programs, and 63% of male awardees were in those two programs.

Bachelor’s degrees have been earned by 19 awardees to date, including 21%of
female awardees and 18% of male awardees. Additionally, another 43 (14F/30 M)
MCIS awardees were enrolled at transfer institutions in 2018. For the 19 MCIS
awardees who have earned bachelor’s degrees, the elapsed time from initial CCBC
entry to bachelor’s degree attainment has ranged from 44 months to 119 months, with a
median time of 60 months (5.0 years), and an average time of 65 months (5.4 years).
These times are expected to increase as additional MCIS awardees earn bachelor’s
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degrees. Research by Shapiro et al. suggests that bachelor’s degree earners with no
associate’s degree, but with prior enrollment in 2-year institutions, the average time
elapsed to bachelor’s degree was 6.0 years [7].

Implementation of this project has yielded significant insights into interventions
that were beneficial to student success, community building, degree attainment, and
transfer. Although this program has been concluded, the benefits to the students and
faculty have been significant. Lessons learned from these interventions can be used in
other campus programs to benefit students as they are applied to other initiatives on
campus. We continue to make revisions and further analyze data and track success rates
of the program.

Acknowledgment. This material is based upon work supported in part by the National Science
Foundation under award DUE-1356436. Opinions expressed are those of the authors and do not
necessarily reflect the views of the NSF.
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Abstract. There is significant research underway on pedagogical approaches to
data visualization that include teaching data visualization in various classroom
settings, short-form data visualization instruction, the use of active learning, and
the use of design patters for teaching and learning for data visualization. Most
data visualization courses are taught independent of a major which might
explain the lack of research in the area of vertical integration of visualization
courses. This paper shares a method for facilitating deep learning through
vertical integration between data visualization courses within an undergraduate
data visualization curriculum. The data visualization process, concepts and
techniques are introduced in a gateway course during students’ second year of
study. Students enrolled in the gateway course for the data visualization major
collaborate with other data visualization majors taking a senior level course on a
visualization challenge with real-world application. The collaboration facilitates
deep learning through vertical integration between the two classes. Students
from both classes form a team to compete in a data visualization challenge as
part of an annual technology conference in Indianapolis, Indiana. Participation
in the team is voluntary. Students who compete in the visualization challenge
work with faculty mentors from both classes and practice near-peer mentoring.
This paper will provide insight into how the curricular constructs of the data
visualization process and deep learning combine to facilitate vertical integration
between data visualization courses.

Keywords: Data visualization � Deep learning � Vertical integration �
Education

1 Introduction

The ability to transform data into insight is a necessary 21st century skill. The abun-
dance of data drives the need for knowledgeable individuals with experience trans-
forming complex data into valuable insight. To be competitive in the data driven
workforce, students must be introduced to the process of visualizing data early and
often. Armed with this process knowledge, students must be able to apply concepts and
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techniques learned in class to real-world situations, work effectively in a collaborative
environment, and apply their knowledge of data visualization in an integrative way.

The Computer Graphics Technology Department at Purdue University, addresses
this issue by offering an undergraduate major in Data Visualization [1–3]. The vertical
integration of upper and lower level courses within the major facilitates opportunities
for students at various levels in the program to work together, and learn from each other
in a team based, collaborative environment.

There is research underway on pedagogical approaches to data visualization that
include teaching data visualization in various classroom settings [4–6], short-form data
visualization instruction [7], the use of active learning [8], and the use of design
patterns for data visualization teaching and learning [9]. These approaches are
implemented and introduced in existing courses, untethered to a major, which might
explain the lack of targeted research in the area of vertical integration of visualization
courses. This paper will provide insights on the curricular constructs and parallels with
the data visualization process and deep learning [10] that combine to facilitate vertical
integration between data visualization courses.

1.1 Data Visualization Process

The process of visualizing data is known to be messy, iterative, and complex [11].
A description of the teaching approach by which data visualization is taught at the
undergraduate level at Purdue has been detailed in other manuscripts [2, 3] and
summarized here. The data visualization process [12] sometimes referred to as the
visualization pipeline [13] is a multi-stage process of creating visual representations of
data [13]. We adopt the visualization process presented by Fry [12] for introducing data
visualization to undergraduates. Fry’s method consists of seven stages that include:
getting data, breaking the data into its component parts, removing all but the data of
interest, exploring the data for patterns, creating visual representations of the data,
improve some part or component of the visualization and lastly, adding functionality to
enable the viewer to engage with the data. Each stage plays an important role in data
visualization and builds on the intricate relationships that exist among and between the
stages in the process. Understanding this process is crucial to creating visualizations
that provide meaningful insight.

1.2 Vertical Integration

The concept of vertical integration can mean many things [14]. Vertical integration
strategies have been applied in engineering [15], health care [16], agriculture [17],
media [18], business [19] and supply chain processes [15]. For example, in manu-
facturing, vertical integration describes consolidating agencies involved in different
stages of product development [20]. In the educational domain vertical integration is
most often considered and implemented as an approach to teaching and learning in
general practice [14, 21], medical school curriculums [22, 23], and postgraduate
training [24]. In medical education, the term can refer to integrating basic and clinical
sciences with respect to learning outcomes [14], integrating graduate, postgraduate and
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continuing professional development resources and infrastructure with respect to
delivery [21], or teachers addressing the needs of learners at different stages [21, 25].

Outlining a framework for vertical integration in general practice education and
training, is defined by Thomson [26] as the ‘coordinated, purposeful, planned system of
linkages and actives in the delivery of education and training throughout the contin-
uum of the learner’s stages of medical education.’ [21]. The 2003 General Practice
education and training report defines vertical integration as: “The coordinated, pur-
poseful, planned system of linkages (level of students as well as assignments) and
activities in the delivery of education and training throughout the continuum of the
learner’s stages of education.” [27]. Dick [14] developed a conceptual model, known as
VITAL (Vertical Integration in Teaching and Learning), based on educational theory
about vertical integration. The VITAL model represents a possible implementation
strategy for the GPET national integration framework [14]. There are several contexts
for which vertical integration has been defined; however, there is minimal published
literature directly addressing vertical integration of data visualization courses.

2 Related Work

2.1 Deep Learning and Education

The deep learning approach has at its core a focus on problem-solving [28]. Deep
approaches to learning were first identified by Marton and Säljö [29, 30] in a series of
studies that examined the way students tackled reading tasks. These studies identified
students who used deep-level processing aimed to grasp the underlying meaning of the
text [28]. Marshall [31] conducted a year-long study of 13 students who were doing a
first-year engineering foundations course in the United Kingdom. Marshall’s work
identified a ‘procedural deep approach’ to student learning. The ‘procedural deep
approach’ is characterized by the extent to which students showed evidence of seeking
out relationships – with parts of the task and the whole, or with other related knowledge
[28, p. 609]. This approach is similar to the problem-solving approach taken by stu-
dents in the data visualization major when solving data visualization challenges.

Deep learning is associated with curiosity, personal interest, lack of external
pressure—so called internal motivation [23]. Prerequisites for deep learning include
conditions that simulate the student’s own interest and removal of factors leading to
external motivation, such as insecurity, fear and anxiety [23]. For this work we adopt
the definition of deep learning provided by Warburton [10]: “Deep learning is a key
strategy by which students extract meaning and understanding from course materials
and experiences, it is associated with the use of analytic skills, cross-referencing,
imaginative reconstruction and independent thinking.” Warburton [10] present several
factors thought to influence deep learning that include learning environment, course
content, individual factors, and motivation of the student to understand (engagement
with the topic) [10, Figure 1, p. 46]. Many of these factors are key components of the
current data visualization curriculum. For example, the CGT 270 class learning envi-
ronment introduces data visualization from a hypothesis driven perspective with
datasets that are provided and predetermined research questions and from a data driven
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(exploratory) perspective where students gain experience letting the data drive the
process. Visualization concepts are presented in a variety of ways to facilitate broad
interests from students. Students are encouraged to reflect on prior knowledge and
personal experiences for problem-solving assignments. Marton and Saljo [32] reports
deep learning is internally motivated and is associated with an intention to understand
rather than to simply pass an assessment task. It is dependent on a student’s level of
engagement with the topic [33]. Course related data visualization challenges closely
relate to social issues with local impact providing students with a different lens through
which to see where they can make a contribution, giving more meaning to their efforts
beyond the classroom.

Pask and Scott [34] provided evidence for different styles of deep learning. They
distinguished between a holistic (global) style that attempts to create a picture of the
whole task (comprehension learning) and a serialist (step-by-step) style that pays more
attention to details and processes (operation learning) [10]. Our work facilitates a
combination of the holistic (comprehension) and serialist (operation) teaching and
learning styles.

3 Vertical Integration Within the Data Visualization Major

3.1 Undergraduate Data Visualization Courses

CGT 270 Introduction to Data Visualization is the gateway course to the undergraduate
major in data visualization at Purdue University’s main campus. The course meets
twice a week for a 50-minute lecture followed by a 50-minute lab. The three credit hour
course is designed for students with little or no background in data visualization. It
provides an introductory examination of data visualization through lecture, readings
and hands-on experience with current visualization tools. Students learn the funda-
mentals of the visualization process for information and examine detail visualizations
workflows. After taking the course students have both the theoretical foundation and
practical skills needed to create insightful visualizations for a wide range of data types.
This class is open to students in their second year or higher in the data visualization
major.

CGT 470 Data Visualization Studio is a three credit hour course that teaches
visualization design and development of interactive data visualization systems to
communicate and analyze complicated datasets. Students learn interaction and visual
design principles, draw from human perception and cognition theories, and focus on
hands-on practice of developing interactive data visualization systems that enable users
to see, understand, and analyze complex data and relations. Upon completing the
course, students demonstrate the ability to apply design principles learned in class and
use proper technologies to create a comprehensive interactive visualization system for
data analysis. This class is open to junior and senior level data visualization majors.
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3.2 Indy Big Data Visualization Conference and Challenge

The annual Indy Big Data Visualization Challenge serves as a mechanism for vertical
integration of the two classes (CGT 270 and CGT 470) in the major. Data is provided
by the sponsors of the challenge and made available two weeks before the submission
deadline. Traditionally visualization challenges have a social theme with a local impact.
For example, in 2017 participants were asked to track Indiana’s highest area of opioid
abuse and identify up to 10 contributing factors to the abuse using data sets provided by
the conference.

In 2018 the data contained information about employment patterns and higher
education activities in Indiana. The challenge was to answer questions about how the
higher education sector responds to changes in the demand for skills in the economy.
Potential questions could include (from the Indy Big Data Visualization Conference
website (https://2018.indybigdata.com/visualization-challenge/#challenge-statement):
What trends do you find in talent and workforce alignment? Did you find any barriers
to employment or education in areas of misalignment? What ideas do you have to
better identify and improve the alignment of Indiana’s talent pipeline with the present
and future needs of employers in the state? For the last two years, the Indy Big Data
Visualization conference has coincided with the CGT 270 fall semester course
schedule.

4 Approach

Participation in the Indy Big Data Visualization competition is optional. A student’s
decision to participate (or not) in the competition does not impact the student’s grade in
the course; however, the class is required to complete the visualization challenge as a
course assignment. The competition timeline is short, intense, and described below.

Week 1–2. Introduction to data visualization in CGT270: 7-stage visualization
process examined and explored. Students in CGT 270 complete individual visualiza-
tion challenges in preparation for the class group visualization challenge; students are
made aware of the Indy Big Data Visualization Challenge’s web site for more details
about the challenge.

Week 3–4. Students in CGT 270 and CGT 470 interested in completing volunteer to
join the competition team. Datasets made available by the conference on the Indiana
Data Hub. Competition team members organize and brainstorm ideas for the challenge.
The team agrees on a challenge topic/theme. Tasks to be performed, based on indi-
vidual skills and interests, are determined and agreed upon.

Week 5–6. Team registration deadline. Team continues to work on the visualization
challenge, meeting and connecting regularly. Team presents to a panel of judges at the
Indy Big Data Conference.
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5 Results

The 2018 team consisted of five undergraduates. Four students (75%) were from the
CGT 270 class and one student (25%) from the advanced class, CGT 470. The team
was made up of students in their fourth (33%) and third (66.7%) academic year in the
data visualization major. After the competing in the visualization challenge members of
the team were asked to complete a feedback survey on the vertical integration expe-
rience. The survey consisted of 31 questions. Completion of the survey was optional
and anonymous. Completion of the survey (or not) had no impact on students’ course
grade in CGT 270 or CGT 470. Three of the five team members (60%) completed the
survey and provided feedback. A summary of survey responses is provided.

Respondents were asked to indicate how many data visualization courses they had
taken, including any classes enrolled in at the time. There was an even split: 33.3%
indicated having taken only one class, 33.3% indicated having taken two classes and
33.3% indicated having taken three data visualization courses. All team members had
either taken CGT 270 in a previous semester or were enrolled in CGT 270 at the time of
the competition. One student reported having completed an intermediate data visual-
ization course (CGT 370) and having some work experience. All respondents (100%)
indicated they felt the CGT 270 class prepared them for the competition. All respon-
dents (100%) mentioned learning Tableau as a visualization tool in CGT 270 was
beneficial for the class and for the competition as part of the vertical integration.

Respondents were asked to indicate statements that most accurately reflect their
opinions using a four-point Likert scale of “strongly disagree,” “disagree,” “agree” and
“strongly agree.” Respondents (66.7%) strongly agreed with the statement, “My par-
ticipation in the Indy Big Data Visualization challenge increased my interest in the
subject of data visualization”; 33.3% agreed. Respondents (66.7%) strongly agreed
with the statement, “My participation in the Indy Big Data Visualization Challenge
showed me how useful knowledge of data visualization as a process can be”; 33.3%
agreed.

Respondents were asked to rate the level of experience they feel is needed to be
successful in the Indy Big Data Visualization Challenge. Respondents (33.3%) indi-
cated, “The challenge required slightly more experience than I have;” 66.7% indicated,
“The challenge required much more experience than I have.” The team placed 5th in
the presentation to judges and did not advance to the next round of presenting during
the main conference.

Using a four-point Likert scale of “very likely,” “somewhat likely,” “somewhat
unlikely,” and “very unlikely,” 33% of respondents indicated they are somewhat likely
and 66.7% indicated they are very likely to recommend participating in a similar type
of experience with students from CGT 270 and CGT 470 to a friend or other students.

Respondents were asked to rate the overall Indy Big Data Visualization Challenge
Experience (Competition) using a four-point Likert scale with the following options:
poor, fair, good, or excellent. Respondents (33.3%) rated the Indy Big Data Challenge
as fair; 66.7% rated the conference as excellent.
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6 Discussion and Conclusions

Vertical integration takes a lot of time and effort to plan and organize [23]. Limitations
of this first attempt at vertical integration include: (1) dealing with variability in prior
learning experiences of students [14], and (2) small team size. The team consisted
mostly of students new to data visualization; only one student from the advanced class
participated. Given only two weeks to produce a viable solution, the team would have
benefited from more team members at the advanced level. Having more members on
the team, with more data visualization experience would have made the short challenge
window more manageable for the team. The advantages of the vertical integration
through the Indy Big Data Visualization Challenge include: near pear mentoring of
junior students by advanced students, the identification of areas in the approach to
improve, increase in student’s confidence in applying skills and techniques learned in
class out of class and the real-world experience of working within the conference
guidelines. Faculty and students agree, the vertical integration and competition was a
good experience for data visualization majors. For future implementations, faculty will
encourage more participation from upper level students enrolled in 300 and 400 level
data visualization courses to facilitate more near peer mentoring with a wide range of
skillsets on the team.
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Abstract. Immersive technologies augmented with AI for foreign lan-
guage learning are currently uncommon. The Rensselaer Mandarin
Project is a cognitive and immersive classroom that facilitates cultural
and foreign language learning beyond a traditional classroom setting.
Students perform tasks through intelligent interactions including authen-
tic dialogues with multiple AI agents and multimodal gestures. Street
View technology has the potential to further enhance foreign language
learning and cultural knowledge acquisition in the Mandarin Project.
Real-world panoramic scenes immerse learners in new locations and can
provide richer context for more meaningful language learning. Students
embark on “field trips” with cultural, historical, and lingual relevance at
human-scale. Multiple learning opportunities and interactions are con-
structed for the various types of scenes students visit: vocabulary games,
relevant AI agent dialogues, and informational lessons on cultural ele-
ments. The Mandarin Project will be assessed during a six-week class-
room experience in the summer of 2019.

Keywords: Immersive learning · Virtual environment ·
Chinese as a foreign language · Multimodal interaction

1 Introduction

The Rensselaer Mandarin Project1 is at the forefront of advanced research in cog-
nitive and immersive classrooms for language learning. The AI-equipped immer-
sive room, also referred to as the Cognitive and Immersive Room (CIR), cur-
rently allows learners of Chinese as a foreign language to experience a virtual trip
to China through explorations and interactions in a virtual Chinese restaurant,
Chinese street market, and Chinese garden. These explorations are facilitated

1 https://apnews.com/3babfede5f6e4190ba5cebaa4eaebc81.
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by unique dialogues with various AI agents and include multimodal interactions
such as scene navigation, scavenger hunts, and tai chi practice [2]. The Man-
darin Project focuses on task-based language learning and supports the eight
pedagogical requirements laid forth by Willis [19].

The ways in which the Mandarin Project currently supports these require-
ments are described in detail in [9]. It should be noted that the Mandarin Project
is a supplemental tool and is designed for students who have learned the vocab-
ulary and sentence structures required to complete these tasks through their
classroom instruction.

1.1 Street View Inspiration

Google Maps with Street View provides 360◦ street-level imagery of global loca-
tions [17]. The inspiration to include Google Street View images into the Man-
darin Project alongside the virtual world content came from a project for rapidly
displaying real-world locations at human-scale in the CIR. The application of
this technology in the language and cultural acquisition realm quickly became
apparent. Using Street View panoramic images provides efficient production of
content that is highly immersive and realistic.

1.2 Summer 2019 Course

In the summer of 2019, the Mandarin Project will be incorporated into a six-
week summer course at Rensselaer Polytechnic Institute. AI-Assisted Immersive
Chinese includes in-class instruction with a professor and lab hours in the CIR
with two complementary experiences that make up the Mandarin Project. In
addition to three existing virtual world scenes [2], the summer course includes
a virtual university campus and immersive static, panoramic scenes displayed
using Google Street View imagery. Students travel across China via these scenes,
from major cities to ancient water towns.

The goals of AI-Assisted Immersive Chinese are to immerse students in real-
life locations and scenarios that allow them to explore and that expose them
to authentic speaking situations and linguistic and cultural norms across China.
Students connect with each other and compare the cultural and linguistic
differences between their own daily life and that of others living in China, as
well as the cultural variety across places and generations.

2 Literature Review

2.1 Immersive Language Learning

Virtual immersive learning is recognized by many experts in the community
and the applications to language learning are constantly explored. Interactive
simulations and games are associated with superior cognitive outcomes in com-
parison to respective traditional teaching methods [13]. To achieve immersion, an
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educator can use multimedia (e.g. videos) or AR/VR applications. Taguchi, Li
and Tang [18] had success in creating a scenario-based interactive environment
to teach formulaic expressions by presenting videos and having students enter
answers to questions about the videos. Canto and Ondaraa [5], Guzel and Aydin
[10], and Yamazaki found significant effects of Internet-based 3D worlds on lan-
guage performance. More literature on immersive environments for educational
purposes can be found in [3,7,13].

2.2 Google Street View for Learning

Currently there are only a handful of tools that utilize Google Street View tech-
nology for learning and even fewer for foreign language learning. Google has
its own tool, Google Expedition2, that allows educators to tag points of inter-
est in Street View images with descriptions and narratives. In addition to this
tool, Google developed Google Cardboard3, a VR headset that enables a virtual
reality experience for students via Google Expedition [6].

Blue Mars Lite is an integration of Google Street View and Bar Mars a virtual
world with 3D avatars. Ya-Chun Shih explored the use of this environment for
language and cultural learning through a qualitative case study and found that
it improved student attitudes but lacked the versatility needed to support lan-
guage learners [16]. Shih similarly explored the integration of Street View images
into the virtual world of VEC3D for facilitating the acquisition of English as a
foreign language [17]. Learners navigate the virtual environment to accomplish
two goal-based scenarios by controlling their animated avatars and collaborating
with others through text and/or voice chat. The students and teacher found the
system to be beneficial for language learning.

3 Enabling Street View

3.1 The CIR

Most VR-related initiatives now focus on personal devices, such as head-mounted
displays, which remove an individual from his or her environment. Our sys-
tem takes a different approach to empower group activities. The Cognitive and
Immersive Room (CIR) features a nearly 360◦ circular panoramic screen measur-
ing 3.8 m tall and 12 m in diameter. A single PC utilizes a specialized warping
software to blend five projectors into a seamless desktop. The screen is of a
microperforated PVC material for acoustic transparency. This allows a spatial
audio system (currently eight loudspeakers, expandable up to a 512-channel wave
field synthesis array) to be located behind the screen. The CIR is spatially aware
of its users through a network of Kinect sensors and Point-To-Zoom cameras.
Gesture controls, such as pointing and selecting (shown in Fig. 1), are enabled
via software utilizing the data of these sensors [8]. Users may speak to the system

2 https://edu.google.com/products/vr-ar/expeditions/.
3 https://vr.google.com/cardboard/.
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using a series of microphones. Natural Language Processing (NLP) performed by
the IBM Watson Assistant service4 discerns an appropriate action or response
based on the interpreted intent of the user.

Fig. 1. Left: student approaching police officer for dialogue interaction, right: student
using gesture to engage cultural information (Street View imagery: Google c©2019)

3.2 Developing Street View Content for the Mandarin Project

Content development for the summer course expands on our research into the
linguistic and cultural knowledge necessary when one travels abroad to China,
and the two experiences of the summer course are developed in parallel. In col-
laboration with the professor who will teach the summer course, we consult
Chinese textbooks, online resources, and various books on Chinese culture and
travel. Survival phrases and dialogues essential to study abroad programs, such
as greetings, asking for help, exchanging currency, taking a taxi, etc. are the lan-
guage elements of focus. We explore cultural elements in two parallel ways: by
location and by theme. We start with important cities and towns in China that
the professor requests: Beijing, Shanghai, Suzhou, Yiwu, Wuzhen, Guangzhou,
Lizhou. We simultaneously search for content relating to the following themes:
hobbies, western culture, seasons, festivals, holidays, shopping, commerce, his-
torical sights, arts, transportation, food, gardens, and temples. This research pro-
vides the content to be supported by Street View imagery. To search for Street
View content we explore various locations on Google Maps5 and also developed
a tool of our own using the Maps API to quickly search and explore panoramic
images on the immersive screen in the CIR. For each high-quality panoramic
image we asses its pedagogical value with respect to its linguistic and cultural
elements. This content is chosen and developed in combination with the vari-
ous technologies of the room for three specific types of interactions for students:
vocabulary practice, dialogues with AI agents, and cultural presentations.
4 https://www.ibm.com/cloud/watson-assistant/.
5 https://www.google.com/maps.

https://www.ibm.com/cloud/watson-assistant/
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3.3 Scene Navigation

Students carry out larger quests comprised of individual scenes, which are linked
using navigable waypoints. For example, students navigate multiple locations
along a popular pedestrian street in Shanghai to emerge at the Bund along the
Huangpu River with views of the skyline. Along the way, students are presented
with the three interactions, described in Sects. 3.4, 3.5 and 3.6. Student progress
(dialogues performed, vocabulary words practiced, etc.) is logged and made avail-
able to both student and professor. Navigation between and interaction within
the scenes occur through multiple modalities. The gesture and tracking systems
in the CIR enable students to select interactive objects and waypoints by point-
ing an open hand at them and closing it into a fist. The system is also aware of
students’ spatial positions, and approaching the screen automatically activates
content at that location [15]. Along with gestures, students can issue verbal com-
mands such as “take me there” to transition between scenes. Audio feedback is
spatialized for the multichannel array to provide directional cues for focusing
attention to a particular location [12]. Cultural immersion is further enhanced
using in-situ audio recordings of China. Scene navigation and the tools that
enable it support “learner-regulated thoughts and actions for developing specific
skills and general proficiency” that are necessary when learning a culture and
language [14].

3.4 Cultural Elements

A powerful advantage of panoramic Street View imagery is the vast amount
of real-world cultural content that can be found within images. Entire lessons
can be constructed using direct examples of topics and concepts studied in a
classroom setting. Students may learn about the martial art of tai chi in the
classroom, practice it in the virtual Chinese garden, and visit scenes with prac-
ticing groups in public gardens and parks in the CIR (see Fig. 1). Many of these
cultural elements are explicitly identified to the students through interactive
tags. Opening these presents a concise explanation and its cultural significance.
Additionally, students may want to know more about untagged elements in the
scene, prompting spontaneous asides from the professor.

3.5 Vocabulary Practice

Each interactive scene offers the opportunity to practice vocabulary associated
with objects found within it. The vocabulary are manually embedded in on-
screen tags near the target objects, and selecting one opens a practice panel.
This panel is populated with four vocabulary words, one of which is the target
object and the other three are randomly chosen from the course vocabulary bank.
This creates a multiple-choice minigame experience. After a student makes a
choice via the gesture or voice controls, the correct answer is revealed and the
minigame continues using images chosen at random from our database. The
Watson Assistant Visual Recognition service6 classifies the images based on the
6 https://www.ibm.com/watson/services/visual-recognition/.
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vocabulary bank and provides the next correct answer to the minigame. For
each correct answer a student earns a reward in the form of virtual RMB that
is added to his or her in-game wallet.

3.6 Dialogue Practice

When traveling in a foreign place it is imperative to know survival phrases.
These are everyday and emergency words or phrases needed for navigating life
such as “Where is the bathroom?”, “I don’t understand.”, and “Help, I am
lost.”. Persons and objects within the scene provide context for practicing these
phrases. Using the Watson Assistant Natural Language Processing service, we
construct short and natural dialogues and use relevant people and objects in the
scene to embody them. For example, a police officer in the scene, shown in Fig. 1,
may prompt a student with “Can I help you?” to which a student may reply
with what they are looking for. In a 2018 user study with the Mandarin Project,
15 students interacted with the AI waiter in the virtual Chinese restaurant. On
the post-study survey one student stated “I loved the fact that it was a place to
experience real life interaction while being able to make mistakes”.

3.7 Integration

The Mandarin Project utilizes Google Street View panorama differently than
existing methods for the following reasons: Our system is enabled in the CIR,
a state of the art 360◦ panoramic display that stands 14 feet tall and pro-
vides human-scale immersion. This large scale environment does not require
students to wear headsets to be immersed in a scene, and therefore, allows them
to physically traverse the space and collaborate on tasks. The CIR enables mul-
timodal interactions, a new paradigm in immersive language learning environ-
ments. Students use dialogues and gestures to communicate with the system
and can approach an object or person in the scene to interact with it. Interac-
tions are student-led as students can select which content to engage with and
can independently explore and navigate scenes. This enhances student owner-
ship of the learning. Language is practiced through multiple choice mini-games
and interactive dialogues with AI agents embodied by people and objects in
the Street View imagery. Our system includes gamification elements not seen in
other tools utilizing Street View, such as earning virtual currency for completing
interactions.

3.8 Challenges

While the tremendous amount of available Street View images provides a
plethora of scenes to choose from, the process of sifting through to find the
most appropriate and relevant can be tedious and time-consuming. While pop-
ular locations are inundated with choices, imagery at lesser known sites may be
scarce or nonexistent. Additionally, restrictions on Google in China limit the
company from collecting imagery as it does in other countries. Therefore, much
of the content is user-submitted and not vetted for quality before posting.
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4 Future Directions

The current system allows for single or compound words in vocabulary practice.
We plan an update to include grammatical structures and phrases. Similar to
[18], the incorrect answers can be specifically generated to help pinpoint what
types of errors students are making.

Another step in the continuing development of the Street View tool is cre-
ating a user-friendly interface for those with no computer science expertise (i.e.
teachers and students) to create and add content. Google provides two web-based
tools for creating storytelling content: Tour Builder7 for Google Earth and Tour
Creator8 for Google Expeditions. However, our system is designed for in-depth
content and interactions that these tools do not support.

4.1 User Study

The effects of immersive Street View panoramic imagery on foreign language
learning require further research [17]. Throughout the six-week summer course
we will be running a user study to assess student progress and satisfaction with
the different tools. We will use performance-based standards to assess the learn-
ing outcomes following the guidelines of the American Council on the Teaching
of Foreign Languages (ACTFL) outlined in the World-Readiness Standards for
Learning Languages [4].

5 Conclusion

In 1976, Hall [11] developed the iceberg analogy of culture. Just as only 10% of
an iceberg is visible above water, only 10% of a group’s cultural characteristics
are obvious or explicit (e.g. food, clothing). The remaining 90% is hidden and
includes beliefs, values, and attitudes [1,14]. Hall proposes that the only way to
see below the surface is to actively participate in the culture. Applying Google
Street View images in the cognitive and immersive classroom allows students to
do so. In the Mandarin Project, students are able to experience cultural norms,
acquire vocabulary knowledge, and practice common tasks across a number of
themes, thereby beginning to uncover the hidden 90% of the “cultural iceberg”.

Acknowledgments. This research is supported by the Cognitive and Immersive Sys-
tems Laboratory (CISL), a collaboration between Rensselaer Polytechnic Institute and
IBM Research through IBM’s AI Horizon Network. The authors would like to express
gratitude to all of the researchers contributing to the Mandarin Project.
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Abstract. The perception of education will influence the learning and teaching
process and achievement. The purpose of this study is to explore the perceptions
of the undergraduate industrial design core courses. First, 32 students and 9
instructors were interviewed to collect the qualitative data for formulating the
framework. The framework consisted of seven scales, including Image, Moti-
vation, Objectives, Activities, Resources, Evaluation, and Future Development.
Then, the questionnaire was designed according to the framework. There were
406 students and 24 instructors participating in the survey. The Results
demonstrated that students’ perceptions are similar to instructors. The major
difference is the degree of perception. The main differences of the perceptions
are on the learning process/method and career development.

Keywords: Design education � Core course � Learning perception �
Teaching perception

1 Introduction

The perception of education will influence the learning and teaching process and
achievement [1]. The students and teachers are the stakeholders in a learning system.
They have their own perceptions of learning and teaching. Congruent perceptions
contribute to better teaching-learning processes and help students achieve the best
learning outcomes [1].

The design is one of the important capabilities of enterprise transformation from
Original Equipment Manufacturer (OEM) to Original Design Manufacturer (ODM)/
Original Brand Manufacture (OBM) and success. It is important to educate the
excellent designer for the industry. The core courses are the most important in
industrial design education. Students integrate and practice the knowledge and skills
learned from surrounding courses [2]. The main pedagogy of the industrial design core
course is the studio. Interaction and communication are the main activities involving
learning to design.

In the actual teaching experience, it is found that the learning/teaching process and
outcome affect by students and instructors’ different feelings and perceptions of the
curriculum and design learning projects.
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The purpose of this study is to investigate the perceptions of students and
instructors of the undergraduate industrial design core courses and to explore the
relationship and influences between them.

2 Literature Review

Learning is a complex process of skill and knowledge development. The outcome of
learning cannot be only presented by exam score, but by other indicators including
student interest in the subject, their critical thinking skills, interpersonal outcomes, and
other broad course outcomes [3, 4].

The perception of learning as something not just represented by the outcome will
also affect the learning process. Könings and Seidel [1] illustrated that students and
instructors have their own perceptions of education. A positive perception can lead to a
better learning and teaching process and achievement. Velada and Caetano [5] also
found that occupational satisfaction and affective and utility reactions are associated
with the perception of learning and the perceived training transfer. Further, the results
also reveal that the perception of learning fully mediates the relationship between
occupational satisfaction and perceived training transfer, which partially mediates the
relationship between affective reactions, utility reactions, and perceived training
transfer. Marzano [6] point out that positive attitudes and perceptions are important
factors for learning.

The perceptions of education include different scales. Könings, Seidel [1] used the
Inventory of Perceived Study Environment Extended (IPSEE) to collect the perception
data, which includes 8 scales: (1) Fascinating contents: the learning contents are
interesting, challenging, and personally relevant for students. (2) Productive learning:
indicates little emphasis on the sole reproduction of learning contents. (3) Integration:
concerns integration of new knowledge with prior knowledge, different knowledge
domains, and knowledge and skills. (4) Student autonomy: measures attention paid to
students’ self-steering concerning the content of learning, the way of learning, and time
planning. (5) Interaction: incorporates collaboration with peers and interaction with the
teacher. (6) Differentiation: inquires about opportunities for students to choose and
tackle different tasks, solve problems in different ways, and use different learning
materials. (7) Clarity of goals: includes items about the clarity of instructional goals and
task demands. (8) Personalization: measures the distance between teachers and stu-
dents, and the availability of support from teachers. Kennedy [7] also developed an
inventory scale that includes: (1) Supervising teacher support; (2) Administrative
support; (3) Fellow teacher support; (4) Student teacher involvement; (5) Clarity;
(6) Autonomy; (7) Task orientation; (8) Work pressure.

3 Method

A two-phase study was designed to explore the perceptions of the undergraduate
industrial design core course. First, the interview was conducted to collect qualitative
data. Then, the questionnaire was designed according to the results of the interview and
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related references. The quantitative data was collected through a survey with a designed
questionnaire to verify the results of the interview.

3.1 Interview

The interview was conducted to explore and formulate the framework of the perception
of the undergraduate industrial design core course. The focus group interview of stu-
dents and the individual interview of instructors was conducted to collect the data.
There were 32 undergraduate industrial students and 9 instructors who participated in
the interview. Of the 32 students, 6 were in first year, 8 were in second year, 7 were in
third year, and 11 were in fourth year. 14 were male and 18 were female. There was 1
professor, 3 associate professors, and 5 assistant professors.

Each interview took about one hour, the content was recorded and analyzed using
the qualitative data analysis and research software ATLAS.ti. Finally, a framework of
the perception of undergraduate industrial design core courses was formulated.

3.2 Questionnaire Survey

A questionnaire survey was developed to collect data to understand the perceptions of
students and instructors. A survey was conducted to collect quantitative data with a
questionnaire designed according to the results of the interview and related references.
All the answers were on the 5 levels Likert scales, with 1 representing “Strongly
disagree”, and 5 representing “Strongly agree”.

There were 406 undergraduate industrial students from public universities, private
universities, public universities of science and technology, and private universities of
science and technology that participated in the survey. There were 158 (38.9%) male
and 248 (61.1%) female students. There were 24 instructors participating in the survey,
including lecturers (16.7%), assistant professors (58.3%), associate professors (16.7%),
and professors (8.3%). Their teaching experience was from 2–26 years (aver-
age = 13.7, SD = 7.4).

All the data was entered into a Microsoft Excel datasheet, and then sorted and
checked. Finally, the data was analyzed using IBM SPSS Statistics software with factor
analysis and correlation analysis.

4 Results

4.1 The Results of Interview

The content of the interview was coded with a ground theory approach. The 1.306
codes were then produced and categorized. Finally, the framework of the perception of
undergraduate industrial design core courses was formulated consisting of seven scales,
including Image, Motivation, Objectives, Activities, Resources, Evaluation, and Future
Development. The framework and the items were presented in Fig. 1.

212 W. Chen



The main findings of the interview include:

• Image: The images of core courses are different between students and instructors.
The images of students are related to their learning experiences, but instructors’
images are related to their teaching experiences. They have the same image with the
problem solving on design.

• Motivation: The main motivation of student learning is interesting and necessary for
their future career. For instructors, their main motivation is their ideal.

• Objectives: The main objective of students’ learning is to focus on learning design
skills. But instructors think students should learn more professional abilities,
including skills, knowledge, and design thinking.

• Activities: Both students and instructors regard “learning by doing” as the best way
for learning design.

• Resources: Students and instructors think the working space and classmates are
important. Students care more about money.

• Evaluation: The criteria and the standard are important. But students more care
about their design can be recognized.

• Future Development: Students care about their career, but instructors care about the
trends of the design industry.

4.2 The Results of Questionnaire Survey

The perceptions of undergraduate industrial design core courses were collected through
a questionnaire survey.

Table 1 presents the results of the correlation analysis of perceptions between
students and instructors. They were significant moderately correlated in total. All the
scales have significant correlation, except the Aims scale. They are highly correlated
with Activities, Image, Evaluation, and Future Development.

Fig. 1. The framework of perception of undergraduate industrial design core course.
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The results demonstrated that students’ perceptions are similar to their instructors
according to the results of a descriptive statistic. There are still a little different from
instructors’ perceptions of some scales and items. The majority of differences are not
different perceptions, but rather, different degrees.

Table 1. The correlation analysis of perceptions between students and instructors. (* p < 0.05,
** p < 0.01, *** p < 0.001)

Scales Items Pearson p

Image 0.803 0.002 **
Cognition 0.961 0.179
Felling 0.981 0.019 *
Feature 0.497 0.503

Motivation 0.687 0.041 *
Internal 0.945 0.212
External 0.876 0.320
Intention –0.901 0.286

Aims 0.289 0.136
Objectives 0.660 0.225
Abilities 0.912 0.000 ***
Topics 0.991 0.084
Requirements 0.113 0.887
Strategies 0.936 0.064

Activities 0.833 0.000 ***
Design tasks 0.808 0.052
Evaluation – –

Communication 0.098 0.938
Achievement 1.000 0.000 ***
Curricular activities 0.959 0.041 *
Extracurricular activities 0.986 0.106

Resources 0.597 0.005 **
People 0.735 0.038 *
Event 0.966 0.166
Time –1.000 0.000 ***
Space/place 0.987 0.104
Object –0.078 0.922

Evaluation 0.734 0.000 ***
Norm/index 0.538 0.213
Method 0.835 0.371
Strategy 0.938 0.226
Problems 0.349 0.396

Future development 0.712 0.047 *
Career 0.891 0.042 *
Issues 0.571 0.613

Total 0.585 0.000 ***
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Some students’ scores were significantly higher than instructors. These items
demonstrated that students have more ideals about design impact and value. They think
design can change the world. They pay more attention to their own design abilities and
design achievements, and hope that they will be recognized through these perfor-
mances. In addition, students also pay more attention to their own design style and
worry that the skills and knowledge learned in the school cannot meet the needs of the
industry in the future.

The instructors’ perceptions demonstrate that they think the core courses are most
important for learning design. It can increase the abilities of students for their career
development. They also think the learning process and design process are important.

The main differences between students and instructors are the learning process,
methods, and career development. The instructors believe that students should follow the
rules and requirements they proposed in the learning/teaching process. But, students hope
they can control their design directions and style by themselves. The instructors also hope
students can do design related jobs when they graduate. But, students do not agree.

5 Concluding Remarks

This study used a mixed approach with the qualitative interview and quantitative
survey to explore the perceptions of students and instructors on undergraduate indus-
trial design core courses.

The results have shown that students’ perceptions are similar to instructors. But
there are some differences on the degree. The perceptions of education will affect the
learning and teaching process and outcomes. It needs to be verified through inferences
with the perception differences.

User experience is important in contemporary design. For the education system, it
is helpful to have a better experience in the learning/teaching process and perfor-
mances. If the students and teachers’ experiences and perceptions can be understood
and apply to improving communication and interaction quality.

The results of this study can deepen the understanding of industrial design edu-
cation and provide a reference for student and teachers’ teaching. The results also can
be referenced for further study.
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Abstract. Learning math is critical in every student’s life. Even though
math educators designed many teaching and learning approaches, stu-
dents’ low passing rates indicate that they have not found an effective
methodology for studying math. In this paper, we propose an interdis-
ciplinary approach to help students learn mathematics during and after
classes, practice mathematics exercises, and increase the readiness for
taking the exams in mathematics. Specifically, we design an Augmented
Reality (AR) and mobile game-based mathematical learning approach
for students to improve learning outcomes. Through the game, students
gain the interest in the concepts of math and, at the same time, they
have ongoing practice on the concepts and have gained the experience of
solving math problems. The portability characteristic of the mobile game
enables students to learn whenever and wherever they would like. The
entertainment characteristic of the mobile game boosts and maintains
students’ interest in learning and practicing mathematics. The integra-
tion of text, graphics, video, and audio into a student’s real-time envi-
ronment by AR provides a rich enhancement comparing to the tradi-
tional learning and teaching approaches. Blended with our educational
gamification techniques and pedagogical methodologies, our game will
increase student motivation towards preparing for math exams by being
highly engaging, and students will enjoy the game to help prepare for
exams. We will collect experimental results and students’ feedback from
our experimental study and conduct quantitative and qualitative analy-
sis and report our findings. Eventually, this research will be a valuable
avenue for mathematics teachers, students, and parents.

Keywords: Augmented Reality · Math education · Gamification

1 Introduction

From elementary school to college, people learn different levels and subjects
of mathematics, and use mathematics in every aspect of their life and career.
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However, many students are not good at mathematics. Statistical data show
that, in 2017, in a county of USA only a third of students passed a national math
exam [2]. There are many reasons a student fails the exam, such as insufficient
practice, boring lectures and in-class activities, inappropriate learning pace, etc.

As a research group consisting of mathematics scientists, computer scien-
tists, and educational scientists, we propose an inter-disciplinary approach to
help learn the concepts in mathematics during and after classes, practice mathe-
matics exercises, and increase the readiness for taking the exams in mathematics.
Specifically, we design an Augmented Reality and mobile game-based mathemat-
ical learning approach for students to improve learning outcomes. Through the
game, students gain interest in the concepts of math and, at the same time, they
have ongoing practice on the concepts and have gained the experience on solving
math problems. The portability characteristic of the mobile game enables stu-
dents to learn whenever and wherever they would like. The entertainment char-
acteristic of the mobile game boosts and maintains students’ interest in learning
and practicing mathematics. The integration of text, graphics, video, and audio
into a student’s real-time environment by Augmented Reality provides a rich
enhancement compared to the traditional learning and teaching approaches.

This paper introduces our motivation, design principles, main features and
architectures of the game, and also describes the experiment we use for evaluating
the game. The contributions of our study can be summarized as follows: (1) Our
proposed game employs an emerging technology, Augmented Reality, to provide
an enhanced level of gaming and studying experience; (2) Our mobile game
gives students a new way of learning math and practicing exam questions; (3)
Our mobile game initiates a new learning approach by incorporating customized
learning pace, remote learning progress management, and parental control.

The rest of this paper is organized as follows: Sect. 2 goes through the back-
ground of the research; Sect. 3 describes the system design; Sect. 4 introduces
the experimental study. Section 5 gives an overview of related work, and Sect. 6
includes conclusion and suggestion on future work.

2 Background

Gamification [6] is a methodology that applies game elements, such as compet-
ing, rewarding, and entertaining, to non-game environment or circumstances,
to provide a much more pleasant experience, to motivate and engage people’s
interest, and to generate more effective outcomes. It has been found to be very
helpful in educational application [11].

AR is an emerging technology that provides rich enhanced information in the
form of text, graphics, audio, and video integrated into the real-world environ-
ment. With the rapid development of mobile computing power and image pro-
cessing algorithms, AR is no longer a very expensive technology that requires
advanced equipment to facilitate. A camera and screen of a smartphone are
already enough to enable us to virtually step into an “augmented” new world.
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3 System Design

This section introduces our design ideas regarding the functionality of the AR-
based educational game, and provides an overview of the system architecture.

3.1 Functionality of the AR-based Educational Game

This section introduces the motivation, design and main features of the game.

AR Integration: As an emerging technology, AR has started to be employed
by IT practitioners in many fields. Many games also start to leverage AR to
increase entertainment and provide players with an enhanced level of gaming
experience. One of the major features of our game is to incorporate AR, to give
students a new type of learning experience. Specifically, our game leverages the
AR Foundation package [1] in Unity [3], one of the most popular 3D game design
platform. Aided by AR and location sensors in mobile devices, our game enables
students to play and practice math questions at home, interact with their virtual
pets and collectibles within the environment of their own home settings. Figure 1
shows an example screenshot of our game. The game can render virtual pets in
students’ physical environment. Our motivation of having AR embedded into
the game is that we would like to encourage students to practice math questions
at home, to give students more opportunities to expose the world of math, to
boost their interest in playing and learning, and to ultimately increase their
math skills.

Fig. 1. An example AR screenshot of our game

Timing : It is acknowledged that most math exams require students to finish
a number of questions within a fixed time limit. During our class visits to a local
middle school, we also observed that math teachers specifically designed their
class activities to enable students to practice math questions in a given time limit,
with the goal of increasing students’ speed of solving and answering questions.
With the similar motivation as teachers’ in-class activities, we introduce timers
to every scenario when students answer questions in our game, so that the game
can indirectly help students practice their math skills and get students prepared
for math exams.
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Self-Paced Learning : Educators should accommodate students’ diverse back-
ground and provide personalized learning and study experience. According to
this principle, in this game, we design this self-paced learning feature that pro-
vides students a customized learning experience. For example, if a student finds
that it is so easy to answer the questions, he/she may be bored and may not
like to play the game anymore. To prevent this from happening, the game can
automatically adjust the difficult levels of questions sent to the student’s device,
so the student can get challenged by harder questions and learn more knowledge.
Teachers can customize the learning pace for every student based on students’
progress. Also, the game AI can customize questions based on an individual stu-
dent’s frequent mistakes to let the student have more practice on the type of
questions he/she is weak on.

Rewards and Incentives : Like playing regular games, rewards and incentives
play a significant role in increasing the entertainment of games, recognizing users’
achievement in games, and boosting users’ interest. In our game, for example,
students solve the most questions can receive in-game rewards from teachers,
such as special badges, or out-game incentives, such as homework extra credits.
Collectibles, such as tools, question hints, virtual foods and drinks, can help stu-
dents answer questions, raise their in-game pets, and reward their study progress.

3.2 System Architecture

Figure 2 illustrates the general architecture of our proposed system. Our system
includes four major interfaces for different types of users:

Student interface is the primary app installed on mobile devices that are
used by students. It is also the medium that leverages AR technology to pro-
vide students with the innovative learning and gaming experience. Students play
the AR game by practicing and solving math problems. The central database
records every student’s progress and performance, such as the number of cor-
rectly answered questions, the number of questions answered every day, the
average speed of answering questions, etc.

Teacher’s terminal is the interface provided to teachers to monitor students’
progress, manage the database of practice questions, receive/send system-wide
or personalized notifications, etc.

Knowledge experts is a special portal that enables math education experts
to design and load new practice questions for students.

Parental control is the interface for students’ parents to provide the necessary
supervision to their children. For example, parents can set a time limit for the
maximum hours that students can play the game every day, so that students do
not get addicted to playing.

In addition to these four front-end interfaces, our proposed system includes
the following major back-end modules:

Notification module is used to broadcast system-wide and personalized noti-
fications, to students and teachers. For example, if a teacher uploads a new set
of practice questions, he/she can initiate a system-wide notification to all the



Towards an Augmented Reality-Based Mobile Math Learning Game System 221

students. If a teacher finds a student has never practiced any questions for a
while, she/he can notify the student regarding his/her progress.

Collectible management module and Reward management module provide
the features of managing rewards and incentives. As described in the previous
section, rewards and incentives are indispensable for a game to maintain stu-
dents’ interest, and they are one of the major advantages of our game compared
to traditional learning approaches, because we can keep students playing and
practicing as often as they can, wherever and whenever they like to.

Learning pace management module lets teachers manage students’ different
learning progress. This module provides self-paced learning features described
in the previous section.

Fig. 2. System architecture

4 Evaluation and Experimental Study

Collaborating with local middle schools in USA, we design an experimental study
to comprehensively evaluate the mobile game proposed in this paper and obtain
important data for our future research. The students in the school need to take
the PARCC assessments, in which math is an important part. The PARCC
assessments were instituted in the state of Maryland in 2015. The PARCC assess-
ments in math test a wide range of skills beyond problem-solving, including read-
ing comprehension and analysis. According to 2017 PARCC results, less than
half of students in grades 3–8 passed the English and math portions of the exam
[2]. Underlying these results are genuine challenges that students and teachers
face in their preparation for such a test, in and out of the classroom. This also
highlights the urgency to implement a new mathematical learning approach,
targeted at minimizing these new challenges.
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4.1 Evaluation for the Game Development

For most software systems, obtaining users’ feedback, observing how the systems
are used, evaluating the functionality, usability, and performance are essential.
Thus, in this research, we design an evaluation specifically to study how our
users, i.e., students and teachers, use our game.

For the development of our game, we use the Agile software development
process [5]. We organize each feature as a user story, and list acceptance tests
of the user story. We bring the prototype to a small set of users and observe
how they use the features. After that, we conduct a 30 min user interview, in
which, 20 min are used for closed interview with prepared questions, and 10 min
are used for open discussion, focusing on documenting and recording users’ feed-
back, preference, and requirements. We conduct qualitative analysis based on
the information we collect. Specifically, we analyze the features that our users
like and dislike, implementation that needs improvement, and bugs and quality
issues that need to fix.

4.2 Experimental Study of the Math Learning System

After our game becomes a stable version, we would like to conduct an experi-
mental study to evaluate whether our game can actually help students improve
their math. In our initial experimental study, we restrict our focus to the mid-
dle school students. We would like to recruit 20 students from local schools, by
distributing the introduction of our study to these students. Students are free to
participate our study and use our game. The consent from every participant’s
parents is necessary in our evaluation. We value maintaining participants’ pri-
vacy as our highest priority task, so that we ask all of our team members to
go through necessary training courses regarding behavior and human subjects
experiments. All the data we collect are anonymized by a third party from the
schools of participants. Every step of our experimental study is approved and
monitored by the IRB from our university and local county public school board.

Among all the math subjects, Algebra is the most difficult for the middle
school students because it involves a lot abstract concepts. In the middle school,
students need to learn the fundamentals of algebra including variables, functions,
quadratic equations, logarithms, etc. Therefore, as a first stage of a long-time
project, our initial experimental study starts with middle school algebra as the
subject. We will go onsite to the school and collect necessary experimental data,
such as whether students are using our program, how long and how often they use
it, what grades they receive from exams, what feedback they on the game, etc.
Based on the experimental data we collect, we will further conduct quantitative
and qualitative analysis, such as statistical analysis using appropriate statistical
methods.

5 Related Work

Researchers have shown significant interest in investigating using computer
games as a complement for standard teaching and learning approaches for many
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years. The research conducted by Kebritchi et al. [12] finds that educational
mathematics computer games had a significant positive effect on students’ math-
ematics achievement. In their study of 193 high school students and 10 teachers,
students who played the games scored significantly higher on the district-wide
math benchmark exam than students who did not play the games. Similarly, the
research of Boyce et al. [4] finds that middle and high school students who played
their computer game showed statistically significant learning improvement. The
game they developed was able to increase student motivation and achieve higher
learning gains in as little as 90 min. The latest empirical study involving 153 stu-
dents, conducted by McLaren et al. [14], showed that a mathematics educational
computer game can provide superior learning opportunities, be more engaging,
and lead to significantly better gain scores in solving decimal problems.

The portability and convenience of mobile devices are expected to initiate a
new trend of educational games. The paper of Diah et al. [7] discussed the devel-
opment of an early prototype of an educational math mobile game. The paper
of Ebner [8] introduced math mobile games they developed, and described their
technical and pedagogical strategy. However, very few empirical studies are con-
ducted based on mobile educational games, especially math games. Also, AR
technology has been reported to be very effective in helping the understanding
and improving the learning of different subjects for students, such as chem-
istry [13], physics [9], and physical education [10]. However, there are not many
AR-based educational mobile games that can help students learn mathemat-
ics, practice mathematics problems, and prepare for standardized mathematical
exams. There are also not many comprehensive applications provided to teachers
to monitor students’ learning, reviewing, and practicing progress. These are the
aims of this project.

6 Conclusion and Future Work

Learning math is critical in every student’s life. Even though educators designed
many different teaching and learning approaches, students’ low passing rate indi-
cates that they have not found an effective methodology for studying math.
There are many math games on the market. However, very few of them are
designed for the comprehensive practice of the subject of math. Meanwhile, very
few of them are based on mobile platforms. None of them incorporate AR, the
emerging technology. None of them provide teachers a convenient approach to
monitor students’ learning and practicing progress and enable students to learn
based on their own pace.

As an inter-disciplinary research team, in this paper, we propose an AR-
based mobile math learning game, to help students learn math and practice
math exams. We design a controlled experimental study to evaluate our app-
roach. Our game will increase student motivation towards preparing for math
exams by being highly engaging, and students will enjoy the game to help prepare
for exams. This platform will also increase students’ practice of skills needed to
be successful on the math exams because it is not the traditional drill style prac-
tice. It will encourage mathematical independence and bridge the gap between
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in-school and at-home exam preparation. We hope that this AR-based mobile
learning game will not only increase student performance on mathematics exams,
but also increase student confidence in the area of mathematics as a whole.

The research into an AR-based mobile math learning game has just started.
There are still avenues for future research, evaluation, and improvement. This
research will prove to be a valuable avenue for mathematics teachers, students,
and parents. We will collect experimental results and students’ feedback from
our experimental study. We will conduct quantitative and qualitative analysis
and report our findings. We will also further improve the functionality of the
game based on the data we obtained.

Acknowledgments. This research project is supported by School of Emerging
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Abstract. The Artificial Intelligence Assisted Learning application has been
created to help Mathematics students at primary school level and assist their
teachers. The application generates classwork and homework worksheets based
on each student’s ability level, corrects the worksheet, and gives immediate
feedback to both the student and teacher. A crucial Human Computer Interaction
concept implemented in the AIAL system is usability since the target audience is
primary students and teachers who may have a basic proficiency in IT skills.
Through the use of clearly partitioned sections, for classwork, homework,
results and trophies, and intuitive controls, the application is easy to use and has
a very low learning curve. Gamification and reinforcement elements were
included in this application to further increase student engagement and enjoy-
ment levels. The AIAL application can also be used for continuous assessment
purposes. In the testing phase, it was noted that students enjoyed using the app.

Keywords: Artificial Intelligence (AI) � Human Computer Interaction (HCI) �
Artificial Intelligence Assisted Learning (AIAL)

1 Introduction

Human Computer Interaction (HCI) can be defined as “a sociotechnological discipline
whose goal is to bring the power of computers and communications systems to people
in ways and forms that are both accessible and useful in our working, learning,
communicating, and recreational lives” (Wtec.org 2018). The Artificial Intelligence
Assisted Learning (AIAL) application has been created to help Mathematics students
and assist teachers in primary schools. HCI ideas have been implemented in the AIAL
app in order to make the app more accessible and helpful to users.

2 Usability of the AIAL Application

2.1 App Partitioning

An important HCI concept which was implemented in the AIAL system is usability and
ease of use. This is an essential feature since this app is designed for primary school
students and their teachers, who may have only a basic proficiency level of IT. One
way in which usability was implemented is through clearly differentiated parts of the
application.

© Springer Nature Switzerland AG 2019
C. Stephanidis (Ed.): HCII 2019, CCIS 1034, pp. 226–229, 2019.
https://doi.org/10.1007/978-3-030-23525-3_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23525-3_29&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23525-3_29&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23525-3_29&amp;domain=pdf
https://doi.org/10.1007/978-3-030-23525-3_29


In the application there are different sections for classwork, homework, results and
trophies. Therefore the user can easily navigate through the application. This is an
essential feature to ensure that no unnecessary time is spent searching for the worksheet
given by the teacher and the student only spends time working on the material of the
given worksheet.

It is for this reason that the sections for classwork, homework, the student’s user
profile that contains trophies and work due have been programmed in a way to ensure
that the student can easily find the work or information he/she is looking for.

The ‘work due’ section is composed of worksheets, mainly for homework pur-
poses. These worksheets are found in separate sections, sorted by date, to help the child
remember and keep up to date with the work that is due for that particular Mathematics
topic.

In addition, the structured application aims to provide this app with a low learning
curve for both teachers and students to be able to independently access all the features
being offered in the app and master using it in a relatively short time.

2.2 User Controls

A user friendly interface for both students and teachers has been implemented in the
Artificial Intelligence Assisted Learning (AIAL) application. By implementing intuitive
and easy to learn controls to use the app, the app will assist learning in classrooms.
Rather than using a mouse and a keyboard, the students just interact directly with the
tablet through tap and/or drag motions for the numbers, operators or words. The student
can also write/draw using either their finger or a stylus in the workings section as if it
was rough paper. Similarly, when the teacher inputs a topic and sample question into
the AIAL system, they use a drag and drop block style, similar to a visual programming
language. The AIAL system then understands the input given and generates person-
alized classwork and homework depending on the level of the student that is recorded
in the student’s user profile. Every time a student completes work (classwork, home-
work or tests), the AIAL system updates the student’s profile on the app. The student
profiles of all the students in the class can be accessed by the teacher in order to provide
the teacher with ready-made analytics and also indicate to the teacher which questions
have been misunderstood and which students are struggling with a particular topic.

3 Human Learning

Another area which has been studied as part of HCI research is human learning and
understanding. From previous literature it was learnt that continuous assessment is a
better tool to aid student learning in comparison to final exams (Rezaei 2015; Kornell
2009). Moreover, when students have fun during the lesson, they are more concen-
trated and learn more.
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3.1 Student Enjoyability Levels

During the testing phase of the AIAL application, it was evident that most students
enjoyed using the app as they were very immersed in the content and were competing
to see who could obtain the highest score by answering most questions correctly in the
worksheet. Moreover, it was also noted that students were very eager to show the
teachers the trophies they had unlocked. These trophies reflect the work completed and
the student’s performance in this aforementioned task.

In the AIAL system, the use of continuous assessment occurs through the use of
periodic tests which are generated by the system. Moreover, the interactive application
will enable students to remain interested in the classwork/homework they are per-
forming and reduce boredom, which in turn promotes learning (Holmes 2015)
This AIAL app can be used periodically as an additional tool in classrooms to provide
an engaging and stimulating classwork activity in conjunction with other pen and
pencil exercise worksheets given out by the teacher.

3.2 Gamification and Engagement

The use of a timer was also employed to increase the gamification in the app. This timer
adapts according to the user level and the time increases and decreases accordingly.
The time increases gradually if the system realizes that the user is running out of time
as the answer box is repeatedly left empty when the timer reaches 0. On the other hand,
if the student is never running out of time (timer does not reach 0) and answers a high
proportion of the questions correctly, the time given to the student to answer the
question will be decreased, thereby making the task more challenging to complete.
A minimum and maximum time limit is set to ensure that the time is not decreased to
such a low value that the student is unable to answer the question in time while also
keeping the timer as a competition/game feature to ensure that the student is being
challenged when answering the question and to ensure they do not get distracted and
forget to answer the question. Students also have the option of switching off the timer
should they require more time to answer the questions (than the maximum time) or do
not like working under pressure/timed.

The colours used in the AIAL app were also specifically chosen to increase student
engagement and personalize the app to each user. The screen flashes red when the time
is running out to inform the user and remind them about the timer. Moreover, in the
working section the user can change the colour of the pen. This allows the student to
work out the problem in their preferred colour. The working space allows the students
to work out the questions ‘by hand’ and not mentally. In this way, the student is able to
solve the problem using any method that they have previously learnt.

3.3 Reinforcement

A further important aspect in student learning, especially in primary students, is that of
reinforcement. Positive reinforcement is given to the students when they achieve a pre-
set goal set by the teacher. An example of a goal is completing all the homework given
in the week. If the student reaches this goal, a trophy will be given to the student which
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he/she will be able to view on their personal user profile. Viewing the trophies and
seeing an ever-increasing number on their profile could act as an incentive and increase
motivation in the students. This also helps students to respect deadlines without adding
extra pressure. On the other hand, the AIAL system also provides constructive feed-
back to the student. This occurs immediately after the students complete a
classwork/homework worksheet. The AIAL system corrects the personalized work-
sheet and shows the students which problems are correct and also which problems were
wrongly answered. The student may then opt to either rework the worksheet or else
view the answers with the solutions to the problems they got incorrect. This allows the
students to recognize their mistakes and allows them to focus on understanding the
process behind the solutions to the problems they answered incorrectly.

The application also involves two-way communication between the AIAL system
and the student by acting as a tutor if the student encounters any difficulties. The system
can offer assistance by showing other similar or related problems to the student,
depending on where in the problem the student has misunderstood or is struggling with
the problem. This can be done by the system analyzing the student’s partial answer/s to
try to get an understanding on what the student has already understood and where
he/she actually needs help.

4 Conclusions

In conclusion, various Human Computer Interface techniques were used throughout the
development of the Artificial Intelligence Assisted Learning (AIAL) app to ensure that
the user was kept as a top priority throughout.

A user friendly interface for both students and teachers was implemented in the
AIAL application. By implementing intuitive and easy to learn controls to use the app,
the app has a low learning curve and students are able to focus all their attention on
working out the material of the given worksheet rather than on navigating the appli-
cation. The HCI concept of human learning and understanding is also prevalent in the
AIAL application through the gamification, reinforcement and other engagement
techniques used. A few examples of these techniques are the trophies, timer and
colours. These aspects are thought to contribute to the student enjoyability and increase
focus on the worksheet questions given.
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Abstract. This paper highlights over a decade of research on emerging tech-
nologies and learning innovation by the National Research Council, starting in
2008 with Personal Learning Environments (PLEs), connectivist-type MOOCs
(cMOOCs) and more recently, new learning ecosystems. Late breaking research
on human factors involved in critical learning on an open network will highlight
participants’ experiences in a recent cMOOC on distributed learning technolo-
gies - E-Learning 3.0. Human factors research is essential in identifying the
types of support structures needed to create a place or community where people
feel comfortable, trusted, and valued, as part of critical learning on an open
network. Gaps and limitations in current research and development efforts in the
area of new learning ecosystems are addressed as well as future areas of research
worth exploring.

Keywords: Personal Learning Environments � PLEs � cMOOCs �
Connectivism � Learning ecosystems � Human factors

1 Introduction

The National Research Council has been conducting research on emerging technolo-
gies and learning innovation since 2008, starting with Personal Learning Environments
(PLEs), connectivist-type MOOCs (cMOOCs) and more recently, new learning
ecosystems. A decade of research has identified important gaps, especially around the
types of support mechanisms required by learners to be successful in these new open
and accessible learning environments.

New learning technologies are emerging outside formal education, and academics
and technologists are experimenting with these in formal and informal settings. Per-
sonal Learning Environments (PLEs) are part of the new learning ecosystem landscape,
offering a wide range of open and accessible learning opportunities to learners across
the world. A PLE is define as a single user’s e-learning system that allows collaboration
with other users and teachers who use other PLEs and/or Virtual Learning Environ-
ments and contain ‘productivity’ applications that facilitate the owner’s learning
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activities, and are generally under the user’s control as to use and personalisation [1].
PLEs are usually conceived of as open systems that are concerned with the coordi-
nation of connections made by the learner across a wide range of open systems [2].
MOOCs are included in PLE design efforts: as a massive multi-user environments, with
open and distributed content that encourages cooperative learning, fully online deliv-
ery, and the packaging of these as an online course [3]. Novel technologies have
prompted a new era of information abundance, far beyond the era of information
scarcity and inaccessibility [4].

Tenets of emergent theories of knowledge and learning, such as connectivism,
argue that online social networks can help interpret and validate information [5–7].
They promote a learning organization whereby there is not a body of knowledge to be
transferred from educator to learner, and where learning does not take place in a single
environment. Rather, it is distributed across the Web and people’s engagement with it
constitutes learning [7]. cMOOCs are ‘based on a philosophy of connectivism and
networking’ [8] and ‘are defined by a participative pedagogical model’[6].

Key principles of learning in networks [9, 10] are: distributed platforms, autonomy,
diversity, openness, and connectivity. Downes and Siemens (conveners of the first
cMOOC in 2008, CCK08) have described four key MOOC activities as: aggregation
(filtering, selecting, and gathering personally meaningful information); remixing (in-
terpreting the aggregated information and bringing to it personal perspectives and
insights); repurposing (refashioning the information to suit personal purposes); and
feeding forward (sharing the newly fashioned information with and learning from other
participants) [11].

It is now possible for self-directed learners to participate informally in learning
events on open online networks, such as in Massive Open Online Courses. In order to
develop empowering learning environments that foster active learning, designers and
developers of such environments first need to understand the factors that influence
people’s attitudes, intentions and behaviours. They must also understand the prereq-
uisites for people to thrive in such environments in order to create favourable com-
ponents and conditions, to encourage agency and autonomy to participate
wholeheartedly.

2 Background

2.1 Human Factors in Self-directed Learning

Recognizing the challenges posed by innovations in Web-based learning, learning
technologists have started developing structures to support autonomous learners in the
negotiation of this new and ever-changing learning landscape. The creation of a place
where people feel comfortable, trusted, and valued is the crux to engaging learners in
an online environment [11]. The task would be to move towards a space that aggregates
content and imagine it as a community, a place where dialogue happens, where people
feel comfortable, and interactions and content can be accessed and engaged with easily:
a place where the personal meets the social with the specific purpose of the develop-
ment of ideas and of learning. In a learning environment characterized by change, the
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tools and application recommended to learners and the connections to others and
resources are vitally important to create meaningful learning experiences. The flow of
learning in a learning environment that supports learner self-direction on online net-
works, as is the case in cMOOCs, has been visualized in Fig. 1 [12].

2.2 Disruptive Pedagogy

Connectivist MOOCs have been described as being pedagogically disruptive [13] and
this can have a significant impact on participant learning experiences and their sense of
personal identity. Connectivism is based on the idea that knowledge is essentially the
set of connections in a network, and that learning therefore is the process of creating
and shaping those networks. E-Learning 3.0—a cMOOC on the topic of ‘Distributed
Learning Technology’ was offered from October 18 to December 17 2018. The course
lasted nine weeks and each week covered a different topic, as follows: Data, Cloud,
Graph, Identify, Resources, Community, Experience and Agency, as illustrated in
Fig. 2.

Features of the course included: synchronous and asynchronous videos, course
events and feeds. The gRSShopper application [14] and the Daily newsletter derived
from it, facilitated resource aggregation and information dissemination relevant to the
MOOC. gRSShopper has been a central tool across several MOOCs, helping learners
to map the terrain of the conversation without telling them where to go specifically.
Aggregation of independent points of view is one of the key mechanisms to cultivating

Fig. 1. Model of learning in a Personal Learning Environment
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and harnessing the wisdom of the crowd. As part of a pedagogically disruptive learning
experience, the course instructor expressed the following:

“You might be thinking: this course looks too difficult, too technical, or too high level. This will
be true for everyone, even me. But the course is structured so you can focus on what’s
interesting and accessible for you, and you can ignore the rest.”[15].

Table 1 describes components of the course, including the course philosophy,
technology, media and education.

2.3 New Ethics and Privacy Issues in Networked Environments

Increasingly, information about individual learners and their online behaviors are now
made available and harvested from their participation in MOOCs, which makes it
possible to do these types of analyses. However, researchers need to carefully consider
the ethical implications related to how personal learning data is collected, analyzed, and
reported. The complexity of researching networked learning has been highlighted along
challenges of human agency and the multitude of issues involved, such as the dynamics
of the network, power-relations on the network, and the amount of content generated
[16]. It might also mean that qualitative analysis in addition to quantitative analyses are
necessary to obtain meaningful answers to research questions. Effective analysis would
require a multi-method approach and would need to address new ethics and privacy
issues.

Fig. 2. E-Learning 3.0 topics

Table 1. Components of the course.

Philosophy What are the underlying concepts, systems and ethics?
Technology What applications and systems will address this topic?
Media What do we create and how do we communicate?
Education What are the processes of learning, inference and discovery?
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Every researcher has to consider the ethical implications of the chosen methods of
obtaining the data for a study and the use made of it. Sometimes obtaining data is a
matter of accessing statistics or documents. When human subjects are involved in the
research, careful consideration of the level of informed consent by participants is also
required. It has been argued that gaining informed consent is problematic if it is not
clear what the participant is consenting to and where “participation begins and ends”
[17, p. 53]. Several ethical issues were raised in the literature, of which misuse of data
and privacy issues were the most important. Researchers caution that data could pose a
threat to subjects when misused, or used for different purposes than what it was
supplied for [18, 19]. Researchers should at least anonymize data in order to respect
privacy issues [18–20].

It has also been suggested by network researchers that people should have the
choice to opt in or opt out of the use of their data. If someone is not aware that the data
is being collected or how it will be used, he/she has no real opportunity to consent or
withhold consent for its collection and use. This invisible data gathering is common on
the Web [18] and highlights new decisions and issues related to ethics that researchers
will have to address. Ultimately, researchers have a responsibility to carefully consider
the context of their research, and also the process that takes place between observing,
collecting and analyzing “Big Data”; data that is left by traces of activities that might
not at all be related to the visible participation of learners [20].

3 Research Methodology

A survey was conducted in the context of the E-Learning 3.0 course in order to collect
feedback from participants on their experiences within the MOOC, their background as
well as information about their participation in the course, including their preferred
modes of interacting within the MOOC, learning activities they participated in, as well
as privacy and trust concerns. Links to the survey were sent to the email addresses of
those who signed up for the course newsletter. The course instructor also mentioned the
survey in two of the course videos as well as in a tweet.

General statistics were also collected through the gRSShopper aggregator as fol-
lows: newsletter subscriptions (177), harvested feeds (15), with the number of unique
visitors to the E-Learning 3.0 course website reaching 3000. A total of 39 participants
completed the survey, which contained demographic questions as well as questions
related to general interest in the course, privacy and trust and preferred modes of
interaction. The results of the survey are presented in the next section.

4 Survey Findings

4.1 Demographics

The majority of participants in the survey were well educated (76% master’s or pro-
fessional degree; 16% doctorates) and from an older demographic (65% were 55+).
A majority of participants were male (65%), had a high degree of IT proficiency
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(68% professional), with significant experience in online learning (58% with 11+ years
involvement in online learning). Participants also had a high level of experience in
MOOCs, with 95% reporting previous involvement in MOOCs.

4.2 Privacy and Trust

Even though all participants had concerns over privacy online in general, most (66%)
survey respondents did not read the privacy policy for the MOOC. Some report not
seeing it (the link is listed on the course outline) while most noted that they didn’t have
time or they trusted the course creator and didn’t see the need to read the policy.

This could be connected with the idea of the creation of a community—in fact, one
of the weekly topics (of 9 in total), was that of community, and 22/39 participants
identified community as a topic of interest. The term community also came up in quite
a few of the text responses where participants were asked to share their thoughts and
experiences on the MOOC. “It’s good to ‘see’ old familiar faces again, and be able to
interact with them (people I connected with in some way in CCK11 and other
cMOOCs of the era”) (R20). The facilitator of the MOOC is indeed a part of the
MOOC community and a friendly face, which created trust between him and the
MOOC participants. When a connectivist course is working well, one can see a cycle of
content and creativity that begins to feed on itself with people in the course reading,
collecting, creating, and sharing. One of the survey questions asked participants to
identify their preferred modes of interacting within the MOOC. Details regarding
participants’ preferred modes of interaction are presented in the next section.

4.3 Preferred Modes of Interacting Within the MOOC

Most of the participants responded that they read the daily newsletter and watched the
videos on a regular basis. There was also moderate participation reported in the social
media aspects of the MOOC. Blogging attracted the least amount of participation, with
39% of survey respondents reporting never blogging. (see Fig. 3).

Still, blogging was one of the most popular modes of interaction, with many
participants choosing to read blog posts by their peers. Blogging and social means of
interaction were mentioned with greater frequency by participants as their preferred
mode of interaction. The importance of synchronous and asynchronous means of
interacting were highlighted in the text responses of the survey. As one participant
pointed out:

“I’m a free range learner and like to take my own route through a course, often checking out
related resources and ideas along the way. But I do appreciate the sense of a shared experience
that synchronous components of a course creates […] it’s the surprising, sometimes discon-
certing and shocking discoveries in a rich, deep, multilayered, unplanned environment that
makes the experience memorable and, perhaps transformational.” (R24).

Others pointed out the utility of accessing resources after the fact, stating preference
for “Twitter and blog to blog because of the asynchronicity aspect. I love “the daily”
because if I didn’t get an email with the resource I’d most likely put the “course” even
further back on the backburner.” (R20). “Asynchronously, because the time zone of

Human Factors in New Personal Learning Ecosystems 235



live events takes place in the middle of my night. I very much appreciate learning about
the gRSShopper software and seeing how the course is mounted and use the concepts,
if not the software itself, in my own course”. (R39).

And others pointed out their appreciation for including multiple means of inter-
action, noting that “There isn’t ‘one’ [preferred mode] they contribute in unique ways
to the whole experience.” (R1).

When asked to share their thoughts and experiences on the MOOC the terms
community, open and interaction were frequently mentioned (see Fig. 3). Certainly the
users written responses to the preferred modes of interaction speak to this theme of
openness and interaction within a community. When asked to share their thoughts and
experiences on the MOOC the terms community open and interaction frequently
mentioned. Many thanked the MOOC producer for the opportunity for gathering the
community and the facilitation of their interactions. Several participants called for more
interaction, especially during the live sessions, and perhaps some webinars where the
MOOC participants could have the opportunity to interact with each other syn-
chronously to complement the asynchronous interactions. One common issue men-
tioned was that of time constraints, with several participants indicating intent to follow
up on course material after the official end of the course.

“I wish I could have contributed more and engaged with others more. But, for me, these
courses never really end. It’s a bit like knowing that you can drop into your favourite bar or
cafe anytime and know that you will find good people and good conversations there. No one
expects you to turn up every day or at pre-determined times. And it’s OK if you’re away for a
while. You’ll just have more news to share on your next visit. A MOOC isn’t like listening to a
finished symphony, it’s more like warming up in the pit with everyone else. It’s improvised
jazz.” (R24)

Fig. 3. Preferred mode of interaction in the E-Learning 3.0 MOOC
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5 Conclusions and Discussion

Working across distributed platforms allows learners considerable autonomy, but also
requires the associated technical, navigation, and critical thinking skills. For new-
comers to MOOCs, the experience may be difficult and disorienting. Fostering and
encouraging learner autonomy is an essential part of the learning process and design
but the constraints on autonomy must be recognized as part of the human factors
involved in critical learning on an open network. The type of support structures needed
to create a place or community where people feel comfortable, trusted, and valued, and
can access and interact with resources and each other remains fertile ground for
research in human factors in computer systems. The notion of what it means to learn in
a new learning ecosystem continues to expand, with opportunities for individuals to
manage their own learning, improve on their competencies, add a new skill set for
career advancement or pursue learning for personal enjoyment.

Current research and development efforts in new personal learning ecosystems
include powerful data-driven visualizations aimed at providing valuable and mean-
ingful feedback to learners based on trace data of their learning activities, machine-
learning techniques to personalize the learning, learning analytics, recommender sys-
tems, big data and educational data mining applications, as well as the provision of
safeguards for data protection and privacy in a complex networked environment.
Specifically, research in the area of AI and data-based learning systems such as rec-
ommender systems will help learners filter information and online social interactions,
but the challenge also lies in the human factors that make people want to participate in
a course and learn.

With the advent of social media and opportunities to connect people on a massive
scale, we have now entered a new era of communication and trust. Learners, partici-
pants, and consumers of technologies should be encouraged to make informed deci-
sions about what they share, who they share with, and what might be the potential risks
and benefits in contributing and participating. Transparency as well as sound data
privacy, security, and trust practices by those producing new technologies and learning
environments are now a priority.
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Abstract. In this study, we propose a Teaching Assistant (TA) support system
to assist the TA in instructing students more effectively. The TA is expected to
support students properly without decreasing the learning impact of the students.
Hints for exercises should not be given excessively to let the students work by
themselves. The proposed system controls the TA’s behavior by preventing the
TA from overrunning the instruction time. To measure the instruction time, the
position data of the TA in the classroom is used. The system detects the
beginning of a TA instruction based on the still position in a fixed period. When
the instruction time overruns a specific time, the system notifies the TA by
sending a signal to vibrate the mobile device worn by the TA. The TA is
assumed to conclude the instruction and leave from the student when the mobile
device vibrates. We introduced the experiment in the classes of basic pro-
gramming course. From the results of the experiment, the notification affected
the TA adequately and the instruction was concluded as anticipated.

Keywords: Teaching Assistant � Programming course � Assistance dilemma �
Mobile device � Behavior analysis

1 Introduction

Many students in abasic programming course are beginners at writing code. Levels of
understanding about programming vary among students. To tackle this situation, a
Teaching Assistant (TA) is introduced to support the students who need help working
the exercises in the course. The TA often gives hints based on requests from the
students. However, the students are expected to acquire the ability to solve various
problems by writing code, not just the knowledge learned in the course [1]. If the TA
supports the students excessively, the students might not be able to acquire this ability.
Therefore, the TA is expected to support students properly not to decrease the learning
impact on the students. This dilemma is called the assistance dilemma [2].

In this study, we propose a system to support the TA in instructing more effectively.
The system aims to prevent overruns of the TA’s instruction time. It is intended to
divide a long instruction time into separate segments. The students are led to ask the
TA for further assistance only after they have attempted to solve the problems by
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themselves. Another merit of introducing the system is the TA can instruct a greater
number of students in each class. The purpose of the system is to correct the bias of
learning opportunities that the students obtain from the TA.

2 Related Works

A TA should support students working exercises in a course actively, not excessively.
The assistance dilemma’s effect has been studied. Miwaet al. reported on the tradeoff
between problem-solving and learning goals [3]. The hypothesis is a high level of
support improves problem-solving performance but reduces the learning effect that the
learner obtains through a task. To test this hypothesis, they conducted two types of
experiments. Both experiments set the level of support that subjects received in the
learning experiment, and tests were imposed during and after learning. The relationship
between test score and level of support was examined. Consequently, subjects who
learned with a high level of support got a higher score on the test given during learning
than subjects who learned with a low level of support. However, on the test given after
learning, the result of the grade for the two subjects group was reversed. These results
indicate that high-level support improves problem-solving but does not lead to effective
learning. This research also suggests that no or a very low level of support does not
lead to effective learning. In the first experiment, the test scores of subjects who learned
without support were lower than those of subjects learned with support.

From the results of the research, it is necessary for the TA to support the students
enough when working exercises; however, when excessive support is given, the
leaning impact on students is decreased.

3 Proposed Method

The proposed method in this research is to manage the TA’s instruction time for each
student. If the instruction time exceeds a certain time, the TA is notified to conclude the
instruction. The goals of this study are equalization of learning opportunities that
students can be given by the TA and splitting instruction time during a lecture. The
equalization of the learning opportunities is intended to maximize the chance for the
students to be instructed individually by the TA. The TA is encouraged to give brief
advice and to walk around the classroom so that other students can ask questions of the
TA. Splitting the instruction time is intended to divide a single long instruction session
to several short segments. It is intended to prevent the TA from teaching too much
within one instruction instance. Students can use this between-segment time to consider
the problem and make step-by-step progress within the shortened instruction time.

4 TA Support System

Figure 1 shows the outline of the proposed system. When the TA stops near a student,
the system detects the student and starts to measure the instruction time. The device
issues a notification if the instruction time exceeds the specified time. The TA is
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assumed to conclude the instruction and to show the plan for how to proceed with the
exercises. If the TA finds it better to continue to instruct the student, the TA is not
restricted to concluding the instruction.

4.1 Measurement of the TA’s Position in the Classroom

To make it possible to use the system in ordinary classrooms, the system is imple-
mented only with devices that are portable and easily equipped. To detect the students
instructed by the TA, the position data of the TA, measured by Bluetooth low energy
(BLE), is introduced. FCS1301 by Focus Systems is used as a BLE beacon for this
measurement [4]. BLE beacons are attached to every seat in a classroom. The TA
brings a smartphone to measure the BLE signals. During a lecture, the TA brings a
textbook and a notepad so that devices of the system do not hinder the TA instructing
with gestures. Figure 2 shows a TA assisted by the system. By carrying smartphones
attached to the waist and the arm, the TA can use his hands freely and work without
disturbing the devices. To measure the radio wave from the BLE beacons, the Beacon
Scanner measurement application by Nicolas Bridoux is used [5]. This application can
send JavaScript Object Notation data of the measured beacons to a server at every scan.

Fig. 1. Outline of the proposed system

Fig. 2. Devices worn by TA
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4.2 Presuming the TA’s Instruction Time

The following steps are required for the system to presume the TA’s instruction time.

(1) Measure the TA’s position in the classroom and presume the TA’s situation.
The smartphone scans radio waves from several beacons at once. At every scan,
the system detects the beacon nearest to the TA. The system regards the desk to
which the nearest beacon is attached as the location of the TA at that time. If the
position of the TA does not change within a particular amount of time, the system
presumes that the TA is instructing the student sitting at that desk. If the TA’s
position changes continuously for particular amount of time, the system presumes
that the TA is walking around the classroom.

(2) Record the instruction time
When the system presumes that the TA is instructing the student, the system starts
to measure the instruction time.

(3) Issue notices to the TA
If the TA is instructing the student for more than 5 min, the system gives a notice
to the TA by vibrating the smartphone.

5 Experiment in Classes

We introduced the system to classes of a basic programming course offered ata science
and technology university. Table 1 shows the overview of the course.

We conducted an experiment in six classes for the last 5 weeks of the course. The
system was used in three classes (the experiment group), and the system was not
introduced in the other three classes(the control group). At the first 3 weeks, the system
was not used ineither group. Forthe last 2 weeks, the system was used in only the
experiment group. Video was recorded in every classto observe the TA’s response to
students. Throughout the experiment, three types of the results are analyzed. The first
result is the accuracy of presuming the TA’s situation. The second result is whether the
TA’s behavior of instruction has changed before and after introducing the system. The
third result comes from an interview with the TA about the system.

Table 1. Overview of the course

Course title Basic programing exercises for undergraduate students

Programming language Ruby and C
Number of students About 70
Number of teachers 1 or 2
Number of TAs 2
Number of lectures 15 lectures in 5 months
Length and frequency of classes 90 min, once a week
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6 Result and Discussion

6.1 Accuracy of Presuming the TA’s Situation

The system presumes the TA’s situation at every scanning BLE beacon; therefore, we
analyzed how many scans presumed the TA’s situation accurately in each lecture. The
correct situation for the TA is derived from observation recorded on video. As a result,
the average accuracy over all lectures in presuming the TA’s situation was 67.2%. The
accuracy varied among TAs, from 50% to more than 70%. We considered this to be
caused by the TAs’ posture while the TA was instructing a student. We found it
difficult to presume whether the TA was instructing the student based on the data of
single scan. Therefore, the system presumes the TA’s situation based on data from
recent several scans. The operator monitors the instruction time and manually stops the
system if it sends wrong notifications. Because of the limitation of the accuracy of
presuming the TA’s situation, some instructions exceeding the specified time are not
detected. Still, there was at least once notification for every TA in the experiment
group.

6.2 Change of the TA’s Behavior Before and After Introducing
the System

Because of a lack of collected data and variations in the working styles of the TAs, we
analyzed two classes each for the experiment group and the control group. To inves-
tigate how the system affected the TA’s behavior, we calculated every TA’s average
instruction time per student. We named this time the single instruction time. Figure 3
shows the distribution of every TA’s single instruction time before and after the system
was introduced.

Fig. 3. Distribution of every TA’s single instruction time
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The two upper graphs show the single instruction time in both groups before the
system was introduced. The lower two graphs show the single instruction time in both
groups after the system was introduced in the experiment group. These graphs show
that there is no remarkable difference between before and after the system was intro-
duced in the experiment group. However, the single instruction time of the control
group became longer in the last 2 weeks when the system was introduced in the
experiment group. This is caused by the increase in difficulty in the progress of the
lectures.

Then, we compared the overall average single instruction time of all TAs between
the experiment group and the control group. Figure 4 shows the average single
instruction time of both groups before and after the system was introduced.

We verified whether there was a significant difference between the two groups.
From the result of Mann-Whitney U test, a significant difference was seen only after the
system was introduced. It can be suggested that the system affected the TA’s behavior
to decrease the instruction time.

We examined whether the expected effects, equalization of learning opportunities,
and splitting of instruction time, occurred. First, we examined dispersion of the single
instruction time of the experiment group to verify equalization of learning opportu-
nities. The result showed that the dispersion did not become smaller after the system
was introduced. Therefore, we can say that the bias of the learning opportunities exists
even when the system is introduced. Second, we examined the number of instruction
times per student in each lecture to verify splitting of instruction time. If the effect of
the system was great enough, the number of the instruction times per student would
have been increased. Table 2 shows the average number of instruction times per
student.

Class 1 and 2 are the experiment group, and Class 3 and 4 are the control
group. Comparing Class 1 and 2 before and after the system was introduced, we cannot
say that the system increased the number of instruction times.

Fig. 4. Average single instruction time of the experiment group and the control group
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To increase the number of instruction times, we need to improve the system to
encourage students to more actively ask questions of the TA. Additionally, it is nec-
essary to motivate the TA to instruct the students who had already been instructed.

6.3 Analysis of the Interview

We found that some TAs might feel hurried by carrying notification-activated mobile
devices, even when the system did not give a notification. We need to conduct an
experiment to examine the effectiveness of the system excluding this psychological
impact.

We asked the TAs whether notification after 5 min of instruction was appropriate.
Some TAs answered that the duration was suitable as a default setting because the
notification tended to occur when an instruction was almost finished. However, most
TAs answered that when instructing students who did not understand the lecture well,
the current setting to notify after 5 min is not appropriate. The setting time of the
notification should be dynamic and should depend on the characteristics of the students
and the lectures.

The TAs reported that carrying the devices did not hinder their tasks in classrooms.
It can be suggested that it is possible to introduce the system in various types of
lectures.

Finally, some TAs found the possibility of using the system in another way. In this
study the system notices when the instruction time exceeds the specified time. How-
ever, some TAs said that they expected the system to notify them at regular intervals. In
such cases, the TAs can know the passage of instruction time and might be able to
control the instruction time by themselves.

7 Future Work

The accuracy of presuming the TA’s situations needs to be improved. To solve this
problem, we will consider combining the proposed notification system with other
sensors, such as gyroscopes. After that, we will introduce this system in a long
experimentto evaluate how this system will affect TA behavior. Adding some features
can also be considered. It is also necessary to decide on the time to notify depending on

Table 2. Average number of instruction times per student

Lecture Class 1 Class 2 Class 3 Class 4

11 1.27 1.30 1.25 1.59
12 1.00 1.42 1.33 1.21
13 1.50 1.30 1.33 1.42
14 1.29 1.12 1.17 1.29
15 1.36 1.40 1.20 1.23
Average before the system was introduced 1.26 1.34 1.30 1.41
Average after the system was introduced 1.33 1.26 1.19 1.26
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the characteristics of the students and the lectures. Another experiment would be
related to the use of this system as a regular notification timer.

8 Conclusions

In this study, we proposed a system to support the TA in instructing more effectively.
The system presumes the TA’s situation, depending on whether the TA is walking or
instructing a student, and measures the instruction time. If the instruction time exceeds
the specific time, the system notifies the TA. Using the system, we aimed to equalize
the learning opportunities that students can be given by TAs and split the instruction
time during a lecture into segments. To presume the TA’s situation, BLE beacons were
used. We found it difficult to presume the TA’s situation using only the position data of
the TA measured by BLE. Further investigation is required for the system to notify the
TA at an appropriate time. The instruction time was shortened with the proposed
system so that the TA’s behavior would be affected positively. To increase the number
of instruction times, we need to improve the system to encourage students to more
actively ask questions of the TA. Additionally, it is necessary to motivate the TA to
instruct the students who have already been instructed.
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Abstract. Virtual reality has an important role in learning physics since
it provides students a virtual environment that simulates real-world sit-
uations. Virtual laboratories are a new alternative for teaching, as they
provide safe environments where the student can repeat a practice with-
out risk of damaging the equipment. Gamification allows motivating stu-
dents through the application of game-design elements. The objective of
this paper was to perform a mixed evaluation of the influence of immer-
sive virtual reality and gamification on the learning of physics in a mobile
learning environment. The proposed application is a low-cost alternative
for both schools and universities that do not have the infrastructure to
create a physics laboratory and a tool for distance learning in physics.
86 students of university education were tested and we analyzed the
information generated by the students.

Keywords: Virtual reality · Education · Physics ·
Virtual laboratory · Mobile · Gamification

1 Introduction

In recent years VR technology has become more accessible [1] with the creation
of commercial products such as the Google Cardboard that offers virtual real-
ity experiences at an accessible price [2], which has allowed its application in
different areas.

One of these areas is education, in which VR is used through learning sit-
uations, that allows large groups of students interact with each other in three-
dimensional environments [3].

Among the advantages of using VR in the classroom is to represent com-
plex data and concepts in a simple way, also VR generates learning motivation
because students can interact with different objects [4].

In education, gamification has been used to motivate students to learn, where
the goal is to increase the fun, participation, and motivation of the students [5].
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2 Proposed Application

The proposed virtual laboratory consists of a set of activities which are divided
into theoretical and practical activities.

The theoretical activities are all the activities in which the student is asked
questions related to the theoretical classes, 3 different activities have been estab-
lished which are: multiple questions, true and false and connect concepts;

On the other hand, practical activities consist of exercises located in immer-
sive virtual environments, 2 different practical activities have been established
which are: solving an exercise: where, based on a set of data, the student must
find the correct answer and free experimentation where the student is in a sim-
ulated environment where he can change the data and obtain different results.

The users chosen to use the virtual laboratory are students from the National
University of San Agustin (UNSA) in the city of Arequipa, who have courses
related to physics.

For the use of the virtual laboratory we have selected a set of gamification
techniques which are: Narrative, Domain Opportunities, Player Control, Feed-
back, Progression by levels, Challenges, Music.

3 Implementation of Proposed Application

For the development of the virtual laboratory, we have used the Extreme Pro-
gramming methodology and the development environment chosen is Unity3d.

The mobile devices selected to perform the tests requires a gyroscope and
an accelerometer, additionally, we connected wireless controls to perform the
interactions on the virtual scenario.

The components of the application are: A menu system, a level system, a
save system, a VR navigation system, a music system and an activity control
system.

The menu system contains the main interface that is used in the virtual
laboratory, we used a minimalist design, where icons representing the different
tasks are shown and are easy to identify by the students as viewed in the Fig. 1.

Additionally, a descriptive text indicating the task to be performed is shown
as shown in the Fig. 1, we choose to make an intuitive design that allows the
student to make full use of the application without the need to read manuals or
ask for help.

This application saves the information generated by the student, process
this information in the virtual environment and show it through the VR lenses
allowing the student to select the objects through a reticle, which indicates what
objects can be selected and shown a text message that describes the objects as
shown in the Fig. 2.

Arrows are used to guide the student, as they indicate the position of a
certain object when it is out of the student’s vision, for example, a square icon
replaces the arrow icon when the object is out of view the student as observed
in the Fig. 2.
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Fig. 1. Left side Icons of the activities available in the virtual laboratory, right part
name and description of the activity to be carried out (Source: Own Elaboration)

Fig. 2. Elements of navigation in the virtual environment (Source: Own Elaboration)

4 Methodology

4.1 Types of Research

Mixed research was conducted with two approaches qualitative and quantitative:

– On the qualitative side we surveyed the students after using the virtual
laboratory, the questions focused on measuring the usability of the virtual
laboratory.
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– On the other hand, in order to obtain the information for the quantitative
approach, the system saves the information of the students regarding their
interactions with the virtual laboratory; this information is saved online from
the mobile device.

4.2 Sample

The experiment was conducted with 86 students of which 32 were women and 54
were men. Six sessions lasting from 10 to 15 min were conducted, where the first
test session was focused on carrying out activities to measure their theoretical
knowledge and the following 5 sessions focused on the use of the immersive
environment to measure the usability of the virtual laboratory.

4.3 Objective

The objective of the case study was to determine if students can easily use a
virtual laboratory and if the students improve their answers after several sessions.

4.4 Case Study

In order to carry out this case study, students were presented with an activity,
which in order to be completed, a series of exercises must be completed, based
on the exercises solved, the student’s attitude will be evaluated.

Six sessions were held with the students, in the first session the students had
to solve an activity to measure their theoretical knowledge of kinematics, in the
remaining sessions the students had to use the virtual laboratory to carry out
the experiments.

It was decided to carry out several sessions to measure if the students had
learned how to use the virtual laboratory, in each session we measured the time
they took to complete each experiment, the objects observed in the virtual envi-
ronment and the answers, both correct and incorrect.

Finally a comparison was made between each session results to measure
whether the student has reduced the time necessary to complete the exercise, if
the number of correct answers has increased and the number of incorrect answers
has decreased.

A framework for evaluating the educational effectiveness of VR experiences
was used as a basis to determine how to process the information generated by
the students, of which four categories have been selected, which are [6]:

– Technician: Time to learn an interface, understanding of instructions, physical
and emotional comfort

– Orientation: Time to feel comfortable in the virtual environment
– Pedagogical: Knowledge of the concepts that are being taught.
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4.5 Usability VR Applications

To evaluate Usability, 12 measurement categories are being used, which are [7]:

– Level of realism in the virtual environment.
– Level of realism when performing tasks.
– Freedom of movement in the virtual environment.
– Response time on the screen.
– Realism in the physics of educational software.
– Level of perception of the virtual environment.
– Level of navigation and orientation.
– Ease of entry and exit in the virtual environment.
– Comprehensive menu.
– Easy use of educational software.
– Organized and understandable tasks.
– Feeling of being present in the virtual world.

5 Results

5.1 Case Study

At the technical level, based on the time taken to carry out the activities and
objects viewed to complete each exercise of the virtual reality activities, it was
determined in Fig. 3 that there is a reduction of 60% of the time and a reduction
of 30%, of the number of objects viewed in the first exercise compared to the

Fig. 3. Comparison between the time to complete an exercise and the objects viewed
to complete an exercise in the virtual laboratory (Source: Own Elaboration)
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Fig. 4. Comparison between the objects viewed to complete an exercise and the time
to complete an exercise in the virtual laboratory between the exercises (Source: Own
Elaboration)

Fig. 5. Comparison between the correct and incorrect answers to complete an exercise
in the virtual laboratory (Source: Own Elaboration)

following exercises; also the exponential trend shows that both the number of
objects viewed and the time per exercise reach an average value.

On the other hand in Fig. 4 a comparison was made on the time to complete
an activity based on the objects viewed where they were grouped based on the
exercise, and a big difference is noted in the first exercise and the following ones
changing a maximum time of 7 min and 43 s to one of 2 min and 36 s per exercise.
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Based on the comparisons made, we have concluded that there has been an
understanding of the students regarding the activities they carried out.

At the orientation level, we compared the number of objects viewed to com-
plete the exercises, in Fig. 3 we determined a 60% reduction in time and a 30%
reduction in the number of objects viewed in the first exercise compared to the
other exercises.

Finally, at the pedagogical level, the correct and incorrect answers were com-
pared based on the exercises as shown in Fig. 5, where an increase in the correct
responses of 14% and a reduction of 50% of the incorrect answers was observed.

5.2 Usability VR Applications

Finally, the students were presented with a questionnaire of 12 questions about
usability in VR applications where 19% of responses were completely in favor,
43% of responses in favor, 29% of neutral responses, 9% of Disagreeable answers
as viewed in Fig. 6,

Fig. 6. Average of the results of the evaluation of usability VR applications (Source:
Own Elaboration)

6 Conclusions and Future Work

6.1 Conclusions

The conclusions that have been reached after having completed the experiments
proposed in this paper are:

– After analyzing the information obtained by the surveys it was observed that
there is a 72% of responses in favor of the usability of the virtual laboratory
that we have developed, for this reason the virtual laboratory is easy to use,
but it would be necessary to perform more tests in order to improve usability.
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– There has been a reduction of 60% and 30% of the time and number of objects
viewed respectively per sessions, we notice that students after several sessions
already knew the virtual laboratory and needed a smaller amount of time to
perform the experiment and they already knew which objects to interact with
in order to perform the experiment.

– Finally we have analyzed that the students presented a reduction of incorrect
answers per session, where the incorrect answers were reduced by 50% and the
correct answers increased by 14%, therefore the students have taken interest
in solving the experiments correctly and have not lost their motivation in
multiple sessions.

– With all the results obtained we can determine that students can easily use a
virtual laboratory of physics to perform experiments, but a virtual laboratory
does not replace the teacher but is a complement to the educational process.

Acknowledgments. The present investigation is part of the project “Implementación
de un Laboratorio virtual inmersivo de Astronomı́a usando Técnicas de Gamifica-
tion dirigido a Alumnos de Secundaria” BA-0026-2017-UNSA, thanks to the financing
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Abstract. This paper reports an implementation of functions including recur-
sive functions in a tangible programming environment. In the previous paper,
we proposed a tangible programming environment which the users use on a
smartphone. Our goal was to provide those who possess only a smartphone
programming environment so that they can start learning programming without
any preparations. It is well known that visual programming languages are
suitable for young programmers. The most famous one is Scratch. When pro-
gramming, users manipulate visual joining blocks that represent syntax ele-
ments. Today, almost everybody has a smartphone and it has significant
computing power. On the other hand, what hinders users from widely using it in
programming is its small screen. It is not suitable for fine operations because of
the poor operability, which causes frequent recognition errors. Therefore we
proposed a tangible programming environment where the user can program not
in a screen but on a table by using physical cards. Scratch 2.0 and 3.0 provide
recursive functions. Therefore we have expanded our previous implementation
to provide functions including recursive functions. As the other syntax card, the
user can define a function as a series of “function” card and “argument” cards,
and can store entire function definition in one QR code. After creating the
function QR code, the user can print that card and use it as a part of his or her
program. Thus, the user of our programming environment can construct any
program as the current Scratch user can without using personal computers.

Keywords: Tangible programming � Visual programming � Smartphone �
Recursive function

1 Introduction

Recently, the programming is getting popular and integrated into the grade school’s
curriculum. The programming is said to be effective to cultivate the thought process
that is so called “logical thinking.”Ministry of Education, Culture, Sports, Science, and
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Technology has decided to make the programming education in the elementary
schoolas a part of compulsory curriculum starting 2020 [1]. We can expect the
programming is a common practice for everyone.

We proposed a tangible programming environment which the user uses on a
smartphone [2]. Our goal was to provide those who possess only a smartphone pro-
gramming environment so that they can start learning programming without any
preparations. It is well known that visual programming languages are suitable for
young programmers. The most famous one is Scratch that Mitchel Resnick et al.
developed [3]. The user manipulates visual joining blocks that represent syntax ele-
ments to construct programs. Visualization requires certain region, i.e. large screen.
This may be a restriction for providing programming experience for those who do not
have personal computers. Today, almost everybody has a smartphone and it has sig-
nificant computing power. On the other hand, what hinders users from widely using it
in programming is its small screen. It is not suitable for fine operations because of the
poor operability, which causes frequent recognition errors.

In order to mitigate this problem, we have implemented a tangible programming
environment where the user can program not in a screen but on a table by using
physical cards. Each card used in the environment represents a certain command of an
abstract imperative programming language. The user places cards on a table by hand
and combined them to create programs. Each card has a QR code, which the user
makes his or her smartphone read. After reading all the codes, the user makes them
execute on the smartphone and validates the results on the tiny screen. In addition, the
user can draw arbitrary animation characters on a paper, which they input as a photo
into their smartphones and use it in their programs just as the Scratch user can
manipulate characters called sprits. Thus, the user of our programming environment
can construct any program as the Scratch user can program without using personal
computers.

On the other hand, our programming system had failed to provide any means for
structural decomposition; the system did not have a method to define function, pro-
cedure or objects. Scratch 2.0 and 3.0 provide recursive functions. Therefore, in this
paper, we expand our previous implementation to provide functions including recursive
functions. As the other syntax card, the user can define a function as a series of
“function” card and “argument” cards, and can store entire function definition as one
QR code. After creating the function QR code, the user can print the code and make a
card and then use it as a part of his or her program.

2 Programming Environment

The user of this application program can learn programming while producing programs
such that they can construct them in Scratch. The user can use up to three arbitrary
images in the programs by taking their photos into their smartphones. When the user
starts the application, first, the user is asked to take drawings called sprites as shown
Fig. 1. A sprite must be identified by the identification marker.
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A program is constructed by combining command blocks that instruct a sprite how
to move. A command block has a label that shows what the command block represents,
and a QR code that represents a command for the corresponding sprite. Figure 2 shows
a part of a program that uses five command blocks and how they are read though the
camera on the smartphone. A command block consists of three items, namely ID, the
explanation, and the command. ID is a six digit integer that is used for identifying each
blockto avoid reading the same command block more than once. The explanation is a
short description showing what the block does. When the user read a command block
by the smartphone, the explanation appears on the screen so that the user can confirm
its read. The command is the instruction given to the sprite. This is corresponding to
one statement of an ordinary procedural programming language. The commands are
stored in an array in the system, and picked one by one during the execution.

Fig. 1. The identification marker and a marked sprite

Fig. 2. Command blocks and how they are read

There are eleven kinds of command blocks the programming environment provides;
they are start blocks, instruction blocks, numeral blocks, variable blocks, wait/terminate
blocks, repetition blocks, conditional branch blocks, cloning blocks, and newly added
function definition blocks, function invocation blocks and recursion blocks. The syntax
and the semantics of our visual programming language is described in [1].
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3 Functions

In the same manner as building a program, we can construct a functions by combing
command blocks that instruct a sprite how to move. The created function is represented
as a QR code, and the user can invoke the QR coded function in an arbitrary place in a
program.

3.1 Creating Functions

A function definition is just like a complete program except it does not have the start
block that specifies the sprite the program is applied. Figure 3 shows the definition of a
function. After reading the command blocks that construct the function, the user push
the “creating QR code” button to create and store the function in the smartphone. In our
programming environment, formal parameters are defined as variables without values,
and treated as local variables in the execution time.

3.2 Invoking Functions

Figure 4 shows a use of defined function. The user places the function invocation block
to call the specified function with actual parameter blocks. When invoking the function,
the actual parameters are assigned into the local variables in the defined function. If the
user specifies more actual parameters than the defined local variables, the excessive
actual parameters are just ignored. The correspondence of local variables (formal
parameters) and actual parameters are specified by names instead of the order.
Therefore the user can specify certain local variables and make some variables are left
unspecified. Figure 4 shows a program that moves a sprite forward units indicated by
the value of A, and reverses the movement at the edge of the screen. In the figure, the
variable A is assigned value fifteen. The left green block indicates function invocation
and the right green block indicates the end of actual parameters (and the end of the
function invocation).

Fig. 3. Function definition
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3.3 Recursive Functions

In order to create a recursion, the user use the recursion block. The recursion block is
only used in the function definition, and the invocation is performed as a normal non-
recursive function. Figure 5 show the recursive function that compute the factorial of a
given integer.

Fig. 4. Use of a function

Fig. 5. A recursive function that compute the factorial of N
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4 Discussion and Conclusions

We have proposed and implemented functions including recursive functions in our
previously developed tangible programming environment so that it provides enough
features almost the same as the current version of Scratch provides. Using QR codes is
the key of our success because our system suppresses users’ operations on the screen.
By using the function definition feature, the user can construct a large scale program
through function abstract. In addition to the scalability, we can even construct function
library so that the user can construct a program through combining predefined library
functions.

The previous system required the user to scan the entire program at once [2]. By
compressing a subprogram into a QR code, the user can not only take advantages of
library functions but also can add new program constructs into our programming
environment. The user, however, have to print the QR code that represent the defined
function to integrate it in a program. If we integrate user-defined functions into the
programming environment, we can enhance the usability of the system. This can be one
of the future directions.

There are a few tangible programming environment inspired by Scratch. Yashiro
et al. extended the instruction blocks of the Scratch to physical blocks, designing a
tangible interface where users can program the behaviors of physical robots by com-
posing the blocks by hands as well as the behaviors of the images of robots on a display
[4]. Matsuzaki et al. constructed an environment that composes graphical representa-
tions of programs with a tangible environment through the augmented reality technique
[5]. Through studying related works, we would like to make our programming envi-
ronment complete.
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Abstract. This design study focuses on the importance of primary school
students’ reading and visual association. According study of the readability of
Chinese books, to help establish the background information of the primary
school children reading comprehension. However, among the styles less dis-
cussed is children’s poetry which is often used in primary school education to
nurture children’s creativity. Described by Lin Liang as “the art of plain lan-
guage”, the verse’s legibility and readability are explained and underwritten by
rhyming or easy to understand sentences. The poet often uses the technique of
“constant meaning, not text”, whilst deliberately fragmented text represents the
poet’s “blank” space. This blank, or imaginary space, is the part that the reader
can infill. This process demonstrates the reader can read between the line. This
pilot study through the children’s poetry of Lin Liang, aims to present the
pictures that children see, along with the appropriate blanks will become ele-
ments in illustration through looking at the picture to practice illustration
communication and inspire young readers’ poetic imagination.

Keywords: Children’s poetry � Illustration communication � Visual poetry �
Children’s creativity � Association

1 Introduction

Children absorption through reading can facilitate knowledge accrual, help them get
into the habit of reading and learned writing skill from primary school education. In
addition, children’s poetry which is often in primary school education to nurture
children’s creativity [1, 2].

By establishing the database, artificial intelligent (AI) imitates the human’s brain to
think humility and more abstract thinking. Human communication can read between
the line through high socialization and knowledgeable, different from computer
information such as exactly; but children might have less social experience or ability to
understanding high abstract meaning, hence this study was expected children reaching
closeness to abstract thinking and be able to describe the meaning with abstract
illustration have (missing) words into images, which poet’s “blank” space or imaginary
space, is the part that reader can infill.

This research was a pilot study to investigate poetic communication through
appropriate illustration can be described by children without databased through visual
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association. The rest of the paper discusses relevant background context, design con-
cept and methodology, followed by the result from the experiment with five children
aged 9 to 11 years old.

2 Background

As are following on grades, children in primary school increasing the use of academic
language, and flexibility in abstract and figurative thinking [3]. In children education,
children’s poetry has been an important role between children and literature. At aged
between 7–12 years old children were at the stage started to learn writing skill and
nurturing association in the following years.

2.1 Visual Poetry

On the grounds that visual association contains information transmission, this allows
children to imagine comprehension beyond content; therefore, this research will
investigate on children’s understanding of pictures, and the possibilities for practicing
associations, beyond imagery.

The characteristics of poetry’s language can be traced to artistic mood, feeling or
status as represented by a combination of words. The poet often uses the technique of
“constant meaning, not text”, whilst deliberately fragmented text. In the study of the
readability of Chinese books, to help establish the background information of the
primary school children reading comprehension, common (reading) texts for children
considers themes and ideas, language and literary features, words and sentence
complexity.

2.2 Illustration Communication

Reading text and viewing illustrations is integrated with composing with writing sound,
and images, that has the potential to be highly engaging and productive for students. [3]

From Arakelian to discussed the factors of format the picture book’s style, who
mentioned the relationship between the text and illustration. The drawings of each of
books complement the text of each panel in one of three ways: They can provide an
example by explaining or giving details for a general statement in the text. They can
provide a setting which does not deal with any specific statement in the text, but
establishes a general scene. Finally, they can provide an illustration reproducing some
statement in the text [4].

In Fig. 1, Maurice Sendak often use the first way of text-illustration relationship,
provides a lot of details in picture to supply the missing part in the text. In Fig. 2,
Original book text: In the spring when birdies sing. Something suddenly went “zing!”.
The picture applies the second way of text-illustration relationship, provide a setting
which does not deal with any specific statement in the text, but establishes a general
scene.
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In Fig. 3, They applies the third way of
text-illustration relationship: they can pro-
vide an illustration reproducing some
statement in the text.

We knowing poem teaching strategy
were applied in education in primary
school, but poetic illustration are less dis-
cuss and following paper will discuss chil-
dren explains poetic in children poetry.

3 Methodology

As we are still in the early phase of the project, in this study, we mainly focus on poetic
communication through appropriate illustration. Color is not in the discussion, we will
exclude the use of color in order to avoid having different interpretations. Following
section, we will present the stories with pencil drawing, conducts storytelling and
observation, and provide The little red riding hood as control group compare with other
poetry, to discuss children’s association strength difference.

3.1 Design Concept

To create illustrations, the content was based on the Lin-Lian’s children poetry, the
verse’s legibility and readability is explained and underwritten by rhyming or easy to
understand sentences. Through separate the verses, and followed the three types of text-
illustration relationship, assemble pictures elements to make the sentences.

Fig. 1. 《Where The Wild Things Are》 By Maurice
Sendak

Fig. 2. 《Madeline
and the Bad Hat》 By
Ludwig Bemelmans

Fig. 3. 《Too Noisy》 By Wu Min Er
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The first story, The Little Red Riding Hood,
we chooseCharles Perrault’s vision: As she was
going through the wood, she met with a wolf, who
had a very great mind to eat her up. Children are
familiar with the background of this story, in this
image describes little red riding hood brought a
basket on the way to grandma’s house, met a big
wolf in the forest. Children can imagine if she will
get into trouble or not? There is provides an
illustration reproducing some statement in the
text.

The image describes the lion is screaming, and the fence where it lives is restricted.
There are trees and birds on its head, which represent the places where the lion wants to
go back. This concept comes from sculpture, which connects the relationship between
objects. In the view of the text-illustration relationship, is only for the content stated in
the text.

Fig. 4. The Little Red Riding Hood

Homesick Lion
The zoo is a prison. 
A lion lives in it,
roaring day after day.
It seems to said, 
let me go back to the forest!
I really wanna go home…

Fig. 5. Homesick Lion

Mushroom
Mushroom is a lonely pavilion.
Only on rainy days, 
Frogs came out to take shelter.
On sunny days, 
The sky clean, frogs leaving,
Pavilion was chilly and quietly

Fig. 6. Mushroom
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The image was divided into two parts, the left show frogs taking shelter from the
rain, and the right part shows the rain stopped that frog prepare to leave. This picture
applies the first type of text-illustration relationship, that picture provides more details
such as kinds of mushroom, and frogs emotional, these are not mentioned in verse.
Moreover, the verse front part and back part have comparison feeling as lively and
lonely.

According to the first graph, the drawing provides an example by explaining or
giving details for a general statement in the text. The image tells that the goldfish is a
ballet dancer, couldn’t get off work or complain. Use the clockwork on the back of the
goldfish to express the feelings expressed in the text with the physical objects, the
concept was personal point. Expect reader can understand the statement of the text
through such details.

3.2 Experiment

Five Taiwanese primary school students (3 were females), age 9 to 11 years partici-
pated as subjects from one class (aged 8 to 12 years of eighteen children). Participants
be arrangement the order as rising hands to participate. The experiment conducted in a
room, which for writing skill and preceded was each participant can express their
opinion verbally about illustrations with different stories. The experimental procedure
is followed by: (1) researcher introduce to participants and decide the order of par-
ticipants (2) all participants started looking at the picture (no poetry), viewed the first
poetic illustration. (3) the participant was instructed to verbalize their feelings(opin-
ions) one by one. (4) repeat steps (2) and (3) until the participant had viewed four
illustrations.

All pictures provide same size 12 � 15 (cm), then projection in the room. All
illustrations content are based on different children poetry by the same author, but one
of them is based on classic fairy tale as a control group, in order to investigate the
difference in the length of the child’s statement.

Goldfish
I am a
performance fish,
Couldn’t lie on the bottom
of the tank, falling asleep.
Twenty-four hours,
Water ballet dancing,
Cannot get off work,
and cannot complain.

Fig. 7. Goldfish
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4 Result

All users study were audio recorded, to be later analyzed by recorded keywords from
children’s looking at the picture. One of the participant couldn’t describe more than one
sentence to be excluded. This study classifies the participants mention in verbal content
into 5 attributes: (1) Character (2) Character’s emotion (3) Description event (4) Place
(5) Association. By collating the result found, Homesick Lion and Mushroom extend
more association statements. In addition, removing the color like reduce the cue, such
as appearance of fogs, participants are classified into different characters (e.g. frogs,
groundhog, smurf) for children, it can develop into any stories. Participants describe
The little red riding hood, that her situation of meet the wolf, all participants are
describe similar story, less association. The fourth picture Goldfish, the element set
clockwork result positively. From recorded keywords, which show the participants can
understand deliberate arranged objects, and through clockwork associate to goldfish
turning never stop, repeat continually or controlled by someone.

5 Discussion

This paper to investigate whether the poetic communication through appropriate
illustration can be recognized by children. According to the keywords recorded,
Homesick Lion and Mushroom extend more association statements, that might be the
character’s emotion are not obvious directly, also without color, provide less emotional
characteristic cue than other two pictures content more flexibility. Regarding the poetic
illustration elements, Homesick Lion, trees and the bird on the lion’s head, which
concept refers to sculpture as meaning as every object connecting, but children are not
this way to think significantly. Moreover, participants were according to objects
relationship and around environment surmise characters emotion and rationalize the
unreasonable elements in an illustration based on their own experience and interests.

While discuss background context, the three types of text-illustration relationship,
provide way can transmit narrative to picture, that based on the human can read
between the line. Another point worth to discussed was Goldfish, which including more
abstract meaning in narrative. Therefore, we provide the explanation by our point that
through clockwork present the 24-h can’t rest. From participants positive result, the

Fig. 8. The participants describe story one by one.
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text-illustration relationship might be including one more way that: illustration can
provide specific visual object convey abstract text. One of the limitations in this project
is experiment set up, it’s all participate in the same classroom at the same time, they
have chance to affect each other. Illustration style was another point might produce
bias, which although provide pictures as same way.

6 Conclusion

While our project is still in the early stage, we also conduct storytelling experiment, as
a preliminary user study. As such provide set of poetic illustrations classify by children
to be beneficial to the illustration communication and found children can create more
story difference beyond the pictures. Although a lot of well-established research,
however the mandarin is slightly different. In our further work, that doing more
research considered how “blank” in poetry can inspire children’s creativity.

Appendix

Table 1. Keywords recrode

Subject Story and poetry
The little red
riding hood

Homesick lion The mushroom Goldfish

Main
character

S1: Little red
riding hood
and Big wolf
S2: Little red
riding hood and
big wolf
S3: Little red
riding hood
S4: None
S5: The big
wolf

S1: Lion
S2: Lion
S3: Lion
S4: None
S5: Lion

S1: Mushroom,
leaves or smurf
S2: Groundhog
S3: None
S4: Four frogs
S5: four frogs

S1: Mermaid
S2: Toy mermaid
S3: Toy
S4: Toy
S5: Fish

Character’s
emotion

S1:
Contemplate
S2: Scared
S3: None
S4: Worried
S5: Unhappy

S1: Happy or
surprise
S2: Surprise
S3: Angry
S4: Angry
S5: Happy

S1: Want to eat the
mushrooms
S2: None
S3: None
S4: Distressed
S5: Happy

S1: Helpless
S2: Enjoy
S3: Bored
S4: Tired
S5: Unhappy

(continued)
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Table 1. (continued)

Subject Story and poetry
The little red
riding hood

Homesick lion The mushroom Goldfish

Place S1: Forest
S2: Jungle
S3: House
S4: None
S5: Forest

S1: Cage
S2: Zoo
S3: House
S4: None
S5: House

S1: Damp corner
S2: None
S3: None
S4: None
S5: Besides the
pond

S1: Toy shop
S2: None
S3: In a children’s
home
S4: Someone’s
home
S5: Toy shop

Description
event

S1: The little
red riding hood
worried about
big wolf will
eat her
S2: She doesn’t
know what the
big wolf will do
S3: Maybe big
wolf like little
red riding hood
S4: She stare at
the big wolf,
that worried she
will be attacked
from behind
S5: The big
wolf looks
unhappy, it
might eat the
little red riding
hood

S1: The lion was
happy or surprise,
because its had lots
of beautiful flowers
on its head
S2: Lion have trees
and flowers growth
on its head
S3: Lion has zebra
stripes. The bird
licking its head, so
its angry
S4: The lion should
be violent, but
everyone like him
causes a lot of cute
flowers on his head.
But, he hates
someone love him
S5: The Lion was
happy because he
found flowers
growth on his head

S1: It might happen
that they climb the
mushroom to eat it,
in a damp place on
the corner
S2: They want to get
into soil so they dig
with the shovel, that
work hard for
survive
S3: They under the
leaves to take shelter
from rain, there was
a coffee shop but
they can’t afford the
money to pay
entrance fee
S4: One of these
four frogs take a
shovel to digging
mushrooms, take it
to eat, but the roots
are too deep to dig
up
S5: Frogs dig
mushroom beside
the pond, and take a
shovel since roots
grow deep

S1: The character is
a mermaid who is
dancing ballet, and
felt helpless since
its has been
controlled by a
battery for toys
S2: Its has happy
mood for dancing
ballet, but its broken
result turning and
turning to dizziness
S3: This creature
dancing ballet, who
has a clockwork on
the back. It has a
dream but
controlled by a bad
guy forced it
dancing never stop
S4: It’s a toy fish,
which has fish head
and human leg, and
it’s love dance but
too tired to sleepily
S5: The character is
fish, dance in the toy
shop

(continued)
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Table 1. (continued)

Subject Story and poetry
The little red
riding hood

Homesick lion The mushroom Goldfish

Association S1: None
S2: The Little
red riding hood
S3: The Little
red riding hood
S4:None
S5: Associated
to little red
riding hood
hates the big
wolf

S1: Butterflies and
bees will come to
collecting honey
S2: Waiting for
those flowers drop
off, the lion will
become normal
S3: Associated to
story lion ate people
S4: None
S5: The lion think
will have more birds
come to his head
later

S1: I think the
following little
things may be was
blue fairy
S2: They’re work
hard to survive
S3: Coffee shop
below leaves
S4: None
S5: They dig up
mushrooms and
bringing back to
share to their friends

S1: It’s pitiful
S2: None
S3: None
S4: Associated to
broken toys in
factory
S5: It forced by
owner to dancing
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Abstract. Competency-based training is a trend in the university context, as
well as an effort to educate professionals capable of solving current and real
world problems. Under this perspective, competencies are developed at the
conceptual, attitudinal and procedural levels, interacting with environment socio-
cultural factors. In this requirement the Institución Universitaria Pascual Bravo,
based on experiences from other universities, worked on a learning strategy
based on challenges through an event called Bootcamp #PascualChallenge,
which allows students to discover and develop alternatives to improve specific
situations in an interdisciplinary manner and thus train in generic skills. Like-
wise, in the event, a 3-day contest, Design Thinking elements were implemented
to solve complex problems in a creative way, from systemic perspectives, in
which a set of solar recharge systems for mobile devices were conceptually
redesigned, these systems were in a critical functional and aesthetic state, due to
the deterioration of their structures, technical faults and obsolescence. In this
way, the Boot-camp #PascualChallenge event is proposed as a pedagogical
alternative that enhances significant learning experiences in tune with the
development of generic competencies, under a perspective of Challenge-Based
Learning.

Keywords: Generic competencies � Challenge based learning �
Design Thinking � Bootcamp

1 Introduction

In the university context, competency-based training has become a trend approach that
seeks to educate professionals capable of solving the current and real world problems
[1]. From this perspective, the student accounts for the development of competencies at
the conceptual, attitudinal and procedural levels, interacting with the socio-cultural
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factors of the environment in which he or she develops as a professional [2]. At the
Institución Universitaria Pascual Bravo (IU Pascual Bravo), the application of this
competency-based training approach is part of the question: what should students learn
in order to answer to the needs, interests, problems and solutions (NIPS) of Colombia’s
productive and social sectors? This is planned autonomously and contextually by the
Institution, which results in a contextual know-how development. In this way, as
shown in Fig. 1, IU Pascual Bravo plans competencies through elements of compe-
tency which are characterized by: (1) cognitive, procedural and attitudinal performance
criteria; (2) contextual knowledge and comprehensions; (3) disciplinary or application
context; and (4) evidence required for certification [3].

One of the most internationally recognized approaches to competency-based
training is that presented by the Tuning Project [4], which began in the European Union
with 135 universities from 27 countries and was replicated in other regions of Europe,
Asia, Africa, Oceania, North America and Latin America. The Tuning Project opens a
debate to exchange information that can generate improvement and collaboration
between higher education institutions in different countries. This debate resulted in 27
generic competencies, shown in Table 1, defined for the field of education in Latin
America [5].

From this standpoint, the IU Pascual Bravo has worked explicitly on the education
of generic competencies through research projects with undergraduate students [6].
Furthermore, the Design Management programme of the IU Pascual Bravo, in dialogue
with Professor Jan Erik Baars of Lucerne University of Applied Sciences and Arts
(HSLU), among others, explored as a significant academic experience, the BootCamp
model as an alternative to Challenges Based Learning -CBL-, which allows students to
engage in the search for solutions to problems affecting local and global issues,
including cooperative and interdisciplinary learning and developing different generic
and specific competencies. It is common for the CBL to address a generic issue and
pose one or more challenges related to the topic. In the case of Boot-Camp-
PascualChallenge, it was enhanced with the Design Thinking Methodology [7], given
that its structure promotes the development of innovation centered on people, creative
work and teamwork through tools of empathy, ideation, prototype and pertinent details

Fig. 1. Competency element characterization.
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for the academic context, allowing the contribution of concrete solutions from which
society, or part of it, can benefit. For this, the students had technological tools,
resources, and experts that advised them in the process [8].

One of the key objectives of education is to make it easier for students to think
critically and creatively, although, it is usually believed that they are not prepared to
solve disorderly and unstructured problems that do not have easy solutions in the real
world, for this, in recent years, Design Thinking as a methodology has begun to be
used strongly for problem solving, business modeling, strategic planning and devel-
opment of ideas. Companies increasingly require the use of this concept, giving it the
validity to be used in the student environment as a learning process and the acquisition
of generic and specific competencies [9].

2 Methodology

Under the premise of the interdisciplinary exercise, 10 teams of students were formed
to solve a challenge over three days of intensive work. Through this activity, teachers
expected students to demonstrate the development of generic competencies and generic
descriptors that are often not perceived in the execution of formal courses [10].

The first day of the Bootcamp began with the presentation of the participating
students, the team of teachers accompanying the exercise and the working facilities for
the event. The teams were formed in a pseudo-random way, using a proprietary soft-
ware that assigned each student their work unit. The software ensured the conformation
of the team with students of engineering and design programs, in order to guarantee
interdisciplinary and active participation with technical knowledge of both fields of
study. During the presentation of the challenge, the exercise was described, the work
guide directed by elements of Design Thinking, the definition of deliverables for

Table 1. Generic competencies in Tuning Project.

1. Abstraction, analysis and synthesis
2. Apply the knowledge in practice
3. Organize and plan the time
4. Knowledge about the area of study and
profession
5. Social responsibility and citizen commitment
6. Oral and written communication
7. Communication in a second language
8. Use of information and communication
technologies
9. Research capacity
10. Update permanently
11. Search, process and analyze information
from diverse sources
12. Critical and self-critical capacity
13. Act in new situations

14. Creative ability
15. Identify, pose and solve problems
16. Make decisions
17. Team work
18. Interpersonal skills
19. Motivate and drive towards common
goals
20. Preservation of the environment
21. Commitment to socio-cultural
environment
22. Assessment and respect for diversity and
multiculturalism
23. Work in international contexts
24. Work autonomously
25. Formulate and manage projects
26. Ethical commitment
27. Commitment to quality
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socialization and the evaluation rubric. Likewise, each team was given a box with the
working materials: colored pencils, paper, adhesive tapes, glue, cardboard and elec-
tronic parts for the realization of a low fidelity functional prototype.

On day 2, the teams worked on their project, within the facilities of the Institution.
The team of teachers organized an “operations center” with furniture for each team to
plan, design and develop their proposal. During this time, teacher orientation sessions
were reserved, through the assignment of appointments, in which specific concerns
were solved in functional, aesthetic, quality and decision-making areas in the resolution
of the problem posed. Likewise, the teachers accompanied the “operations center” to
follow the progress of the projects, to promote the exchange of knowledge.

On day 3, its purpose was to carry out a pitch for the socialization and evaluation of
the projects, with external juries, formed by 5 guest professionals from the energy,
services and the cultural sector and the creative industry, with the purpose of feedback
the experience to the students from their business realities and work projection. Each
jury was given an evaluation rubric that it contained:

• Project documentation: Final report, workflow planning schedule, user and client
characterization, summary of the creative and development process, list of technical
and design requirements, approach to costs and value proposition.

• Evidences of process: Photographs showing the activities carried out, materials
used and final product (prototype).

• Model: Functional projection in 1:10 scale, with description of the technical
component and photomontage representation in context.

• Order: Folder with evidences and documentation suitably named to facilitate its
identification.

• Pitch: A coherent and fluid oral presentation that allows to fully understand the
proposal in 7 min.

For the pitch, each team prepared the design proposal in a 10 slides audiovisual
presentation with the information regarding the formal, functional, interaction, con-
struction and value proposal attributes, showing the scopes and results obtained, based
on a systemic and strategic thinking of design and engineering.

Then, the jurors proceeded to discuss and analyze the factors of the rubric, verifying
the information provided by the teams. Collective feedback was presented to the teams,
emphasizing the positive contributions of immersion in terms of knowledge exchange,
the capacity and commitment to teamwork, the forms of communication and justifi-
cation of the project and the feasibility of continuing the proposals in the real context.
At the end, the 3 winning groups were identified in a hierarchical order to grant public
recognition and awards from the Institution and sponsors.

After the exercise, the students were asked to complete a perception survey
regarding the achievement of the generic competencies identified in the Tuning project.
Prior to the event, teachers were given a survey to identify generic competencies that
the event could develop.
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3 Results Analysis

All the information of the pedagogical strategy, images and experiences, were compiled
in order to evaluate the different activities carried out, identify key points to implement
continuous improvements in future academic events. In Fig. 2, a causal diagram is
shown where it is observed that the development of generic competencies can be pre-
sented as a module based on the competency approach of the IU Pascual Bravo. It is
observed that there is a gap between the expected level of generic competencies
development and the existing one, the higher the expected level, the greater the
gap. Equally, the higher the existing level, the smaller the gap. The larger the gap, the
more there is a need to develop didactic strategies such as the Bootcamp #Pas-
cualChallenge event. At in the same way, the greater the number of strategies, the greater
will be the development of existing generic competencies narrowing the gap. Thus, it is
expected to identify the generic competencies that are developed with an CBL strategy.

In order to verify the perception of the development of generic competencies during
the execution of the event, a previous survey was conducted among teachers regarding
generic competencies, rating from 1 to 5, the contribution of the event to each com-
petency. Then, the students who participated in the event were also asked how much
the event contributed to each of the generic competencies, rating them from 1 to 5 [11].
In both surveys, the results were counted and grouped to qualitatively assess, con-
sidering grades 1 and 2 as disagreement, 4 and 5 as agreement, and finally 3 as
indecisive. In the analysis of the data, as shown in Table 2, there is a correlation of 0.74
between the student population and the teacher population, which indicates coincidence
in the consensus of the generic competencies developed. Likewise, observing kurtosis
and centrality data (mean, median, and mode), it is observed that in both populations
there is a good coincidence in the responses. When calculating the coefficient of
variation (standard-to-ground/average deviation), it was observed that it is very small,
which strengthens this assessment.

In order to determine the generic competencies that were most developed in the
event, those that reached more than 75% of coincidence in each population were
identified, as shown in Table 3. From this result it can be deduced that, in short, there
are 6 generic competencies developed in the Bootcamp event: creative capacity,
teamwork capacity, research capacity, capacity to identify, pose and solve problems,
capacity to make decisions and capacity to act in new situations.

Fig. 2. Causal diagram of development of generic competencies.
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From these results, as shown in Table 4, a proposal for the event was structured as a
module based on the competency-based training approach developed by IU Pascual
Bravo. It was identified as an element of competency “to develop a technological
challenge using elements of Design Thinking”. The generic competencies agreed in the
event were identified as performance criteria. Contextual knowledge and comprehen-
sions were defined around the field of Design Thinking knowledge. The solar
recharging systems for mobile devices of the IU Pascual Bravo was the scope of
application on this occasion. Finally, the knowledge evidences that were identified are
those that answer questions related to moments, tools and elements of Design
Thinking, the performance evidences, direct or indirect observations related to the
elements of Design Thinking; and, the behavioral evidences, the evaluation of the
elements of Design Thinking and their evaluation before juries.

Table 2. Statistical analysis of data from surveys on generic skills.

Students Teachers

Mean 63,9% 78,2%
Typical error 3,5% 4,5%
Median 65,2% 87,5%
Mode 60,9% 100,0%
Standard deviation 18,2% 23,2%
Coefficient of variation 28,5% 29,6%
Sample variance 0,03327248 0,05359687
kurtosis 1,56170875 1,93249324
Asymmetry coefficient −1,2738391 −1,43084185
Rank 0,69565217 0,875
Minimum 0,17391304 0,125
Maximum 0,86956522 1
Sum 17,2608696 21,125
Account 27 27
Population correlation factor 0,74

Table 3. Results of surveys on generic competencies.

Evaluated generic competencies Students Teachers
No Description

14 Creative capacity 87,0% 100,0%
17 Teamwork 87,0% 87,5%
4 Knowledge of the area of study and profession 82,6% 75,0%
9 Research capacity 82,6% 87,5%
2 Apply knowledge in practice 78,3% 75,0%
15 Identify, pose and solve problems 78,3% 100,0%
16 Make decisions 78,3% 87,5%
25 Formulate and manage projects 78,3% 100,0%
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4 Conclusions and Recommendations

The Bootcamp #PascualChallenge event allows students to discover and develop
alternatives to improve specific situations in an interdisciplinary manner and thus train
in generic competencies. It is therefore an interesting pedagogical alternative to
enhance meaningful learning experiences in tune with competency development, under
an CBL perspective and, for the IU Pascual Bravo, it becomes an important
competency-based learning strategy, which enables it to train professionals capable of
solving current and real world problems. In addition, the importance of implementing
Design Thinking elements to solve complex problems in a creative way from systemic
perspectives was proved, which for the Institution also represents an opportunity to
work in a joint and integrated manner, with different academic programs and with other
universities in the local and global spectrum, so that design problems such as the one
presented by solar recharge systems for mobile devices can be solved; all of which
were in a critical functional and aesthetic state, due to the deterioration of their
structures, technical failures and obsolescence.

Table 4. Learning module of the BootCamp #PascualChallenge event

Competency Element: to develop a technological challenge using elements of Design
Thinking
Performance criteria To develop, under a technological challenge:

• Creative ability
• The ability to work in teams
• Research capacity
• The ability to identify, raise and solve problems
• The ability to make decisions
• The ability to act in new situations

Wisdom/Knowledge/Contextual
understandings

Design thinking:
• User-centered design perspective
• Moments of design thinking
• Design thinking tools
• Elements for the communication of the product and the
project:

– Plans, diagrams and sketches
– Low-fidelity prototype model
– Presentation type pitch
– Brief
– Evidence of the process

Disciplinary and application
contexts

Solar systems for recharging mobile devices of the
Institution

Evidences • Knowledge: Respond to questions related to moments,
tools and elements of Design Thinking
• Performance: Direct or indirect observations related to
the elements of Design Thinking
• Behavior/product: Evaluation of the elements of
Design Thinking and its evaluation in the face of juries
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All the information of the pedagogical strategy, images and experiences were
gathered in order to evaluate the different activities carried out, identify critic points to
implement continuous improvements in future academic events. Within the possibili-
ties observed, it is expected to refine the learning module instrument for the event,
incorporating more performance criteria, which will be visualized in the next Boot-
Camp events. Likewise, a set of application ranges are identified, in which the linkage
of sponsoring companies of the event is strengthened. Finally, it is important to
incorporate more elements of Design Thinking, so that it integrates even more the
interdisciplinary work in the development of competencies based curriculum of the IU
Pascual Bravo.
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Abstract. Learning management systems (LMS) are increasingly being
used in the academic field as a supplement to face-to-face learning and are
intended to effectively support knowledge transfer through individually
integrable e-learning modules. In practice, however, it can be observed
that LMS often does not live up to these expectations. Although the
learning effectiveness of LMS is discussed in the literature, it is sometimes
limited to the system level. Previous studies on the learning effectiveness
of LMS have dealt in particular with the usability and adaptivity of the
system. However, the one-sided focus on the system seems insufficient
in the context of learning effectiveness, since motivational factors at the
learner level are largely ignored. This study addresses the motivational
factors in the use of LMS by students and uses a prototype to determine
which e-learning modules have a positive effect on learning motivation.
For this purpose, an e-learning prototype is developed on an LMS with
various e-learning modules, and the extent to which the individual mod-
ules have an effect on learning motivation is investigated. The results of
the study show that e-learning modules which demonstrate individual
learning progress are suitable for promoting the learning motivation of
students when using LMS.

Keywords: E-learning · Learning management system ·
Learning effectiveness · Motivation

1 Introduction

In the last ten years, the new information and communication technologies (ICT)
have led to the increasing integration of e-learning into educational processes
and the associated changes in the acquisition and transfer of knowledge [1].
E-learning, as a form of technology-mediated education, uses electronic tools
and information technologies to provide learning content and enable learning
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experiences [2]. While traditional teaching and learning offers set spatial and
temporal limits, e-learners can flexibly access learning content and learn at their
own pace [3]. Various forms of e-learning can be classified in higher education.
For example, a distinction is made between pure e-learning environments, Mas-
sive Open Online Course (MOOCs) or blended learning arrangements. The lat-
ter is used in academic education as a supplement to face-to-face courses and
is intended to support knowledge transfer through individually integrable e-
learning modules [4]. The implementation of blended learning courses is primarily
carried out via Learning Management Systems (LMS). Conventional LMS offer a
web-based interface to provide learning content, organise learning processes and
enable communication between teachers and learners [5]. E-learning via LMS
requires learners to have higher technical competences and a greater degree of
self-discipline than with conventional teaching and learning arrangements [4].

Approaches to measuring the learning effectiveness of such e-learning offer-
ings within an LMS usually address the technical level in particular. In this con-
text, Sánchez and Duarte (2010) [6] investigate the influence of user-friendliness
on the perceived benefit of the learner. Costa et al. (2012) investigate the func-
tionalities of LMS and their application in the teaching and learning process [7].
More recent studies that deal with motivational factors, on the other hand, either
focus on concrete e-learning activities or examine general motivational factors
in learning. Yilmaz (2017) [8] examines the effects of e-learning readiness in the
flipped classroom model, while Neagu (2016) [9] focuses on motivational factors
in adult education, but without reference to e-learning.

The aim of this paper is to show how motivational factors within a learning
management system can be used to increase motivation among learners. In this
context, a prototype has been developed which will be used in conjunction with
the classroom event “Fundamentals of 3D Modelling” and on the basis of which
an evaluation can be carried out in cooperation with the learners by means of
suitable surveys.

2 Methods

The motivational factors in the use of LMS are empirically investigated at the
learner level on the basis of the developed e-learning prototype Fundamentals
of 3D Modelling. For the development of the e-learning prototype, the tech-
nical infrastructure of the learning platform OPAL (Online Platform for Aca-
demic Teaching and Learning) [10] will be used. OPAL is a cross-university
platform for e-learning, which is based on the open source LMS Online Learning
And Training (OLAT) [11] and contains many elements typical for e-learning
platforms - such as content management, discussion forums, wiki, and various
self-test components.
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The content concept of the prototype is based on the “Lernhaus” by Stoller-
Schai (2017) [12] and includes the following four learning form levels:

• self-directed forms of learning methods: include asynchronous e-learning
• collaborative learning methods: include e-learning elements for collaborative

knowledge development, e.g. Wiki
• social learning forms: include relationship-oriented e-learning
• testing learning forms: include test-based e-learning, e.g. e-tests, assessments

The e-learning prototype consists of modular, self-contained knowledge units
that follow a uniform system. A progress indicator is implemented as an orient-
ing element, which shows the students the individual processing status of the
knowledge units at any time. Figure 1 shows the basic systematics of the indi-
vidual knowledge units as well as the individual building blocks used for the
implementation of the learning form levels mentioned above.

Fig. 1. Schematic representation of the learning methods and forms used in e-learning
prototype
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Fig. 2. Presentation of the results of the survey categories

The resulting prototype was offered for one semester to accompany the class-
room event of the same name. At the end of the event, the prototype was evalu-
ated by means of an online survey of 60 students with regard to the motivational
properties of individual modules.

3 Results and Discussion

In an online survey, students were asked 20 questions about the complexes
of “knowledge transfer”, “prior knowledge”, “basic knowledge”, “video use”,
“badges” and “emotions”. The aim was to assess the extent to which e-learning
modules are used as motivational factors to promote motivation and how stu-
dents perceive this. Figure 2 shows the results of the survey.

The results indicate that the motivation of students to learn when using
LMS is increased, in particular, by means of verifying forms of learning such as
open badges or test items. Over 78% of the students felt “highly motivated” to
“motivated” to complete the subsequent knowledge unit when receiving a digital
learning badge, so-called open badges. It can be assumed that the preservation of
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the digital learning badges can improve the learning experience of the students
and thus act as a motivational factor. A similar effect can be observed with
e-learning modules that aim at the extrinsic motivation of students. In the e-
learning prototype, test items for performance assessment were implemented,
which - if the items were solved correctly - could be credited as bonus points
for examination performance. Nearly three-quarters of the students stated that
they perceived this module as “highly motivated” to “motivated”. This result
suggests that extrinsic reward incentives tend to promote learning motivation at
the learner level and can therefore be regarded as a further motivational factor
in the use of LMS.

In this study, social and collaborative forms of learning are regarded by stu-
dents as significantly less motivational. E-learning modules that enable relation-
ship-oriented e-learning, implemented in the e-learning prototype through
forums, are regarded by 20% of the students as motivational-increasing. The
Wiki achieves similar results. Only 18% of the students stated that collaborative
knowledge acquisition via the Wiki has a positive effect on their motivation to
learn. The lowest learning motivation in this study is achieved with self-directed
forms of learning, such as explanatory videos or learning cards. Only eight per-
cent of the students mentioned a positive effect on their learning motivation.
Nevertheless, 39% of the students use these building blocks to consolidate or
deepen existing knowledge.

Within the scope of this study, two motivational factors in the use of LMS
can be identified at the learner level: (1) e-learning modules that improve the
learning experience of the students and (2) modules that set concrete reward
incentives and thus aim at the extrinsic motivation of the students. Due to the
relatively short period of use of the e-learning prototype and the low number of
participants, these results cannot be regarded as representative. Rather, initial
indications of motivational factors were identified, which are to be validated in
further studies.

4 Conclusion

The aim of this study was to identify motivational factors in the use of LMS by
students. For this purpose, an e-learning prototype was developed on an LMS
with various e-learning modules and their effects on the learning motivation of
the students evaluated on the basis of an online survey. Both e-learning modules
that improve the learning experience of students and modules that set concrete
reward incentives and thus promote the extrinsic motivation of learners were
identified as motivational factors. These results are to be validated in further
research. Furthermore, it should be investigated which e-learning modules can
promote the intrinsic motivation of students. In addition, the e-learning pro-
totype was designed according to the principle of “one size fits all”. In future
research, the prototype will be adapted to adaptive learning environments, and
the motivational factors of individualized learning content will be investigated.
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neuen Lernwelt, pp. 449–472. Schäffer-Poeschel Verlag, Stuttgart (2017)

https://doi.org/10.1007/978-3-658-10175-6
https://bildungsportal.sachsen.de/opal
https://www.e-teaching.org/technik/produkte/olatsteckbrief


Development of Instructional Model App
Design for User Experience

Sang-Duck Seo(&)

University of Nevada Las Vegas, Las Vegas, NV 89154, USA
sang-duck.seo@unlv.edu

Abstract. This study aims to develop an instructional model App design for
effective user experience in self-learning acquisition of origami. In order to
develop effective app design, this study conducted a pilot study to compare three
formats of instructional models: printed, time-based video, and App instruction.
To make the comparison, the study evaluated user tasks in three main areas:
(1) time required to complete the given task, (2) number and kinds of errors, and
(3) frequency of misunderstanding the instructional information. With an
analysis of the result of the usability and exit interview, the findings suggest that
users completed the task more effectively in the video and App instructions
compared to the printed instruction. However, participants using the App
instruction appeared more focused on the performance of each task and worked
without interruption. According to both positive responses from the video and
App instructions, this study proposes a conceptual framework for the new App
design which provides an interactive user interface between static (graphic
illustration) and kinetic (video simulation). The App also provides an effective
learning acquisition through the online community where users can share their
works and instruction model with other online users.

Keywords: Self-learning � Instructional model app � User experience �
Visual literacy

1 Introduction

Self-learning, such as physical handcrafts, has further strengthened the concept of
“do-it-yourself” through online domains. Mobile e-learning technologies and apps have
introduced diverse contents and interactive user interface for effective learning acqui-
sitions. In contrast to this popularity of self-learning in an informal manner through
many online platforms such as video, audio and interactive apps, there are still printed
materials available for learning resources. However, there is no clear evidence found
yet to determine whether provided digital media would be more effective for learning
and performing physical handcrafts through mobile communication. This study
investigates the efficiency and effectiveness of self-directed learning with a pilot study
for measuring comprehensive instructions, attaining the difficulty level and completing
the task successfully. With the findings of comparisons between different instructional
models, this study aims to propose an effective mobile application for self-learning of
physical handcrafts.
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1.1 Self-Learning of Physical Handcrafts

Learning a craft in more traditional ways is known as repeated practice until learners
have a fully-comprehensive technique, and bodily and embodied knowledge from a
master craftsperson’s feedbacks [1]. Self-learning, however, lacks interactive com-
munication between learner’s watching and doing, therefore, there is missing of the
delivery method with subtly detailed-feedbacks for the value of learning outcomes [2].
Learners in typical self-learning need to engage with understanding both process and
the performance in order to complete successful tasks with accuracy and retention.
However, learning and improving skills tends to limit the learner’s ability to solve
problems in self-directed learning. Fully understanding a craft task, for instance, takes
longer time in terms of the cognitive complexity transitioning from an abstract visual
information toward accurate action [3]. Learners may also challenge perceiving char-
acteristics of physical objects that are identified as a creative problem solving during
their tasks [4]. Therefore, self-instructional model would be more effective by allowing
learners to achieve the intended learning outcomes [5].

1.2 Visual Literacy in E-Learning

Visual literacy is defined as a reader’s ability to understand visual language identifying
five categories: (1) semiotics and film-video conventions, (2) signs, (3) symbols and
icons, images and illustrations, (4) multi-images, and (5) graphic presentations [6].
Today’s digital technology is effectively used as a viable learning tool in the delivery of
online instruction and contents. With a variety of digital forms in e-learning, many
online users have utilized digital medium as an effective learning resource. In this
perspective, Aisami [5] raised significant questions for acquiring e-learning compe-
tencies and performance of achieving specific tasks; “how people learn, what are the
learning style, and how it is determined.” As computer-aided tutorials of craft has
increased an accessible availability for users through online, visuals need to be con-
sidered as effective instructional models for both learners and teachers [7, 8, 9].
Especially, e-learning utilization through smartphone can improve learning practices
and understanding contents more effectively with learning theories: Sensory stimula-
tion through seeing, Cognitive learning in human memory, Humanism in learner-
centered, and Information process for the capacity of short-term memory. [10].
Therefore, visual literacy in e-learning need to enhance effective and efficient level with
interactive instructions where learners’ perceptive and cognitive comprehension can
differ from other instructional models.

2 Design Methods

The research method is comprised of two phases: (1) demonstrating measuring the
effectiveness and efficiency of instructional models in visual handcraft activity and
(2) developing a mobile application based on the findings of effectiveness from printed
and video instructions. First, this study conducted a small group of a pilot study to
compare the three instructional models (Table 1). The user testing provides participants
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to complete the origami “Crane” based on the given instructions. Each instructional
model provides visual information formatted as different delivery methods. The printed
instruction is designed by 24 steps with a single-color illustration (line and mass in gray
color) and written text (pure black) [11]. The video instruction provides a live simu-
lation of a demo for paper folding process without audio and text [12]. According to the
measurement of learning effectiveness and efficiency in video instruction, participants
were allowed to control a video interface and time speed of a total 6 min and 52 s for
their preference. The App instruction is comprised of a total of 14 steps with graphic
images illustrated with red and yellow arrows to indicate a folding and opening one to
another side. The App provides a button for the control of each step [13]. A total of
nine (9) participants were divided into three groups for each condition of taking a task.
None of the participants had any experience learning origami. The research assessed
user success, behaviors, and experiences in response to the different delivery methods.
Data from the three groups was measured and evaluated based on: (1) time required to
complete the task, (2) number and kinds of errors and (3) incidents of misunderstanding
the instructional information. We also gathered user experience data from observation,
exit surveys and interviews to compare the three learning models at the experiential
level.

3 Findings

The Average time required to complete the task was 14.9 min using the App
Instruction, 10.8 min using the Video Instructions, and 26.7 min using the printed
Instruction. The results are shown in Table 2. The time measurement shows that
participants using the Video instructions completed the task more rapidly. Two par-
ticipants gave up and did not complete the task, one in print, and one on the App. Both
participants encountered difficulty on the same step which may show the difficulty of
static media in visual instruction compared to motion media. (Table 3). Even though
the instructions were comprised of multiple steps detailing the necessary folds, in
different sides simultaneously, the video group followed the steps easily without audio
instruction while users encountered difficulty in both the printed and the App
instructions even though those instructions were supplemented with a detailed written
description. Participants appeared more relaxed and showed a much higher level of
confidence when being guided to the next step through the video instruction.

Table 1. Three instructional models for learning origami

Print Video App
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In the exit interview participants were asked to rate the difficulty of the origami
task. All participants in the Printed Instructions group rated learning origami “difficult”
while the App and Video instructions were rated easy to neural by participants in those
groups (Table 4). This result underpins that the Printed Instruction was not effective
even though there are more information compared with the Video and App Instruction.

A similar exit interview question asked participants to rate the difficulty of the
instruction. The Participants who had the Printed instructions gave the instructional
materials the lowest effectiveness ratings while both the Video and App groups were
positive about their visual comprehension of the instructions (Table 5). All of the
participants in the App and Printed instruction groups tended to interact first with the
illustrations as their primary approach to the learning task. The Video instruction,
however, provided only live simulations without audio or text. Therefore, the Video
group did not demonstrate the same behavior. The tendency to look first at image
supports the belief that learners primarily engage with graphic instruction and only
engage the written instructions when they encounter difficulty at the visual compre-
hension level.

Table 2. Time completed (minute)

N Print Video App

P1 24 9.22 11.42
P2 38.31 (give up) 9.13 18.33
P3 29.31 14.20 10.20 (give up)

Table 3. Complex instruction of visual literacy

Print App Video

Table 4. Difficulty level of the learning origami

N Print Video App

P1 Difficult Easy to Neutral Difficult
P2 Difficult Neutral Easy
P3 Difficult Easy Neural

Measurement: very easy, easy, neural,
difficult, very difficult
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In further discussions with the participants, we found that the written material in the
printed instructions was difficult to understand in terms of constructing a visual image
of the necessary steps. Participants from the App instruction group said that the
wording did not help them to follow the task instructions when they (the instructions)
required multiple folding steps. Participants in the Video instruction group stated that
time-based instruction was easy to follow without any text and/or audio resources.
In response to our question about which step the participants found most challenging,
a frequently mentioned issue has been difficulty understanding multiple steps repre-
sented by a single image, even when the image was accompanied by textual instruc-
tions (Table 6). Even though the printed instructions provided more visual elements
with the instructions, and regardless of the detailed written instructions, participants
were still confused.

In their interviews, participants suggested improvements to the instructional model
they had tested. The App instructions group suggested that the visual instructions
should provide more accurate infographics, especially including clear definition of lines
in the images and whether they (the lines) indicate a fold upward or downward. They
also wanted more images detailing the steps. The Video instruction group had no
suggestions for the improvement of the visuals, but one consideration with the video
was speed control. The Printed instruction group recommended more images and more
detailed steps. They also suggested that the line drawings should include folding
methods again dealing with the proper direction of the fold, upward or downward.

Table 5. Comprehension of visual instruction

N Print Video App

P1 Neutral Easy Easy to Neutral
P2 Neutral Easy Neutral
P3 Difficult Very Easy Difficult

Measurement: very easy, easy, neural,
difficult, very difficult

Table 6. The most challenging step

Print App
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4 A Proposed Development of Mobile App

In comparison of the three instructional models; printed, video and App instructions,
this study found that the most effective visual instruction includes motion showing the
folding of paper. The significant considerations based on the findings on users’
experiences from the existing instruction models, this study proposed suggestions as
follows: (1) Providing interactive user interface between static and kinetic instruction
(Fig. 1), (2) designing enhanced informative structures in app design, and (3) sharing
information between users through online community (Fig. 2).

4.1 Development for Wireframe

The prototype mock-up design was constructed by the learning process as how par-
ticipants intended to interact with the given instruction model in the pilot study.
Measured participants’ performance and exit interview responses, usability test was re-
evaluated with pros and cons between video and app instructions. With collected
information and data from the pilot study, the wireframe work was effectively devel-
oped for enhancing an interactive delivery of instruction between graphic static
information and kinetic video instruction without sound or additional written infor-
mation (Fig. 3). Blue line indicates to transition of function, menu and page. The upper
framework describes a delivery method of visual contents while the bottom framework
illustrates user-centered design where each user can interact with personal preference
options such as search engine, collection of tutorial examples, sharing the self-
instruction with other online users.

Fig. 1. Conceptual framework for tutorial delivery
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Fig. 2. Conceptual framework for the app development
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4.2 User Interface and Design

Application design was under the significant consideration for the delivery method of
the visual instruction for user’s perception and cognition. A majority of existing App
focused on static information with graphic illustration and written descriptions.
According to both positive responses from the video and App instructions, this study
proposes a conceptual framework for the new App design which provides interactive
user interface between graphic static information and kinetic video instruction (Fig. 4).
Users can choose their preference in the beginning of the instruction and the app allows
them switch a different instruction mode between static and kinetic by the interface on
the bottom of the screen (Fig. 5). Video instruction also provides a full screen mode
where users are able to navigate and control each task step. This concept of the
interactive menu and interface design will provide users effective self-control for

Fig. 3. Wireframe for the app development figure

Fig. 4. A prototype design mock-up
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retention, progression, and completion of self-learning instruction. The App also pro-
vides an effective learning acquisition through the online community where users can
share their works and instruction model with other online users. The attached self-
photo/video function allows users to create a video tutorial with completing tasks and
upload it in “My Collection” which is automatically shared with other online users.
This is a significant lacking in current App design, but it is highly recommended by
participants in regards to their experience in the pilot study.

5 Conclusion and Discussion

This study investigated the learning effectiveness and efficiency of the three test models
in the pilot study. Based on the result of the usability test, the study developed a new
App design for user-friendly instructional delivery methods that allow users to control
and manage their learning tasks and speed. Moreover, the conceptual framework
developed for static and kinetic instruction mode options will provide a more effective
and efficient experience for users for their own learning experience. A comprehensive
review of how users respond to a new prototype App more effectively by a given task
for self-learning has not yet been introduced. The proposed prototype mock-up will be
examined through usability testing for future studies, and the results will be compared
to current instructional models in the pilot study. If the results of the user experience are
positive for effective self-learning acquisition, this app will be seen as effective for
other instructional models such as a ‘do-it-yourself (DIY)’ projects with assembly
processes.
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Abstract. The virtual reality VR has become a tool to simulate events
and situations that would be inaccessible for people such as travel in
space and visit different planets, it is for this reason that the VR has
become a new alternative for the teaching of courses such as astronomy.
In this research a low cost VR environment has been created for the
teaching of astronomy where metaphors are used to teach complex con-
cepts, working with professors and experts in the area of virtual reality
to create an intuitive environment for new users to VR technologies, tests
were conducted with two educational institutions of 150 students where
a comparison of four virtual reality environments was made.

Keywords: Astronomy · Virtual reality · Education · Mobile ·
Usability

1 Introduction

Virtual reality (VR) is a technology that allows users to interact and explore
computer generated environments in real time [1], on education, VR technologies
have been used to as complementary tools for teachers and students [2–7], this
article present an immersive virtual environment for teaching astronomy, the
platform for the application is android combined with Google Cardboard.

2 Astronomy Education VR Modules

An interactive interface has been developed which has three virtual modules, in
each module different subjects are explained which are: the origin of the universe,
solar system and a general view of the universe.
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2.1 Origin of the Universe

The module of the origin of the universe is the module that explains the origin
of the universe through the theory of the big bang, divided into different scenar-
ios but does not explain theories of higher education (quantum and relativity
theories).

The module is divided into a series of scenarios, which are focused on describ-
ing the big bang process according to the curricula at the secondary level: At the
beginning there is nothing, then the first particle appears that is smaller than
an atom, in one bubble is stored the four forces of the universe (gravity, electro-
magnetism, internal nuclear force and external nuclear force), begin to separate
forces, then separate forces, then the hydrogen and helium atoms appear, light
begins to appear and finally a constellation appears.

The Fig. 1 shows the different scenarios of the module, in each scene an audio
describes the different events that happen and you can see the animation of each
process.

Fig. 1. This is a lot of figures that explains the different scenarios of the module origin
of the universe (Source: Own Elaboration)

2.2 Solar System

In this module the different planets of the solar system are described, in this
module you can perform the following actions: Approach the planets and the
sun, visualize the order of the planets, visualize the translation of each planet
and learn relevant information of each planet and from the sun.

Fig. 2. The spaceship scenario and a view of the solar system (Source: Own
Elaboration)
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All the interactions of the module will be carried out within a ship in
which the following movements can be made: Approaching the planets, trav-
eling through the universe in a guided way, using controls to change scenes.

The Fig. 2 shows the solar system module where the interior of the ship is
shown, and a general view of the solar system outside the ship.

2.3 General View of the Universe

This module focuses on showing relevant information about the different astral
bodies of the universe such as: comets, asteroids, galaxies and satellites, in order
to provide a general overview of the universe.

The visualization of a comet, asteroid and galaxy is done with the option
of showing additional textual and auditory information, an approach to the
objects can be made using the cameras, a label of the objects to which it is
being observed is shown, the change of the scenes is done through the buttons of
the ship simulating the displacement through black holes, all these actions are
observed in the Fig. 3.

Fig. 3. View information of a comet and travel through a black hole to reach the Milky
Way (Source: Own Elaboration)

3 Measurements and Usability Analysis

To evaluate the learning environment of astronomy, we have made measure-
ments of two perspectives: Usability educational Applications and usability VR
applications.
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3.1 Educational Applications

For the evaluation of the system at the level of educational applications, 11
measurement categories are being used, which are [8]:

1. Immersion in the application.
2. Learning by realism.
3. Ease of interaction.
4. Educational utility.
5. Ease of use.
6. Presence.
7. Motivation in learning.
8. Intention to use.
9. Cognitive benefits.

10. Efficacy in learning.
11. Satisfaction.

3.2 VR Applications

The usability heuristics of virtual reality applications were measured, which
are [9]:

1. Level of realism in the virtual environment.
2. Level of realism when performing tasks.
3. Freedom of movement.
4. Response time on the screen.
4. Realism in physics.
5. Level of perception.
6. Navigation level and orientation.
7. Ease of entry and exit.
8. Comprehensible menu.
9. Easy to use.

10. Organized and understandable tasks.
11. Feeling being present in the virtual world.

4 Results

4.1 Sample

The study case was conducted with 75 students of which 52 were men and 26
were women, from the city of Arequipa.

Three sessions lasting from 10 to 15 min were conducted, where the first
session was focused on the origin of the universe, the second session on the solar
system and the final session on a general view of the universe.
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4.2 Results

For the analysis of results we opted for an analysis of the reliability of the
instruments, we used the software package SPSS 23 for the analysis of the results,
out of a total of 75 observations.

The reliability of the internal consistency of the items of the educational
applications usability instrument was evaluated by calculating Cronbach’s alpha.
The reliability was considered acceptable with values that oscillate between 0.83
and 0.86 in the items (Table 1), additionally the total acceptable reliability of
the instrument is 0.86 (Table 2).

Table 1. Item-total statistics on educational applications usability

Measurement
items

Scale
mean

Scale
variance

Corrected item
correlation

Cronbach’s
alpha

1 39,5897 35,564 ,428 ,860

2 39,4615 31,676 ,584 ,850

3 39,5897 32,985 ,436 863

4 38,8462 32,923 ,681 ,844

5 39,0769 33,547 ,540 ,853

6 39,2821 32,682 ,566 ,851

7 38,9231 35,178 ,429 ,860

8 39,1282 33,325 ,537 ,853

9 39,1795 33,677 ,611 ,849

10 39,2051 31,957 ,647 ,845

11 39,2564 30,511 ,728 ,837

Table 2. Reliability statistics on educational applications usability

Cronbach’s alpha N of items

,863 11

The reliability of the internal consistency of the items of the educational
applications usability instrument was evaluated by calculating Cronbach’s alpha.
The reliability was considered acceptable with values that oscillate between 0.83
and 0.86 in the items (Table 3), additionally the total acceptable reliability of
the instrument is 0.86 (Table 4), with these results we have determined that both
instruments are acceptable to evaluate the students.

Analyzing the results obtained from the students’ tests we can see in the
Table 5 that there is a great acceptance at the educational applications usability
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Table 3. Item-total statistics on VR applications usability

Measurement
items

Scale
mean

Scale
variance

Corrected item
correlation

Cronbach’s
alpha

1 40,5641 43,779 ,676 ,840

2 40,8718 44,904 ,537 ,849

3 40,8718 42,536 ,538 ,850

4 40,4872 41,625 ,638 ,841

5 40,7949 42,852 ,716 ,837

6 40,4103 45,617 ,496 ,851

7 40,7949 41,957 ,658 ,840

8 40,5641 43,200 ,676 ,839

9 40,6154 45,717 ,450 ,854

10 40,1538 46,449 ,342 ,862

11 40,2821 49,260 ,218 ,866

12 40,4103 45,669 ,514 ,850

Table 4. Reliability statistics on VR applications usability

Cronbach’s alpha N of items

,860 12

Table 5. Educational applications usability evaluation results

Measurement items Fair Average Good Excellent Total

1 0.07 0.20 0.52 0.21 1

2 0.05 0.36 0.50 0.09 1

3 0.09 0.32 0.47 0.12 1

4 0.08 0.29 0.48 0.15 1

5 0.05 0.37 0.46 0.12 1

6 0.02 0.33 0.50 0.15 1

7 0.15 0.16 0.51 0.18 1

8 0.10 0.26 0.49 0.15 1

9 0.05 0.24 0.48 0.23 1

10 0.04 0.27 0.40 0.29 1

11 0.08 0.23 0.48 0.21 1

evaluation, specifically in the categories immersion in the application and moti-
vation in learning we found a greater number of Good responses, additionally
in the categories efficacy in learning and cognitive Benefits obtained a greater
number of Excellent answers.
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Finally, we have considered the results obtained from the VR applications
usability evaluation, where a greater number of positive responses have also
been found on the Table 6. At a more detailed level, a greater number of Good
responses have been obtained in the freedom of movement and level of perception
categories, also in the easy to use and response time on the screen categories is
where we found a mayor number of Excellent answers.

Table 6. VR applications usability evaluation results

Measurement items Fair Average Good Excellent Total

1 0.06 0.41 0.42 0.11 1

2 0.15 0.31 0.45 0.09 1

3 0.09 0.36 0.50 0.05 1

4 0.11 0.19 0.38 0.32 1

5 0.15 0.27 0.41 0.17 1

6 0.12 0.23 0.50 0.15 1

7 0.16 0.28 0.43 0.13 1

8 0.11 0.34 0.39 0.16 1

9 0.06 0.33 0.38 0.23 1

10 0.02 0.25 0.38 0.35 1

11 0.09 0.22 0.48 0.21 1

12 0.14 0.18 0.49 0.19 1

5 Conclusions and Future Work

5.1 Conclusions

The conclusions we have reached after analyzing the results are the following:

– After analyzing the reliability of the internal consistency of the items of the
educational and virtual reality applications usability we have determined that
both instruments are acceptable to evaluate the students.

– The results obtained in the evaluation of usability of educational applications
have shown that there is a higher percentage of positives responses in all the
categories.

– Finally we also have analyzed the results of the evaluation of usability of
virtual reality applications, which also show that there is a greater number
of positive responses in all the categories.

– For this reason, analyzing all the results obtained, we can determine that the
mobile-based astronomy education system allows students to use a virtual
reality environment that is easy to use both at the educational and virtual
reality application level, but we must take into consideration that this soft-
ware does not replace teachers.
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5.2 Future Work

As future work we propose adding new modules to the application, additional
activities should be added to allow students to be evaluated within the appli-
cation, more courses could be added which focus on science topics and finally a
long term evaluation should be done to measure the students.

Acknowledgments. The present investigation is part of the project “Implementación
de un Laboratorio virtual inmersivo de Astronomı́a usando Técnicas de Gamifica-
tion dirigido a Alumnos de Secundaria” BA-0026-2017-UNSA, thanks to the financing
granted by the Universidad Nacional de San Agustin de Arequipa.
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Abstract. This is a multidisciplinary study involving the areas of computer
engineering, electronics, musical education, playful learning and entertainment.
This article shows the device design process for the assistant device for piano
keyboard.

Keywords: Embedded systems � Music learning � Microcontrollers

1 Background

Playing piano keyboard is the dream of some people. A beginner music student needs
to learn piano theory, reading the sheet music and practicing extensively to develop
motor skills. Therefore, a beginner music student has a long way to go until the first
satisfactory results. This long learning process can discourage the student who is eager
to play their favorite songs.

Seeking to make a contribution in this area, a product (hardware & software) that
uses programmable devices, sensors and actuators was developed to assist music
students in keyboard self-learning. It must be coupled to the piano keyboard and
through LED´s in a box that lights up, the key to be played.

This is a multidisciplinary study involving the areas of computer engineering,
electronics, musical education, playful learning and entertainment.

2 Methods

The device design process was performed in these four steps:

– Step 1: Analysis of similar systems.
– Step 2: Hardware design: Arduino control to MAX7921 (matrix 7 � 7).
– Step 3: Analysis of three possibilities: manual conversion of the music; develop-

ment in C++ to read partitures in XML and serial tx to Arduino; sw integration with
Synthesia, Hairless, LoopBe together with a computer.

– Step 4: Integration and final tests: it was chosen the third option and some tests of
the integration is verified.
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In the first method, you picked up a song and manually converted it to a code indicating
when a given LED should be lit and for how long the even if it was before going to the
next led (Fig. 1). The downside of this method is that to manually convert all of the
songs that were to be tested on the device, of the increase in conversion complexity as
the music making it difficult.

In the second method, it was developed a software using C++, to perform reading
sheet music (Fig. 2) in XML and sending the song information in a serial way for the
Arduino. This method worked with all sheet music tested. The problem encountered
was that, how much bigger the sheet music was, the longer it would take the software to
read the file and start transmitting the data to the Arduino.

The third method used was Synthesia software (Fig. 3). In addition to Synthesia
(free), two more softwares were used, one called Hairless (Fig. 4) also is free, so that
MIDI information could be transferred to the Arduino by serial way. And the LoopBe1
software (Fig. 5) that is also free, used to transfer MIDI data between computer
programs.

Fig. 1. Music conversion – method 1

Fig. 2. Sheet music – method 2
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3 Development

The system overview can be seen in Fig. 6. The Arduino controls the MAX7921
circuit, which activates the LEDs to indicate the key that should be played. Each
developed part will be shown in detail.

On the keyboard, above each key must have a led. When the led lights up the key
must be touched. While it remains lit, the key must remain pressed. The row of LEDs
was divided to form a matrix. This matrix was controlled by IC MAX7219. The IC has
the ability to manage up to 8 � 8 matrices. For this work a 7 � 7 matrix was used. The
connection sequence of the leds in groups of 7 is shown in Fig. 7 (Figs. 8 and 9).

Fig. 3. Synthesia software

Fig. 4. Hairless

Fig. 5. LoopBe1
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Fig. 6. System overview

Fig. 7. Matrix circuit project

Fig. 8. Arduino + MAX7921 circuits + leds

Fig. 9. Prototype
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4 Conclusion

After performing some tests with the three selected techniques, it can be observed that
the third technique was the one that best satisfied the needs of the device. Since
Synthesia software has countless free songs to use and had two trainee way, one that
continues the music and the other where the music follows its normal rhythm. As a
future work, the propose to develop a similar device, however fully developed with
electronics, with active filters for each key, where the input would be a song and the
circuit would try to identify the note and turn on the respective led.
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Abstract. We live in a globalized world and multicultural environments are
everywhere. Academic environments and classrooms are no different: students
come from all over the world and participate in multicultural classes. The impact
of cultural differences is receiving increased attention in many fields, including
education. However, computer literacy classes are often excluded, with the so-
called “computer language” considered universal, and not culturally dependent.
This work will focus on the cultural differences in the computer literacy class,

on the perception of students with regard to these differences and on possible
approaches by educators.
The results show that students are acutely aware of cultural differences in the

classroom. Moreover, they believe that these differences are relevant when
learning computer literacy, as much as they are in any other subject. The sug-
gestions, comments, as well as the teacher’s empirical observation reinforce the
belief that, in an international environment, a culturally-adapted classroom style
is needed in naturals science subjects, as much as in social science subjects.

Keywords: Computer literacy � International students �
Multicultural environments

1 Introduction

Computer literacy has become an essential skill for the 21st century. As Jacob and
Warschauer stated in 2018, “today’s students will enter a workforce that is powerfully
shaped by computing” [1]. Moreover, according to Hoar, “all undergraduate students,
regardless of discipline, should be technologically literate” [2]. While there is no uni-
versally accepted definition of computer literacy, we can relate it to that of “literacy” and
“computers”. According to Poynton, the term “literacy” has changed within the past
decades: in 1984, the Webster’s New World Dictionary defined it as “the ability to read
and write”. In 2000, The American Heritage Dictionary of the English Language defined
literacy as “The condition or quality of being knowledgeable in a particular subject or
field” [3]. If we agree with the term “literacy” as reflecting familiarity with a given
subject, we can consider computer literacy as the ability to interact with a computer.

More and more educational institutions are introducing computer literacy related
courses, from an increasingly earlier age. In Japan, for instance, many higher education
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institutions include mandatory computer literacy classes. Wada and Takahashi have
shown that there are “significant disparities in computer skills” with students entering
universities in Japan [4]. Along with the increased number of international students,
these disparities manifest on an even larger scale. The multicultural nature of education
makes it essential that instructors “develop skills to deliver culturally sensitive and
culturally adaptive instruction” [5]. Often the “computer language” is considered
universal, and not culturally dependent. However, in computer literacy, just like in any
other subject, the cultural differences must be taken into consideration. This work will
highlight the students’ perceptions on cultural differences in the computer literacy
classroom, in the context of a multicultural classroom in an international program at a
university in Japan.

2 Research Setting and Method

This work is based on data acquired during the past 4 years of teaching computer literacy
courses at the University of Tsukuba in Japan. The course participants are students
coming from more than 25 countries on 4 continents; they belong to a program aimed at
international students, with the curriculum taught entirely in English. The students’ age
is generally between 18 and 35 years, although most of them are fresh high-school
graduates. Three sets of data were used as follows. The first set of data is based on a
questionnaire given to 42 student participants, enrolled in the mandatory course named
“Information Literacy” in 2015. The course is made up of two parts: a lecture part
(where students learn about computer hardware, the binary system, operating systems,
security, the internet, intellectual property etc.) and a practice part (where the students
use computers to edit documents, make presentations, create worksheets, send/receive
emails using dedicated programs, create web pages, connect remotely to the university’s
servers etc.). The participants answered a questionnaire regarding their experience with
teaching style, preferred class style and preferred evaluation methods. The same course
taught in 2016 offered the second set of data, with 64 participants. At the end of the most
recent computer literacy course, with 23 students enrolled in it during the 2018–2019
fall semester, the third set of participants answered a questionnaire regarding the fol-
lowing: advantages/disadvantages of an international classroom, opinions regarding
differences in teaching style and learning depending on culture, whether cultural dif-
ferences affect communication with peers/teachers or not, difficulties in class discussion
and group work with other cultures, as well as general difficulties, comments and
suggestions about computer literacy classes.

3 Results and Discussion

3.1 Class Style and Evaluation Method

The first set of answers was collected in 2015, at the end of an experimental class, in
which the “flipped classroom” style was employed. The students were questioned with
regard to their experience with various styles of teaching, as well as their preferred style
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of teaching. (Some of the results collected at the time appear in [10]. However, the
mostly deal with the use of Learning Management Systems). The same questions were
posed in 2018, in a similar setting. The students were asked whether they prefer the
“classical” style (where the teacher lectures and the students simply listen), “flipped”
style (where they study new concepts beforehand, then come to class, ask questions and
discuss) or a combination of the two. Similarly, with regard to their experience, they
were asked whether they are used to simply sit in class (“classical” style), whether they
are rather used to studying at home first (“flipped”) or whether they have “some”
experience with studying first and then coming to class to clarify and discuss (equiv-
alent to “combination”). The combined results for the two years are shown in Fig. 1.

We can observe that the majority of students preferred a combination of classical
and flipped classroom style. When it comes to experience, about 40% or the partici-
pants have used the classical lecture style and a similar number have “some experi-
ence” with flipped classroom (thus considering a combination of the two styles as the
commonly experienced class style). The comments received after the experimental
class highlighted the fact that students enjoyed combining class styles, that they found
the flipped classroom “refreshing” and “interesting”. During the discussions with the
class instructor after class, it became clear that the experience students have in learning
environments is culturally-dependent. There are many related examples and studies in
the education research. For instance, in [5], Parrish and VanBerschot proposed CDLF
(Cultural Dimensions of Learning Framework) (based on the works in [6] and [7]). One
of the cultural dimensions they consider is equality and authority. In societies with
more authority, teachers are treated as unchallenged authorities and they are “solely
responsible for what happens in instruction”; moreover, “the teacher is the primary
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Fig. 1. Experienced vs. preferred style of teaching
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communicator” [5]. On the other hand, in cultures with more equality, “students take
responsibility for learning activities”. The empirical observations of the class instructor
confirmed these results. For instance, students coming from cultures considered as
based on more authority are used to sitting in class, merely listening to the teacher
lecturing, with almost no active participation/communication on their part.

When it comes to the preferred grading style, the results revealed that 53.3% prefer
two tests (which was the current style adopted by the teacher at the time), 35.6% would
like short, weekly tests, whereas only 4.4% prefer one final exam. At the same time,
6.7% suggested different methods, including a “take-home-exam” and two tests con-
taining only “the important and useful information”. Because the computer literacy
course tries to cover many topics within a rather limited time frame, each topic is taught
in concentrated form, with, from the point of view of the instructor, the most useful and
significant parts included only. It is interesting to observe that the students were of the
impression that some of the things they were being taught were not useful or important.

One more issue was analyzed with the students taking part in the 2016 course: their
preference for the type of class materials. The majority of students, i.e. 60.3%, pre-
ferred a combination of printed and electronic materials. 22.2% preferred printed
materials only, whereas 17.5% wished for electronic versions of class materials.
Although no numerical data is available, based on the class instructor’s observations,
the demand for printed materials decreased exponentially within the past few years. In
fact, the computer literacy classes offer the class materials using the institution’s
dedicated LMS, in electronic version only, and this is explained to (and immediately
accepted by) the students during the very first class.

3.2 Cultural Differences in the Classroom

This section will highlight some of the cultural differences and their influence in the
computer literacy classroom, using data from the third set of questionnaires, admin-
istered during the most recent computer literacy course, in winter 2018–2019.

The students were asked about the origin of their difficulties in working with
colleagues from different cultures; they had to choose between differences in work
style, personality or language skills. Furthermore, they were asked about the aspects
which make class discussions difficult in multicultural class environments. The results
are illustrated in Fig. 2.

We can observe that, in both cases, culturally-related aspects were not chosen as
being the most relevant. In case of working with international colleagues, work style
could be considered the most culturally-dependent aspect; however, it was chosen only
by 22% of the participants. Personality was the most relevant for 65% of the partici-
pants, whereas language skills were considered by 13% of them. Similarly, cultural
differences during class discussions were chosen only by 35% of the participants; self-
confidence was considered the most relevant aspect, i.e. by 70% of participants,
whereas language issues were chosen by 39% of the students.

Many researchers pointed out that communication faces challenges in multicultural
environments. For instance, Xie et al. stated that “while globalization has resulted in
shorter distances between individuals, cross-cultural problems arise in many aspects,
especially communication conflicts caused by cultural diversity” [11]. The participants
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in the computer literacy course were also asked whether they feel that cultural differ-
ences affect communication with their colleagues, on one hand, and with their teachers,
on the other hand. The possible answers were: “definitely yes”, “yes, most of the time”,
“very little”, “definitely not” and “I don’t know”. Figure 3 summarizes the results.

As can be observed from Fig. 3, “definitely yes” was chosen by 42% of the
participants in the context of communication with their teachers, as opposed to only
17% when communicating with their peers. The cumulative responses of “definitely
yes” and “yes, most of the time” is 63.4% in case of teachers and 56.5% in case of

22%

65%

13%

Work with colleagues
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Fig. 2. Origin of difficulties in work with colleagues (left) and class discussions (right)
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Fig. 3. Opinions regarding communication with peers/teachers in multicultural classrooms
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peers. While these figures are not that different, the respective percentages of responses
for “definitely yes” show that students feel strongly about communicating with their
teachers in the context of multicultural education, to a larger extent than when com-
municating with their peers.

Last, but not least, the questionnaire aimed to highlight the students’ general per-
spectives on learning computer literacy in a multicultural setting. Many researchers
have pointed out that communication faces challenges in multicultural environments [8,
9]. When asked to compare computer literacy with other subjects, 65% stated that it is
the same as studying any other subject, whereas 22% stated that it is easier than other
subjects. No participants believed that computer literacy is more challenging than other
subjects in a multicultural context (13% stated that they do not know). This finding
underlines the importance of considering cultural aspects when studying computer
literacy, just like when studying any other subject, and this is in line with research like
that of Aronson and Laughter [12] or Civitillo et al. [13].

4 Conclusion

This work highlighted the perception of students with regard to cultural differences in
international classrooms. The results show that students are undoubtedly aware of these
differences and, furthermore, they believe that these differences are relevant when
learning computer literacy, as much as they are when learning any other subject. The
suggestions, comments, as well as the teacher’s empirical observations reinforce the
belief that, in an international environment, a culturally-adapted classroom style is
needed when teaching computer literacy.
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Abstract. In our modern society young children are getting in contact with
digital media already in the early stages of childhood. Uncontrolled consump-
tion of screen media and the media’s content may have a variety of negative
effects (e.g. social isolation) on the child’s development. Parental mediation, the
controlled, limited and supervised use of media plays an important role and may
encourage positive effects of using media. The American Academy of Pediatrics
(AAP) provided a list with some recommendations and tips about media and
young children. Also, it is discussed that digital media literacy teaching should
already start in Kindergarten. What are parents doing to mediate the media usage
of their children? Are they setting limits? Do they act like a role model? And,
what do parents think about digital media literacy instruction in Kindergarten?
This study’s researchers asked parents of 3 to 6-year-old Kindergarten children
from Germany through a questionnaire as well as interviews about the mediation
of their child’s media contact. Likewise, parents were asked if digital media
literacy should start in Kindergarten. A content analysis based on the tips from
AAP was conducted as well. The results show that parents indeed try to limit the
contact with media and are watching the usage. Kindergarten should be a tech-
free zone according to nearly all parents.

Keywords: Parental mediation � Parents � Children � Kindergarten �
Media usage � Digital media usage

1 Introduction

More and more young children are getting in touch with digital media devices earlier
and earlier. They grow up in a digital environment with screen media since early
childhood. According to Rideout [1], in 2011, 52% of households with under 8-year-
old children have had access to mobile devices, this number increased to 75% by 2013.
Also, the time spent by children aged under 8 years using and handling these devices
rose from 5 min daily in 2011 to 15 min per day in 2013 and to 48 min daily in 2017
[2]. A variety of research projects report negative effects and developmental problems
of children, like social isolation or anxieties, due to excessive and uncontrolled screen
media usage [3, 4].

Apart from this, in all stages of childhood the content of the presented and used
media plays an important role in the children’s development as well [5, 6] There are not
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only bad effects, but also benefits of using new media, if usage and content of the media
are controlled and chosen appropriately [7].

The regulation of the child’s media usage, also known as ‘parental mediation,’
which is described by Warren [8] as “any strategy parents use to control, supervise or
interpret media content for children,” plays an important role for controlling children’s
media behavior, skills, and engagement. It is a relevant consistency to prevent negative
effects and to manage the influence of the media on the child’s development [9]. We
can differentiate three types of parental mediation: instructive (also known as active or
evaluative) mediation, restrictive mediation, and social co-viewing. Active mediation
refers to communication about the media’s content between parents and children.
Restrictive mediation means to set rules, regulate the media usage and to set limits.
Finally, social co-viewing describes the observation and viewing media together, but in
contrast to active mediation without the active requirement to talk about the media’s
content [10, 11]. For children under five years, these three practices are all recom-
mended by the child development research community [12]. The effects of parental
mediation vary and are dependent on which type of mediation is exactly used by the
parents [13]. There are also differences for the effects on early as well as later childhood
years, which makes it necessary to study the younger group separately [14].

It was observed that children like to express themselves through media [15]. Even
though there is some form of media implemented in Kindergarten, for example the
children’s cinema or gaming software for education, those should not be the only
digital media that is used for digital media literacy. There already exist concepts to
work playfully with pictures, audio, video, and even PCs [15]. Unfortunately, these
impulses are seldom implemented by educators in Kindergarten. On one side, they do
not feel equipped enough to teach the children digital media literacy, since training
opportunities for educators are limited [16, 17]. Less than one-third of US pediatric
residency programs teach about media exposure [18]. It was discovered that the way
educators teach the children how to use media positively influences their willingness to
learn how to interact with a medium, for example using a tablet to express their ideas
through drawing and learning [19]. On the other hand, some educators claim that
digital media education should be implemented by parents [20]. It is suggested that by
the time children enter Kindergarten they should already have some media competency
skills such as navigating computers and tablets, launching applications, and negotiating
menus, since most of their classmates already have these skills [21]. But who do
parents think is responsible for the digital media literacy instruction of their children?

The American Academy of Pediatrics [22] has listed health as well as safety tips for
children handling and interacting with media. They recommend to limit the usage of
digital media (restrictive mediation) and to promote off-screen playtime. Parents should
cooperate with their child during screen media usage (active mediation and co-
viewing); this will encourage social skills as well as their learning ability. Furthermore,
it is necessary for parents to provide tech-free zones (restrictive mediation) and to act as
role models, especially in relation to digital and screen media. Therefore, this study
concentrates on what parents are adopting for their daily life in line with the mentioned
recommendations. According to these key aspects the research questions of this study
are as follows:
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RQ1: Are parents limiting the media usage of their children, and if yes to what
extent?

RQ2: How are parents acting as a role model for their children?
RQ3: Are parents always watching their child’s media usage?
RQ4: Do parents see Kindergarten as a tech-free zone?

2 Methods

To answer the research questions, parents of children from Kindergarten filled out a
questionnaire; additionally, some parents were interviewed. This study represents the
parents’ perspective and is only a small part of a much bigger and comprehensive study
[23, 24]. 12 Kindergartens located in Düsseldorf, Germany agreed to perform the study
with us in cooperation with their institution. The Kindergarten teachers were asked to
select children of different social backgrounds and different ages to take part in the
study. The selected families received detailed informational materials about the
investigation as well as a consent form from us. The study was conducted from June
2015 to May 2016.

The questionnaire for the parents contained questions about their child’s media
behavior as well as about their own media behavior. First, demographic data about the
children was asked about. Afterwards, the parents were asked to name the three most
used media of their child, which were named in a pre-formulated list: TV, Smartphone,
Phone, Tablet, Computer/Laptop, Audio, Magazines/Newspaper, Book/E-Books,
Educational Toy, and Digital Camera. For the three most used media we asked the
parents if they are setting limits for the usage of the media, and how long the children
are using the media per day or week. Additionally, parents were able to state everything
with comments. With the next question parents were also asked to name their three
most used media and how long they are using them per day. Furthermore, the parents
were asked if they are always present when their child is using digital media which
could be rated from “agree” (1) to “not agree” (5) on a 5-point Likert scale. Next, they
were asked if they have an internet child safety lock. Likewise, we wanted to know if
parents think that digital media should be more present in Kindergarten and who is
responsible for the media literacy instruction of children in Kindergarten as well. The
questionnaire contains some more questions about the internet usage of the child, as
well as about the usage of media for learning or entertainment purposes. Lastly, the
parents were asked about demographic and personal data for both parents. Total 60
parents filled in surveys which were sent back to us for evaluation. Furthermore,
personal interviews were conducted with 10 parents; each of the interviews took from
15 to 60 min in duration. The questionnaire served as a guideline, but the interviewer
had the chance to ask additional as well as more precise questions and parents had the
opportunity to explain everything in more detail.

The content analysis was implemented as follows. First, the interviews with the
parents were transcribed by the researchers. Following this, a codebook was developed
[25]. The code categories were deductively derived from the Children and Media Tips
from the American Academy of Pediatrics [22]. Four code categories could be utilized
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based on the interviews. These were (1) “Set limits and encourage playtime” - do
parents watch how long the children interact with the media and set limits? (2) “Be a
good role model” - how often do parents use media and do the children notice it?
(3) “Screen time shouldn’t always be alone time” - are the children using media without
the parents’ guidance? (4) “Create tech-free zones” - do parents consider Kindergarten
as a tech-free zone or should more media be implemented? If needed, the sorting of the
sentences into the codes was discussed [26] and therefore an intercoder reliability of
100% could be reached.

3 Results

The results display how parents guide the children’s digital media usage. The first
research question concerns the limits parents set for their children and their media
usage. The dissemination of the average hourly media usage per week of the children
can be seen in Table 1. Furthermore, the table displays if the parents always accom-
pany the child while using media. Most time is spent in front of the TV, making up
5.12 h per week, with one of the parents always being present. Even though the TV is
used the most often, parents set rules for the watch time of their child.

“No, she always asks me if she can watch something. But we have a rule that she can
only watch one hour per day,” as one mother states. “But this is really restricted, because
I noticed, one episode and another one, another one, another one, another one, that
quickly results in a snowball system that he quickly wants more”, confirms another
mother. Followed by this, books as well as audio, for example music or audio books are
used 4.88 h per week. Here, most of the parents let the children use the media by
themselves, only 9.68% of the parents are nearby when the child uses books, and 25%
are present when kids listen to audiobooks or music. “One is not always nearby if he sits
in his room and listens to an audiobook,” as one father states. The medium that is used
the least often is the smartphone with 1.75 h per week; here all parents attend their child.
Overall, even if the parents are not nearby “subconsciously, I am always checking what
the kids are hearing, what they are doing.” Most parents (77.4%) do not utilize the
opportunity of a child safety lock for their smartphone or tablet, only 20.8% make use of

Table 1. Children’s average hourly use of media per week and parents’ presence while the child
is using media

Medium N Hours per week N Parents’ attendance

TV 35 5.13 32 100%
Book/E-Book 36 4.88 31 9.68%
Audio 35 4.88 32 25%
Educational game 7 3.68 8 37.50%
Tablet 20 3.17 17 100%
Smartphone 8 1.75 7 100%
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it. This rather small percentage can be explained with the parents always being present
when their child uses a smartphone or tablet, making a child safety lock obsolete.

The second research question concerns the task of the parents regarding their media
usage in their position as a role model. Table 2 displays the average number of hours
they use a medium per week. The computer is used the most often, with 16.35 h. Since
some parents use the PC for work at home the hourly use is comparatively high. But
parents try to limit the use when the children are around: “I never work when the
children are there. I only work when they are asleep.” Even if the PC is used for games,
parents want to shield their children, since “the games are not teddy bear stuff, I pay
attention that he does not see any of it.” One father also notes that “my son recognized
that a computer is a complex medium and that I can do other things that he can’t, which
of course wakens a desire.” Second and third are the smartphone (10.88 h) and the TV
(10.52 h). Even the smartphone is used for work: “but for my work it sometimes
happens that I get a call, even outside my office hours. Of course, he notices when I
have to take a call.” Furthermore, “if there is a message coming or something, the kids
notice it. Then they say ‘Mom, a text message is coming’.” Non-digital media are used
the least often, with books (5.25 h; N = 13) as well as magazines (4.33 h; N = 8)
ranking second last and last, respectively (Table 2).

Table 2. Parent’s average hourly media use per week.

Medium N Hours per week

Computer 34 16.35
Smartphone 34 10.88
TV 35 10.52
Tablet 14 8.14
Audio 12 7.44
Book/E-Book 13 5.25
Magazine/newspaper 8 4.33

Fig. 1. Parents are present while the child is using digital media; “agree” (1) to “not agree”
(5) (N = 59)
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The third research question concerns the distribution of the parents’ answers
regarding their presence while the child is using digital media. The median is at 2 and
the Interquartile Range (IQR) ranges from 2 to 3, which means that most parents want
to be around their child while they interact with media. All parents are present while the
child is using digital media. One of the parents states, “yes, I do not watch her all the
time, but I am always in the same room.” One mother puts emphasis on the fact that she
is always with her child if electronic media is used. Exceptions are made if, for
example, “it is a TV series I watched for the hundreds time or he watched for the
hundreds time.” On the other hand, the children are often not able to interact with the
medium by themselves, for example, concerning smartphones or tablets. “This app that
he is playing with my husband, he can’t handle it from A to Z; he would not be able to
progress in the game. One mini-game and he would need to quit.”

The parents’ opinion on whether Kindergartens should be a tech-free zone was also
asked about (RQ 4), which was answered by 54 participants. 85.19% of them do not
want digital media in Kindergarten. The biggest concern the parents have is the fear
that the child may not have a “real childhood” if they were too engaged with media.
Children are supposed to “play and sing,” because “a Kindergarten is there so they can
play […], to have fun. The seriousness begins early enough”. One parent addresses the
question of how children learn: “they should make their experiences through touching,
seeing, hearing, which can be done with physical things more easily than through
computer games or apps”. If the fun of children is concerned: “if they want enter-
tainment, they can go outside to play, there they have toys, friends,” as another parent
states. 14.81% saw value in the approach of implementing more media in Kindergarten.
“There are of course parents that do not own a PC, which can be seen as a minority, but
considering which milieu the children are from […], they could be in a disadvantage,”
“without any kind of media, the children will be left behind,” as other parents affirm.
One mother proclaims that by integrating media, no child needs to feel left out when it
comes to, for example, popular movies: “if they watch, as a special occasion, a movie
in the gym once a month, then all children will be integrated.”

4 Discussion

In this study, we investigated in which scope the media consumption of children
between 3–6 years of age is mediated by their parents. To this end, a questionnaire was
developed and interviews with parents were conducted. Also, a content analysis was
implemented. As there are three foci (children, parents, and Kindergarteners) in the
whole project, the focus of this evaluation lies on the parents and their media habits,
their opinions and how they handle media use in the daily lives of their children.
Parents have control of their children’s media use during the majority of the time, so it
is important to learn about how they handle the opportunities and challenges connected
with a new generation of our digitalized society.

Parents want to be a role model when it comes to media, e.g. by using the computer
when the children are in Kindergarten or are asleep. Furthermore, parents make the
effort to always be around their child if she or he is using media, especially digital
media (e.g. smartphone, tablet, TV) or at least are aware of what the children are
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consuming while being in contact with those media. This way, they can shield their
children from inappropriate content. But, a similarity in the media usage of parents and
children cannot be observed. For example, parents prefer the computer and smart-
phone, while those media are seldom used by the child, if at all.

If parents want Kindergartens to be a tech-free zone, they are automatically
responsible for the digital media literacy of their children. But comparing the results
with other studies, children, e.g. in the U.S., are much more engaging with digital
media a lot earlier. For example, according to a study in 2006, about 83% of children 6
years and younger use screen media (watching TV/DVDs, playing video games, using
computers) for about 2 h each day [27]. Of course, too frequent media consumption is
not a solution. Parents need to be aware about how to teach children. But, even many
Kindergarteners do not feel equipped enough to teach children how to interact with
media, how should the parents know how to do it reasonably? Therefore, a possible
solution would be to implement special Kindergartens where children have a form of
digital media literacy education alongside to more traditional Kindergartens.

Limitations of our research are that only a small sample of 10 interviews were
conducted and could be evaluated. It represents only the opinion of a small number of
parents which were very dedicated took part in the interviews. Parents have not been
directly asked about active mediation (talking to the child while using the media) and
only view of the interviewed ones talked about it. An interesting aspect to investigate in
future research would be to conduct more detailed interviews about every type of
parental mediation.
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Abstract. Nowadays, the growth of mobile apps is so fast and viral; they have
the potential of transforming our everyday lives by creating huge opportunities
to individuals and businesses. This translates into a growing demand for
developing such apps, which need to be easy to learn and use. In this paper, we
conduct an evaluation of an android mobile app, which we designed and
developed to find and register power outlets in public spaces. Our evaluation of
the prototype consisted of two stages. First, we provided the users with two
tasks, with an additional option to indicate their perception of how easy it was to
complete these tasks. Second, upon completing both tasks and offering their
comments, participants were asked to take the SUS (System Usability Scores)
questionnaire. The results of the evaluation indicate that the app usability and
learnability is acceptable despite being a prototype. The findings and partici-
pants’ comments give us a direction on how this app can be improved in the
future.

Keywords: Usability analysis � Power outlets � Crowdsourcing �Mobile app �
SUS evaluation

1 Introduction

Advances in mobile computing and technology have created immense opportunities for
a wide range of useful applications to be developed and used. The usefulness and
popularity of mobile devices, such as smartphones, tablets, and digital watches, is
allowing users to perform various tasks in a mobile context. The pervasiveness of
mobile devices in the modern society not only has transformed the way we commu-
nicate, but also has revolutionized the way we shop, do business or are entertained.

Several reasons have contributed to the prolific growth of the mobile devices and
applications in recent times. First, they are meeting users’ needs for mobility of
computing and communication. Second, technological standards have matured suffi-
ciently to provide mobile devices with high-speed wireless access to the Internet.
Finally, users are now offered to customize their mobile platforms with apps that best
serve their needs.

Our need of using internet and being connected with the world seamlessly any-
where and everywhere also demands that we can connect to power outlets everywhere
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we go; restaurants, cafes, train stations, airports, shopping malls, theatres, libraries.
Power outlets in public spaces are often hidden, placed under a table or behind a sofa or
another furniture, and often, there are no signs to tell about their location.

Inspired by the need of integrating the crowdsourcing technique to develop and
populate mobile apps, in this paper, we are presenting the Plugin android mobile
application, which we designed and developed to find and register power outlets in a
public space. Using this app, users are able to find easily an outlet when needed or
register a new outlet to make it available for future users. Our app, Plugin, adopts the
crowdsourcing technique to let users populate and locate public electrical outlets that
can be used to charge phones, tablets or laptops. Crowdsourcing approach is a tech-
nique of online activity participation where a group of individuals of varying knowl-
edge, heterogeneity and number are voluntarily conducting any sort of task [1].

The described Plugin app has only been tested preliminarily, and the main objective
of this paper is to conduct an interface evaluation analysis and find out whether the
current app interface is satisfactory for the users.

The rest of the paper is structured as follows: in Sect. 2, we present the related work
in this topic. Section 3 provides some descriptions of the interface design, whereas
Sect. 4 presents the experimental setup. In Sect. 5, we present the findings and dis-
cussions. Lastly, Sect. 6 concludes this paper.

2 Related Work

Many mobile apps are utilizing GPS and other sensors to provide services of locating
objects, businesses and people. For instance, Urbanspoon [2] is an app that helps
people locate restaurants by user-selected criteria. Car Locator [3] app helps people
locate their car in a parking lot and provide guidance to its location. Similarly, Best
Parking [4] app, besides showing available parking spaces, also shows parking prices
in order to help users find the cheapest available parking. The list of such apps is
extensive. A common feature is that many of such apps rely on crowdsourcing tech-
niques to populate their data.

A well-known app that utilizes crowdsourcing is Waze [5], where users can add
information about speeding cameras, construction zones, and accident locations in
roads. Furthermore, authors in [6] describe an app that uses users’ input to populate
ATMs and let users locate one in their city. Similarly, Merchant and Asch [7] report of
an app that lets users populate and locate Automated External Defibrillators (AEDs),
which are located in public places, such as airports, schools, shopping malls, etc.

Nevertheless, in the literature, the research addressing the benefits and needs of
mobile apps for locating and registering power outlets is very scarce. To the best of our
knowledge, there is no app developed yet in this direction. The only app that partially
addresses this issue is FLIO app [8], which only merely mentions the power outlets in
an airport in textual description. It has neither location-based services nor any options
for users to add any power outlets. It is worth to note that we came across an unreleased
android app named Outlet Finder [9], which is still in the process of development.
Therefore, we cannot draw any further conclusion related to this app and compare it
with Plugin.
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On the other hand, the main advantage of Plugin is that it is not restricted to any
location. Besides, it provides detailed description of the outlet found along with images
for easy discovery by the user. In addition, the app provides a feature for commenting
and voting for a particular outlet, through which users can contribute as well as rely on
the trustworthiness of the location of the outlet. Sometimes, some outlets may become
unavailable, broken, or removed due to physical changes of the space. Moreover, it has
been also reported in newspapers [10, 11] that in several US airports pranksters placed
fake power outlet stickers that caused frustration among the travelers. Our app with the
possibility of negative voting can help in minimizing the frustration by providing users
with accurate information of active power outlets.

3 User Interface Design and Interactions

The Plugin app has a very simple minimalistic user interface. The Home screen of the
app opens Google Maps with the user’s current position on it and showing the nearby
power outlets.

The app has a GPS button on the top right corner that zooms in current user
location. Outlets on the map are shown as small “outlet icons” which can be clicked to
view more information about it (Fig. 1a). When clicked, it shows the name of the outlet

a) b)

Fig. 1. Plugin user interface. (a) Marker selection, it shows brief information of a selected outlet
in a place called Pizzastua. (b) Marker Information dialog, it shows outlet’s details with image
and comments.
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and the user votes below the map. Users can move down to get a further detailed view
of the outlet, such as, see the image of the outlet and all the previous users’ registered
comments (Fig. 1b). Users can add their comment and vote for that particular outlet.

If a user wants to register a new outlet on the app, this can be done by clicking on
an action button on the bottom right corner of the home screen. When the action button
is clicked, it opens the map in user’s current location from where the user can zoom to
fine tune the outlets location and put a marker on the map to register the new outlet.
The user can provide a title, a description and an image while registering the outlet in
the app.

4 Experimental Setup

The experiment was conducted with the participation of students and staff from
University of South-Eastern Norway, campus Ringerike, which is a public university in
Norway. For this research we used purposive homogeneous sampling method, where
all participants were members belonging to one similar subgroup (academic institu-
tion), and were carefully selected with the expectation that each participant will provide
unique and rich feedback information to the study [12]. The study included 10 par-
ticipants, who were mostly students and teaching staff. Students varied from first year
bachelor IT students to PhD Marketing students.

The procedure we followed was straightforward. First, a short oral description of
the app along with a general description of tasks were given to participants. Next, a
sheet with the tasks and post-task questions was given to them. After ensuring they
understood the tasks and the purpose of the evaluation, we gave them an android
smartphone with the Plugin app pre-installed. The tasks were the following:

Task 1: Locate the nearest outlet from the app, and leave a positive comment and vote!
Task 2: Register an outlet that you have nearby. Give the outlet a title, description and

provide an image by using the phone’s camera.

After completing each task, participants were asked to indicate their perception of how
easy it was to complete the task. A five level Likert scale was used where the score
varied from Very Difficult (level 1) to Very Easy (level 5). In addition, they were
encouraged to leave a comment about any issues, any confusion or difficulties they may
have experienced while completing the task. Finally, upon completing both tasks and
providing their comments, participants were asked to answer the SUS (System
Usability Scores) questionnaire [13].

5 Findings and Discussion

The overall score for the evaluation of the app was 70. Despite this score being
relatively low, it still indicates that the app usability and learnability is acceptable,
according to [14]. Figure 2 shows SUS scores per participant, where a red line indicates
the average score among all participants.
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For each of the two tasks, participants were asked to score their difficulty while
completing it. On average, task one and two scored 4 and 4.2, respectively, indicating
that both tasks were easy to complete. Table 1 shows individual scores provided by
each participant for each question, as well as the scores for the tasks. When comparing
the SUS score with tasks scores, they seem to correlate well; participants with high
SUS score also reported high scores on the easiness of performing the tasks.

Upon finishing the tasks, participants were encouraged to provide their comments
concerning their experience with the app. In Table 2 below, we provide positive and
negative comments aggregately:

Fig. 2. System Usability Scores per participant

Table 1. SUS scores for each participant and question along with the scores for the tasks

Participants Questions SUS score Task 1 Task 2
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

P1 4 1 4 2 4 1 5 2 3 2 80 4 5
P2 3 2 2 4 3 3 2 4 2 2 43 2 4
P3 4 1 4 1 4 3 5 1 4 1 85 5 3
P4 4 3 4 3 4 1 4 1 3 3 70 5 5
P5 2 2 4 2 3 3 4 2 2 2 60 4 3
P6 2 1 5 1 5 3 5 2 4 2 80 4 4
P7 1 2 4 2 4 2 4 3 2 1 63 4 5
P8 4 3 3 2 3 2 4 3 3 2 63 4 4
P9 5 1 3 2 5 1 4 1 4 1 88 5 5
P10 3 1 4 3 1 2 5 3 1 2 68 3 4
Average 70 4 4,2
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Considering the app being in a prototype stage, we are pleased to see that partic-
ipants recognized the usefulness of the app. On the other hand, we also expected the
negative comments, which provide us with guidance on how we could improve this
app. For example, the negative comments 1 and 3 point to the drawbacks of our app
while others (comments 2, 4, 5) point towards future work for improving usability. The
comment that reports that the app was crashing a lot (comment 6) can be linked to a
particular mobile phone, which was having low resources; as the app was running
mostly without crashes on the other mobile phone. Apart from these, some participants
also provided suggestions for further improvement of the app such as:

• Indicate user’s position in relation to sockets nearby
• Provide a direction and guidance to locating the nearest or desired socket
• Implement a reward system to encourage users to register sockets
• Provide more detailed map (3D and birds eye view)

From our observation, we noticed that, many participants could not figure out the
action button to add a power outlet. They were asking about it. Nevertheless, not many
have mentioned this as an issue except one of the participants. Perhaps, it is only an
issue when used for the first time.

6 Conclusion

In this paper, we reported the design and evaluation of the Plugin app. We briefly
described app’s main features that help users locate and register power outlets in public
spaces. We also report an evaluation of the app we conducted with 10 participants. The
main purpose of the evaluation was to measure app’s usability, discover issues, and
finding ways to improve it. The overall usability and learnability of the app was
satisfactory despite the app being a prototype.

For future work, we have several points to improve the overall features of the app
such as upvote or downvote others comments, ability to edit/delete a registered outlet
via an admin panel. Participants’ suggestions provided a good indication for future

Table 2. Participants’ comments

Comments from participants/users
Positive Negative

1. The app provides a good overview of
sockets
2. Pictures provided along with the sockets
make it easy to locate them physically
3. The app is very intuitive and easy to use
4. Very useful app

1. The app should indicate user’s position in
relation to the sockets nearby
2. Difficulty to find the place where to leave a
comment for a particular socket
3. Inability of the app showing user’s current
location makes it difficult for orientation
4. Confusion as to what each button on the app
meant
5. Difficulty in locating the sockets
6. App is crushing a lot
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work direction. We also plan to make a heuristic evaluation of the app to complement
the SUS evaluation and improve the usability of the app.

Acknowledgement. We would like to thank Alexander Gerrud, Torkel Velure, Agne Hesten
and Ivarr Reyna who participated in the process of designing and developing the app.
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Abstract. The aim of this paper is to test the suitability of a smart traffic light
request button, equipped with a contactless pedestrian detection and a green time
extension for certain target groups. Within a preliminary analysis the primary
factors hygiene, usability and comfort are considered. Based on this ground-
work, a concept of a smart traffic light request button is developed, which
includes a pedestrian detection with ultrasonic technology and the extension of
the green light time via radio frequency identification. Furthermore, the tech-
nical implementation is finally composed in a drafted prototype. With the help
of a sample group an experimental evaluation of the prototype is carried out.
The evaluation results show, that the smart traffic light request button is widely
accepted, and a benefit is generated for pedestrians. In addition, the hypothesis,
which is developed in the preliminary analysis and assumes the benefit of a
smart traffic light button, is confirmed by this evaluation.

Keywords: Contactless pedestrian request button �
Traffic light green time extension � RFID � Ultrasonic �
Individualization in traffic management

1 Introduction

Pedestrians are often not given enough attention in the mass of road users. In order to
reduce the daily-motorized city traffic, pedestrians should be more recognized as traffic
participant. More and more affordable and new technologies ensure that outdated and
established concepts should be reconsidered to examine their current state of the art. To
improve interaction and accessibility of traffic light request buttons for pedestrians a
preliminary analysis is carried out, evaluating possibilities in optimization of hygiene,
signal cycle time as well as usability and comfort. Further development for pedestrian
request buttons could lead to major improvements regarding the described aspects.

1.1 Hygiene

Pedestrians taking part in public life are sharing the mobility infrastructure with other
pedestrians. This also includes buttons to request a safe signalized crossing.
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Conventional request buttons require a physical contact between human and device.
Therefore, a pedestrian willing to request a safe crossing needs to physically contact the
request button, usually mounted on the pole of the traffic light, which leads to an
exposure of the potentially contaminated surface. According to Spörrle, bacteria can
survive on these kinds of request buttons for several days leading to people avoiding
contact with such devices [1].

1.2 Signal Cycle Time

Aiming to reduce the signal cycle time and in accordance with the German law [2], for
the calculation of the green time provided to pedestrians, only half of the crosswalk
length can be considered (Fig. 1). This means, that the signal light turns red before
pedestrians have finished crossing the road (Fig. 2). Certainly, there is a safety time,
which ensures that there are no conflicts between pedestrians and other road users.
However, many people feel insecure to cross large crosswalks, especially people with
slower walking speed might turn around to abort the crossing [3].

Legend: s0 = distance, vr = clearance speed, tr = clearance time, t = time.
At signalized intersections with a high rate of crossing pedestrians with restricted

mobility, a slower walking speed is assumed for the calculation of the green time [2].
For those cases in Germany, the slowest predetermined walking speed of the traffic
system guideline (1 m/s) is assumed for the calculation of the green time. This leads to
longer green times in general, even if there is no mobility-restricted pedestrian crossing
the road. According to the traffic system guideline, the standard value for the walking
speed of pedestrians is assumed 1.2 m/s, ranging from 1.0 m/s up to 1.5 m/s [2].

Fig. 1. The green time is calculated, considering only half of the street distance that pedestrians
need to cross (Color figure online)
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1.3 Usability and Comfort

To be able to pass a signalized crossing as a pedestrian, you are usually forced to
activate a pressure switch. A detection of pedestrians without physical effort from them
is currently not possible.

2 Conception

To approach the described issues, the goal is to develop and build a contactless request
button with an optional green time extension. This request button should be used without
physical contact. Furthermore, it should detect different user groups to extend their green
time. All request buttons in public must fulfill some general requirements to be long term
usable. In the current study, these requirements are researched and evaluated. The
focuses of this study are functionality, reliability, usability and costs. Protection against
vandalism and tech specific standardizations are not considered here [4, 5].

2.1 Contactless Detection

The detection of pedestrians at a crossing is realized with the help of an ultrasonic
sensor by checking the distance of an object in front of the request interface. If the
distance is shorter than a predefined value, the control module detects a request of a
pedestrian.

2.2 Target Groups and Pedestrian Assignment

To implement an extension of the green time, first the qualified user groups were
defined. Possible user groups that can benefit from the optional extension of the green
time are pedestrians with restricted mobility, particularly those who are unable to reach
a walking speed of one meter per second or faster. People with a walking disability or

Fig. 2. If the walking speed of a pedestrian is too slowly they may still on the street and
sometimes not even half way through when the traffic light turned already red. (Color figure
online)
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pensioners are mainly considered. Their walking speed often does not correspond to the
speed used in the usual calculation of the green time [4]. To identify the qualified
pedestrians, a concept of contactless identification is used. Therefore, RFID technology
is chosen because of the compatibility with the student ID cards that are available
during the study.

2.3 Prototype Case

In addition, to keep all the sensors in place and to create a usable interface, which can
be visually connected to regular traffic light request systems for pedestrians, a case is
drafted. During the evaluations of the prototype later in the study, the case is not only
used to present a usable interface, but also the design of the case itself is evaluated. In
the design of the case for the contactless request prototype the conventional design of
already existing request devices are considered. Users should immediately recognize
the purpose of the new device to ensure that the basic function of the pedestrian
detection is understood. In addition to the similarity between conventional request
buttons and the contactless request button, there must still be a recognizable difference
to suggest the user that the operations of the two request buttons differ. This is
achieved, on the one hand, by the fact that the prototype has no moving parts, which
could imply a wrong operating method, such as a common pressure plate, and, on the
other hand, by a smooth and simple design. There are no unusual design curves or
edges that can be recognized as a push button. Furthermore, with pictograms it is
attempted to convey the method of operation to the user in an uncomplicated way.

3 Implementation

To work cost-efficient for the implementation of the Prototype low-cost sensors are
used to contactless detect human presence. A cost effective but reliable Arduino
microcontroller operates as the Control Module to coordinate the used sensors. Fur-
thermore, the case is drafted and printed using a 3D-printer.

3.1 Detection

The distance from the nearby pedestrian in front of the sensor is checked every 0.1 s
and as soon as the distance falls below the defined limit of 13 cm, a request is detected.
As visual feedback, a LED lights up. Tests during the study have shown that 13 cm is
an appropriate value, which prevents passing pedestrians from triggering the request
but still allows a detection of a requesting pedestrian well. For a final product, this
distance must be checked even more accurately in a test environment.

3.2 Green Time Extension

To implement the described concept in Sect. 2.2, RFID-Cards with certain ID-numbers
are used to match an ID-number stored in a database to identify the qualified pedestrian
groups. Therefore, a RFID sensor reads out the ID-number of the chip built into a
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personal RFID-Card. Based on the voluntariness of the predefined pedestrian groups,
the identification can be carried out with for example senior citizens cards, student ID
cards or disabled ID cards. With bigger investments in RFID-Gates, an even more
comfortable solution for the users could be created. The bigger the antenna, creating an
electromagnetic field to power the RFID Chip, the bigger the detection range of the
chip. You could be identified, without even pulling your ID card out of your pocket.

4 Experimental Evaluation

The evaluation was carried out as part of a laboratory test. For this purpose, a scenario
has been developed in a controlled environment, with the aim to answer some pre-
defined questions. The developed prototype is the basis of the evaluation. The con-
tactless detection and the design of the case are supposed to be evaluated. Furthermore,
the green time extension with the RFID chip is also a part of the evaluation.

4.1 Sample Group

As a sample group to be evaluated, the two greatest opposites in terms of technical
affinity have been chosen representatively. One sample consisted of a group of five
students who supposedly had a high affinity for technology and the second sample
consisted of five people over the age of 60 years. The second sample was assumed to
have less technology affinity. The aim was to test the prototype at the two social
extremes.

4.2 Questions

The aim of the evaluation was to test the user’s acceptance for a contactless push button
with optional green time extension. For this, the following questions should be eval-
uated: Is the comprehensibility of the technical operation obvious? Is there a right to
exist in the comparison to conventional request buttons? How user-friendly is the
button and thus will the button be accepted? Moreover, are there any deficiencies in the
technical design?

4.3 Study Design

The questionnaire can be divided into two parts. First, gender and age are asked to
assign the participant to one of the two sample groups. It then indirectly queries its
affinity with other contactless technologies and familiarity with request buttons.

The second part of the questionnaire attempts to answer the questions described in
Sect. 4.1 by asking questions that relate directly to the request device and questions that
contrast the prototype with conventional request devices.
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4.4 Procedure

To produce the same conditions for each evaluation participant and to reduce external
influences as far as possible, the oral communication between the participants and the
evaluation manager is minimized. After the greeting, the participant is asked to a table
with two sheets. One of these sheets outlines the following evaluation process and
describes what a request button is to set all participants to a similar level of knowledge.
In addition, the participant is instructed not to communicate with other people in the
room if possible. This is to avoid, for example, unintentional assistance given or to
manipulate the natural behaviour. On the other sheet, there are two tasks, which should
be fulfilled one after the other. For this purpose, a scenario has been set up that stands
for a real pedestrian crossing on a signalled intersection. The prototype button is
attached to a pole; the pedestrian crossing is marked with Sticky tape on the bottom.
A notebook at the end of the pedestrian crossing represents the signal for pedestrians
(Fig. 3). In task one, the participants are asked to request green time with the help of
the prototype request button and then cross the street. In task two, the participants are
asked to request a green time extension, with the help of an RFID chip card. Based on
these two tasks, the participants can familiarize themselves with the prototype to get an
idea of the use of such a request button in the real world. After the participants have
completed the tasks, they are brought back to the table to answer a questionnaire. After
this has been completed, the evaluation is over. Depending on the participant, the
duration of the evaluation runs between 7 and 15 min.

4.5 Results

The results show that it is widely accepted and has according to the participants the
right to exist, especially in terms of the mentioned hygiene issues. Ten out of ten
participants can imagine using the evaluated device in everyday life. Furthermore, the

Fig. 3. The activation of the green time extension with a RFID card (Color figure online)
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study participants stated the satisfying functionality and the simplicity in usage. Eight
out of ten participants confirm that the usability with the tested device is instinctive. In
terms of comprehension, two out of ten participants touched the device to be detected;
thus, pedestrians preferring to touch the request device are satisfied as well since the
detection still works fine. Among the advantages of the prototype over the conventional
request buttons, higher comfort, better hygiene and the advantage of the green time
extension have been mentioned.

5 Conclusion

Although ultrasound technology is not necessarily the most suitable technology when
considering the requirements to be met, it has proven its worth in implementation due
to its simple functionality and reliability. In design and technology, first steps have
been taken in the direction of a fully developed contactless request button with optional
green time extension. The results of the evaluation show that there is a need for such a
product from the point of view of the participants, since it not only improves hygiene,
but also reduces the physical effort compared to conventional request buttons. Fur-
thermore, the optional green time extension and its advantages were well received by
the participants. These advantages mentioned in the results were already hypothesized
at the beginning of the work and could be confirmed within this work.

6 Limitations and Future Work

Looking ahead, this work can be used as a basis for further development approaches. It
makes sense to include other non-considered technologies in the comparison to join
with new approaches to this work. The results so far can also be optimized with other
sensor models and raised to a more suitable everyday level. In addition, a larger-scale
evaluation involving the target groups for the green time extension would be useful to
be able to estimate the benefit. Within this work, the consideration of the implemen-
tation in already existing systems from a technical and data protection point of view is
still pending.
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Abstract. In this paper we present our experience with the development of a
simulation software for evaluating the use of tinted windows on the vehicle
windshield as well as their effects on drivers’ vision. The motivation for the
development of this study lies in the fact that simulation software can contribute
to studies of human performance and its consequences in the area of vehicular
technology. We present the specification of the application and the details of its
implementation, as well as an analysis of the quantitative and qualitative results
of the use of the simulation software.

Keywords: Tinted windows � Vehicular technology � Game

1 Introduction

Vehicle technology is intended to discuss concepts that enhance the driver’s (or user’s)
performance and behavior, as well as understanding the differences and needs of
specific user groups. In many countries, especially in tropical climates, it has been
common for vehicle owners to opt for changing the transparency or color properties of
the automobile’s glass by applying a polycarbonate thermal film that aims to act as an
ambient temperature controller. Also, several people believe that tinted windows give
them some additional security and the fact of daring all the glasses of the vehicle can
guarantee them some anonymity.

Automobiles play an important role in modern society, not only as a means of
transportation, but also as a way to meet work needs and to master space and time
through speed. In some cases, automobiles are considered as objects of flaunting and
power and, in this sense, some studies emphasize that automobile arouses various
emotional issues in people, such as the feeling of safety and security, comfort and style
[1]. Other studies highlight the main advantages pointed out by the drivers for using
tinted windows on the vehicle windshield, as described in [2]:

– Reduction of the incidence of sunlight and heat inside the car;
– Reduction of air conditioning usage and fuel consumption;
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– Improvement of passengers’ privacy by providing a sense of security;
– Improvement of cars’ aesthetics.

Several countries formalized the use of tinted windows on the vehicle windshield. In
Brazil, the National Traffic Council (Contran) regulated this item through different norms
and regulations [3]. Figure 1 illustrates the values regulated in Brazilian legislation.

As highlighted by [2], the use of tinted windows on the vehicle windshield can
decrease the driver’s visibility at night and, consequently, endanger passengers,
pedestrians and other vehicles.

In this work we will describe the specification and the details of implementation of
a software that allows the simulation of the effects on drivers of various properties of
transparency and color of tinted windows on the vehicle windshield. We will also
present an analysis of the quantitative and qualitative results of the use of the simu-
lation software. We believe that the use of a software simulating the effects of various
properties of transparency tinted windows on vehicle windshield may contribute to the
study of important consequences in the area of vehicular technology.

2 Background and Related Works

There are several arguments in the literature, which are favorable to the use of tinted
windows in the daytime period, but at night the effects are not yet widely discussed. At
this point, it is important to highlight that one of the goals of this work is to verify the
behavior of drivers using tinted windows in the vehicles during the night. In cases
where the car is driven by an elderly person, the use of such tinted windows may
further aggravate the situation. The vision of the elderly driver may be compromised by
age and the darkening of the windshield may further compromise the vision, increasing
the risk of an accident.

An important study was conducted by [4] to verify how much the darkening of
vehicle’s windows impairs the younger and older drivers. The authors performed
maneuver tests in two conditions (daytime and night time) and placed obstacles at
different distances. They analyzed the speed, the distance and the time of maneuver of
each driver. They found that both drivers are affected by the tinted windows, however
the elderly drivers were the most impaired ones.

Fig. 1. Tinted windows values regulated in Brazilian legislation.
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Another study conducted by [5] is in accordance with [4], and reports that the use
of tinted windows in the vehicles can harm the elderly driver, since it takes more time
to become familiar with the environment than a younger driver. In tests performed by
the authors, the response time to an obstacle was greater for the elderly drivers, since
they already have certain difficulties due to age and to the use of tinted windows under
certain conditions, their performance tends to worsen with the use of tinted windows
under certain conditions. For the young drivers, tinted windows have negative effects in
extreme conditions, for example, when the degree of blackout is high and the ambient
conditions are not adequate, their performance were also unsatisfactory.

According to the study conducted by [6], more experienced drivers have more
perception of risk situations in relation to younger drivers. Experienced drivers tend to
analyze the environment and check where a possible risk situation might occur, as the
younger ones tend to analyze a situation as dangerous when it is evident or in the case
of a certain situation change, for example when a person is on the sidewalk and may
cross the street without looking. But older drivers look at the whole situation and may
see risks where younger drivers do not or do not realize as a dangerous situation. For
these authors the age of the driver does not interfere in the perception of dangerous. On
the contrary, young drivers have advantages because they can analyze the situation as a
whole and analyze certain situations that may be dangerous. The younger ones focus on
situations where danger is imminent.

The study carried out by [7] concerns about the reduction of the perception of risk
with the increase of the age of the elderly drivers, because with the age the problems of
vision may increase and so it can reduce the perception of danger situations.

Another study conducted by [8] indicates that elderly drivers have the ability to
perceive risk affected by age, when they are compared to younger drivers. Old drivers
may lose their notion of risk or anticipates some maneuvers that can end up leading to
an accident. An alternative in lowering this risk would be training elderly drivers to
learn new skills and improve old ones.

In Brazil, there are no studies or statistics of accidents with regard to the use of
tinted windows in vehicles, and also it is not known, if the use of tinted windows can
significantly reduce the internal temperature of the vehicles.

Another point to be investigated is related to security, this is, if tinted windows would
protect cars’ passengers and if they would be less susceptible to the action of fringe.

In Brazil, the use of tinted windows is regulated by Contran, as illustrated on Fig. 1,
and it must follow the following rules: on the windshield the light transmission should
not be less than 75% and colored windscreens and other indispensable windows must
have at least 70%. For areas that do not interfere with handling, transparency cannot be
less than 28%. The name of the brand, manufacturer and degree of luminosity shall
appear on the films and shall be visible on the outside of the glass.

However, in practice there is no effective supervision, the traffic agents do not have
this device and usually in case of an inspection the agent verifies the information
contained in the film, but without the device he has to use his own intuition if he is
really inside the standard. If the vehicle has tinted windows out of the norm, the driver
will suffer the penalties provided for in subsection XVI of art. 230 of the Brazilian
Traffic Code, which consists of serious infraction, fine and vehicle retention for
regularization.
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3 Specification of the Software

The software we have developed is a simulation game, it simulates events that can
occur when a driver is using his car, and that needs quick reflexes and enough visibility
to avoid obstacles.

The mechanics of the game is described as follows: the driver must conduct the car
in a route, and during that course several objects will appear before the car. The
objective of the player is to click on the object before it hits the car, at the end of the
route will appear the amount of objects hit by the car during the route. There are several
objects in the game, and they have different behavior, some of them run towards the
car, others are standing in the middle of the road. To increase the difficulty, there are 3
levels of tinted windows the driver can choose, from 70% visibility, 50% visibility and
30% visibility, it is also possible to choose the time of day, it can be day and night,
Fig. 2 illustrates the simulator screen to choose film levels and the time of day.

Our software is focused on simplicity. In the main menu the user can start the game,
quit the application, or go to the options menu. In the options menu the user can change
the resolution of the game and the graphic quality. During the game, the player can
pause at any time and have the option to continue playing, go to the main menu or exit
the software.

For the sound of the game we used audios available by Unity 3D. The sound used
was the sound of the vehicle engine, to give a greater immersion to the player, and a
sound effect whenever the player can hit the object before the collision. No music was
used so as not to detract from the player’s attention.

Figure 3 illustrates the features of our software.

Fig. 2. Simulator screen used by player to choose tinted levels and the time of day
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4 Results

In order to verify the objectives defined in this work, we conducted an experiment with
a convenience sample of 48 participants of both sexes. The population was divided as
follows:

– Group 17_30: 20 people between 17 and 30 years old;
– Group 31_59: 10 people between 31 and 59 years old; and
– Group 60_+: 18 people aged 60 and over.

We performed 9 sessions with people of those groups playing the game, each
session lasting 10 min, on different days and with the population mixed between sex
and age. The game was set up to simulate the driving of the vehicle in the evening and
with a 50% visibility in the tinted windshield.

It can be seen from Table 1 that the players belonging to Group 60_+ collided with
18 objects during the simulation. This value is greater than the sum of the objects
collided by groups 17_30 and 31_59. Considering that these results are still initial, we
can argue favorably to the works of [4, 5] who found answers similar to ours.

Fig. 3. Features of simulation software

Table 1. Summarizes the results obtained after the nine game sessions:

User groups Results

Group 17_30 5 objects
Group 31_59 6 objects
Group 60_+ 18 objects
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5 Conclusion

In this paper we present our experience with the development of a simulation software
for evaluating the use of tinted windows on the vehicle windshield as well as their
effects on drivers’ vision. We present the specification of the application and the details
of its implementation, as well as an analysis of the quantitative and qualitative results of
the use of the simulation software.

Although the results of this study should not be considered as conclusive, as the
sample used consists only of a few representatives of different age groups, it is
imperative to discuss about blackening the vehicle windshields and the development of
this simulator can contribute to studies of human performance and its consequences in
the area of vehicular technology.

The purpose of this work was to consider the visual barriers imposed by the
blackening of vehicle windshields. However, to verify the validity of the results
obtained so far, further research must be carried out comparing samples of homoge-
neous sizes and applying new methodologies.
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Abstract. This paper outlines work being conducted at the Center for
Advanced Vehicular Systems at Mississippi State University using simu-
lated data to enable interface development for real world vehicles when
hardware systems are not available. The ANVEL modeling and simula-
tion tool was used to generate simulated video feeds. These videos feeds
were provided to an information server, which was written to accept
both simulated and real world camera data, and convert that data into
an MJPEG over HTTP stream. An interface was written in Unity 2017
using simulated camera data received as an MJPEG from the information
server. This user interface was then tested on a real world autonomous
vehicle project, by passing camera data to the information server for con-
version to a common vehicle interface format as the simulated camera
data. This method allowed for the parallel development of user interface,
without the need for physical hardware for testing, while maintaining
real-time video capability.

Keywords: HCI · Autonomy · Simulation

1 Introduction

Autonomous vehicles present new user interface design challenges not present on
traditional vehicles. An autonomous vehicle has several end users who need to
understand and interact with different systems on a vehicle. A passenger requires
a means to interact with the vehicle to provide goal locations. A researcher work-
ing on development of the system will need to visualize and understand the data
provided to the system via on board sensors and how the system process that
information. A mechanic working to resolve mechanical and electrical issues on
the system will need to understand the complex layout of the autonomous vehi-
cle, and which systems are reporting normal data. Autonomous vehicles are a
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new technology still being developed. Many research teams operate with a lim-
ited number of vehicles shared among several teams working to meet deadlines.
Given the need to make progress on various projects in parallel: design, devel-
opment and deployment of user interfaces are often assigned lower priority for
access to the physical hardware. Given these real-world problems, the implemen-
tation of these interfaces is often delayed due to the general need for increased
access to the hardware. To address the issue of limited access to a shared plat-
form, we propose using simulation to allow user interface designers to access
the data they need to evaluate their designs. Many systems on an autonomous
vehicle already rely on modeling and simulation of systems to facilitate faster
development. Extending this simulation to enable the development and testing
of user interfaces has significant benefits.

This paper outlines the use of the Autonomous Navigation Virtual Envi-
ronment Laboratory (ANVEL), a real-time modeling and simulation tool for
ground vehicle robotics, to accelerate the development of interface applications
for an autonomous off-road vehicle project known as HALO at the Center for
Advanced Vehicular Systems at Mississippi State University [2]. Using ANVEL,
we can simulate numerous cameras, LIDAR, IMU, and GPS sensor data in real
time. ANVEL provides APIs to access and pass real time data to external user
interfaces and devices. To demonstrate this capability, we have implemented
a Unity-based interface on an Android tablet. Simulated data is generated by
ANVEL and provided to the information server in the same format as the real-
world vehicle. The information server then processes and provides reduced vehi-
cle data to the Android tablet for display. Because data coming from the simu-
lator is processed and provided to the information server in the same format as
data from the autonomous vehicle, we can directly transfer the interface from
simulation to vehicle. This allows for a hardware in the loop capability. Because
the tablet can leverage both real world and simulated data, designers are able to
rapidly iterate on the interface using simulated data streams and test with vehi-
cle hardware when it is available. By leveraging simulation techniques used by
other development processes in autonomous vehicles, the quality of the interface
can be improved while reducing development time and resource requirements.

2 Related Work

This systems mimics a hardware in the loop simulation. This method allows
the interface device (Android Tablet) to use data generated in a simulation for
development and testing, in replacement of data coming from physical cameras
on the vehicle, since the vehicle is not available for the interface development
team. Hardware in the loop simulation is a common method, used to provide
unit testing for physical devices under specific circumstances [3]. It is known
that hardware systems can often be unavailable due to time requirements for
the development of different systems. Using model based system design helps
developers of hardware systems implement different systems which can be tested
in simulation at any level [5]. The notion of designing user interface for these
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same hardware systems can be included in this design paradigm. By allowing
for the simulation of the hardware systems generating the data that needs to be
visualized, model based system engineering can be applied to interface design.

3 Implementation

To enable simultaneous implementation of both user interface elements and phys-
ical systems without competing for resources, the HALO project vehicle was
leveraged as a platform for this work. By leveraging a system that was under-
going powertrain electrification, the notion of working in parallel on a system
that was unavailable for testing could be achieved. This section outlines the dif-
ferent platforms and tools leveraged, as well as the layout and function of the
information processing server which provides data to the interface.

3.1 HALO Project

At the CAVS at MSU, the HALO project is converting a factory issued 2014
Subaru Forester into an all-electric vehicle. This electrification will result in the
replacement of the powertrain for the vehicle. As a stock vehicle, the Subaru
Forester has 24 city and 32 highway MPG with 250hp with a total weight of
3600lbs. After converting the vehicle to all-electric drive, the 90 kWh nickel-
manganese-cobalt (NMC) lithium-ion battery pack gives it an estimated range
of 240 miles, 536hp and a total weight of 5300lbs. Additionally during the process
of reconfiguring the vehicle, 6 cameras were added to the vehicle. Two forward
facing cameras (60◦ FOV), a left facing Camera (190◦ FOV), a right facing
camera (190◦ FOV) and two rear-facing cameras (120◦ FOV). Additionally three
LIDAR units were installed, two forward LIDAR on the bumper angled down
towards the drive path of the vehicle and one LIDAR unit on top of the vehicle.

3.2 Nvidia Drive PX2

To enable the development of autonomous system behavior, as well as gain access
to the LIDAR and cameras installed on the HALO vehicle, an Nvidia Drive PX2
was leveraged. The Nvidia Drive PX2 is a GPU/CPU supercomputer designed
for autonomous vehicles [4]. In order to pass camera data from the Drive PX2
to the information server, Gstreamer and OpenCV software libraries were lever-
aged. Gstreamer was used to capture the image data from the camera devices.
The raw image stream was then compressed and sent over UDP to the informa-
tion server which received the compressed image data in OpenCV. The OpenCV
image was made available as an MJPEG stream over HTTP. By leveraging a
simple HTTP server, real time video could be accessed by multiple devices on
the same network. This is outlined in Fig. 1.
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3.3 ANVEL

The Autonomous Navigation Virtual Environment Laboratory (ANVEL) is a
real-time physics based simulation environment, designed to model autonomous
systems driving through various environments. ANVEL provides several sim-
ulated systems such as LIDAR, GPS, IMU as well as calculations of different
forces acting on the simulated vehicle. In order to model the vehicle, ANVEL
uses of definition files which describe each component of the simulated vehicle
(battery, engine, wheels, mass, etc.). The ANVEL API was leveraged to extract
the image data from the simulation environment. The data was received on the
information server, and made available over HTTP as an MJPEG stream, in the
same way the HALO car provided the video data. This is outlined in Fig. 1.

Fig. 1. The flow of video data from source to interface.

3.4 Unity

The user interface was designed using Unity 2017 [1]. Unity was chosen due to its
ability to easily deploy to multiple devices such as Android, iOS, and Windows.
Additionally, Unity provides scalability in user interfaces to account for a variety
of display sizes so that the interface can be deployed on phones, tablets, laptops
and desktop systems. This dynamic resolution management combined with ease
of deployment made Unity 2017 ideal for implementing the user interface. No
plugins were used in this implementation to ensure maximum capability with all
systems during deployment.
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Fig. 2. (A) Forward and rear camera on, Full Screen, (B) Forward, rear, left, right
camera on, Full Screen, (C) Forward and rear camera on, selection slider shown, (D)
Forward, rear, left, right camera on, selection slider shown

Fig. 3. (A) Forward and rear camera on, Full Screen, (B) Forward, rear, left, right
camera on, Full Screen, (C) Forward and rear camera on, selection slider shown, (D)
Forward, rear, left, right camera on, selection slider shown

4 Results

Video data was successfully integrated into the Unity interface and deployed to
phone and tablet devices for monitoring vehicle feeds. The interface software was
able to leverage both simulation and real-world data passed through a common
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information server and provided to the user interface through a common method.
Example video feeds from ANVEL can be seen in the user interface in Fig. 2. By
leveraging MJPEG over HTTP real time performance was achieved.

The capability of the user interface can be seen when connecting to the
HALO vehicle. While the simple video monitoring user interface was designed
using simulated video feed data, the format of the information was provided to
the interface in the same way as real world data. This allowed for the interface
to immediately work with the HALO vehicle when it was turned on, without the
need for reconfiguration. The integration of video data can been seen in Fig. 3.

5 Discussion

Through the use of an information processing server, we have shown that data
can be collected from both simulation and real world vehicle and forwarded in
a common format to user interfaces. By leveraging simulation, we have shown
that tasks such as integration of real-time video displays which rely heavily on
the availability of physical hardware in order to test, can leverage simulation
in order to speed up the implementation process of user interfaces. The user
interface development team was able to develop and iterate on designs while the
HALO vehicle was undergoing major system replacement and was unavailable
for system testing.

6 Conclusions and Future Work

We have demonstrated use of simulation in order to mimic real world data,
specifically leveraging real time video feeds, to design, develop and test user
interfaces without the need for physical hardware. By enabling the user interface
designer to use simulated data sources that match real-world data sources, work
can be conducted in parallel which allows for a more rapid deployment of both
physical system, and it’s user interface, without having to resolve conflicts in
system availability for development. In the future, we hope to expand this work to
integrate additional systems present on both the physical and simulated vehicle.
Additionally, we would like to explore using the same user interface for multiple
vehicles without changing any internal implementation to the user interface,
providing only changes to the information processing in the information server,
which is vehicle dependent.
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Abstract. Advanced driver assistance systems (ADAS), including automated
driving features, can reduce the driver’s workload by assuming control of driving
subtasks such as steering (lane centering system), or maintaining speed and safe
following distance (adaptive cruise control). Although these systems show pro-
mise for improving safety and efficiency, they also pose challenges regarding
consumer understanding of their operation. Little is known about how new
vehicle owners learn about the capabilities, limitations, and operational design
domains for ADAS and how their personal understanding (mental model)
influences their use of the systems and their driving behavior. This paper
describes empirical work-in-progress aimed at delineating the dominant charac-
teristics and changes over time in users’ mental models of ADAS. We discuss
results of the first phase of the research (user focus groups), along with the
methods and preliminary findings for two additional phases of research. The
second phase is a longitudinal study of 2018/2019 passenger vehicle owners
(n = 41) who were interviewed nine times during their first six months of own-
ership. The third phase includes new Toyota owners (n = 12) who were video
recorded while driving, and interviewed periodically. All interviews were audio
recorded and analyzed to extract information about participants’ understanding of
the operation, capabilities, and limitations of ADAS. The objective of the analysis
is to determine the characteristics of mental models that best describe differences
observed between individuals. Two candidate characteristics are levels of com-
plexity and anthropomorphism. User generated analogues such as “spaceship,” or
“elderly aunt” also show promise for distinguishing mental models.

Keywords: Drivers � Mental models � ADAS � Adaptive cruise control �
Lane centering � Naturalistic � Consumer education � HMI � Automated driving

1 Introduction

Advanced driver assistance systems (ADAS), including automated driving features,
show significant potential for improving safety and efficiency on our roadways [1].
However, new and changing ADAS technologies pose challenges to the formation and
maintenance of mental models (i.e., understanding) of their operation [2]. The purpose
of this project is to characterize users’ mental models of ADAS technologies, including
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how they develop and evolve. This project will generate insights for improving system
design and educating consumers. The three-phase research approach includes focus
groups, a series of multiple interviews with vehicle owners, and data collection of
actual driver experience under real-world driving conditions. Westat’s IRB approved
the protocols used in this project to ensure the welfare of human research participants.

2 Phase 1: Focus Groups

2.1 Approach

Phase 1 of this project consisted of three focus group sessions conducted to gain initial
insights into variants of drivers’ ADAS mental models and the mental model formation
and evolution process. Researchers extracted information relevant to mental models
from transcripts of the sessions. We focused on the language that drivers used to
describe their ADAS and the experiences that influenced initial formation and subse-
quent changes to drivers’ mental models of ADAS systems. Based on this qualitative
analysis, we created a preliminary list of candidate dimensions or features of mental
models that could serve as a basis for creating a taxonomy (i.e., a classification system)
of mental models for ADAS technologies.

2.2 Methods

Prior to participating in a focus group, potential participants were screened for self-
reported technology savviness. Based on their responses, they were assigned to high- (5
men, 5 women), low- (1 man, 6 women), or mixed high and low (4 men, 5 women)
technology savviness focus groups. To be eligible, potential participants had to have
purchased a new vehicle within the previous 12 months and the vehicle had to have at
least two ADAS. There were no other restrictions about vehicle make or model.

The focus group moderator followed a script of topics and questions designed to
extract information about each participant’s understanding of their vehicle systems and
underlying technology, their confidence in the systems, and system use patterns.
Researchers made audio and video recordings of the sessions, and later transcribed the
audio to capture the exact words that participants used when describing the ADAS on
their vehicles.

Three researchers independently reviewed the session transcripts, noted sections
that were relevant for understanding participants’ mental models, and provided inter-
pretations regarding the meaning of what the participants said. Then they met and
discussed their interpretations to reach consensus on the meaning of participants’
comments. Based on the notes from all three groups, the researchers each proposed
candidate dimensions or characteristics of mental models for ADAS that could explain
similarities and differences observed between participants’ comments. Researchers
reviewed and discussed the candidate dimensions and characteristics of mental models
to reach agreement.
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2.3 Results

Throughout the course of the focus groups, several participants described their vehicle
and its ADAS using metaphors. Some examples are a teacher or coach, a robot, a
computer, an elderly aunt, and a toolbox. In the qualitative analysis, researchers noted
that such analogues seemed to be an efficient way for some participants to express their
understanding of, and feelings about their ADAS.

Based on the analysis of the focus group transcripts, the strongest candidates for
characteristics to include in a taxonomy of ADAS mental models are:

• Level of complexity: The level of detail in participants’ descriptions of their
vehicle’s technologies varied substantially. Some participants went into extensive
detail while trying to explain various system components and processes, while
others simply described their system using the outcome. In other words, participants
with a simple mental model tended to focus on what the system does, while par-
ticipants with more complex mental models also tended to think about how the
technology works.

• Level of holism: The perceived level of integration of ADAS technologies in the
vehicle varied across the participant’s descriptions. Some participants described the
systems as a set of individual components with differing purposes and capabilities,
while at the other extreme, other participants spoke about their vehicle as a single
entity that performed actions to assist them and keep them safe.

• Level of anthropomorphism: The use of human characteristics by participants to
describe their vehicles and ADAS technologies varied.

Researchers noted some additional candidate components of a mental model taxonomy
that seemed to be associated with differences in system use. These were emotional
connectedness and subjective evaluation of system performance. The emotional con-
nectedness component captures emotions (positive or negative) associated with the
participant’s vehicle and ADAS technologies. Participants frequently used words like
“love” or “annoyance” when discussing their vehicle’s ADAS. The subjective evalu-
ation components include constructs of perceived usefulness, trust, and system relia-
bility. Participants often described their systems using one or more of these constructs.
However, the focus group moderator did not pose follow-up questions that would have
helped to distinguish between these constructs, and some participants used the terms
interchangeably.

Finally, in addition to developing a preliminary set of characteristics to include in a
taxonomy of ADAS mental models, researchers also identified sources of information
that played a role in the development of participants’ understanding of ADAS. From
the discussions, it was clear that trial and error played a significant role in generating
mental models of ADAS technologies. Several participants said they gained the most
understanding through experimentation with the systems. Other participants indicated
that their learning and understanding of ADAS was based on one or more memorable
safety events. Some participants mentioned learning experiences at the automobile
dealership where they purchased their vehicle as an important influence.
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3 Phase 2: Longitudinal Interviews

3.1 Approach

Phase 2 is a longitudinal exploration of vehicle owners’ perception of and experience
with ADAS technologies over the first six months of vehicle ownership. It consists of a
series of structured interviews conducted to gain a deeper understanding of mental
model formation and evolution. The goal of phase 2 is to validate, refine, and augment
the previously mentioned candidate characteristics for our mental models of ADAS
taxonomy. We have nearly completed data collection for phase 2 and are currently
reducing the extensive set of interview and questionnaire data.

3.2 Methods

Forty-one new vehicle owners enrolled in this study. To participate, participants must
have purchased a new vehicle within the previous month that is equipped with at least
two ADAS technologies. All participants completed an initial in-person intake interview
aimed at gathering information about their initial level of understanding about the ADAS
technologies in their car. Participants also filled out four scales (Hoyle Brief Sensation
Seeking Scale, Driver Behavior Questionnaire, a technology acceptance questionnaire,
and the Rotter Locus of Control) to gain insight into personality traits or other charac-
teristics that may be associated with aspects of drivers’ mental models [3–6].

Following an initial in-person interview, participants drove their vehicles as they
normally would, and over the course of six months, and they participated in a series of
seven structured phone interviews. In each of these interviews, a researcher gathered
information about the participant’s use and understanding of their ADAS to determine
how their thoughts about ADAS may have evolved. In addition, the researcher asked
questions regarding sources of information and new experiences that may have con-
tributed any changes (or lack thereof) in the participant’s understanding of ADAS.
A final in-person interview was conducted six months after the initial interview to
determine how the participant’s mental model had changed, and the sources of infor-
mation and experiences that influenced its evolution. During the final in-person
interview, participants again completed the technology acceptance questionnaire so that
researchers could assess whether changes in acceptance of the technologies had
occurred during the six months of driving experience.

As part of the planned analysis, researchers will reduce data from the interviews
and questionnaires to create a set of variables that includes specific information
reported by the participants, such as changes in their system use, and summary vari-
ables that depend on researchers’ interpretations, such as dominant emotions expressed
toward ADAS (if any). Researchers will use both qualitative analyses and statistical
techniques to explore associations between the variables and to determine which sets of
variables best discriminate between participants who have clearly different under-
standings about ADAS. Such variables may be most useful for constructing a taxon-
omy of mental models.
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4 Phase 3: Naturalistic Driving Evaluation

4.1 Approach

Phase 3 is a naturalistic driving study, conducted to refine and finalize the mental model
taxonomy by assessing the specific impact that real-world driving events may have on
ADAS mental model formation and evolution. For example, some participants may
have mental models strongly influenced by events such as a near collision, while other
participants may have misunderstandings about ADAS that are consistent with their
real world experiences. Data collection for phase 3 is nearing completion.

4.2 Methods

Researchers recruited 12 owners of 2018 or 2019 Toyota Rav4, Corolla, Camry, or
Highlander vehicles to participate in this study. Eight of the participants purchased their
vehicle less than four weeks prior to enrolling in the study. They participated for 12
weeks. The remaining four participants had much more extensive experience with their
vehicles (up to 18 months). They participated in the study for four weeks.

In each participant’s vehicle, researchers installed a custom-built data acquisition
system (DAS) that includes multiple accelerometers, and three cameras (capturing the
road, the driver’s face, and the instrument panel). The DAS also includes an audio
capture device. By pressing a button on the device while driving, the participant could
record 15-s verbal notes. Researchers received these notes on a daily basis via cellular
phone connection to the DAS.

Participants were told to record notes about their experiences using the driver assist
features of their vehicle. Specific written instructions also provided the following
guidance for noteworthy events:

• “Something the vehicle did or did not do that surprised you.”
• “Something you just discovered about the system.”
• “Something that was especially helpful or annoying.”
• “Something that happened that was safety related, perhaps another vehicle almost

collided with you, or you almost drifted off the road, or you had any type of ‘close
call’ or ‘near miss’.”

As in the phase 2 protocol, a researcher interviewed each participant in-person when he
or she enrolled and exited the study, and intermittently (by phone) throughout the data
collection period. The content of the interviews for phase 3 was similar to that in phase
2, but in phase 3 the researcher also asked the participant to discuss the circumstances
of any new audio notes that they had recorded.

As part of the data analysis for phase 3, researchers will reduce data from the
vehicle, including video data, for each noteworthy event reported by the participant.
The DAS data will be examined to determine exactly how each participant was driving
in terms of their speed, braking behavior, and where they were looking in the moments
before they recorded their verbal note. These data, collected during drives, will be
compared to reduced interview data from the same participants to assess whether
specific driving experiences are associated with changes in participants’ mental models.
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5 Outlook

The combination of broad focus group discussions, targeted longitudinal interviews,
and the naturalistic data collection procedure provide a strong basis for the creation of a
taxonomy of ADAS technology mental models, and should provide additional insight
into their formation and evolution. In turn, we expect that a data-driven taxonomy will
serve as a useful tool when developing approaches designed to foster efficient and
appropriate mental models of ADAS technology. These include, but are not limited to,
consumer education approaches, training methods, and human-machine interface
design strategies.
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Abstract. We examined driving performance using the Lane Change Test
combined with a Peripheral Detection Task (PDT) that approximated stimuli
crossing in front of the driver’s vehicle, in order to measure performance on
driving and critical event detection. For the PDT task, critical events were
signaled by either a color cue, a flashing cue or combination color-flashing cue.
These were compared to a no-cue condition. Driving performance and event
detection were measured. All effects of the PDT on driving performance were
nonsignificant. Color cues significantly reduced reaction time, but flashing cues
increased reaction time. These results indicate that cues to events in the driver’s
periphery did not impair driving performance, at least for the simple driving task
used here. Moreover, color cueing by itself was more effective than either
flashing or color-flashing cues in detecting peripheral events.

Keywords: Driving � Peripheral event detection � Lane Change Test

1 Introduction

From 2014 to 2016, the number of people killed in motor vehicle collisions jumped
from roughly 35,000 to over 40,000; in 2018, the number of traffic fatalities has
remained at the 2016 level [1]. The increase in the death toll rate is somewhat sur-
prising given the increased numbers of safety features found on new vehicles although
these are available only in recent models. Even more surprising is the finding that, since
2010, cyclist fatalities increased by 25% and pedestrian deaths rose by 45% [2].
Possibly some of the increase in pedestrian deaths is due to increased emphasis on
walking and biking in many cities. Nevertheless additional research and development is
needed for improving the detectability of pedestrians, cyclists and other crossing traffic.

1.1 Heads up Displays

HUD technologies, due to their success in aviation, are being introduced in automo-
biles. It is important to examine how to design these displays so that information is
displayed without interfering with information in the driver’s environment. Therefore,
most investigations of driving performance with HUDs have focused on whether the
projected image impairs driving performance. For example, Watanabe et al. [3]
examined the effect of HUD on driving. Participants viewed a video of driving and
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were instructed to report when certain events (road signs, turn signals, and passing cars)
were detected. Participants also detected triangles at varying locations that were pro-
jected on the HUD. Results showed that responses to warning triangles increased with
eccentricity; however, the HUD task did not significantly interfere with detection of
road events. Liu [4] examined whether HUDs affected driving performance by
manipulating whether drivers attended to the HUD or the outside environment. Lui
showed that drivers attending to the HUD responded faster to road events under both
low and high driving loads. Moreover, variability in speed was lower in the HUD
condition.

In one of the few tests of HUDs for pedestrian detection, Kim et al. [5] compared
pedestrian detection performance in which pedestrian crossings were signaled either
with a traditional “BRAKE” symbol or a virtual “Shadow” display that notified drivers
of the pedestrian’s direction of travel. These were compared to pedestrian detection
task with no cue. Both displays were shown to reduce braking reaction time and
increase stopping distance. Therefore, HUD technologies may be useful tools in
alerting drivers to objects in their periphery that are possible hazards.

The purpose of the present study was to examine the effects of visual warnings for
obstacles that appeared in a driver’s periphery and crossed into the driver’s lane of
traffic. We investigated whether the presence of a crossing alert affected driving per-
formance, and three formats for signaling this event in a simulated HUD display. The
Lane Change Task (LCT) and Peripheral Detection Task (PDT) were used [6].

2 Method

2.1 Participants

Twelve participants with at least 3 years driving experience were tested. All participants
reported normal or corrected-to-normal vision and no color-vision deficits. Each par-
ticipant completed two hours of testing and received a $20 gift card upon completion.

2.2 Apparatus and Materials

The LCT requires a participant to drive on an otherwise empty, three-lane road and
change lanes in response to signs located on the shoulder of the road. The LCT was
projected on a large screen, and participants completed the test using a Logitech
gaming steering wheel. The LCT consists of 3-km straight-lane track and presents lane
change signs roughly every 150 m, making a total of 18 lane changes per track.
Performance on the LCT was assessed by the MDEV, the average deviation between
the driver’s path and a normative model. The PDT stimulus consisted of a sequence of
four small white circles each 200 ms in duration, giving the appearance of an 800-ms
moving stimulus. The initial circle appeared in the participant’s peripheral view on the
side of the road. The remaining circles appeared in sequence (ISI = 0 ms) and pro-
duced movement either toward or away from the center of the traffic lane. Participants
responded to critical PDT events - movements toward the center lane, using a number
pad located next to the steering wheel.
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Four PDT conditions were tested based on whether critical events were cued, and
the format of the cue, either color, flashing or color and flashing. For the color cue, the
initial circle of the PDT event was yellow when movement was toward the center lane.
For the flashing cue, the initial spot flashed when movement was toward the center
lane. For the color-flashing cue, the initial spot appeared yellow and flashed for the
critical event. For the flashing cue, the initial stimulus flashed twice. These cues were
compared to a No-Cue Condition in which direction of movement was not cued.

2.3 Procedure

For each of the PDT cue conditions, three tracks each were run under low-workload or
high-workload conditions in random order. For low workload, the PDT stimuli were
presented between lane changes while the driver was lane keeping. For high workload,
the PDT stimuli appeared while the driver was changing lanes. Within each track, nine
PDT stimuli moved toward the center lane (critical events) and nine moved away from
the road. Each participant was given time to practice the LCT prior to data collection.
Baseline tracks with no PDT task, were run at the beginning and end of the cue
conditions to determine the effect of the PDT on overall LCT performance. Driving
performance was assessed with MDEV; performance on the PDT was assessed by
reaction time and a non-parametric measure of sensitivity, A’.

3 Results

A one way repeated measures ANOVA was run to determine the effect of the condi-
tions on driving performance (MDEV), with the factors baseline (no PDT), and the four
cue conditions. The effect was nonsignificant (p = .582). A three-factor ANOVA was
run on MDEV to determine the effects of cue conditions. Again, all main effects and
interactions were nonsignificant (p’s > .39).

PDT performance was measured by A’, a non-parametric measure of sensitivity,
and reaction time. A’ determines a participant’s sensitivity to signals in noise based on
the number of hits and false alarms. A’ ranges from 0.5, indicating no sensitivity to 1.0
indicating perfect sensitivity. Overall sensitivity on the PDT task was high, as the mean
A’ across conditions was .96. A three-factor repeated measures ANOVA with factors
Color Cue (color vs. no color), Flash Cue (flash vs. no flash) and Workload (high vs.
low) was run. Results indicated significant main effects of color, F(1,11) = 7.390,
p = .020, np2 = .402, and workload, F(1,11) = 6.722, p = .025, np2 = .379. Sensitivity
was higher for color cues, and for the high workload condition. The main effect of flash
and all interactions were non-significant (p’s > .289). For reaction time, main effects of
Color F(1,11) = 7.136, p = .022, np2 = .393, Flash, F(1,11) = 46.546, p < .001,
np2 = .809, and workload, F(1,11) = 10.900, p = .007, np2= .498 were obtained.
Color cues (M = 642.3 ms, SEM = 24.3 ms) reduced reaction time compared to no-
color cues (M = 665.8 ms, SEM = 20.8 ms). Surprisingly, reaction time to Flashing
Cues (M = 708.0 ms SEM = 25.3 ms) was higher than for non-flashing cues
(M = 600.0, SEM = 20.6 ms), and reaction time for the low workload condition
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(M = 665.3 ms, SEM = 23.0 ms) was higher than for the high-workload condition
(M = 642.7 ms, SEM = 21.9 ms). All interactions were non-significant (p’s > .096).

4 Discussion

These results indicate that cues to events in the driver’s periphery did not impair
driving performance, at least for the simple driving task used here. For detection of
critical events, color cues significantly reduced detection times, and color cues were
more effective than either flashing or color-flashing cues. In fact, flashing cues dis-
rupted detection somewhat as the mean reaction time was higher for flashing cues
compared with non-flashing cues. This surprising result may have been the result of the
brief presentation time of the PDT event. Given a total duration of 800 ms for the PDT
event, the flashing stimulus appeared only for the first 200 ms, producing only 2
flashes. This brief flash event may have been insufficient to properly alert the driver.

Also somewhat surprising was the finding that detecting the peripheral stimulus
was faster when the participant was engaged in making a lane change, yet performance
on the lane change task was unaffected. It is possible that in the low workload condition
the driver was anticipating the upcoming lane-change sign, which reduced sensitivity to
peripheral events.
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Abstract. The demand for atypical building shapes around the world is
growing, and the use of tools, such as Rhino, for designing them is increasing in
architectural design schools and firms. However, these design outcomes and
processes often fail to recognize the requirements of convenience and safety for
human behavior in a dwelling machine. In an architectural space, the users’
behavior is one of the dominant factors that determine the value of a building.
This is why we should not ignore the role of human behavior in the process of
atypical building design. Most existing user-behavior simulation technology has
been developed to evaluate a structure’s emergency evacuation plans; there is no
current technology to simulate the interaction of the built environment and its
users based on the concept of “affordance,” which refers to the properties of an
object that show the possible actions users can take with it. The purpose of this
study is to develop a technology that simulates human behavior to evaluate the
residential performance of the design of an atypical architectural space. The
proposed technology focuses on simulating the affordance of an atypical
building during the design process. The results of this study are related to the
intelligence of agents who respond to various types of spaces and situations,
unlike the existing human behavior simulation technology that has been used for
only a limited range of situations, such as escape simulations.

Keywords: Human factors � Human behavior � Atypical architectural design �
Simulator � Evaluation

1 Introduction

The demand for atypical building shapes around the world is growing, and the use of
tools, such as Rhino, for designing them is increasing in architectural design schools
and firms. However, these design outcomes and processes often fail to meet the
requirements of convenience and safety for human behavior in a dwelling machine. In
an architectural space, the users’ behavior is one of the dominant factors that determine
the value of a building. This is why we should not ignore the role of human behavior in
the process of atypical building design. Most existing user-behavior simulation tech-
nology has been developed to evaluate a structure’s emergency evacuation plans; there
is no current technology to simulate the interaction of the built environment and its
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users based on the concept of “affordance,” which refers to the properties of an object
that show the possible actions users can take with it.

The purpose of this study is to develop a technology that simulates human behavior
to evaluate the residential performance of the design of an atypical architectural space.
The proposed technology focuses on simulating the affordance of an atypical building
during the design process. The results of this study are related to the intelligence of
agents who respond to various types of spaces and situations, unlike the existing human
behavior simulation technology that has been used for only a limited range of situa-
tions, such as escape simulations (Fig. 1).

2 Effectiveness of Human Behavioral Representation
in the Atypical Architectural Design

In the previous study, we investigated the effectiveness of human behavioral repre-
sentation in the atypical architectural design process. That focused on the relationship
between a human behavior evaluation based on behavioral descriptions and creative
problem finding. According to the results of the previous study, the human represen-
tations in the atypical architectural design process improved the designers’ self-
confidence in evaluating the usability and value of the design results. With human
behavioral representation, designers can find more various functions of design results.
As well, human behavioral representation had a positive effect on designers’ reliability
concerning the safety and comfort of the playground users. Taken together, the results
showed that the representation of user behavior in atypical architectural design had an
overall positive effect. In other words, human representation affects architects’ problem
finding and relevant design development not only in the field of conventional design
but in atypical design as well [6, 7].

Fig. 1. The design results of atypically shaped playgrounds using human-figured shapes [7].
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3 ActoViz: Human Behavior Simulator for Atypical Design
Process

We are suggesting a tool with which designers can figure out the residential perfor-
mance of a space in real time through the digital representation of the various behaviors
of agents. The proposed system, called ActoViz, is intended for use in the design
process for atypical architecture. It is an add-on module for Grasshopper, a tool that is
frequently used for atypical building design throughout the world. ActoViz is a type of
export system that can simulate human behaviors while taking into account design
geometry. After the geometrical shapes of the structure have been designed using
Rhino and Grasshopper, ActoViz can deploy non-player characters (NPCs) into the
design alternatives. These NPCs play freely and behave in a variety of different ways in
the simulation. The autonomous behavior of the NPCs is based on the intelligence of
recognizing geometric affordance. Figure 2 illustrates the system structure of ActoViz.

Figure 3 shows the process of executing ActoViz. When modeling of atypical
architectural space and outer wall pattern modeling are done using the functions of
Rhino and Grasshopper, the developed ActoViz module can be placed in Grasshopper
and connected with existing algorithms to construct a simulation environment. When
the simulation is executed on the ActoViz module, ActoViz delivers the modeled
atypical space to Unity3D to generate the 3D virtual space in real time. Autonomous
characters are deployed to the virtual space, and they behave freely on the atypical
architectural surface. The behavioral representation of autonomous characters can
influence the designers’ decision-making process.

Fig. 2. The system structure of ActoViz
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4 Conclusion and Discussion

This study proposes a technology that simulates human behavior to evaluate the res-
idential performance of the design of an atypical architectural space. The proposed
system, called ActoViz, could enhance the designers’ problem finding and relevant
design development in the atypical architectural design process. However, the study on
the use of such technology for evaluating residential performance is limited and
requires further investigation. First, the effectiveness of ActoViz has not been inves-
tigated. Second, the autonomous characters behaviors are quite limited and inadequate
to the atypical shapes. Last we need to apply newer technologies to ActoViz for more
proper behavior simulation like model predictive control.
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Abstract. The entry of Colombia into the OECD, the acceptance of the Paris
Agreement and the adoption of the Sustainable Development, is an evidence of
the commitment of the country with the sustainability. A feature of sustainable
cities is that through their public policy mitigation of greenhouse gases is
guaranteed, which implies that their inhabitants use public transport in a greater
proportion. To address the issue of pollution in the world, the introduction of
electric vehicles has been stimulated.
Taking into account the upper lines, this project identifies some barriers and

incentives for the introduction of electric vehicles in Colombia, in aspects of
regulatory, economic, technological and perception by potential buyers of
automobiles. The following strategy was carried out: a state of the art review
was carried out to identify experiences of other countries in terms of market
incentives for electric vehicles and related services. Subsequently, interviews
were conducted with potential buyers of vehicles directly in some dealerships in
the city of Medellin, with the purpose to know their perceptions regarding the
performance, incentives and technological, economic or cultural barriers of
electric vehicles in Colombia and the city. Finally, a mechanical engineer was
interviewed, to determine the advantages and disadvantages of reconversion of a
conventional vehicle to electric, in aspects such as performance, support costs
and maintenance. Perception barriers were found among potential buyers of
vehicles, in aspects with the technological infrastructure of the city and also for
high prices compared to other countries in the region.

Keywords: Electric vehicles � Incentives � Sustainable mobility

1 Introduction

The entry of Colombia into the OECD, the acceptance of the Paris Agreement and the
adoption of the Sustainable Development, is an evidence of the commitment of the
country with the sustainability [1]. In that way, a sustainable city should be develop in
four dimensions. One of them refers to the need to promote transport and sustainable
urban mobility. Similarly, another feature of sustainable cities is that through their
public policy mitigation of greenhouse gases is guaranteed, which implies that their
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inhabitants use public transport in a greater proportion [2]. While encouraging the use
of mass public transport improves mobility, the problem of environmental pollution is
not solved. To address the issue of pollution in the world, the introduction of electric
vehicles has been stimulated.

In order to sell and buy electric vehicles, it is necessary to adopt tax incentives for
supply and demand. Tax incentives are mechanisms of fiscal policy used by most
countries to promote a specific industrial sector through exemptions or tax exemption
[3]. On the other hand, non-tax incentives do not include tax exemption, but flexibility
in the application of rules and regulations [4]. Tax incentives are instruments that affect
the estimates of costs and benefits of initiatives open to economic agents [5]. Economic
instruments modify prices, it is a matter of common sense; an economic instrument is
basically responsible for rewarding good behavior and punishing bad behavior [6]. In
addition to tax incentives, in the case of sustaining a vehicle, an adequate technological
infrastructure is also needed, which is linked to the related services of buying and
selling the vehicle.

Taking into account the upper lines, this project identifies some barriers and
incentives for the introduction of electric vehicles in Colombia, in aspects of regula-
tory, economic, technological and perception by potential buyers of automobiles.

2 Methodology

In this project an exploratory type research was carried out, given that to date the
market of electric vehicles in Colombia is still incipient and also in the laws and
regulatory issues there are still legal gaps to be addressed by the national government
and technical aspects to regulate. As a special case for the study, the city of Medellín
was taken into account. On the other hand, the study focused only on the market of
light electric vehicles without counting motorcycles and bicycles.

The following strategy was carried out: Firstly, a state of the art review was carried
out to identify experiences of other countries in terms of market incentives for electric
vehicles and related services. Subsequently, interviews were conducted with potential
buyers of vehicles directly in some dealerships in the city of Medellin, with the purpose
of their perceptions regarding the performance, incentives and technological, economic
or cultural barriers of electric vehicles in Colombia and the city. Finally, a mechanical
engineer expert in reconversion of conventional vehicles to electric vehicles was
interviewed, to determine the advantages and disadvantages of reconversion of a
conventional vehicle to electric, in aspects such as performance, support costs and
maintenance of the vehicle.

3 Results

Until the beginning of 2019, reviewing the market data of electric vehicles in
Colombia, it is appreciated that the introduction of this new technology to the market
has been slow, given that the proposal of Law 230 of 2016 of incentives has not been
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approved by the Congress of Colombia and that also the incentives have been focused
only towards the buyers leaving aside the related services.

3.1 Electric Cars Market in Colombia

According to the Association of Sustainable Mobility (Andemos), the most sold con-
ventional cars brands in Colombia during the year 2018 were in their order: Chevrolet
(49,916 units); Renault (49,741), Nissan (23,190), Mazda (21,520) and Kia (21,013).
For the particular case of electric vehicles, 932 electric and hybrid cars were sold,
where the BMW brand is consolidated as the brand with the highest number of cars
sold with a total of 285 units, followed by Renault that sold 220 and Kia with 183
vehicles. with these characteristics [7].

On the other hand, Table 1 shows the prices and technical characteristics of some
of the electric vehicles offered in the Colombian market.

According to Table 1, it is observed that except for the Renault Twizy, the price of
the cheapest vehicle is over 84 million pesos, aspect that evidently has limited the
increase in the sales of these vehicles. On the other hand, the cost of importing a hybrid
vehicle (fuel and electric motor) is three times higher than that of a conventional car,
while hybrid plug-in electric technology (electric motor and fuel, plus batteries) is four
times higher and the value of a pure electric vehicle can be up to five times higher than
that of a traditional one [8].

Table 1. Brands and technical characteristics of the most sold cars in the Colombian market.

Brand Power
(HP)

Autonomy
(km)

Time of charge
(hour)

Price of sale
(USD)

BMW i3 170 250 4,5 53,400
BYD e5 121 300 6 32,383
BYD e6 121 400 8 48,575
Hyundai Ioniq 118 250 4 29,469
Kia Soul EV 110 250 5 41,775
Mitsubishi i-
Miev

67 160 8 29,113

Nissan Leaf 109 175 6,5 35,622
Renault
Kangoo Z.E

60 170 6,5 27,523

Renault Twizy 17 80 3,5 12,950
Renault Zoe 92 300 6,5 32,380

Source: Own elaboration based on information observed on the website www.carroya.com in
October 2018
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3.2 Incentives in the Electric Vehicle Market in Some Countries in Latin
America and the World

The main policy incentives to captivate customers of electric vehicles (EV) are three:
direct subsidies, tax incentives and savings in fuel costs. Tax incentives are used to
reduce taxes when buying an EV. The saving of energy costs encourages users of
electric vehicles to drive their car, which reduces the cost of charging energy [9].

Table 2 shows the tax structure for the vehicle market both with internal com-
bustion engine (ICEV) and electric vehicles (EV) in some Latin American countries.

Table 2 shows that the country with the highest taxes for the purchase of an electric
vehicle is Argentina. Colombia, within the group of these six countries, has interme-
diate taxes.

Table 3 compares the final price of a BMW brand electric vehicle of reference i3,
powered by a 94 Ah electric battery, which allows a range of approximately 200 km.

3.3 Results of the Perception Survey of Vehicle Buyers
in the City of Medellín

During the month of February of 109 a survey was carried out with 74 potential buyers
of vehicles in the city of Medellín, which were in some dealerships selling vehicles in

Table 2. Tax structure for electric vehicles in six Latin American countries

Tax Argentina Brasil Chile Colombia México Perú
ICEV EV ICEV EV ICEV EV ICEV EV ICEV EV ICEV EV

Tax on
the
amount

0.5% 35.5% 0% 35% 6% 6% 35% 35% 0% 0% 9% 9%

Value
added

41% 41% 43% 43% 19% 19% 16% 16% 16% 16% 17% 17%

Other 8.5% 58.5% 11.6% 11.6% 0% 0% 8% 0% 4% 0% 37% 37%
Total
(sum)

50% 135% 54.6% 89.6% 25% 25% 59% 51% 20% 16% 63% 63%

Table 3. Final price of a BMW i3 vehicle

Country Price in american dollars (USD)

Argentina 43,900
Brasil 51,987
Chile 56,985
México 46,635
Perú 43,889
Colombia 53,400
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the city. The purpose of the survey was to know their perceptions regarding the
performance, incentives and technological, economic or cultural barriers of electric
vehicles in Colombia and the city. The survey consisted of 7 questions and was
designed according to the Likert scale with 5 alternatives. The following results are
obtained.

First question: Would you be willing to buy a hybrid or electric vehicle?
78.4% of the respondents (participants) answered that they strongly agreed (MD) or
agreed (DA) to buy an electric vehicle, 17.6% said they were undecided, while 4.1%
said they disagreed (ED) or strongly disagree (MED) in buying an electric or hybrid
vehicle.

Second question: Do you consider that the increase in the value of gasoline will
encourage the purchase of electric vehicles?
64.9% of the people surveyed responded strongly (MD) or agreed (DA) with the
increase in gasoline as an incentive for the purchase of an electric vehicle, 18.9% said
they were undecided in front of that measure, while 16.2% of respondents said they
disagreed (ED) or strongly disagreed (MED).

Third question: When buying a vehicle, would you be willing to pay more money
for an electric vehicle knowing that these are more environmentally friendly
compared to a conventional vehicle comparatively speaking?
68.9% of respondents answered that they strongly agreed (MD) or agreed (DA) to pay
more money to buy a hybrid or elective vehicle, 13.5% said they were undecided and
17.6% He said he disagreed (ED) or strongly disagreed (MED) against paying more
money for the purchase of an electric vehicle.

Fourth question: Do you think that the biggest inconvenience that an electric
vehicle has in the autonomy or battery life?
67.6% of the people surveyed responded strongly (MD) or agreed (DA) that the biggest
drawback of an electric vehicle is the autonomy and battery life, while 18.9% expressed
undecided and 13.5% answered that they disagreed (ED) or strongly disagreed
(MED) against this inconvenience.

Fifth question: Do you consider that the country’s current infrastructure and
government initiatives are enough to encourage the purchase of electric vehicles?
27.0% of respondents said they strongly agree (MD) or agreed (DA) that the country’s
infrastructure and government initiatives are enough to encourage the purchase of
electric vehicles, while 16.2% He was undecided and the remaining 56.8% responded
to disagree or strongly disagree with the question.

Sixth question: Do you think that for the purchase of hybrid or electric cars the
state should grant some type of incentive?
86.5% of the respondents answered that they strongly agree (MD) or agreed (DA) that
the government grants some type of incentive for the purchase of these vehicles, while
8.1% were undecided and the 5.4% responded to disagree (ED) or strongly disagree
(MED).
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Seventh question: Do you think that electric vehicles have a lower mechanical
performance compared to conventional vehicles?
40.5% of the people surveyed responded strongly (MD) or agreed (DA) that electric
vehicles have a mechanical performance lower than a conventional vehicle. Con-
versely, 20.3% were undecided and 39.2% said they disagreed (ED) or strongly dis-
agreed (MED).

4 Discussion and Conclusions

In Colombia, 932 electric and hybrid cars were sold last year, a figure that is very small
compared to the total sales of the sector that exceeded 256,000 units. It shows sig-
nificant growth compared to the figure for 2017, when only 196 units were sold. In the
case of the city of Medellín, there are about 350 electric cars registered, and 19 loading
points are installed throughout the city. On the other hand, despite the interest of
potential buyers in acquiring an electric vehicle, the sales of this type of car compared
with the sales of a conventional vehicle are still very low, which indicates that there are
indeed barriers that must be overcome as is the need to have tax and non-tax incentives
and, as far as possible, differentiated so that owners of vehicles with more than 10 years
of age can acquire a new electric or hybrid vehicle. Similarly, the expert engineer
expressed that it is necessary that the state should grant tax incentives and not tributary
so that more and more people buy electric vehicles. In addition, he disagreed that an
incentive for the sale of electric vehicles is to increase the price of gasoline.

According to the statements made by the people surveyed, although they agreed or
agreed to pay more money for an electric car, the price remains a difficult obstacle to
avoid. The price of an electric vehicle with similar conditions to a conventional vehicle
costs up to 3 times more. On the other hand, the expert engineer expressed his
agreement that transforming a conventional vehicle into an electric vehicle is cheaper
than buying a new electric vehicle. Perhaps one of the disadvantages of an electric
vehicle versus a conventional vehicle is its autonomy. Virtually the electric vehicle for
the city of Medellin should be used at the urban level, since the nearest city that is
Manizales is located more than 200 km away. It also happens with the battery charging
time, since the minimum time required by the vehicles that are distributed in the
Colombian market need at least 3.5 h.

On the other hand, it is evident that the technological infrastructure of the city of
Medellin and the country related to charging stations is concentrated in some neigh-
borhoods or shopping centers, that is, there are many sectors of the city of Medellín that
lack technological infrastructure for future or potential buyers of electric vehicles. The
expert engineer said he agreed that the country’s technological infrastructure is
insufficient for the entry of more electric vehicles. Perhaps one of the great advantages
of the electric vehicle is the saving in energy costs, since charging the electric vehicle
can be up to 75% cheaper than load a traditional vehicle. For example, a petrol vehicle
for one person requires approximately US $ 32 per week, while an electric vehicle with
similar characteristics only requires approximately US $ 9 for similar journeys. On the
other hand, the expert engineer said that the maintenance tasks of an electric vehicle are
cheaper than the maintenance of a conventional vehicle.
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Likewise, it appreciates that potential buyers believe that the mechanical perfor-
mance of an electric vehicle is inferior to that of a conventional vehicle with similar
characteristics. The city of Medellín is built in a mountainous area and therefore for a
vehicle user to move quietly needs a vehicle with a good torque. On the other hand,
contrary to what was said by the people surveyed, the engineer disagreed with the fact
that an electric vehicle presents a lower performance compared to a conventional
vehicle. He also said the engineer agreed that the electric vehicles sold in the
Colombian market are in line with the topography of the country. Also, there is a
barrier in the country, the limited supply of related services for electric vehicles, such as
the existence of specialized workshops with skilled labor to perform maintenance tasks
in these vehicles. Also, from the normative point of view has not yet been updated in
terms of tests and tests which are those of strict compliance for electric vehicles.
Likewise, the sale of spare parts is still limited given the limited supply of suppliers of
parts and supplies. On the other hand, the expert engineer said he agreed that a current
barrier in the market is the shortage of skilled workers to perform maintenance tasks in
electric cars.
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Abstract. The increasing usage of ride-sharing and autonomous vehi-
cles has presented a need for personalized mobility experiences. This
research defines these needs through an investigation from passengers
who have used or will use these services. User-behaviors and user pain-
points were categorized through in-depth interviews and observations.
The most pressing categories were defined to be safety, privacy, and com-
fort. The variety of responses and user pain points defined a need for a
flexible solution that employ a safe, private, and comfortable experi-
ence during a shared ride. We present a human-centered design solution
that segments the shared space and provides a sense of security through
personal physical space, privacy through asymmetrical viewing of neigh-
boring passengers, and comfort through increasing the field of view of
the passenger.

Keywords: User behavior · Ride-sharing · Privacy · Semi-autonomous

1 Introduction

Overcrowded cities and unpreventable traffic are the results of (1) considerable
demographic growth of the last few decades [1] and (2) an increasing number
of registered vehicles on the road [2]. People in the US spend on average 200 h
per year commuting [2] and 6.9 billion driver hours are wasted due to traffic.
According to Texas A&M Transportation Institute (TTI) and Irinx, inc., this
issue yields in a total cost of $160 billion from time lost and fuel consumption
implied [3]. Avoiding wasted time on unnecessary activities is a main public
concern and there is a great opportunity to try and improve this problem.

The development of autonomous vehicle (AV) technology had opened new
possibilities for future mobility solutions. It had created new ways of solving
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the increasing traffic issue and the existing commuting inefficiency [4]. Current
automotive companies, ride-sharing companies, and academia are spending a
considerable amount of time and resources in developing research and market
testing on AV’s role to address ground transportation challenges. However, AV’s
are facing many challenges regarding safety, reliability, and technological unem-
ployment; the transition to this technology will need to consider many different
aspects to achieve a high market penetration.

During the last five years, the ride-sharing industry has increased its market
participation in transportation exponentially [5] and has revolutionized urban
mobility and helped address the increasing problems in congestion and commut-
ing time [4]. This trend is projected to continue, especially with advances in AV
leading to an expected switch from car ownership to ride-sharing services [6].
As the autonomous vehicle and ride-sharing platform converge within the next
decade, with the growth of Waymo and Uber’s Advanced Technologies Group
(ATG), the ride-sharing passenger dynamics and experience within the vehicle
become an increasing concern. For example, simple passenger matching is an
exponentially difficult problem to tackle [7], which is dependent on not only
matching route compatibility, but also personal features such as gender, social
status, and social interaction types.

Current methods already satisfy the most important features that end-users
seek: getting from point A to B. Hence, why high occupancy public transporta-
tion is still in business. Consumers do not mind standing in a sea of other
commuters, as long as the bus/subway/train brings them to their destination.
Additionally, micromobility has dented short-range transportation solutions, and
their growth has overshadowed even Uber and Lyft’s rapid growth back when
they were still starting [8]. Moreover, there is still a preference for using per-
sonal vehicles because users also mobilize their personal items and require the
comfort/accessibility of storage. Despite these alternatives, there is a gap in the
market for flexible-customize and premium services.

The scope of this project is to address problems and user’s needs under a
scenario where the vast majority of the people will commute through autonomous
ride-sharing vehicles, using Human Centered Design (HCD). By aiming to satisfy
ride-sharing users, whose needs are currently not being completely met, the focus
is on generating an easily implementable solution, with a target timeline of 5–10
years. By possibly working with ride-hailing organizations in the future, such
as Uber/Lyft, who are providing real-time solutions to address current needs in
mobility [9], we hope our approach will actively contribute on the future mobility
problem.

2 Methods and Approach

To explore new opportunities for the future of autonomous-rideshare vehicles, a
human-centered design approach was utilized. Human-centered design is a cre-
ative approach to problem solving where a product is designed through strong
empathy with the end user [10]. With the increasing usage of new vehicle types,
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autonomous vehicles, new users, and ride-share users, a human-centered app-
roach will be utilized to find new opportunities to address newly discovered user
needs.

2.1 In-Depth Interviews

In-depth user interviews were first conducted to understand what were the main
pain points of users while riding a vehicle and their perceptions on ride-share
and autonomous vehicle technologies. Twenty interviews were conducted, inter-
acting with users from different backgrounds and diverse commuting preferences
to identify the main mobility problems that each of them had experienced. The
interview protocol was based on 19 questions within six different categories: Pre-
survey (4), Background (5), Ride-share (3), Sensing (1), Autonomous Vehicles
(3) and Conclusion (3). The outcomes of the interviews were classified by identi-
fying core user’s needs through quotes. Each of the quotes represented a specific
user need and was then clustered into labeled groups, allowing for analysis of
each interpretation collectively. They were assigned to seven categories: Safety,
Privacy, Entertainment, Comfort, Convenience, Hygiene and User’s Control.

Quotes and user’s needs corresponding to these classes were grouped and
analyzed through 2 × 2 matrix analysis. The main objective of this technique
was to identify gaps in a two-dimensional graph which labels all users interviewed
under specific criteria.

The first analysis compared people’s willingness to talk in a ride and their
preference between using a personal vehicle and having shared rides. The main
conclusions were: (1) people that are more likely to prefer a quiet ride prefer using
a personal vehicle rather than a ride-sharing service, (2) people that mainly
use ride-sharing services for commuting tend to be more talkative. Therefore,
considering that an increase in ride-sharing commuting is expected with the
development of AVs [6], there is a gap that current ride-sharing services are not
addressing; giving more quiet people more privacy in their ride while pooling
with another passenger. This is one of the main opportunities obtained from the
insights of this research and was considered in the development of the proposed
final solution.

The second 2 × 2 matrix analysis constructed compared user’s trust in AV
technology with the amount of time they spend weekly inside of a car for com-
muting. The analysis found that people that spend more time inside of a car
tend to be more confident about AVs. One possible explanation may be that
people who stay longer on the road experience more pain points related to their
commuting experience. Taking this into account, the solution will try to fit the
needs of short distance commuters with different demographics and help improve
their perception of autonomous vehicle safety.

The final analysis was conducted to understand what passengers of different
ages would like to do while commuting in an AV. It was found that people
older than 25 years old preferred to rest while commuting, while those below 25
preferred to engage in other activities. Thus, the possible solution will need to
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give the users the flexibility to decide between a quiet and restful ride or a social
experience with people looking for the same commuting experience.

2.2 Concept Generation

User interviews and previous research with academic and industry experts pro-
vided the foundation for our concept generation activities. These experts covered
the fields of mechanical and product design, interaction design, and user expe-
rience (UX) design.

With the main user needs and current gaps in ride-sharing solutions identi-
fied, 72 concepts were developed and then clustered and filtered based on fea-
sibility, ease of implementation, and ability to address the core user needs. The
final three concepts obtained were the following:

1. Customized Vehicles: The idea of this concept was to create a flexible mobility
service according to user’s preferences. By delivering a vehicle with a differ-
ent configuration representing a particular concept, users would be able to
enjoy a variety of commuting experiences according to their mood and pref-
erence. Possible configurations designed were the coffee shop vehicle, social
bar vehicle, hotel room vehicle, and office vehicle.

2. Segmented Space-Based Ride-Share Solution: This provides both a private
and personal space through segmented spaces. Passengers who want to spend
their commuting experience are matched with people who requested the same;
this solution aims to solve the unsatisfied need of quiet users for ride-sharing
services. This solution also provides a modular option, allowing the passenger
to interact with other riders who also requested a social experience. Through
the construction of automatic configurable partitions, the same physical car
will allow different types of people to experience a vehicle that is adjusted to
their preferences.

3. Personal/Ride-share Automatic Configuration: A completely automated vehi-
cle that will allow passengers to perform several activities while having a ride.
The main idea is to enable people with the ability to configure their vehicle at
will (collapsible tables, rotating chairs, personalized entertainment systems)
and then return to the default mode when the vehicle is parked.

Our expert feedback provided valuable insights in our concept selection pro-
cess. Even though changing the expectation of regular rides was considered a
valuable and innovative option, the variable expectation vehicle solution was
discounted because of its difficulty to implement into the current automobile
industry. For the personal/ride-share automatic configuration solution, industry
experts warned us that this idea would be challenging as the targeted user base
was too broad for a feasible solution. The solution was trying to tackle multiple
problems at the same time and may result in a solution that is undesirable to any
one user-base. The partition-based ride-share solution was recommended by the
experts for further development. It was interpreted as a practical and short-term
implementable solution that could be useful in the near future of ride-sharing
services.
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2.3 User Testing

To understand the strengths and flaws of the proposed concept, different user
tests were generated using multiple Minimum Viable Products (MVP). The
objective of this method was to replicate on a real-scale the concept through
a low fidelity prototype. With the creation of the MVP, fast product testing was
possible, helping to better understand users reactions and pain points. Through
user testing, the configuration of the prototype was iterated several times accord-
ing to the users’ feedback, recommendations, and concerns, collected through
interacting with a diverse group of users. The final product obtained in this
process is the resulting version of the iterated prototypes.

The first round of user test was utilized to determine the reactions of users
when they were on-board a partitioned vehicle, as shown in Fig. 1a. The goal
of the test was to determine whether the partition helped improve the privacy,
comfort, and safety of the user. The user test consisted of ten participants, all of
whom experienced the partitioned vehicle on a fifteen-twenty minute ride to their
destination within a five mile radius from their pick up point. Initial perceptions
from the users were collected right after the ride was completed along with an
in-depth survey.

3 Results

From the surveys, the partition was rated at an average of 3.7/5 for comfort,
4.2/5 for privacy, and 3.1/5 for safety. From the user feedback, some key insights
on the design included:

– Positive
• Quiet environment to get work done
• Personal space without being disturbed by others
• Prevents awkward situations where the user does not want to talk to

others sharing the ride
– Negative

• Safety concerns, due to not being able to see the driver or situate oneself
on the road

• Feeling of awkwardness caused by not knowing whether there is someone
sitting next to you

• Lack of windows created a claustrophobic feeling

The feedback received proved that the initial goals of creating a quiet and
personal environment for the user during a commute was achieved. However,
other negative features of the design were also discovered. To address the negative
features of the design, a second round of user testing was conducted.

A/B testing was utilized to determine whether having a user looking at a
screen that projects the front view of the vehicle is able to help improve the
claustrophobic feeling and safety concerns addressed in the previous user test.
The experiment was set by conducting five user tests on each of the two setups.
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Fig. 1. Iterations and four different setups for experiential prototyping from the gen-
erated concepts. (a) Demonstrates a completely enclosed private space with partitions.
(b) Demonstrates a premium user seating configuration with removed front seat and
open leg room, more than doubling the physical space for the user. (c) Configuration A
demonstrates an enclosed space but provides the user with real-time information and
tracking of the vehicle and surroundings. (d) Configuration B demonstrates open field
of view for live vehicle and surrounding status but physical space was restricted to the
default size.

The first setup, Configuration A (Fig. 1c), consisted of a partitioned space on a
vehicle with monitor displays that show the frontal view from the vehicle along
with the route information provided through Google Maps. The second setup,
Configuration B (Fig. 1d), consisted of a partitioned space with a partial view
of the front windshield.

Comparing the results from the two tests, it was found that Configuration
A created a better feeling of privacy compared to Configuration B. Configura-
tion A was rated at 4.2/5 for privacy while configuration B was rated at 3.6/5.
Configuration B, however, was rated higher on comfort. Configuration B was
rated at 3.8/5 for comfort, while configuration A was rated at 3.6/5. Analysis
of the recorded videos of the user test and the comments addressed by the users
showed that although Configuration A helped situated the users with the outside
environment, the screen increased their sense of motion sickness. Furthermore,
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the location of the screen caused the user to constantly stare at the screen over
the course of the ride.

Through the feedback from the A/B test, it was determined that the screen-
based perception mechanism was not sufficient at addressing the claustrophobic
feelings and safety concerns originally expressed by the users. The final solution,
therefore, will utilize a different mechanism to allow the users to have a wider
view of the outside environment.

Another feature that was tested was the prime seating arrangement (Fig. 1b).
This was to see if users were willing to pay extra for the extended space and
legroom. Five users were tested on short fifteen to twenty minute rides and their
initial thoughts and ride experience were recorded through video capture and
surveys.

Analysis of the user feedback found that four out of five users enjoyed the
extra legroom and were willing to pay more for the extra legroom, especially on
a long ride. One female passenger, however, felt that the extra legroom could
not be effectively utilized by her. Although this looks like a promising solution,
more testing will be required before implementation into the final solution.

4 Conclusion

The increasing trends in shared spaces has presented a need for safety, privacy,
and comfort. After performing 20 in-depth interviews, the need was defined and
categorized. Following, a thorough list of concepts was generated, clustered, and
finally, a solution was selected after considering research and industry expert
feedback. We implemented this solution to user tests with an MVP to obtain
feedback directly from end-users. After multiple iterations of the design solution,
we consolidated the feedback from the initial user interviews, experts, and user
testing to propose a solution that addresses the three main concerns: safety,
privacy, and comfort.

5 Future Work

From the feedback gathered, we have synthesized the final solution (Fig. 2), which
will be an automatically-deployable partitioning that governs the field of view
for all passengers to enhance comfort and safety, as well as provide a physical
separation to increase privacy.

The separations are designed as pillars with a diamond cross section, which
will be actuated to collapse (Fig. 2). A scaled vehicle prototype is in progress,
which will demonstrate this.
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Fig. 2. Field of view (FOV) configurations for partitioned and social arrangements.
(a) Demonstrates deployed partitions, restricting the FOV of adjacent passengers. (b)
Partitions are collapsed but seats configuration discourages social interaction. (c) Col-
lapsed partitions and reconfigured seats for socialization.
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Abstract. In Japan, when an accident occurs on a highway, the driver is
required to move the vehicle 50 m behind the stopped vehicle and put a warning
triangle and a warning flare. However, about 4,700 secondary accidents by
following vehicles have occurred annually. In order to clarify the problem of the
evacuation procedure, we conducted experiments to measure the working time
of the process evacuating outside of the stopped vehicle. The recorded average
time was 88.5 s, and only 40% of subjects completed all the steps. After the
experiment, in the interview the majority opinion was that “It is difficult to grasp
the accurate position of 50 m behind the stopped vehicle”. From examining the
findings, this is one of the causes of the secondary accident. Therefore we
conducted the other experiment to measure the error between the point expected
to walk 50 m and the actual distance. Less than 30% of the subjects could walk
within 3 m of the error. From examining the experiments, the drivers who do
not know the evacuation procedure and have no experience using the warning
triangle and the warning flare need support to accomplish the evacuation pro-
cedure in a short time without mistakes. Therefore we designed the smartphone
application that is able to support the evacuation procedure. The drivers can use
it from just after they get out of the accident vehicle and inform the following
vehicle of the existence of the stopping vehicle, to their safety is secured.

Keywords: Secondary accidents on highway � Evacuation procedure �
Smartphone application

1 Introduction

In Japan, the rate of traffic fatalities has tended to increase in recent years the proportion
of traffic fatalities among people over the age of 65 remains at a high level, and the
traffic accident situation remains severe [1]. A brief comparison of the conditions of
traffic accidents on ordinary roads and expressways for a period of 10 years up to 2015,
shows that the reduction in death and injury during accidents on expressways is low
and that driving on expressways might be highly risky. The percentage of fatal acci-
dents during each weather is also high—with the highest percentage of 11.1% in foggy
weather and the lowest rate of 1.75% in clear weather [2]. As the speed of vehicles on
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expressways is higher than on ordinary roads, there is a risk that the damage from an
accident would be serious.

There is also the problem of secondary accidents wherein a moving vehicle collides
with a halted vehicle and its driver. There are about 4,700 accidents a year if such
secondary accidents are also considered. Among these accidents, 46.5% of the total
accidents in 2014 were considered to be secondary accidents, and these are fatal in nature
because of the high risk involved in a human-to-vehicle collision [3]. For example, a
driver who got off the car and evacuated to the road shoulder was hit by a moving car,
which was turned in the direction of the road shoulder to avoid a collision [4], and there
was an accident in which the driver who was making an emergency call from within the
stopped vehicle was hit by a subsequent truck and died [5]. The causes of the accident are
the victim’s over-reliance on the fact that the moving car would notice the stopped
vehicle and the moving car’s preconception of “no pedestrians at high speed” [5].

To prevent such accidents, in Japan, the driver who has made a stop on the
expressway is obligated by law to notify the other moving vehicles of the halted state of
the vehicle by installing a stopped car display device and flame tube 50 m behind the
stopped car. However, the current situation is such that even evacuation procedures
cause secondary accidents.

Some prior research includes verification of the scenarios related to the occurrence
of the accident and safety measures employed by the Tokyo Metropolitan Expressway
[6], current and future safety technology in automobiles [7], and possibility and issues
of disaster prevention applications for software disaster prevention [8]. However, no
research has been focused on the reduction of secondary accidents on freeways.

2 Background Research

In the event of an accident, because the driver might not be in the best logical state of
mind and hence fail to take appropriate safety actions on time, there is a high risk of
death or injury caused in a collision with a moving vehicle. Therefore, in this research,
we have proposed a support method to prevent the secondary accident by safely
performing the evacuation measures at the time of the accident. We first studied the
issues with the current evacuation procedures and then developed a support method-
ology to aid evacuation procedure in case of an accident. In addition, drivers who are
unaware of the evacuation procedure and have no experience using stop indicator
devices and burners for the evacuation procedure will be able to do so in a short time
without failure.

3 Experiment to Identify Issues with the Current Evacuation
Procedure

3.1 Outline of the Experiment

We confirmed the procedure of the recommended action in case of a breakdown or an
accident on the expressway and evacuated the car after stopping [9]. We photographed
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and reproduced the various points of action after the breakdown or accident. Then, we
observed and interviewed the participants of the experiment and identified the under-
lying issues.

3.2 Details of the Experiment

【Experimental period】 September 22, 2017–September 29, 2017
【Participants of experiment】 14 men and women in their 20 s
【Experimental procedure】

1. A flame tube was placed in the front passenger seat and the stop display device in
the trunk.

2. A burner and emergency stop were installed 50 m behind the car.
3. Evacuation to a point 10 m in the rear on the left side of the car to ensure safety.

【Experimental conditions】

• The conditions of vehicle was reproduced in the chairs.
• The subject imagined the situation wherein the car stopped because of an accident

or breakdown.
• We marked the points of 50 m and 10 m behind the car.
• We explained to the subject how to use the flame tube and the stop indicator before

the experiment.

3.3 Experimental Results and Discussion

Installation of a Smoke Tube and Stop Indicator
The instructions were to install the burner first at a point 50 m behind the car and then
install a stop indicator. The correct method was to place the smoke tube on the ground
[10]; eight out of the 14 subjects were able to do so. The incorrect methods used by
subjects included putting up a smoke tube and returning without holding it (Fig. 1).

Because the stop indicator has a reflector on only one side, it is necessary to turn the
reflector side in the direction from which the moving vehicle approaches [11]. 9 out of
the 14 subjects were able to do so successfully. Incorrect usages included cases in

Fig. 1. Incorrect installation of
the flame tube

Fig. 2. Incorrect installation of
stop indicator
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which the reflector was put in such a way that it was invisible to the approaching
vehicles or it was not erected perpendicular to the main body (Fig. 2).

Duration of Experiment and Evacuation Procedure
The average time recorded for the entire procedure was 88.5 s and about 40% of the
subjects, that is, six people performed the entire procedure correctly. However, during
the evacuation procedure, there is the possibility that a secondary accident occurs
because of an inadequate display of the presence of a halted car in surroundings and the
incorrect use of tools for own safety; therefore, it is necessary to address these issues.

3.4 Participants’ Opinion and Discussion After the Experiment

When the subjects were interviewed after the experiment, the following comments
were obtained. None of the subjects had any prior experience with using the stop
indicator and the light bulb. One of the subjects did not know the location of the box of
the stop indicator, whereas another one did not know how to assemble the stop indi-
cator and had to read the instructions at the back of the box many times. In this
experiment, we made a mark at 50 m behind the vehicle, but the subjects were worried
that they might not be able to identify the position in an actual scenario.

4 Experiment to Confirm the Accuracy of the Sense
of Distance

4.1 Outline of the Experiment

In a real-life accident scenario, there is no mark at 50 m as we had explicitly provided
in the previous experiment. There was the possibility that a secondary accident could
occur because the distance between the installation place of the emergency stop device
and flame tube and the stopped car was unknown. Therefore, we conducted an
experiment to measure the error between the actual distance of 50 m and the point
people predict to be 50 m.

4.2 Details of the Experiment

【Experimental period】 November 17, 2017–November 24, 2017
【Participants of experiment】 28 men and women in their 20 s (14 people divided into
2 groups)

【Experimental method】 The experiment was conducted as follows.

Group 1: Participants were made to move to a point they thought was 50 m under
normal conditions

Group 2: Participants were made to assume that the car was moving on the road and
it had to stop due to an accident or a breakdown, and then they had to
move to a point they thought was 50 m.
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4.3 Results of the Experiment and Discussion

Group 1: Experiment Results
Three of the subjects in Group 1 moved to a position that was within 3 m of the actual
position of 50 m and hence were within an error margin of 3 m. There were six people
with an error margin of more than 10 m, and three people moved to a distance of more
than 60 m. Moving the extra distance should be avoided as it increases the risk of being
hit by a car. The average time recorded was 64 s.

Group 2: Experiment Results
Four of the subjects in Group 2 moved within an error margin of 3 m and three moved
to a distance over 50 m. The average time recorded was 34 s, 30 s less than Group 1.

Consideration
It is difficult to accurately guess a distance of 50 m without the 50 m mark that we had
provided. Further, it appears that looking back and forth to confirm the position of a
distance of 50 m takes time. This raises the risk of being hit while looking back by an
incoming vehicle on expressways with a lot of traffic. In a real-time scenario of an
accident, it is required to evacuate quickly in a calm state to ensure safety. Therefore, I
think that the actions of looking back as done in this experiment and moving to a longer
distance than necessary have a high probability of causing a secondary accident.

5 Suggestion of Support Method to Prevent the Secondary
Accident

From the experimental results in Sects. 3 and 4, we were able to recognize the issues
with the recommended evacuation procedure. Hence we proposed to provide additional
support to the recommended evacuation procedure by using a Smartphone on the
driver’s side to offer suggestions for each step of the procedure, thereby preventing the
secondary accidents.

5.1 Design Requirements from Experiments and Surveys

Prompt Not to Stay in the Car After an Accident or a Breakdown
There is a risk of being hit by a following vehicle if one stays in the car at the time of an
accident or a breakdown; therefore, we propose a functionality that prompts the driver
to evacuate quickly after confirming the safety of the surroundings.

Support for Safe Travel on the Road
We need a functionality that checks whether the car is running properly and issues
instructions to move safely on the road.

Support and Guide of the Evacuation Site
We need a functionality that can indicate a distance of 50 m from the car, which is a
standard distance for installing a stop indicator and flame tube, and a distance of 40 m
from the installation, which is the standard evacuation place for ensuring safety.
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Installation Method of Flame Tube and Stop Indicator
We need a functionality that provides detailed instructions about installing the flame
tube and the stop indicator to those who have never used them before.

5.2 Final Proposal

How to Launch the Application
We intend to use the Bluetooth functionality of the Smartphone, the car navigation
system, and the shock detection function of the car navigation system. When the car
navigation system detects an impact due to an accident, a notification is sent to the
Smartphone through the Bluetooth connection and the application is activated (Fig. 3).

Measurement of Moving Distance
This functionality can be used when walking and moving outside the guardrail before
installing the flame tube and stop indicator, and it reduces the time lost in measuring the
distance manually, thereby notifying the moving vehicles about the halted vehicle
(Fig. 4).

Installation Method of Stop Indicator
We discussed the method to install the stop indicator in four steps in Sect. 3 so that few
people would become familiar with this. I think that the pictorial illustrations of the
steps make it easier for use by people who have no prior experience with the instal-
lation. We designed the pictorial illustrations because there were people who did not fit
the joint part of the reflective well (Fig. 5).

Fig. 3. Launch of application by detection of impact

Fig. 4. Measurement of moving distance
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How to Install the Flame Tube
The installation method of the flame tube is divided into three steps and is explained in
Sect. 3 so that few people could install it correctly in the experiments conducted. We
think that the pictorial illustration of the situation after activating the flame tube makes
it easier to install even for people with no prior experience (Fig. 6).

6 Conclusion

In this study, we initially confirmed the issues with the recommended evacuation
procedure and then aimed to support the evacuation procedure in the event of a sec-
ondary accident on an expressway. The survey confirmed the evacuation procedures
that are currently recommended during secondary accidents and the current status of
products used in the event of an accident. The root cause analyzed was that people were
unaware of the recommended evacuation procedure or could not perform the procedure
accurately. Hence, we conducted various experiments through which we identified the
issues with the recommended evacuation procedure and confirmed the difficulty of
accurately estimating a distance of 50 m.

The experimental results concluded that approximately 40% of people could not
install the safety equipment properly and that people also had difficulties in approxi-
mating the correct distance of 50 m to set up the safety equipment. Because it is

Fig. 5. Installation method of stop indicator

Fig. 6. How to install the flame tube
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assumed that accidents can occur if people do not maintain the safe evacuation distance
of 50 m to notify the other moving vehicles, it is important to address this issue to
prevent secondary accidents.

Hence we have proposed an application that creates awareness about the evacuation
procedures and supports the necessary actions, in the event of an accident or failure,
using a Smartphone, thereby possibly preventing a secondary accident.
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Abstract. We propose the use of projection mapping as a prototyping tool to
create an experimentation environment to design, evaluate, and control im-
mersion experience in future autonomous vehicles. As the first step, we con-
ducted expert interviews with professionals in the automotive industry to
understand the general implications of prototyping tools in future mobility
solution development and their usefulness in concept test settings. The interview
results reveal that projection mapping is one popular prototyping method for
automotive professionals to demonstrate immersive future user scenarios. The
paper includes additional insights from the interviews and current work-in-
progress.

Keywords: Expert interview � Immersive user scenario �
Autonomous vehicle � Sensor integration �
Flexible experimentation environment

1 Introduction

The automotive industry is looking towards autonomous vehicles as the next platform
for innovation. Without the need for a driver, autonomous vehicles provide an
opportunity for new experiences based around the concept of mobility. In order for
autonomous vehicle companies to dissuade an influx of tech companies into their
market, autonomous car experiences should not rely on tablet or screens and should
enhance the experience of travel. Automotive companies are proposing the use of
projection mapping for displaying visual effects and driver assistance [1, 2] and HCI
(Human Computer Interactions) researchers have been using projection mapping as a
rapid prototyping technique [3]. In the field of autonomous vehicle research, an
auditory based system of keeping user’s aware of on-road events in autonomous
vehicles was explored. This system lacked in the sense that the user’s comfort,
familiarity levels, or situational awareness with the vehicle did not change [4].
Research from the MIT AgeLab suggests that adults between the ages of 25 to 34 are
more likely to be comfortable with full autonomous driving. It is also seen that older
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generations are less likely to be comfortable with relinquishing full driver control. It is
suggested that the gradual adoption of assistive technologies would be beneficial to the
acceptance of full autonomous driving [5]. Future mobility experiences should be
explored beyond the themes of comfort, safety, or notifications by creating new
meanings. For instance, a research team at the University of California, Berkeley has
investigated in developing a new concept: a car seat with a haptic array on an armrest
that produce different patterns of motion to make passengers feel as if they are at sea
[6]. This exploration of novel experiences in the autonomous vehicle space allows for
the forging of future implementations of technology in the user’s experience.

In order to create a platform for exploring said novel experiences in autonomous
vehicles, we propose an exploration into the immersion provided by multiple sensors
during a daily commute and an exploration of the following overarching question:
Does projection mapping portray a compelling immersive environment for subjects to
accurately visualize mobility concepts? As the first step, we conducted 5 expert
interviews with current employees in the automotive industry to understand general
implication of prototyping tools in future mobility solution development and their
usefulness in user test settings. The results of the expert interviews are included. We
end our paper by showing a work-in-progress experimental setting that will be used to
explore the effect of immersion on the user’s trust with the autonomous vehicles as part
of future research.

2 Methods and Analysis

2.1 Preliminary Research

We hosted a demo day at the Richmond Field Station, the location of our experimental
location, and several experts from the automotive industry were invited to attend.
Preliminary feedback on the concept of projection mapping and connected sensors in
future mobility solutions was collected. Some expressed a concern with the safety of
such technologies which lead us to pursue the sub question of how the feeling of safety,
more specifically trust, can be addressed inside autonomous vehicles. We also pre-
sented a lower fidelity version of our experiment environment at the 3rd International
Symposium for Academic Makerspace (ISAM) at Stanford [7]. Our testing scenario
consisted of individual sensors being compared to a holistic sensory experience and our
feedback suggests that users prefer the combination of visual and audio sensors. It was
also suggested to incorporate a reclining option to the chair and combine it with ceiling
projections; The test results are integrated in developing questionnaires for the expert
interviews (Sect. 2.2) and current work (Sect. 4).

2.2 Expert Interviews

To obtain insight into industry methods, expert interviews were conducted with 5
individuals with positions in the mobility industry. The current use of projection
mapping and techniques for building future mobility scenarios in autonomous vehicles
were topics of interest. Expert interview participants were selected and recruited with a
key criterion that they had multiple years of experience in the automotive industry or
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experience in future mobility innovation projects. Participants were recruited through
emails sent throughout personal networks. Participant experiences ranged from concept
car development to full projection mapping inside of a concept car, to human-centered
design ambassador in their organization and Human-Machine Interaction prototyping.
The participants’ work experience ranged from 2 years to 17 years, and current job
responsibilities ranged from User Experience Designer to Product Design Engineer to
Prototyper. We conducted semi-structured interview procedure by ask the following
primary questions:

(a) What kinds of mobility solutions (e.g., futuristic mobility solutions, interior,
exterior, security, etc.) does his/her company deal with?

(b) What prototyping or mock-up tools (e.g., visual, haptic, auditory, etc.) does your
company employ? What do you use them for?

(c) What do you know about projection mapping?

In addition, we also asked them questions regarding individual cybersecurity percep-
tions with respect to the risks around the data collection through the sensors inside of
the vehicles. The thematic analysis [8] was used to uncover common themes in the
interview transcripts. In this research, we aim to carry out emerging trends in impli-
cation of prototyping tools in future mobility concept development and how useful they
are in the setting of concept tests.

3 Results

The audio data collected from each expert interview were transcribed in 110 code lines
and independently reviewed by three coders. The results of review uncovered four
themes that were compared to examine emerging trends. In this section, we report the
common themes mapped with our primary research questions provided in the interview
scripts.

Areas of Future Mobility Solution Design
The areas of future mobility concept development embrace a wide range of spectrum
from commercial vehicles to concept cars. Front-end prototyping development plat-
forms are used to facilitate not only the development of the entire concept vehicle
development, but also the visual/sensorial representation of the partial user experience
inside/outside of the vehicle environment. One participant addresses that their company
does business in a full product line of commercial products. The new concepts are
conceived in the innovation center they are involved in and the proved concepts are
transferred to the company headquarters. Another participant mentions their company
deals with not only automotive vehicles, but also micro-mobility services such as
e-bikes and an eco-system development around sustainable mobility solution. The
organization they are involved in particularly addresses they employ human-centered
design in the process of creating better features for customers across all areas of future
mobility exploration phases.
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Main Purpose of Prototyping Tools
Prototyping tools mentioned by the experts tended to vary based on the team they were
involved with. Those in UI/UX working with software-driven prototyping tools
focused on idea generation or feasibility, while those working in hardware design
tended to heavily use 3D printing or CAD software to rapidly build physical proto-
types. Their choice of methodology or tools for prototyping mainly relied on the
effectiveness to rapidly develop the prototype as fast as they can to go through many
iterations. One mentioned, while describing tools for visual prototyping, the use of
integrating projectors to visualize whether or not an immersive environment would
improve the user experience. Several experts mentioned the term, ‘immersive experi-
ence’, as a main purpose of the prototyping tool development to demonstrate futuristic
concept of user experience.

Effectiveness of Projection Mapping
We asked the professionals about their knowledge of projection mapping and how
effective this method is in demonstrating concepts and user testing. They all knew and
have seen projection mapping used as a prototyping or showcase tool, while two have
used projection mapping currently or previously, before professionally, in their pro-
totyping process. Projection mapping appears to mainly be used to provide an
immersive visual environment for the target groups in order to create a realistic scene of
vehicle content and road context, whether for the purpose of showcasing a new concept
car or even conducting a performance test. One of the participants mentioned about
using projection mapping for immersion effectiveness:

We don’t want that [HMI/UI experiences] to be tested in a vacuum where you’re sitting in
someone’s office pushing buttons on a screen. So, we project certain things like basically the
road or the drive. – Participant 2

These experts mentioned that projection mapping UX tools are used to identify user
experiences to begin with. It was noticed that the projection mapping was useful as they
are generally easy for users to navigate the interaction flow through the display. Pro-
jection mapping was good enough to show animation and wireframes, hence it is
powerful software tool to illustrate future user scenario with a low-cost investment.

Risk Around Data Collection Under Immersive Mobility Environment
Several participants address possible concerns in passenger’s privacy risk and safety
issues when the autonomous driving arrives in the market. One participant mentioned
that during user testing their company have previously collected personal passenger
data on fingerprints, eye movements, facial recognition, heart rate and foot tremors. All
participants mentioned how the movement towards autonomous vehicles in the auto-
motive industry creates more risks in the automotive space (such as cybersecurity or
vehicle hacking with increasing amount of software). The automotive industry strug-
gles or does not focus on these issues since autonomous vehicle technologies are not
fully developed. Therefore, there is difficulty in effectively implementing safeguards
against these problems that are not currently present. One of the participants addresses:

While our company does work with cybersecurity and understands the importance of it, it is
hard to integrate data protection and privacy at this moment without running fully autonomous
vehicles and test it out. – Participant 3
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Hence, to reflect the emerging concern in users; privacy and safety issues while sitting
in the inside of vehicles, we will continue examine potential risks around the data
collection through the sensors inside of the vehicles.

4 Current Work

In tandem with the expert interviews, we propose the use of projection mapping as a
prototyping tool to create an experimentation environment to design, evaluate, and
control immersion experience in future autonomous vehicles. We currently explore the
following sub questions to examine the implementation of immersive in car user
scenarios in future autonomous driving using projection mapping:

(a) What are the consequences of sensorial inputs (e.g. visual with projection map-
ping, sound, and tactile) within an environment and impact on user’s immersion?

(b) What’s the line between a compelling immersive environment and an autonomous
vehicle environment that users can trust?

4.1 Creation of the Experimental Environment

Airstream Projection Surface and Projection Mapping. A mock wall was designed to
cover distracting features of our experimentation environment and provide an even
projection surface; The wall was manufactured using panels of laser cut cardboard
overlaid with projector screen material. With the Madmapper projection mapping
software [9], we plan to manipulate each video to adapt on the projection surface, as
well as edit the video for any additional visual effects required to accurately portray the
scenario to the users.

Area of Projection. The projection surface will be separated into three sections to
correspond with the driver’s point of view. These sections will be labeled as seen in
Fig. 2. Projection locations of the chosen scenario and of the street view will vary as
described in Table 1. Trial 1 and 2 will address the overarching question of whether or
not the user feels immersed inside of our experimentation environment.

Audio and Haptic Sensors. Binaural audio speakers and speakers will be integrated
into the headrest and base of the chair to create the audio sensors. The haptic sensors

Fig. 1. The projection surface
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consist of a massage chair attachment and the bass boosted on the base speaker to
create vibrations in the chair. The full immersion trial of all screens showing the same
scenario will be used for visuals. Observations of user reactions and analysis of user
interviews while varying the use of binaural audio, haptics, and projections will be used
to determine is a paired experience is impactful on immersion. Trials will be conducted
as seen in Table 2.

4.2 Data Collection Methods

An initial survey will be conducted to determine the user’s initial opinion on auton-
omous vehicles and immersive mobility environment. Then, video recording method
(e.g., GoPro camera) will be used to capture the behavior during the user test. After the
user test, we will record the audio of our expert and general user interviews to get their
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Fig. 2. Projection surface layout (Left) Scenario layouts A. Street view scenario [10] B. Beach
scenario [11] (Right)

Table 1. Projection layout for experimental trials

Trail LPA CPA RPA

1-No Immersion Street Street Street
2-Full Immersion Beach Beach Beach
3-Semi Immersed Street Beach Street
4-Reverse Semi Immersed Beach Street Beach

Table 2. Sensor testing trials

Trail Audio Haptic Visual

1 � �
2 � �
3 � � �
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feedback on the overall satisfaction and reflections on their feelings of immersion,
feeling of trust with an autonomous car, and overall experience.

5 Conclusion

This paper aims to shed light on the emergence of projection mapping as a prototyping
tool to create an immersive experimentation environment for the exploration of
opportunities in future autonomous vehicles. As an initial step, we conducted expert
interviews with professionals in the automotive industry to apprehend the general usage
of prototyping tools in future mobility concept exploration and testing. The expert
interviews reveal that automotive companies have been using a variety of prototyping
tools to demonstrate futuristic products, user interactions, user experience concepts,
and concept testing. The projection mapping was one of the most popular methods
among many in creating an immersive experience of unveiled concepts with a low-cost
investment. We also found it notable to mention that there is a risk around imple-
menting immersive user scenarios. Integration of connected prototyping tools and
advanced sensors inside of future vehicles would result in collection of more personal
data from users. Lastly, the current works-in-progress experimental environment set-
ting is detailed as current research areas we focus on.
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Abstract. Adaptive Cruise Control (ACC) system has been gradually accepted
and popularized in the market. Rational trust level in the system Human
Machine Interface(HMI) facilitates the drivers to use ACC in a safe and
appropriate manner. In this paper, we tested participants’ trust in the HMI of
ACC system in cut-in conditions in a simulator, and aimed to investigate factors
affecting the trust level. 24 participants joined in the simulator experiment in
which the videos recorded in real-world driving were played as scenarios.
Experimental results show that both driving velocity and time headway
(THW) between vehicles affect the trust of ACC system HMI significantly.
Drivers’ trust level increases with the increase of THW at certain velocity
condition, and drivers’ trust level also increases with the increase of velocity at
certain THW condition. Future research will focus on the HMI design of ACC
with multiple modality of information output and validate the results in a varied
driving environment.

Keywords: Human Machine Interface (HMI) � Trust � Driving simulator �
ACC � Cut-in conditions

1 Introduction

In order to enhance driving comfort and improve safety, much effort has been engaged
in the development of advanced driver-assistant systems (ADAS), such as ACC which
is one of the most popular ADAS in recent decades. As a semi-automatic system, ACC
requires drivers to collaborate with vehicles. The confidence of the human driver on
ACC plays a vital role in the process of cooperation [1]. William Payre et al. found that
the efficiency of an automated system often depended on the operators’ level of trust in
that system [2]. Lee and Moray also found that trust between humans and machines had
influences on operators’ control strategies [3]. Moreover, Lee et al. proposed that when
a system was used excessively beyond its capabilities (overtrust), it led to misuse;
however, when automation was not used when it would actually work and provide
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positive effects (distrust), it led to disuse [4]. Therefore, the appropriate use of ACC
largely depends on drivers’ trust.

As a crucial part of ACC system, the ergonomic design of HMI is a complex,
interdisciplinary challenge. Besides the technical aspects, the challenge also lies in the
need to choose interaction patterns that fit the mental model of the user [5]. Trust has
been regarded as one of the leading HMI issues [6]. Designing an HMI that encourages
appropriate trust is essential for the safe use of the semi-automatic system [7].

The real-world HMI test usually consumes a lot of resources. Most importantly, it
could expose the participants into unpredictable risky situations. One promising
approach for this concern is to provide users a relatively realistic driving environment
with driving simulators. It is suggested that the more immersive driving environment
facilitates the drivers to perceive themselves as more present in the (simulated) situa-
tion [5]. Thus in this study, we used the videos recorded from a real world driving as
the driving scenario in the driving simulator.

2 Research Question

In this paper, an experimental study is presented to evaluate the drivers’ trust in the
ACC system HMI in the different cut-in conditions using a driving simulator. The study
aims to investigate the factors that affect the driver’s trust level, based on which,
suggestions are proposed for the improvement of HMI design of ACC.

3 Method

3.1 Participants

In total, 24 participants (12 male, 12 female) took part in the study. The participants
aged from 21 to 30 years, with a mean age of 24 years (SD = 2.11). They all have a
valid driving license and know about how the ACC works basically as well as how to
use an ACC.

3.2 Experimental Design

The cut-in event is a typical scenario of ACC [8, 9] and it’s fairly common in day-to-
day driving. Previous research has summarized the statistical characteristics of THW
(distance/velocity) in various cut-in situations [10], and it was found that the influence
of THW on subjective driver states in ACC is significant [11]. In addition to the THW,
velocity is another important parameter in driving. Therefore, the real-world driving in
the study was designed considering two independent variables, THW and velocity.
6 video scenarios were extracted from the real-world driving that met the condition
requirement of simulator test. The specific parameters of test conditions are shown in
Table 1.
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In the simulator test, a within-subjects experiment design method was adopted. The
Latin square experiment design method was used to eliminate the influence of learning
effect and experiment order effect [12]. All the participants were divided into six
groups, with four in each group. The experiment test sequence of each group was
different, and each group conducted six conditions in accordance with the designated
order. The ACC function was turned on in all conditions, with the side vehicle cutting
in from the left side at a same speed as the subject vehicle.

3.3 Experimental Procedure

The real-world driving was carried out in a professional automobile (Volvo S90). The
videos of driver’s front view (see Fig. 1) and corresponding dashboard (see Fig. 2) was
recording in the real-world driving under various cut-in conditions.

Before the laboratory test, the participants were asked to read the ACC manual to
further familiarize themselves with its operation and function. They were introduced of
the interface elements (see Fig. 3) and interaction logic of ACC system HMI in Volvo
in detail. They were also told that ACC function would work normally in all scenarios.
They were required to make a comprehensive driving judgment according to the
environment and HMI display. When the participants were familiar with the ACC
operation and HMI information, they were arranged to take a practice drive of the
simulator for 2–3 min.

Table 1. Specific parameters of six conditions.

Velocity (km/h) THW (s)

1 60 1.2
2 60 0.7
3 50 1.2
4 50 0.7
5 30 1.2
6 30 0.7

Fig. 1. The video of driver’s front view Fig. 2. The corresponding dashboard video
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During the simulator driving, the front view videos and dashboard videos of dif-
ferent conditions were played in the driving simulator to provide the participants a
sense of driving immersion as much as possible (see Fig. 4). If the participants believed
that the scenario was risky, they could press on the foot brake pedal or turn the steering
wheel to terminate the ACC automated driving. The whole driving process was
videotaped to record the drivers’ behavior.

At the end of each test driving, trustworthiness of HMI about ACC was measured
by twelve questions with a 5-point Likert-type scales (1 = totally disagree, 5 = totally
agree). This 12-item questionnaire was adapted from previous studies [13–15] and
supplemented with new items. Scale’s example items included “I can assume that this
HMI will display the correct information” and “I don’t care about the display of the
dashboard”, etc. Answers to these questions were averaged to form a reliable measure
of trustworthiness. Responses were coded such that higher scores indicate more
trustworthiness. After all the tests were completed, a simple interview was conducted
with the participants about their driving experience. Example questions in the interview
included” Did you notice the change of HMI when the side vehicle cut in?” and “Was
the ACC system HMI helpful when you were driving?”.

4 Result

According to the videos recorded during the experiment, all participants took over
control of the vehicle by pressing the brake pedal while no one turned the steering
wheel. The statistical result of drivers’ braking behavior was shown in Fig. 5. As the
THW decreased, the proportion of drivers that pressed the brake pedal to take over
increased, indicating an increase of distrust on the ACC. Besides, the proportion of
brake generally increased with the decrease of the velocity under both THW condi-
tions. Since the lower velocity corresponds to a shorter distance between vehicles at
certain THW condition, the decrease of trust level along with decrease of velocity
implies that drivers might be more sensitive to the distance between vehicles instead of
speed when they make a take-over decision.

Fig. 3. Interface elements of ACC Fig. 4. Testing scene
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The trust scores of HMI was compared under different conditions. Figure 6 showed
that regardless of velocity, the trust score when THW was 1.2 s was generally higher
than that when THW was 0.7 s. This suggested again that drivers tended to be more
confident of the HMI at large THW condition. For the same THW condition, the
change of trust score did not follow a consistent pattern with the change of driving
velocity.

To identify the impact of THW and velocity on driver’s confidence in the HMI, a
repeated two-way ANOVA (/ = 0.05) was conducted and the results show that both
THW (F (2,138) = 3.06, p < 0.05) and velocity (F (1,138) = 3.91, p < 0.05) had
significant impact on the trust score while the interaction effect was not significant
(F (2,138) = 3.06, p > 0.05).
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According to the interview results, it seemed that participants tended to check the
dashboard when there was no perceived risk and meanwhile the velocity was stable.
After the driving test, four participants suggested that it would be better if voice prompt
was provided, so that they could quickly notice the change of vehicle’s state. Most of
the participants indicated that they trusted their own judgement more than the HMI at
the early stage of the test. However, as the test went on, the trust in the ACC system
HMI was enhanced.

5 Limitations

The limitations of using a driving simulator and video scenarios should be noted.
Although the video was recorded from a real-world driving, the perceived velocity and
distance in the lab was still different from that in real world. Therefore, future research
on field is necessary to generalize the findings of this study. Besides, the study only
involved cut-in situation as the test scenario, which also composes a limitation to form
a comprehensive evaluation of the HMI.

6 Conclusion and Discussion

In this study, we present an approach of using the driving simulator to test the level of
trust in ACC system HMI in cut-in conditions. Results show that both velocity and
THW have significant influence on the driver’s HMI trust level. Based on the exper-
imental data, it is believed that the THW and velocity value should be considered when
designing the ACC system HMI. The values tested in the study provide references for
the design to some extent.

Based on the feedback from the participants, it is also suggested that the HMI
design should not only take the display of the current ACC state into account, but also
consider the multichannel hint. The interactive mode in multiple modalities (e.g. audio)
might outperform the single interface prompt. The comprehensive HMI design com-
bined with the user experience can keep the drivers aware of road conditions and
improve the trust in HMI.

7 Future Work

In the future, improvements on the HMI design of ACC system will be further tested,
such as adding voice prompt. Meanwhile, more other common on-road situations, for
example, car-following, will be involved in the test so that drivers generate an overall
comprehension of the HMI performance.
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Abstract. In our work, we focused on the traffic conflict between car and
motorcycle, which is common in China. In our design requirement process, we
presented two traffic conflict situations and analyzed their key factors. Initial
positioning and trajectory of encountered motorcycles were found to be the most
important but difficult point in car driver’s awareness. Therefore, we propose
two different prototypes of a LED visualization components for the car driver.
This include changing color schemes and alteration of the amount of light in
lamps. The goal was to design support to help the driver to detect motorcycles in
the two corresponding traffic situations. The results show that changes in the
amount of light in the lamps was performing better. In addition, a large set of
qualitative feedback was collected and analyzed in the experiment.

Keywords: Car-motorcycle conflicts � LED visualization � Ambient light �
HMI

1 Introduction

The extensive use of motorcycles in developing countries has brought both convenience
as well as hazards to people. As a means of transportation, motorcycles are very popular
in mainland China, for its agility in busy traffic and ease when parking even in narrow
streets [1]. According to a Field Operation Test of Cars [2], carried out in Shanghai City,
China, from July, 2014 to December, 2015, hazards involving electric motorcycles made
up 16.67% of all kinds of hazard event, making it the third highest, just after the rear-end
hazards and cut-in hazards. Furthermore, lots of disorderly conducts of motorcycles were
identified, such as running the red light, fast lane-changes without using steering lights,
reserve driving and so on. This dangerous driving behavior, involving also other road
users such as car drivers. The light weight and small volume give a motorcycle both
flexibility and mobility, but also poor stability, which easily lead to traffic conflicts and
accidents with other vehicles [3]. Wang et al. [4] found, when analyzing the character-
istics of traffic accidents involving motorcycles in China, that motorcycle accidents
mainly involved in forward collision and flank collision are most common. Before
designing, we made an exploration in requirement, to learn about the characteristics of
traffic conflict between car and motorcycles. The following specific characteristics was
considered important: The left-turn accidents between motorcycle and car was rank
highest among motorcycle accidents. The reason for this problem is within the context of
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the road intersection conflict with vehicles going straight forward. Secondly, overtaking
of the motorcycle is another problematic hazardous situation. Thirdly, the technology for
vehicle-vehicle communication is developing rapidly, which can help driver to make a
judgement in advance by data transmission and analysis [5]. However, at present, the
communication between car-motorcycles received much less attention.

Based on the above reviews on mechanical capacities, the main characteristics of
accidents between car and motorcycles in urban traffic flows was found, including
suddenness of motorcycle’s appearance and complexity of road condition. They may
increase the difficulty in car driver’s situation awareness and reaction.

To summarize, car driver’s detecting motorcycle in traffic conflict between car and
motorcycle in urban city situations is an important issue that deserves more attention.
Our focus was to establish requirements for the design of driver’s Human-Machine
Interaction (HMI) through developing situations between car and motorcycle. The aim
of this HMI design is to improve the condition for the detection of the surrounding
motorcycles and decrease the rate of traffic conflicts and accidents.

2 Method and Study Set-up

Shalev-Shwartz et al. [6]. proposed a formal model that covers all the important ele-
ments of an autonomous vehicle: sense, plan and act to get the minimal requirements
that every autonomous vehicle must satisfy and also how they can verify the
requirements. Following their method in our situations between motorcycles and cars,
relative position, trajectory and difficulty in detection were taken into consideration.

In our study, we use three different classifications of traffic situation between cars
and motorcycles. All have their own different characteristics. In situation 1, motorcycle
and car appears in the same lane and both drives in the same direction. The nature of
this kind of situation is that the car shares the same lane with the motorcycle, so they
have the conflict of right-of-way in a very limited space. In this situation the difficulty
of car driver’s detection is based on the uncertainty of the motorcycle’s appearance.
Due to the small volume and strong mobility, motorcycle can appear at any side of the
car with unpredictability. Therefore, the requirement of the car driver is more about the
direction of the motorcycle approaching at the side. Situation 2 illustrates the oncoming
motorcycle. The nature of the conflict is their travelling direction, bringing the conflicts
of right-of-way. In this situation, car driver will notice the motorcycle through the
windshield more easily, because the motorcycle comes in front of the car’s way. In
summary, the uncertainty lies in the trajectory of the oncoming motorcycle. In Situation
3, car and motorcycle travel on different lanes, but the motorcycle meets the car from a
vertical direction. Obviously, compared with the straight way, this situation is more
frequent in junctions. The car driver can’t expect the initial position or the travelling
trajectory of the motorcycle, therefore, the difficulty in the car driver’s situation
awareness is much higher than situation 1 and 2 To summarize, there are great
uncertainty, suddenness and complexity in the traffic conflicts between cars and
motorcycles as shown in situation 1–3 in Table 1 below. From the classification, the
encountered motorcycle’s initial position and travelling trajectory were identified as the
most difficult points in car driver’s detection. This is the focus of our study.

Design Exploration for Driver in Traffic Conflicts Between Car and Motorcycle 405



To verify the classification of our scenarios and to learn more about their per-
spectives on situations involving car and motor cycle encounters, we interviewed 12
experienced drivers in Chinese Mainland. The average driving experience was 4.1
years.10 interviewees expressed their caution about the motorcycles. Others suggested
that there should be special treatments for motorcyclists, while the car drivers should
take on more responsibilities than they are doing at the present.

When making a turn at the crossroad, 7 interviewees regarded that encounter as the
most hazardous scenario, since it involves a high level of uncertainty. In this process,
more concern would be attached to the encountered motorcycles, including motorcy-
cle’s position, speed, and direction and so on. One interviewee said that, at the
crossroad, when a motorcycle appears in front of the driver’s car, the driver would
reduce the speed until the motorcycle bear off. On the other side, if the motorcycle was
positioned in the rear, the driver would keep the speed as usual completing the turning.

Based on the scenario classification and the interviews, we will focus on the sce-
nario when the car driver is about to make a right-turn at the crossing, and at the same
time when the motorcycle appears in front of, or at the rear of the car, in which
attention is focused on the motorcycle’s position.

Through the interview, we learnt about the differences between the situations that
motorcycle appears in front of the car and the situation when the car appear at the rear.
When an approaching motorcycle appears in front of the driver’s car, 11 interviewees
said they observed the target directly through the windshield and then adjusted the
distance and speed to the situation. However, 5 of them said the a more sudden
appearance of the motorcycle often caused a disturbing situation. As for motorcycles
approaching in the rear, 8 interviewees express concern. Car drivers usually detect the
target through the rearview mirrors. However, they found it hard to recognize them
because of their small size. When they finally were aware of an approaching motor-
cycle, there was limited time to make a reaction or decision. Accidents occurred for two
of the subject in the similar car situation. It was considered that more workload was
taken up when motorcycle approached in the rear than in the front, since they had to
look around. 4 interviewees mentioned Blind Spot Detection(BSD), which use sensors
or image recognition to detect targets in the rear blind spot area. The detection area of
BSD covers 30–50 m behind the car and 3–3.5 m on both sides [7]. When a motor-
cycle is detected, the lamps installed on rearview mirrors (left and right sides) will light

Table 1. Three kinds of situations

Situation 1 Situation 2 Situation 3

Car and motorcycle are 
in the same lane and 

direction.

Car meets the oncoming motor-
cycle

Car meets the motorcycle trav-
eling from a vertical direction
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up. The detection area usually covered is the rear blind spot area. The interviewee
thought well of its acuity but still felt uneasy. They needed to turn their head sideway
especially when a warning signal was on the right side (Chinese cars are all left-hand-
drive vehicles).

3 Design and Solution

To enhance car driver’s possibilities to detect potential traffic conflicts between cars
and motorcycles and create a better user experience, a Human-Machine interface was
designed with the LED lamp.

The LED lamps were installed on the front windshield, which is one of the most
fixed areas in a car. As described above, in the traffic conflict between cars and
motorcycles, some of the important elements are (a) the direction of initial position and
(b) trajectory of the encountered motorcycle. Accordingly, lamp bands are grouped into
four sections (group 1–4) and placed on the left and right border of the front windshield
to indicate the direction of the encountered motorcycles. BSD only indicates right and
left approaches. In our study, right and left, front and rear were all taken into con-
sideration to make a comprehensive trial.

Through the above analysis of situations, considering the driver’s horizon and head
movement, the detection area in traffic conflicts between car and motorcycle can be
divided into the four sections corresponding to Group 1, 2, 3 and 4 (see Fig. 1): front-
left, front-right, left rear and right rear. Different parts of the windshield are corre-
sponding to different position of the encountered motorcycles. For example, when
motorcycle is approaching a car from the left rear, the lamps in Group 3 will be
triggered and turn on. The interaction is dynamic, when the position of encountered
motorcycle changes, the position of lightened lamp will also change.

The interaction of lamp is an important issue and two kinds of display were set:
(a) as the emergency degree is getting higher, the color of light get darker (Display 1),
and (b) which includes more light in a pyramidical shape (Display 2). The emergency
degree is defined in terms of the distance between the driver’s car and motorcycles.
When the distance is shorter, the emergency degree is higher. In Display 1, when
encountered motorcycles entered the detection area of the ego car, one light would be
on. While distance between car and motorcycle is shrinking, there is a progressive
increase in amount of lamps that are lit up. There is a maximum of five lamps. In
Display 2, the amount of lamps are fixed, and the important interface feature is the

Fig. 1. Layout of the interface on windshield
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color of lamp. When the encountered motorcycle entered the detection area, the lamp
will turn on and go yellow. As the motorcycle approaches, the color of lamp will turn
darker, for example orange. When the emergency degree reaches the top, the light will
turn red (Table 2).

4 Implementation and Test

The prototype is implemented and displayed in driving simulator, which was developed
with Unity 2018 and Logitech’s Driving force racing wheel. There are two reasons why
we used the simulator and software rather than hardware and filed test with real car.
Using simulator can guarantee the both the subjects and property security. Furthermore,
when connecting the serial port of Arduino and Unity, using LED lamp band as the
interface, there were too large delays between the trigger and the reaction, which
brought great uncertainty in interaction process. As described earlier, we will focus on
the scenarios involving a car driver turning right at the crossroads, and motorcycle
approached it at the same time. At the same time, a motorcycle appears in front of or at
the rear of the driver’s car. In our implementation, two kinds of prototypes were
displayed on A pillar and B pillar in the simulators. They were triggered by the distance
between the driver’s car and the encountered motorcycles. Their conditions and cor-
responding interfaces is shown in the Table 3. Two kinds of prototypes by two kinds of
scenarios, therefore there were 4 tests for every participant.

To minimize the effect of sequence, we used Latin square design in the arrangement
of participant’s test. A Latin square design is the arrangement of t treatments, each one
repeated t times, in such a way that each treatment appears exactly one time in each row
and each column in the design [10].

Every participant’s sequence was shown in the Table 3 and the numbers correspond
to the different situations: Situation 1 (front & colors) corresponds to a scenario when
the driver’s car encounter an oncoming motorcycle and the HMI provide guidance with
changes in colors. Situation 2 (rear & colors) involves a situation when the motorcycle
approaches a car and the guidance is based on lamps with changing colors. The
difference between Situation 2 and Situation 3 (rear & amount) is in the way the

Table 2. Two kinds of displays

Trigger Condition: Distance be-
tween ego car and motorcycle 

Display 1 Display 2 

50m
40m
30m
20m
10m
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guidance is done. In Situation 3, the lamps changes regarding the amount of light.
In Situation 4 (front & amount), involving oncoming motorcycles, the lamps changed
in amount of light as in Situation 3.

Before the experiment, every participant was offered time to practice and accli-
matize themselves to the simulator, including handled feelings, test environment, dif-
ferent meanings behind every sequence. When the experiment began, we told them
how the lamp in cars would change in advance, but we did not tell them in what
direction the approaching motorcycle would appear.

We used two methods in our experiment. Eye tracker Tobii Pro Glasses 2 was used
to collect data from participants, such as eye fixations. After experiment, we inter-
viewed the participants. The data and feedback would be used for the assessment of
prototypes.

5 Result and Discussion

12 subject participated in our experiment, using Latin square design. After the
experiment, we analyzed the data from both the eye tracking and interviews.

In order to learn about what role of the interface played in car drivers’ detection, we
made a count about how car drivers recognized the encountered motorcycles. We
identified two patterns. The first pattern was based on their eyes directly and the other
way was through the help of the lamp (Table 4). The figure showed that the lamps played
a more important role when the motorcycle approached the driver’s car from the rear,
especially with the lamps that changed the amount of light. However, in the oncoming
motorcycle situation, the car drivers were apt to observe the approaching motorcycle
with their eyes. No statistical significant difference between the two prototypes were
detected in the scenario where the motorcycles appeared in the rear, although the result
may be seen as indicative. However, in the interview, 11 participants considered that the
lamp in Display 1 was much more eye-catching, due to the changes in color.

Table 3. Participant’s sequence with Latin square design

Participants Sequence of situation

A 1,2,4,3
B 2,3,1,4
C 3,4,2,1
D 4,1,3,2

Table 4. The way how participant detect the motorcycle and frequency

Situation Participant who detect motorcycle
by lamps

Participant who detect
motorcycle directly

1 (front & colors) 3 9
2 (rear & colors) 10 1
3 (rear & amount) 12 0
4 (front & amount) 3 9
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In the experiment, one of the participants (#2) was involved in a car accident in the
simulator. The motorcycle approached at the left rear and the lamp got dark to provide
warning signal. This situation ended in a collision, and the driver’s car knocked into the
motorcycle in the front right. In the interview, the participant pointed to that he/she was
not aware of the lamp at all. This reasons for this accident could be: (a) the changing
color of the lamp may not have been eye-catching enough; or (b) the participant was
not familiar enough with the simulator.

The eye tracker also showed the gaze movement patterns, which showed how the
driver interacted with the lamps on A pillar and B pillar. When the participants rec-
ognized that the lamp turned on, they observed the road condition on corresponding
side. This behavior was especially clear when the motorcycle appeared in the rear.
Participants was apt to observe the road condition in the rearview mirror. At the same
time, the road condition in the front would be paid attention to, so the gaze movement
would become a triangle in this situation as shown in Fig. 2. Seven participants showed
this pattern of behavior within the experiment. When they found the lamp turning on,
they would glance the rearview mirror on the same side, and then looked back to the
road condition in front of the ego car through the windshield. The lamp’s role in sit-
uations when motorcycles appeared in front of the driver’s car was much smaller. Even
when participants detected targets through the lamp, they said they just took a brief
glance, then focused on the target itself.

Based on the results, we may elaborate the following. The lamps on pillar A and B
can play a more important role in detection of approaching motorcycles and in turn
lowering the driver’s uncertainty in that traffic situation. However, most participants
preferred using the lamps that changed the amount of light, rather than color, since the
lamp with increasing/decreasing amount of light was more eye-catching according to
the interviews. When an approaching motorcycle comes in from the rear, the lamps
play a more important role in detecting hazards. When lamps are turn on in order to act
as warning signals in front, they may cause distraction to the car drivers.

We collected lots of feedback about the prototypes. Most participant did not think it
was necessary to show guidance when there was an oncoming motorcycle, since they
could detect it directly by eye-sight. As for motorcycles in the rear, it is necessary to
provide guidance as early as possible. One participant suggested that the light trig-
gering distance alerts, could be made through personalized settings. As regards to the
mode of interaction, most participants thought the lamp was better than steering wheel
vibration or voice alerts, because the vibration will make them nervous easily and voice
alerts will take up more time to make a reaction.

Fig. 2. Habit formed in the use of lamps demonstrated by eye-tracker
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One limitation of our study is that there is rather vital differences between an
experiment set-up like ours and a real-life test scene with actual road condition. A next
step, could be to try our prototypes in cars in a more controlled field experiments.
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Abstract. As a new type of vehicle vision interactive device, head up display
(HUD) has a good assistant effect on alleviating the visual distraction and action
distraction caused by reading vehicle information. At present, the automobile
equipped with HUD mainly concentrates on a small number of high-end brands,
and the promotion of HUD is in the initial stage. Most of the HUD visual
interface designs do not take account the specific needs of the driver in specific
scenarios, so drivers need more cognitive resources and workload to read
information from these HUD, which easily causes distraction. According to this
background of the industry, and based on the size of the important design
elements on HUD, this paper carries out the design research of HUD visual
interactive interface with the driver workload as the core.
Firstly, the author of this paper investigated the HUD in China auto market in

2018, and organize the information architecture, information layout and main
design elements. Then, the ISO standard illumination was simulated in the
room, and different sizes of design elements were placed on the optical machine,
36 participants were tested for reaction time (RT) and workload.
This experiment takes weather and age as independent variables and reaction

time (RT) as dependent variables, and combines with the evaluation of the
workload of the subjects, the results of the test are analyzed. This experiment
puts forward a basic research method for new vehicle equipment from the
perspective of visual design and cognitive workload, which is of great signifi-
cance in this experiment.

Keywords: Head-up display � Visual design elements � Response time �
Workload

1 Introduction

In the process of human-vehicle-environment interaction, the driver obtains a certain
amount of on-board information through the visual interaction interface in the vehicle,
which is the cognitive process of the driver, and it is the basis of all driving behavior
and driver performance [1]. The driver observes the change of the interface visually,
and determines the type and meaning of the information by thinking channel. After
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that, the driver will make decisions and perform corresponding interactions for the
content of the information. Finally, the interaction will get feedback in the vehicle
interaction system. Throughout the process, the driver will inevitably need to shift the
sight of driving and think about it [2]. If the visual interface is not designed properly,
the driver will need to spend more cognitive resources to identify the information. In
the process of identification and thinking, the driver’s line of sight and attention are not
placed on the main driving tasks, it is easy to cause driving distraction behavior that
affects safety [3]. Wickens describes cognitive behavior from the perspective of
resource capacity. He believes that the occupants have a group of cognitive resources
with similar nature, limited function and certain capacity. When task difficulty
increases or resource competition among multiple tasks leads to resource shortage,
system performance will decline [4].

Psychological workload is a multi-dimensional concept, which is used to describe
people’s psychological pressure or information processing ability at work. It involves
many factors, such as work requirements, time pressure, task difficulty, operator’s
ability, effort and so on [5]. Under the background of the rapid development of
automation, the relationship between people and the system has changed greatly. At
present, the main methods of measuring mental workload are subjective evaluation
scale, performance measurement and physiological measurement [6].

It is reasonable to measure mental workload with subjective evaluation scale,
because it is a psychological structure itself. In the study of HART and Staveland, they
described the TLX mental workload measurement method, which had been proved by
experiences at that time, probably the closest approach to the essence of mental
workload mining, and could provide the most common, effective and sensitive indi-
cators. At the same time, they also noticed that subjective methods are also subject to
operator bias and preconceived notions, and that the results of subjective evaluation are
based on the operator’s memory or abstraction from experience. Although there are
many subjective factors for uncertainty in using the subjective rating scale method, the
results of the evaluation using TLX are relatively stable after years of experimental
measurement and verification [7].

The NASA Task Load Index (NASA-TLX) provides a multi-dimensional scoring
process that derives the overall score based on six psychological workload factors:
mental load, physical burden, time stress, task performance, effort, and frustration.
The TLX consists of two measurement evaluation processes: weight and rating [7].
This experiment also used the NASA TLX multi-dimensional rating scale for workload
testing of different sizes.

The appearance of the head-up display plays in mitigating the distracting behavior
caused by the in-vehicle information reading process. HUD can reduce the frequency
and duration of the driver’s eyes-off-the-road by projecting the required information in
front of the driver. This enables the driver to steer easily and to respond quickly to
information provided by the road conditions and communication systems. According to
the statistics, HUD can reduce vehicle collisions by 25% [8]. It is of great significance
to study the visual interaction interface of HUD on the basis of driving cognition and
human-computer interaction. With the popularization and promotion of HUD, it is very
important to explore and establish a set of effective HUD visual interaction principles
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and norms. The research content of this paper will provide certain reference value for
this exploration process.

This paper investigates and sorts out the information architecture and information
layout of existing automotive HUDs, then extracts the main design elements.
According to the illumination standard provided by ISO 15008, the light conditions of
daytime direct light (45000 lx) were simulated, and the optical calibration was per-
formed by the brightness meter. The experiment were carried out in the daytime and
snowy scenarios, the three main design elements of text, numbers and icons were tested
for different sizes of recognition responses. Besides, the participants were asked to
evaluate the workload in six dimensions. The integrated subjective and objective test
parameters provided a theoretical basis for the HUD interface design.

2 Method

2.1 Experimental Environment

In this experiment, HUD optical machine is used to put the test content on. The
communication interface of optical machine is connected with a tablet computer.
A tester is responsible for controlling the tablet computer. ISO 15008 proposed that the
test of vehicle visual display needs to simulate night (maximum illumination is less
than 10 lx), evening light (about 250 lx), daytime direct light (about 45000 lx) [9]. The
purpose of the experiment is to test the minimum size and comfort domain size range
that the user thinks can be accepted in the HUD visual design, and provide a theoretical
basis for the HUD interface design. Therefore, this experiment selects the daytime
direct sunlight with the smallest contrast between the simulated environment and the
optical machine. Light was tested and optically calibrated using a luminance meter. In
terms of weather, due to the greater reflection of the road surface during snowy days,
the effect on the image of the light machine is more obvious. Therefore, this experiment
selects two weather conditions, sunny and snowy, and explores whether the weather
affects the identification of the subject. The experiment used a projector to project a
picture containing weather and road conditions in front of the driving field of view,
statically simulating environmental conditions (Figs. 1 and 2).

Fig. 1. Test environment.
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2.2 Subjects

36 participants aged between 21 to 46 years old participated in the experiment (mean
age = 32.8, SD = 6.8 years). All subjects had at least one year of driving experience,
non-color blindness. Their visual acuity (including corrected visual acuity) is 4.8 or
above, all of whom have a certain understanding of HUD before the experiment. But 36
subjects did not drive a car with Windshield-HUD.

2.3 Test Contents and Test Steps

The size range is larger than the size of the text, numbers, and icons obtained by the
market survey, that is, the text and number values are 24px, 30px, 36px, 48px, and the
icon size values are 50 * 24px, 50 * 40px, 68 * 70px, and 71 * 88px. Moreover, in
order to avoid the learning effect, the text, numbers and icons in the sunny and snowy
scenes are different. At the same time, all elements are displayed in white.

After the participant enters the test area, the tester will ask the participant to read the
informed consent form, fill in the basic information, and perform the vision test. Next,
the tester will let the tester read a test documentation including test purpose, test content
and test task. In this experiment, the experiment was carried out according to the test
sequence of the sunny day scenario after the sunny day scenario, and the three types of
elements were divided into three groups according to small, medium, large and super
large groups. The experiments were carried out in the order of Latin squares (Fig. 3).

The test used the Unity to create a display program that was confirmed by the tester
before the experiment. Then, when the subject pressed the right button of the keyboard,
the task started. After two seconds of black screen, the HUD presented the test content.

Fig. 2. Test site.

Fig. 3. Test contents.
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When the subjects recognize the contents of number, text or icon, press the space key,
and then dictate what they see, after which the tester’s tablet computer interface will
show the reaction time of the subjects. Then, after the testers record the time, they
inform the subjects that they can start the next experiment of identify reaction time.
After the test of each group of three elements is completed, the participants are asked to
fill in the NASA-TLX questionnaire to score the Workload value under this size group.

3 Results

3.1 The Influence of Weather Conditions on RT

By calculating the average recognition reaction time of each element in the sunny and
snowy scenarios, the data of 36 people showed that only the text, number and icon in
the small size group had 85.80%, 88.57% and 91.43% completeness in the sunny
scenario, and only the text, number and icon in the small size group had 97.14%,
91.41% and 68.57% completeness in the snowy scenario respectively, and the other
size groups can be fully recognized.

As shown in Fig. 4, the change of the overall recognition response time in sunny
and snowy scenarios conforms to the general cognitive law, and the response time of
icons is generally higher than that of words and figures. The average response time of
icons with small size is close to 2 s, this indicates that the cognitive resources occupied
by the small icon are high and should not be used in the design. It can be observed that
in sunny and snowy scenarios, the number of medium is generally higher than that of
small in response, which may be related to the shape of the number itself.

In the small text test, the average RT of snow day is 0.4 s higher than that of sunny
day, while in the other sizes, the average value of sunny day is more time-consuming
than that of snowy day. In the RT test of number, the overall response time in sunny days
is slightly larger than that in snowy days. For icons, due to the influence of graphical
complexity, 71 * 88px size icons have a certain degree of increase in response time.

Through one-way ANOVA analysis, when the independent variable is weather, the
experiment finds that the weather has no significant effect on the identification RT of
different elements with different sizes under daytime direct light (Table 1).

Fig. 4. Elements recognition RT on sunny day and snowy day.
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3.2 The Influence of Age on RT

Thirty-six subjects were tested in this experiment. Among them, 16 were 21–30 years
old and 20 were 31–46 years old. From Fig. 5, it can be seen that the average iden-
tification RT of different sizes of texts, numbers and icons in sunny day shows that the
31–36 age group is higher than the 21–30 age group in all sizes, indicating that the 21–
30 age group’s cognitive ability is better than the 31–46 age group in all sizes.

However, it can be obtained by one-way ANOVA analysis that in the case of sunny
day, the effects of different age groups on different size identification RT are not
significant (Table 2).

In the snowy day scenario, experiments with different contents but the same size
were carried out. As shown in Fig. 6, the average recognition RT of different sizes of
texts, numbers and icons showed that the 31–46 age group was lower than the 21–30
age group in all sizes, while the smallest size of words, numbers and icons was just the
opposite. It is indicated that for the smallest size elements, the identification of the 31–
46 age group is more difficult than the 21–30 age group, but the difference between the
two groups is small, and the group with the older age is more recognized. Similarly, the

Table 1. One-way ANOVA analysis of weather conditions

Size Text Number Icon

Small 0.15 0.20 0.44
Medium 0.41 0.42 0.62
Large 0.78 0.53 0.29
Super large 0.21 0.08 0.76

Fig. 5. Elements recognition RT on sunny day of 2 age groups.

Table 2. One-way ANOVA analysis of age groups on sunny day.

Size Text Number Icon

Small 0.37 0.40 0.22
Medium 0.99 0.35 0.76
Large 0.54 0.13 0.32
Super large 0.18 0.68 0.48
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effect of different age groups on the identification response was not significant under
the snowy day conditions by one-way ANOVA test (Table 3).

3.3 Trends of Workload

According to the selection of the scores and the selection of the weights, the average
value of workload under each size is calculated. It can be seen that the workload value
gradually decreases as the size becomes larger. In the snowy day, the change from
small to medium size is large, which indicates that in the size range of this experiment,
the fastest driving force for workload reduction is the range from small size to medium
size, but for daytime sunny scenario, the range is from medium to large. In both
weather conditions, the difference between large and super large Workload value is not
significant (Fig. 7).

Fig. 6. Elements recognition RT on snowy day of 2 age groups.

Table 3. One-way ANOVA analysis of age groups on snowy day.

Size Text Number Icon

Small 0.37 0.40 0.22
Medium 0.99 0.35 0.76
Large 0.54 0.13 0.32
Super large 0.18 0.68 0.48

Fig. 7. Workload trend of each size groups.
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4 Discussion

Considering the dimension design of elements on HUD display terminals from the
perspective of RT and workload, we can find that it is difficult to define the minimum
range among the four levels selected from the market survey results, which may be
related to the indoor simulation static experiment rather than the dynamic test of actual
driving scenarios. As for the comfort range of size, it is suggested that in HUD interface
design, the text size should be between 36–48px and the digital size should be between
36–48px. Due to the influence of semantics, the icon size should not be less than
68 * 70px. At the same time, for the icon with warning meaning, designers should
make more thoughtful considerations on size, color, layout and dynamic effects.

By observing the influence of weather conditions on the size identification, it is
found that the influence of the weather is not significant; by observing the influence of
the two age groups on the size identification, it is found that for the small size, the age
group has a higher recognition response to the size. For the smallest size, the RT of
older group is generally slower than the younger group. At other sizes, the difference
between the different age groups was not obvious.

In addition, because this experiment is carried out under a standard illumination
condition and the brightness of the optical machine itself is restricted, the experimental
results have certain limitations, but this experiment proposes a basic research method
from the perspective of visual design and workload for the new in-vehicle equipment,
which is a great significance of this experiment.

5 Future Work

Along with the rapid development of intelligent networked vehicles, new in-vehicle
terminals and human-computer interaction interfaces have emerged. The car has
become a personal space for information acquisition, transmission, communication and
entertainment, which will make the car human-computer interaction show a high
degree of complexity, but also bring a lot of user experience problems. For the interface
design of the new vehicle terminal, there are still many research points, such as layout,
color, dynamic effects and multi-channel design. The results of this experiment can be
used as a reference for research in subsequent directions. Moreover, for this experi-
ment, in the future work, more in-depth comparison can be made for different standard
lighting conditions, and the problem can be further studied in detail from the direction
of optics and ergonomics.
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Abstract. Automated vehicles, with the rapid development in recent years, are
closer to becoming a reality. The fully-automated bus is going to be open to the
public in China this year. Thus, it is indispensable to know the public attitudes to
automated vehicles. This study surveyed 725 participants on their intended use
of full-automated vehicles. Particularly, nearly 200 of them had a similar
experience as passengers of the fully-automated vehicles. Overall, results
revealed that participants were “somewhat agree” to take an automated vehicle
(mean score = 5, rang 1–7, 7 represents extremely agree). In general, 6.62% of
the participants were moderately or extremely willing to use an automated
vehicle (score 6–7), and 25.52% of the participants were somewhat willing to
use an automated vehicle (score 5–6). 30.21% of the participants were unwilling
to use automated vehicles (score < 4). Moreover, the participants with similar
experience, were more willing to use an automated vehicle than those without
experience. These results show that, in general, the Chinese people hold an
inclusive and acceptable attitude towards fully-automated vehicles. Enhancing
the understanding of automated vehicles, such as take a test ride, will help to
further promote the intention to use the automated vehicles.

Keywords: Automated vehicle � Behavior intention � Experience

1 Introduction

Automated vehicles are regarded as safer than traditional vehicles for its potential to
reduce severe crashes resulting from human errors. With the increasing development in
recent years, they are going to be put into use in recent years. In China, the fully-
automated bus is going to be open to the public this year. Full driving automation is
ranked as the highest level of automation (Level 5) according to the SAE International
Standard J3016 [1]. This level of automation requires no human attention, which means
the human driver is completely eliminated.

In China, it is a critical and urgent for the government to know the public attitudes
toward fully-automated vehicles since they are going to be deployed soon. The public
intention to use a fully-automated vehicle has significant implications for the successful
implementation of the technology. Recent studies have examined drivers’ intended use
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of automated vehicles [2, 3] and passengers’ perception of automated vehicles [4].
Given that those studies mostly focused on conditional automation, and the surveys
were completed in western countries, an investigation into the attitude towards fully-
automated vehicles is needed in the Chinese background.

To date, most online surveys have mainly investigated the intention to use auto-
mated vehicles as either drivers or passengers [5–7]. However, few studies have looked
into the difference between the two perspectives. Besides, there are other perspectives
that should also be taken seriously. For example, pedestrians’ intention has been
overlooked. Therefore, the current study aimed to extendedly examine the behavior
intention to use an automated vehicle, including the purchase intention, the self-usage
intention both as driver and passenger, the intention to take significant others to ride,
and the intention as pedestrians.

Previous studies have suggested that age and gender might be factors that influence
the perception and intended use of automated vehicles [3, 4, 8]. For example, a large-
scale survey across the US, the UK, and Australia found that older participants and
females were more unlikely to ride in an automated vehicle [4]. However, there can be
other factors, apart from demographic variations, that influence the intention to use
automated vehicles. We assumed that the experience with automated driving helps
enhance the confidence in the safety of automated vehicles.

The aim of the current study was to investigate the behavior intention towards the
use of automated vehicles in an extended scope, based on the Chinese population. We
hypothesized that the intention of purchase, self-usage as drivers and passengers,
significant-others-usage, and pedestrian would be different. In addition, we also
hypothesized that similar experience with automated vehicles would enhance the
intention of use.

2 Method

2.1 Participants

A total of 779 participants answered the paper-based or online questionnaires. The
paper-based questionnaires were collected from local vehicle inspection sites in Beijing
and on-the-job postgraduate classes in Shenzhen. The online questionnaires were
collected through a social media platform (WeChat). For the online questionnaires, the
rejection criterion was as follows: (1) the answer time was less than 500 s; (2) the error
rate of the check questions was over 75%; (3) from the same IP address. Finally, 725
valid questionnaires remained for analysis. Among the 725 respondents, 373 were from
Beijing and 352 were from other cities in China. The number of participants with
similar experience was 175 (23.9%). The average age of participants was 30 ± 14,
ranging from 18 to 60. The average driving year was 4.65 ± 5.73, ranging from 0 to 32
years. The number of male participants was 360 (50.3%).
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2.2 Measures

Demographic Variables. The demographic variables composed of age, gender,
education, marital status, number of children, annual income, driver license, driving
years.

Behavior Intention. The behavior intention was measured with 17 items. The
behavior intention was measured from five perspectives, including purchase, driver,
passenger, significant-others-usage, and pedestrians. The purchase perspective com-
posed of 3 items, such as, “If automated vehicles were available for a reasonable price,
I will buy one” (Cronbach’s alpha = .807). The perspective of drivers composed of 3
items, such as, “I’m willing to drive an automated vehicle on the road” (Cronbach’s
alpha = .899). The perspective of passengers composed of 4 items, such as, “I’d like to
ride an automated vehicle as a passenger” (Cronbach’s alpha = .865). The perspective
of significant-others-usage composed of 3 items, such as, “I will consider taking my
child/children to ride an automate vehicle” (Cronbach’s alpha = .957). The perspective
of pedestrians composed of 4 items, such as, “I’m willing to walk on a road with
automated vehicles” (Cronbach’s alpha = .938).

3 Results

3.1 Behavior Intention of the Whole Sample

General Behavior Intention. The general behavior intention to use automated vehi-
cles was collapsed across all the items. The average score was 4.48 ± 1.00. The
distribution of general behavior intention was shown in Table 1. 6.62% of the par-
ticipants were moderately or extremely willing to use an automated vehicle (score 6–7),
and 25.52% of the participants were somewhat willing to use an automated vehicle
(score 5–6). Only 30.21% of the participants were unwilling to use automated vehicles
(score < 4).

Behavior Intention in Specific Perspective

Intention of Purchase. The average score of intention to purchase an automated
vehicle was 4.10 ± 0.72. The proportion of “moderately or extremely agree” (score
6–7) was 0.97%, and that of “somewhat agree” (score 5–6) was 13.93%. And 31.59%
of the participants were unwilling to purchase automated vehicles (score < 4).

Intention of as Driver. The average score of intention to drive an automated vehicle
was 5.23 ± 1.15. The proportion of “moderately or extremely agree” (score 6–7) was
37.38%, and that of “somewhat agree” (score 5–6) was 29.52%. Only 10.07% of the
participants were unwilling to drive automated vehicles (score < 4).
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Intention of Passenger. The average score of intention to ride an automated vehicle as
passengers was 4.86 ± 1.17. The proportion of “moderately or extremely agree” (score
6–7) was 20.03%, and that of “somewhat agree” (score 5–6) was 27.86%. Only 17.52%
of the participants were unwilling to ride automated vehicles (score < 4).

Intention of Significant-Others-Usage. The average score of intention to consider
taking significant others to ride an automated vehicle was 3.85 ± 1.56. The proportion
of “moderately or extremely agree” (score 6–7) was 14.90%, and that of “somewhat
agree” (score 5–6) was 15.59%. And 43.59% of the participants were unwilling to ride
automated vehicles (score < 4).

Intention of Pedestrian. The average score of intention to walk on a road with auto-
mated vehicles was 4.29 ± 1.40. The proportion of “moderately or extremely agree”
(score 6–7) was 15.86%, and that of “somewhat agree” (score 5–6) was 20.41%. And
45.24% of the participants were unwilling to ride automated vehicles (score < 4).

Comparison of Different Behavior Intention. The average score and distribution of
each specific behavior intention were shown in Table 1.

Repeated-measures of ANOVA was conducted for the average score of different
behavior intention. The result revealed a significant effect of different behavior
intention, F (4, 2896) = 340.488, p < 0.001, η2 = 0.320. Post hoc analysis showed
that all specific behavior intention was significant with each other, ps < 0.001. The
rank of intention was as follows: driver > passenger > significant-others-usage >
pedestrian > purchase.

3.2 Comparison Between Samples with and Without Experience

General Behavior Intention. Among the whole sample, 186 respondents had expe-
rienced automated vehicles, and 535 didn’t, with 4 missing data. The independent t-test
showed that the respondents with the similar experience (4.86 ± 0.96) were more
willing than those without similar experience (4.35 ± 0.98) to accept automated
vehicles, t (719) = 6.136, p < 0.001.

Table 1. The descriptive statistics of behavior intention.

Mean (SD) Extremely
agree

Somewhat
agree

Neutral Don’t
agree

General intention 4.48 (1.00) 6.62% 25.52% 37.66% 30.21%
Intention of purchase 4.10 (0.72) 0.97% 13.93% 53.52% 31.59%
Intention of driver 5.23 (1.15) 37.38% 29.52% 23.03% 10.07%
Intention of passenger 4.86 (1.17) 23.03% 27.86% 31.59% 17.52%
Intention of significant-
others-usage

3.85 (1.56) 14.90% 15.59% 25.93% 43.59%

Intention of pedestrian 4.29 (1.40) 15.86% 20.41% 18.48% 45.24%
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Behavior Intention in Specific Perspective. For every specific perspective, we also
conducted an independent t-test to compare the two samples (see Fig. 1). The results
showed that the behavior intention was significantly higher in the sample with expe-
rience, in all specific perspectives, ps < 0.001.

4 Discussion

The present study examined the behavior intention to use automated vehicles in five
specific perspectives and the role of experience. We found that, in general, 6.62% of
the participants were moderately or extremely willing to use an automated vehicle
(score 6–7), and 25.52% of the participants were somewhat willing to use an automated
vehicle (score 5–6). And 30.21% of the participants were unwilling to use automated
vehicles (score < 4). In addition, our results showed that participants’ intention was
different from one perspective to another, as the intention to be a driver of automated
vehicles was the top one. Moreover, our survey also suggested that participants with
similar experience were more intended to use automated vehicles in all perspectives.

Our results showed that the intention to use automated vehicles as drivers was the
highest among all perspectives. One possible explanation is that drivers are mostly
benefited from the automated vehicles for they can reduce the manual effort. Following
that, the intention to ride automated vehicles as passengers ranked the second place.
Interestingly, when it comes to significant others, the intention dropped compared to
self-usage. This difference may suggest that the public still hold concerns on the safety
of automated vehicles when their children or parents are taken into consideration. The
proportion of unwillingness was highest for pedestrians, indicating that although the
drivers might not worry about the safety of automated vehicles, the pedestrians have
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Fig. 1. Comparison of behavior intention between two samples. Pur: Intention of purchase. Dri:
Intention of drivers. Pas: Intention of passengers. SN: Intention of significant-others-usage. Ped:
Intention of pedestrians.
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their own concerns. This is reasonable since the main road traffic deaths are among
vulnerable road users, such as pedestrians [9]. It is suggested that the automated-
vehicles run on enclosed roadways and do not interact with pedestrians. The intention
to purchase automated vehicles was the lowest. The low purchase willingness suggests
that the personal use of automated vehicles would be after public use. In the current
stage, it would be better to start with the public use of such technology.

The findings of our study showed that a similar experience can raise the intention to
use automated-vehicles in all perspectives. Therefore, more experience opportunities
can help with the successful implementation of the fully-automated bus in China.

In conclusion, the current survey was carried out to investigate public intention
towards the use of fully-automated vehicles, before the fully-automated bus is going to
be open to the public. In general, the Chinese people hold an inclusive and acceptable
attitude towards fully-automated vehicles. Experience and knowledge of automated
vehicles, such as taking a test ride, will help to enhance the intention to use the
automated vehicles. This survey may serve as a guide for the further deployment of
automated vehicles in China.
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Abstract. To identify differentiator of infant epilepsies diagnosis skills, eye
movement data were recorded from nineteen nurses and nine nursing school
students during performing clinical reasoning processes for the diagnosis.
Nineteen nurses includes one expert having rich experiences in caring for infants
with severe physical and intellectual disabilities, nine specialists having rela-
tively long experience as nurses in pediatrics/obstetrics as well as
research/teaching experiences in pediatrics/obstetrics department in university,
and nine intermediate nurses having relatively short experiences in
pediatrics/obstetrics department in hospital. Nine nursing students are in
2nd/3rd-year at a nursing school. In the experiment, twenty video movies
showing an infant were exposed. Each infant in the videos showed some
epilepsies-like symptoms. Each participant was asked to make his/her diagnosis
whether each of infants’ body motions may be serious or not. An expert and
specialists showed different visual perception patterns compared with other
participants. They paid more attention to a face of an infant, which is directly
connected with a major root cause of the severe epilepsies (i.e., a malfunction of
neurotransmitter function in brain), but less attention to physical symptoms such
as unintentional motion in hands/foot. Based on the results, possible interpre-
tations regarding characteristics of diagnosis strategies of expert, specialist,
intermediate nurses and nursing school students are given.

Keywords: Visual perception patterns � West syndrome �
Clinical reasoning processes

1 Introduction

1.1 Epilepsies-Like Symptoms and West Syndrome

Epilepsy is defined as a disorder of the brain characterized by an enduring predispo-
sition to generate epileptic seizures, and by the neurobiologic, cognitive, psychological,
and social consequences of this condition [1]. There are many types of epilepsies
including West syndrome, Lennox-Gestaut syndrome, Rolandic epilepsy and so forth.
In this paper, West syndrome is focused as an example of serious epilepsies.
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West syndrome is characterized as a severe epilepsy syndrome. This occurs in
between 3–7 months old [2]. It is conjectured that the cause of the syndrome is a
malfunction of neurotransmitter function in brain. As symptoms of the syndrome, brief
but not so frequent attacks are observed. In typical cases, sudden flexions occur in a
tonic style of the body, arms and legs, periodically. The typical symptoms of the West
syndrome, such as brief attacks found in arms, are very similar with those of
unproblematic primitive reflexes (e.g., Moro reflex). Caused by the similarity, it is quite
challenging for doctors/nurses to accurately detect potential infant patients having
severe disease (e.g., West syndrome).

1.2 Objective

One of the most critical clinical processes in infant epilepsies diagnosis is to detect
abnormal symptoms by careful observations of infants showing epilepsies-like body
motions. This process can be characterized as a mixture of intuitive and analytical
processes. In some cases, the former process (i.e., intuitive process) seems to be a key
factor to make better clinical decisions. Considering the background, the objective of
the present study is to identify differentiator of infant epilepsies diagnosis skills by
analyzing eye movement data obtained in experiments.

2 Experiment

2.1 Participant

Nineteen nurses specializing in maternal/child nursing and nine students at a nursing
school participated in our experiment. The nineteen nurses were divided into three
groups of expert (1), specialist (9) and intermediate (9). An expert was a university
researcher working in a department of nursing. She had more than 20-year experience
in a hospital, and had more than 11-year experience in a special hospital for infants
with severe physical and intellectual disabilities. Nine specialists had relatively long
experience (more than 10 years) as nurses in pediatrics/obstetrics department in hos-
pitals. They were also working as university researchers in nursing departments at
several universities. Nine intermediate nurses are now working in obstetrics department
in hospitals. Their years of experiences ranged from 5–10. Additionally, nine nursing
students majoring in nursing science at an identical nursing school (2nd or 3rd year)
participated in our experiment. In total, the participants consisted of the following four
groups: Expert, Specialist, Intermediate and Student.

2.2 Stimuli

Twenty of 30-s video movies each of which showed an infant were exposed. Each of
infants in the videos showed some body motions similar to typical epilepsies-like
symptoms, but not all of them were caused by severe health problems. The severe cases
in the movies are those of the West syndrome.
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2.3 Apparatus

Eye movement recording was conducted with either Tobii X3-120 eye tracker (Tobii
Technology) or TalkEye III (Takei Scientific Instruments).

2.4 Procedure

On arrival, a participant was given a detailed explanation about the task to make his/her
diagnosis decisions whether each of infants’ body motions were relating to some
serious cause or not. Then he/she was escorted to the display with eye tracking system.
After calibration procedure, each one of twenty video movies were started to play. The
participants eye movement were recorded during playing the twenty movies.

3 Result

3.1 Data Processing

According to Blascheck’s eye movement data taxonomy [3], there exists one category
called “dwell” in eye movement visualization techniques. The dwell is referred to as a
condition where a specific area of interest (AOI), which is determined by considering
semantic information involved in visual stimuli, is continuously looked at. In other
word, a dwell is successive fixations if the fixations are within a specific AOI. The
reason why the dwell was adopted in our data analysis is caused by the fact that we
used two different types of eye tracking system. To elicit gaze patterns from raw eye
movement data, we first determined AOIs in movies. As for infant body, we classified
it into the following seven AOIs: Head, eye, mouth, upper arm, forearm, trunk and leg.
Then we counted the number of dwells for each AOI and measured their duration.

Based on the durations of dwell for each AOI, gaze patterns were analyzed in
terms both of holistic attention allocations and attention allocations just after
epilepsies-like symptoms (i.e., motions in some places in infant body that may be
unintentional/problematic ones.) In order to analyze holistic attention allocations,
cumulative durations of dwell for each AOI were obtained for each participant. As for
attention allocations just after epilepsies-like symptoms, this was analyzed by focusing
on data around occurrence of the symptoms.

Table 1 summarizes the rate of duration for each AOI (holistic and after symptoms)
for each participant group. The durations were calculated by summing up all durations
for each AOI in each group. As for the data in after symptoms condition, we calculated
the rates by using eye movement data for 3 s just after some symptom was observed.

3.2 Holistic Attention Allocation

By comparing the rates of duration of dwell for each AOI among four groups, we can
find clear tendency along with expertise level. We think that the expertise level in
infant epilepsies diagnosis is sophisticated in the following order: Student, interme-
diate, specialist and expert. It is conspicuous that more attention is paid to eyes by well-
skilled nurses (i.e., Expert and specialist nurses). Expert and specialist nurses seemed to
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recognize that areas near eye (eye, head and mouth) are key areas since most of their
attention was paid to very specific areas. The intermediate nurses seemed very close to
the well-skilled nurses. As for nursing school students, however, they seemed to pay
attention more widely. We can interpret that well-skilled nurses tended to pay their
attention to eyes, while others tended to pay their attention to whole part of infant body.

3.3 Attention Allocations After Epilepsies-like Symptoms

As for the tendency in attention allocations after epilepsies-like symptoms, no clear
difference was found from holistic attention allocations. Even though some problematic
body symptoms occurred, the participants’ attention allocation strategy seemed not to
be influenced.

4 Discussion

Considering the background/experience of expert and specialist nurses, we can expect
that they have rich knowledge about the West syndrome and its phenomenology. The
West syndrome’s major root cause is a malfunction of neurotransmitter function in
brain. This root cause is directly connected with not only unintentional motion in hands
or foot, but also some unnatural eye movements. In primitive reflexes like Moro reflex,
for example, unnatural eye movement is not observed in general. From our data, we
can interpret that the well-skilled nurses paid more attention to face of an infant, which
is directly connected with a root cause of the West syndrome (i.e., some malfunction of
neurotransmitter function in brain), but less attention to physical symptoms such as
unintentional motion in hands/foot. As a monitoring strategy, they may try not to miss
critical sign of brain-related symptom during diagnosing infant epilepsies by keeping
their gazes to eyes of the infant at any moment. As for nursing school students, they
learnt basics of West syndrome in lectures. Their gaze pattern showing widely allocated
attention tendency may reflect that they adopted an analytical process during diag-
nosing where each part of infant body was scanned.

Table 1. Rate of duration of dwell for each AOI

AOIs Expert Specialist Intermediate Student

Holistic After
symptoms

Holistic After
symptoms

Holistic After
symptoms

Holistic After
symptoms

Head 16.5% 14.4% 2.9% 4.0% 5.3% 8.6% 14.8% 17.1%
Eye 66.5% 71.9% 64.6% 63.2% 60.3% 59.1% 44.7% 42.4%
Mouth 2.9% 3.7% 16.5% 19.0% 12.0% 16.6% 10.9% 10.6%
Upper arm 1.0% 0.6% 1.9% 1.5% 1.9% 2.2% 3.3% 3.7%
Forearm 2.6% 2.6% 1.6% 3.0% 2.4% 3.2% 6.1% 6.3%
Trunk 2.3% 6.4% 2.3% 2.3% 2.4% 1.8% 3.9% 1.9%
Leg 7.8% 0.5% 9.4% 7.0% 11.9% 3.5% 9.5% 8.2%
Others 0.4% 0.0% 0.8% 0.0% 3.9% 5.1% 6.9% 9.8%
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There is clear convergence between the tendency found in our data analysis and
previous visual expertise research in medical domain. As a grand tendency, it is said
that expert tends to fixated to task-related key areas (such as areas directly connected
with abnormality in mammograms tasks) more compared to novices [e.g., 4] Our result
showing that the well-skilled nurses paid much of their attention to eyes and tried to
keep it seems to coincides with the previous eye movement data-based expertise
research in medicine.

5 Conclusion

This paper analyzed eye movement data during diagnosing infant epilepsies-like
symptoms obtained from four different level of skill groups. We examined the tendency
in both of holistic attention allocation and that just after epilepsies-like symptoms. By
comparing the tendency among four nurses groups, we could identify well-skilled
nurses’ clear characteristics of the attention allocation processes. The well-skilled
nurses tried to keep giving their attention to eyes of infant, meaning that they may
recognize that the eyes were critical area since they are directly relating to the root
cause of the West syndrome.

As a follow-up study, we are now conducting a research where medical doctors’
eye movement data are recorded during performing the identical tasks. In the data
analysis, the individual differences in gaze patterns will be examined by considering
their expertise levels/clinical experiences. We also plan to discuss convergence
between the tendency found in nurses and doctors.
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Abstract. Separation anxiety in dogs is a common condition that is manifested
by destructive behavior when dogs are left alone. The most successful treatment
for canine separation-related problems requires dog’s behavior modification via
a time consuming training. Moreover, this type of training needs a high com-
mitment from the dog’s owner. Here, a canine wearable interface connected to a
mobile application was designed to monitor and guide a training program
aiming at behavior modification in dogs. The objective was to design a system
that enhances user engagement while monitoring dog’s biometrical signals.
Preliminary testing of the system revealed significant behavior changes. Sig-
nificant decrease in dog’s overall destructive behavior was recorded. Specifi-
cally, when using the technology-enhanced vest, dogs were quieter and reduced
their anxious movements. These preliminary results support the idea that
technology-enhanced training is a feasible alternative to motivate and guide
owners to implement separation training with their dogs.

Keywords: Wearable � Separation anxiety � Dog training

1 Introduction

Dogs are highly social animals capable of forming social attachments to members of
their own or other species [1]. However, the ease to form social attachments also make
them prone to disruptive behavior when separated. Indeed, separation anxiety in dogs is
a common condition and is manifested by dogs adopting destructive behavior when left
alone, like barking, chewing or eliminating in the house [2]. One of the most successful
treatment for canine separation-related problems is behavior modification. Particularly,
systematic desensitization combined with counter-conditioning has proven to be a
successful solution that does not involve expensive medication [3]. However, to
implement such a strategy the owner requires a strong commitment. Here, a
technology-enhanced training system that guided owners through the behavior modi-
fication process was developed. The objective was to design a system that improves
user engagement and uses biometric feedback from the dog.
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2 Methods

The system is divided in two main components: a wearable vest and a mobile appli-
cation. The vest communicates with the mobile application via Bluetooth and the
Internet. The mobile application monitored the process of the behavior training for the
dog and guided the owner through the different exercises in the separation anxiety
training routine.

2.1 Wearable Design

The wearable vest (see Fig. 1) included an inclinometer, four vibro-tactile actuators, a
Bluetooth module, a power module and an e-textile microcontroller (LilyPad Arduino).
All electronic components were sewed using conductive thread. The vest was designed
for dog’s comfort using soft but durable breathable materials. The upper part of the vest
used an anti-fluid type of cloth to prevent water to access the electronic components.
Moreover, to enable testing of different breeds of dog, the vest used a one size fits all
design using adjustable Velcro strap and buckles for improved fit.

The inclinometer values were used by the system to predict the dog’s behavior
using their movement. The inclinometer was positioned at the back of the dog’s neck
and transmitted data via Bluetooth to the stand alone application connected to the
internet (see Fig. 2B). The inclinometer monitored three dimensional accelerations,
three dimensional angular velocities and three dimensional angles of the module. To
calibrate the system and to build the behavior predictive model for each dog, a cali-
bration period was performed. In this calibration phase, the user had to label the
behavior of the dog using the mobile application. After the calibration period, a
behavior prediction model for each dog that participated was developed using machine
learning techniques and the data outputs of the inclinometer.

Fig. 1. A schematic view of the wearable system.
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The four vibro-tactile actuators serve as stimuli to be used as counterconditioning
when the system classified the dog’s behavior as anxious. The system was design such
that the vibro-tactile stimuli was interpreted by the dogs as a positive stimulus similar
to a petting session with the owner. This association between the vest tactile stimuli as
a positive interaction must be trained to the dog. The mobile application has a cali-
bration module designed for ensuring that this association was met.

2.2 Mobile Application Design

On the other hand, the mobile application was designed to guide the use of the system
allowing the owner to personalize and record dog’s training process. The vest com-
munication is via Bluetooth to a local host computer. The computer uses a cloud-based
database service to record each event. The mobile application was connected to the
cloud-based database via the Internet (see Fig. 2B). Moreover, the mobile application
was designed to contain three modules and allowed training control and fostered
motivation for continued monitoring of the training (see Fig. 2A).

Fig. 2. Mobile application design. The left side 2A shows a mockup version of the main
features of the mobile application. The right side 2B shows the communication schematic of the
system.
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The first module of the mobile application allowed the personalization of the
training. In this module, all information about the training configuration were set al-
lowing dog and owner characterization based on time scheduling and goal expectations
in time. Moreover, the module provided guiding through the necessary calibration of
the vest’s actuators and sensor based on the particular dog’s behavior. The calibration
routine was set as a list of activities needed to be performed by the owner and dog to
characterize the particular biometrics of the dog.

The second module was the training breakout and activity guide tailored to the
specific dog. The designed training session take into account the information recorded
in the calibration phase. Furthermore, each training session had a video explanation of
the routine. When the owner was ready to begin, the mobile application guided the
interaction with the dog and monitored the dog’s biometrics. In the latter phases of the
training, the behavior predictive model activated automatically the actuators depending
on the state of the dog.

Finally, the third module was a report visualization module, targeting at showing
the history of the training to evaluate performance and to boost motivation.

2.3 Experimental Design

The system’s modules were tested using five dogs. Three of the dogs were Beagles, one
was a Pug and the other was a Schnauzer (see Fig. 3). All dog owners were informed
about the purpose of the study and consented voluntarily to participate.

First, a video recording of all dogs when they were left alone was taken to analyze
the particular anxious behavior of the dogs in a separation condition. After the video
was taken, each owner had to fill a questionnaire when watching and rating the video.
The owner had to fill the perceived behavior modification of their dogs using a 5-step
Likert scale. The questionnaire asked to describe the behavior in four main categories:
perceived anxious vocalizations, perceived physical distress, perceived destructive
behavior and perceived aggressiveness towards people.

Perceived anxious vocalizations referred to the amount of barking, howling, crying
and growling made by the dogs while alone, as perceived by their owners. Perceived
physical distress referred to the physical uneasiness displayed by the dog’s anxious

Fig. 3. Subjects of the study.
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motion and other body language, like having their ears back or their tail tucked
between the legs. Perceived destructive behavior was the amount of perceived damage
the dog inflicted when left alone, for example, when dogs scratched walls or bit objects
and furniture. Finally, the perceived aggressiveness towards people referred to the
perception of hostile behavior when strange people approached them.

After the characterization of the severity of the separation anxiety problem, the
owners were instructed to familiarize the dog with the vest. Then, they had to calibrate
both the sensor and the actuators. The mobile application suggested different activities
to be able to perform this calibration as fast as possible. After the calibration was
completed, the training could start. The owners were instructed to put the vest on the
dog and leave. Video was recorded while the dog was alone wearing the vest. Using the
same questionnaire and new video, owners were asked to describe the dog’s behavior.
Moreover, movement of the dogs was analyzed to determine the differences between
vest and no vest conditions.

3 Results

Preliminary testing of the system revealed significant behavior changes in the dogs.
Particularly, a statistically significant decrease (t(5) = 2.8; p < 0,05) in their overall
destructive behavior was recorded (see Fig. 4). Indeed, dogs without the vest were
significantly perceived as more destructive (m = 3.5; SD = 2.3) than when they had the
system on (m = 1.6; SD = 1.0). On the other hand, no statistically significant differ-
ence was achieved for the other three behavior categories in spite of being perceived as
being on average lower for the condition when dogs wore the system.

Fig. 4. Results of the perceived behavior modification for the dogs.

438 C. Arce-Lopera et al.



Using the video recordings, analysis of the dog’s movement revealed that the dogs
reduced their anxious movements when wearing the vest. Figure 5 shows the overview
of the location of the dog Fig. 3C as a two dimensional heat map for both conditions:
wearing the vest (see Fig. 5B) and without the vest (see Fig. 5A). This example
showed that the system prevented dogs to wander in the enclosed space when left
alone. This pattern was consistent for all dogs.

In-depth interviews with dog’s owners revealed that the vest was comfortable for
their dogs and did not restrict their movement. Also, the owners perceived decrease in
all negative behaviors related with separation anxiety. However, full continued training
sessions with the dogs remain to be performed to assess the real impact of the system
on dog’s behavior. Also, the mobile application needs to evaluate the user engagement
as the application design emphasized ways so the owner had a high motivation and
persisted with the training. Finally, the vest needs to incorporate an efficient energy
control and management to be able to record dog’s behavior for long-lasting training
sessions.

4 Conclusion

These preliminary results support the idea that technology-enhanced training is a
feasible alternative to motivate and guide owners to implement separation training with
their dogs. Further research is needed to implement the training in different days and
test for long term effects.
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Fig. 5. Heat map of the movement of dog Fig. 3C. The left image 5A shows the movement of
the dog when left alone in the balcony without wearing the system. The right image 5B shows
the movement when the dog is wearing the technology-enhanced vest.
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Abstract. There are three points in the current situation and problems of health
education for urban elderly in China. First, the health education service for the
elderly adults is simple and with low technology. Second, the service object is
narrow to the sick people. Third, because of the decline of the information
contact ability, the elderly adults have some difficulties in learning health
education information. To use persuasive strategies to improve the educational
effect with the help of the new technology is a good choice for them. Therefore,
this paper focuses on using the Persuasive Strategy Design(PSD) to promote
elderly adults participation in health education.
Research methods: The Likert five scale was used to investigate the seniors’

perception experience evaluation on the questionnaire of interactively persua-
sive strategies. The evaluation data was analyzed by Spass 20. The most
important strategic factors were extracted by the factor analysis for the elderly
adults to accept health education easily. Then these strategies were explained to
help design a health education prototype to meet needs of the elderly adults.

Keywords: Aging � Health education � Persuasive strategy � Interaction design

1 Introduction

1.1 Problems of Aging Population Development and Health Education

With the acceleration of population aging, the issue of health care is attracting more
and more attention in China. By the end of 2010, China’s population over the age of 60
has reached 178 million, accounting for 13.26% of the total population. In 2008, the
results of the national health service survey showed that by the end of June 2012, the
number of people aged 65 and above was 97 million 122 thousand, and half of them
had been suffering from a variety of chronic diseases. If the corresponding health
education and health management is 5-10 years ahead of schedule, the incidence of the
elder adults will be reduced, which will reduce social medical insurance by a large
proportion.

Health education is an important part of the health management system for the
elderly. The aim is to make elder adults get necessary health knowledge that are
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beneficial to physical and mental health through various organized activities, to prevent
and reduce the occurrence of senile diseases, enhance physical and mental health and
prolong life [1, 2].

1.2 Persuasive Technology

The persuasion theory was first put forward by Fogg [3], an experimental psychologist
at Stanford University. Persuasive technology was defined as an interactive computing
system to form, change or enhance people’s attitudes and behaviors. This theory is built
on the basis of psychology and behavior research, and has been valued gradually along
with the development of information technology.

Persuasive design (PSD) is a new field of research. System Process Model (Oinas-
Kukkonen and Harjumaa) [4] is a model of persuasive design for information system
based on previous research. This model is composed of three different parts:

(1) understand the key factors behind the persuasive system; (2) analyze the per-
suasion background; (3) choose and design the system strategy. It gives seven
assumptions behind the persuasion system, and proposes a framework model for
improving the persuasive effect of the system, which is mostly used in the design of the
information architecture of the interaction system.

1.3 The Practical Significance of Persuasive Theory in Health Education

The theory of persuasion is the basis for the development of information technology [5,
6]. The research content is how to make it easier for the elderly to accept the infor-
mation of health education in a non coercive way through persuasive design [7].

In 2013, Suggestions on Promoting the Development of Health Service Industry
was proposed to promote the development of the medical information industry, make
full use of the existing information and network facilities, and realize the sharing of
medical security, medical services, health education and other information as soon as
possible [8].

In conclusion, it is important to improve the health education level of the elderly by
persuasive technologies. The study of the persuasive design theory and the persuasive
design methodology established in the health field will contribute to the innovation of
the intelligent service and the health education, and make a positive contribution to the
“healthy aging” goal of the aging society in China.

2 Factor Analysis Method

The factor analysis method is a statistical analysis method, which is based on the
dependence of the research variables, and some complex variables is summed up into a
few comprehensive factors. The four basic steps in the factor analysis are as follows:
(1) To confirm the original variables to be analyzed is suitable for factor analysis.
(2) To structure factor variables. (3) Rotation matrix is used to make factor variables
more interpretable. (4) The name and interpretation of factors are done.
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3 Factor Analysis of Persuasion Design Strategy

3.1 Questionnaire Design

The health questionnaire is designed according to three steps: first is to compare the
existing persuasion design models according to the literature retrieval at home and
abroad. The second is to design the questionnaire according to the special needs of the
persuasive design model (Oinas-Kukkonen and Harjumaa) and the health education
interactive system. The third is to modify the factors in the questionnaire according to
expert consultation and small-scale user research.

The subjects of this study were people over 50 years old. The subjects were asked
to evaluate the persuasive strategy of health education in the questionnaire. The scores
are set by the Likert five scale, of which 1 represents very disapproved, 5 represents
very agreeing, and 3 represents indifferent. Finally, 300 questionnaires were issued
online and offline, and 287 were recovered, with a recovery rate of 95.7%.

3.2 Questionnaire Analysis

The factor exploration method is used to analyze the data with SPSS software as
follows (Table 1):

Factor analysis requires strong correlation between original variables. In KMO
(Kaiser-Meyer-Olkin) test, if KMO value is closer to 1, it is more suitable for factor
analysis. In this case KMO > 0.8 which is considered very suitable for factor analysis.
The significance coefficient of Bartlett’s sphericity test is 0, which is less than 0.01. It
means that this study reaches a remarkable level (Table 2).

Table 1. KMO and Bartlett’s Test

Kaiser-Meyer-Olkin Measure of Sampling
Adequacy

.923

Bartlett’s Test of Sphericity Approx. Chi-Square 10453.578
df 595
Sig. .000

Table 2. Total variance explained

Component Initial eigenvalues Extraction sums of squared
loadings

Rotation sums of squared
loadings

Total % of
variance

Cumulative % Total % of
variance

Cumulative % Total % of
variance

Cumulative %

1 20.074 57.355 57.355 20.074 57.355 57.355 5.389 15.397 15.397

2 1.465 4.187 61.542 1.465 4.187 61.542 5.311 15.175 30.572

3 1.184 3.384 64.925 1.184 3.384 64.925 5.219 14.911 45.483

4 1.175 3.358 68.283 1.175 3.358 68.283 4.647 13.278 58.762

5 1.006 2.876 71.158 1.006 2.876 71.158 4.339 12.397 71.158
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According to the factor analysis, 5 main factors are extracted, and characteristic
root values are more than 1, accounting for 71.158% of the total variance, which can
explain most of the differences of variables. These 5 factors are the main factors that
constitute the 35 project variables of the original questionnaire. This extraction effect
can also be seen from the scree plot. It is appropriate that 5 factors were extracted
before the sharp turning of the curve.

In order to clearly explain the meaning of the main factor, the factor matrix is used to
carry out variance maxima orthogonal rotation to get a project with high load on every
main factor. The contents of each item and the value of the load are as follows (Table 3):

3.3 Factor Analysis

The five categories of factors that have the greatest contribution to the results of the
analysis are named as follows: F1 “Factor of value-added service”, F2 “Factor of
system trust support”, F3 “Factor of major task support”, F4 “Factor of Game strategy”
and F5 “Factor of incentive mechanism”. These five factors account for 71.158% of the
total contribution. Designing and improving these five factors will greatly enhance the
perceived satisfaction of elderly users to the health education system. Factor inter-
pretation is as the Table 4 below.

Table 3. Rotation matrix

Factor1 Factor2 Factor3 Factor4 Factor5
Variable Load

value
Variable Load

value
Variable Load

value
Variable Load

value
Variable Load

value

E33 .676 E20 .736 E1 .676 E28 .780 E25 .759
E34 .672 E2 .632 E35 .624 E26 .666 E29 .631
E10 .616 E23 .632 E19 .609 E7 .658 E30 .592
E12 .609 E11 .591 E21 .590 E6 .621 E17 .583
E8 .580 E4 .561 E5 .568 E16 .590 E15 .508
E14 .549 E31 .551 E3 .522 E27 .515
E22 .543
E18 .519

Table 4. Factor Interpretation

Factor Subitem Content

F1 Value-added service E33 Buying medicine service
E34 Interpretation of medical information
E10 Feedback of graphic information
E12 Medical help
E8 Emotional supervision
E14 remind
E22 Clear guidance
E18 Interface professionalism

F2 System Trust Support E20 Interface for the elderly
E2 Simulation process

(continued)
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4 Conclusions

Through literature review, the persuasive theory is introduced. The study was con-
ducted in the way of interviews and small seminars. At the same time, persuasion
strategies were analyzed by the methods of online and offline questionnaires, and five
major factors of health education for the elderly were found by factor analysis. Finally,
based on the above research results, the interactive prototype of health education APP
for elder adults is designed to explore the health education mode which is more in line
with the Chinese elderly needs and Chinese culture.
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Sciences Research of the Ministry of Education, No. 17YJCZH055. This paper is supported by
the Shanghai Open Fund for Class IV Top Disciplines of Design in 2018, No. DA18304. This
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Table 4. (continued)

Factor Subitem Content

E23 Authoritative

E11 Historical information record
E4 Health monitoring
E31 First aid measures

F3 Major Task Support E1 Reduce the amount of information
E35 Imitation and guidance
E19 Privacy protection
E21 Convenience and reliability
E5 Diet information
E3 Individualization

F4 Game strategy (E16, Exchange
of Accumulated points)

E28 Cooperative question and answer
E26 Competitive learning
E7 Sleep supervision
E6 Sports supervision
E16 Exchange of accumulation point
E27 Game learning

F5 incentive mechanism E25 Making friends
E29 Social incentive
E30 Interest
E17 Medal incentive
E15 Ranking incentive
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Abstract. Guidelines for Physical Activity (PA) include a minimum of
150 min of moderate PA each week for adults, and at least 60 daily minutes of
moderate-to-vigorous PA for youth aged 6–17 years. The burden to monitor
self-compliance lies on the individual and involves tracking content, intensity,
and temporal breakdown of daily activities while delineating these as light-,
moderate-, or vigorous-intensity. Presenting PA recommendations as steps per
day makes them more accessible. Inaccurate step counts can mislead individuals
looking to meet recommendations using a step count paradigm. This research
evaluated the degree to which wrist and hip worn activity trackers misattribute
steps to non-ambulatory activities and overestimate total step count. An adult
male (age: 41 years; height: 1.7 m; mass: 74 kg) wore a Fitbit Versa and Apple
Watch on his wrist and a Withings Go and an Apple iPhone 7-deployed
Pedometer++ application on his lateral hip. The participant walked and ran for a
total of 84 and 100 steps, respectively, and performed 20 vertical jumps, 20
bilateral hops, 20 squats, and 20 sit-to-stand tasks. The mean step count and
percent error between observed step count and total step count output from each
device were calculated. Fitbit Versa, Apple Watch, Pedometer++, and Withings
Go overestimated total step count by 110%, 126%, 48%, 97%, respectively. It
was concluded that both low- and high-end commercial activity trackers attri-
bute steps to non-ambulatory activities and consequently overestimate step
count. This can mislead individuals who rely on these activity trackers to
monitor their step count. Therefore, there is need for algorithms with improved
activity recognition.

Keywords: Commercial activity trackers � Step count � Wrist worn sensors �
Physical activity recommendations � Non-ambulatory activities

1 Introduction

Recurrent physical activity (PA) is critical to controlling or preventing excessive body
weight and decreasing the risk of adverse metabolic outcomes, including many types of
cancer [1, 2]. Physical Activity Guidelines for Americans recommends a minimum of
150 weekly minutes of moderate PA for adults, and at least 60 daily minutes of
moderate-to-vigorous PA for children and adolescents aged 6–17 years [2]. Although
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the requisite PA level to maintain a healthy weight or decrease excess body weight
would expectedly vary between individuals, it is commonly thought that for many,
greater than 150 weekly minutes of moderate-intensity PA is necessary to maintain
their current weight [2, 3]. PA tends to prevent weight gain when done at moderate- or
vigorous-intensity and is aerobic in nature [2]. Monitoring self-compliance necessitates
that an individual tracks the content, intensity, and temporal breakdown of their daily
activities and delineate them as light-, moderate-, or vigorous-intensity PA. There has
been a strong interest among researchers to present PA recommendations as number of
steps accumulated over the course of different temporal scales, in order to make them
more accessible and tractable to the lay public.

De Craemer et al. [3] found varying step count equivalents depending on the
regression cut-point used; therefore, they proposed a daily step count of 11,500 to
approximate 180 min of PA activity in preschoolers. Conversely, Gabel, et al. [4]
proposed that 6000 steps approximate 180 min of daily PA. Guidelines for American
children 3–5 years old have since been updated from 180 daily minutes to being
physically active throughout the day [2]. Tudor-Locke, et al. [5] concluded that
walking at an average cadence of 100 steps per minute correspond to moderate-
intensity among young adult males and females. Silva, et al. [6] suggested 12,000 daily
steps as the optimal count for children and adolescents for meeting PA recommen-
dations. Fitbit encourages a goal of 250 steps every hour to break up sedentary
behavior and engender healthy benefits.

Biomechanically, a step is the interval between initial contact on one foot and initial
contact on the contralateral foot along the plane of progression [7, 8]. While lateral hip
wear is considered optimal for tracking PA, it likely constitutes a new habit and may
require reeducation for many users. Hip-worn accelerometers do not detect activities
like cycling [9, 10]. Wrist watches are widely used accessories. Wrist-worn activity
trackers (equipped with time display) seamlessly fit into everyday sartorial habits,
thereby precluding the need for user re-education. This may explain the ubiquity of
wrist-worn commercial activity trackers. Although pedometers and accelerometers
have demonstrated convergent and criterion validity (i.e., for step count) during run-
ning and walking [11, 12], the extent to which wrist- and hip-worn accelerometers may
misattribute steps to non-ambulatory activities and consequently overestimate step
count is not lucid.

The purpose of this research was to evaluate the degree to which both wrist worn
and hip worn activity trackers misattribute steps to non-ambulatory activities and
misestimate overall step count.
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2 Experiment

2.1 Protocol

An adult male (age: 41 years; height: 1.7 m; mass: 74 kg) wore a Fitbit Versa (Fitbit,
San Francisco, CA) and Apple Watch (Apple Inc., Cupertino, CA) on his right and left
wrists, respectively. The participant also secured a Withings Go tracker (Nokia, Espoo,
Finland) and an Apple iPhone 7-deployed Pedometer++ application (Cross Forward
Consulting LLC) to his lateral hip using an attached clip and an elastic waist band,
respectively. The participant walked and ran for a total of 84 and 100 steps, respec-
tively, on a non-motorized single belt CURVE treadmill (WOODWAY, Waukesha,
WI). The participant then performed 20 vertical jumps, 20 bilateral hops (at their
preferred frequency), 20 squats and 20 sit-to-stand tasks. A sit-to-stand task was
delineated as rising from a seated position in a chair (i.e., with hips and knees at
approximately 90o flexion) to a fully upright standing position (i.e., with the hips and
knees at approximately 180o extension), and lowering back down to a seated position.
The participant performed three separate trials of each task. The frequency of each task
criterion, e.g., number of steps and jumps, was counted by a direct observer. Texas
A&M University – Corpus Christi Institutional Review Board approved this study.

2.2 Data Analysis

The number of steps on the respective device application dashboards were recorded
before and after each task. The difference between the initial and final step count was
the step attributed to the task by the device. The mean and standard deviation (SD) of
the step count were calculated across three repeated trials for each device. Corre-
sponding coefficients of variation (i.e., quotient of SD and mean expressed as a per-
centage) were also calculated. The percent error between directly observed step count
and overall step count output from each device was calculated.

3 Results and Discussion

The current work explored the degree to which commercial activity trackers increment
step count during non-ambulatory activities. Fitbit Versa, Apple Watch, Pedometer++,
and Withings Go had errors of 4%, 1%, 0.4%, and 1% (Fig. 1a), respectively, for
running; the respective errors for walking were 11%, 8%, 5%, and 2% (Fig. 1b). The
increased errors for walking are consistent with previous findings of decreased
pedometer accuracy at slower ambulatory speeds [11]. Each device (even when worn
on the hip) incorrectly attributed steps to non-ambulatory tasks (Figs. 1c–f) and con-
sequently overestimated overall step count by considerable margins (Table 1). This
work has several limitations, including the absence of hypothesis testing owing to the
sample size. The research needs to be furthered with additional participants and more
non-ambulatory tasks, including hand clapping.
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Fig. 1. Steps attributed (by devices) to (a) running, (b) walking, (c) vertical jumping,
(d) hopping, (e) squatting, and (f) sit-to-standing

Commercial Activity Trackers Overestimate Step Count 449



0 10 20 30 40 50

Number of Hops
FitbitVersa

Apple Watch
Pedometer (Mobile Phone)

Whi ngs Go

Number of Steps A ributed by Device

(d)

-20 0 20 40 60 80 100

Number of Squats
FitbitVersa

Apple Watch
Pedometer (Mobile Phone)

Whi ngs Go

Number of Steps A ributed by Device

(e)

-20 0 20 40 60 80 100

Number of Sit-to-stands
FitbitVersa

Apple Watch
Pedometer (Mobile Phone)

Whi ngs Go

Number of Steps A ributed by Device

(f)

Fig. 2. Steps attributed (by devices) to (a) running, (b) walking, (c) vertical jumping,
(d) hopping, (e) squatting, and (f) sit-to-standing

Table 1. Overall step count error by device

Device Total step count attributed Actual/Observed step count Percent error

Fitbit versa 387 184 110%
Apple watch 415 184 126%
Withings go 272 184 48%
Pedometer++ 363 184 97%
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4 Conclusion

It was concluded that both low- and high-end commercial activity trackers attribute
steps to non-ambulatory activities and consequently overestimate step count. This can
mislead lay individuals who rely on achieving their PA goals by monitoring their step
count. There is a need for algorithms with improved activity recognition, especially
while leveraging the popularity of wrist worn sensors.

References

1. Lauby-Secretan, B., et al.: Body fatness and cancer-viewpoint of the IARC working
group. N. Engl. J. Med. 375, 794–798 (2016)

2. Physical Activity Guidelines for Americans, 2nd edn. U.S. Department of Health and
Human Services (2018)

3. De Craemer, M., De Decker, E., De Bourdeaudhuij, I., Verloigne, M., Manios, Y., Cardon,
G.: The translation of preschoolers’ physical activity guidelines into a daily step count target.
J. Sports Sci. 33, 1051–1057 (2015)

4. Gabel, L., et al.: Step count targets corresponding to new physical activity guidelines for the
early years. Med. Sci. Sports Exerc. 45, 314–318 (2013)

5. Tudor-Locke, C., Sisson, S.B., Collova, T., Lee, S.M., Swan, P.D.: Pedometer-determined
step count guidelines for classifying walking intensity in a young ostensibly healthy
population. Can. J. Appl. Physiol. 30, 666–676 (2005)

6. Silva, M.P., Fontana, F.E., Callahan, E., Mazzardo, O., De Campos, W.: Step-count
guidelines for children and adolescents: a systematic review. J. Phys. Act. Health 12, 1184–
1191 (2015)

7. Whittle, M., Richards, J., Levine, D.: Whittle’s Gait Analysis. Churchill Livingstone,
London (2012)

8. Winter, D.A.: Biomechanics and Motor Control of Human Movement, 4th edn. Wiley,
Hoboken (2009)

9. Bassett Jr., D.R., Ainsworth, B.E., Swartz, A.M., Strath, S.J., O’Brien, W.L., King, G.A.:
Validity of four motion sensors in measuring moderate intensity physical activity. Med. Sci.
Sports Exerc. 32, S471–S480 (2000)

10. Hendelman, D., Miller, K., Baggett, C., Debold, E., Freedson, P.: Validity of accelerometry
for the assessment of moderate intensity physical activity in the field. Med. Sci. Sports
Exerc. 32, S442–S449 (2000)

11. Tudor-Locke, C., Williams, J.E., Reis, J.P., Pluto, D.: Utility of pedometers for assessing
physical activity: convergent validity. Sports Med. 32, 795–808 (2002)

12. Godfrey, A., Del Din, S., Barry, G., Mathers, J.C., Rochester, L.: Instrumenting gait with an
accelerometer: a system and algorithm examination. Med. Eng. Phys. 37, 400–407 (2015)

Commercial Activity Trackers Overestimate Step Count 451



iGlow: Visualizing a Person’s Energy Level
Through Hand Motion

Triet Minh Huynh, Bhagyalakshmi Muthucumar,
and Dvijesh Shastri(&)

Department of Computer Science and Engineering Technology,
University of Houston-Downtown, Houston, TX, USA
{huynht32,muthucumarb1}@gator.uhd.edu,

shastrid@uhd.edu

Abstract. This research proposes a novel approach of providing fitness feed-
back in wearable devices. Current fitness wearables on the market primarily
provide statistical feedback in the forms of graphical representations of the
collected data such as activity tread lines, activity rings, activity bars, etc. We
propose a wearable wristband with a built-in LED whose light intensity is
altered according to the users’ physical activity – higher the activity level
brighter the LED light. More specifically, we have designed and developed an
Arduino-based prototype device that collects accelerometer data from hand
motion, and then maps the hand motion data into light intensity. Such a device
can have numerous applications in health and fitness as well as for entertainment
purpose, as the device can emit light accordingly to hand motion, which gives
users visual feedback/cues on their energy exertion.

Keywords: Fitness wearables � Physical activity � Accelerometer

1 Introduction

Recently, there has been a surge in demand for “smart” devices such as Apple Watch,
Samsung Watch, or Fitbit due to their ability to provide fitness feedback which acts as a
reward to help motivate users to stay on the fitness track. The feedback is typically in
the forms of graphical representation (e.g., activity tread lines, activity ring, activity bar
graphs) of the physical activity data such as number of steps or calories burned.
Through this research, we propose a different fitness feedback approach. We introduce
a wearable wristband that maps physical activity data to light intensity of a built-in
LED on the surface of the wristband. Depending on the brightness of the LED, the
users will be aware of how vigorous they are performing a particular physical activity,
so that they can strive to adjust their effort accordingly. This visual form of feedback is
both more straightforward and convenient compared to the statistical feedback. The
proposed device can use not only for fitness activities but also for entertainment pur-
pose such as a dance party.

Our research was inspired from a case study that was conducted to see how
nightclubs of the future might be impacted by the collaboration of creative industries
[1]. This case study was conducted over a period of two days by the Dutch National
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Research Institute for Mathematics and Computer Science (Centrum Wiskunde &
Informatica or CWI). The objective was to see how a nightclub experience can be
curated and enhanced with technologies by appealing to all five senses of the
participants.

For this study, a fashion label expert was hired to design custom food menus,
sound, lighting and scents. The researchers’ goal was to analyze the impact of the
surrounding environment on the participants of the dance event. To do this, CWI
designed wristbands using Raspberry Pi that were fitted with Bluetooth transmitters and
have the participants wear these wristbands. A venue was rented out for a period of two
days which was fitted with dozens of Bluetooth sensors in the walls. The point of this
was to have the data of the wearer to be transmitted to the base stations which then be
transmitted to a control center [2]. There was a total of 900 guests who were invited to
the event, so the traffic of data was extremely high. The dataset consisted of temper-
ature and accelerometer readings, and depending on the readings, the researchers could
customize the environment of a specific room by changing the lightning and sound.
After that, the researchers observed to see how the participants responded to the
interference being made to the environment, which would indicate the effect of using
technology for enhancing environment to create desired response.

Our device is geared toward reflecting individual’s energy exertion more than a
group setting. We have designed and developed a wristband using Arduino board, an
accelerometer and a LED. The aim of this research is to develop a wearable device
providing visual cues to motivate and influence people in terms of fitness and
entertainment.

2 Methodology

The research is broken down into 5 major phases as shown in Fig. 1.

2.1 Data Collection

Our initial hardware consideration for this project was Arduino board to quickly
develop a usable prototype as a proof of concept. Arduino provides built-in libraries for
a variety of tasks which make the process of data extraction easier [3].

We built a simple circuit consisting of the Arduino Nano board, the Adafruit
LIS3DH triple-axis accelerometer, HC-05 Bluetooth module, and a LED. The circuit
measures acceleration of the user’s hand on three axes using the LIS3DH accelerometer,
and the data can then be sent serially to a computer using the HC-05 Bluetooth module.
Like any other wearable, it is a miniature embedded computing system [4].

The accelerometer generates two sets of signals. One set is consisted of three
positional vectors – one vector per axis – which represent hand position in the 3D
space. The other set is consisted of three acceleration vectors – one vector per axis –
which represent hand acceleration in the 3D space. In this design, we mainly focused
on the acceleration vectors. Data is collected at 10 Hz frequency.
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2.2 Data Analysis

Once the data is collected, the next step is to analyze the data and come up with an
algorithm to map the acceleration data collected to light intensity. The digital LED
installed on the circuit takes values in the range from 0 to 255. Therefore, the algorithm
must map the accelerations in all three axes to a single light intensity in that range such
that it would provide smooth transition of light intensity while the circuit moves around
in space. The algorithm we have come up with achieves this mapping in three steps:
(1) normalize the raw data, (2) map the normalized data to light intensity, and (3) up-
date the light intensity.

Normalize the Raw Data
The raw data normalization requires the information of the maximum and minimum
values of the acceleration on all three axes. The minimum value represents no activity
and maximum value represents highest possible acceleration of the human hand.
Through lab trials, we found average values of no activity of our device are 0.0925,
0.5638, and 9.4508 m/s2 for x, y, z axes respectively, and average values of highest
acceleration are ± 40.0 m/s2 for x, y, z axes respectively. The normalized values at any
given time t(x, y, z) is calculated using the following formula:

Fig. 1. Project pipeline (finished phases are colored)
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Normalized Data x; y; zð Þt ¼
RawAcceleration x; y; zð Þt� NoAcceleration x; y; zð Þ�� ��

Highest Acceleration x; y; zð Þ � NoAcceleration x; y; zð Þj j
ð1Þ

The normalized values are in the range of 0 to 1 where 0 represents no activity and 1
represents maximum activity at a given time (t).

Mapping Normalized Data to Light Intensity
Normalized data at a given time (t), is a vector of three values (x, y, z). We average
these values and generate a single value which represents energy of the hand motion at
time, t. Finally, the hand motion energy is mapped to light intensity by multiplying the
average value to 255 as shown in the following equation.

Light Intensityt ¼ Normalized Data x; y; zð Þt
3

�255 ð2Þ

Update Light Intensity
This step of the algorithm helps with the smooth transition of light intensity level in
real-time. This is to prevent the LED from changing light intensity too abruptly. We
implement a signal processing technique called “sliding window” to help accomplish
the above goal. A three-second window, which is consisted of 30 samples (3 s � 10
samples per second) is maintained and updated continuously. This strategy can be
thought of as a queue with FIFO operation. Once new data sample is collected and
mapped to light unit, it will be added into the end of the queue, and the first entry in the
queue will be discarded. Average intensity of the sliding window is used to set the
intensity level of the LED.

3 Results

To study the feasibility of the algorithm we developed a Win-Form application that
processes the row data and visualizes the activity level. Figure 2 shows outputs of the
application in which the number represents an LED intensity value and the color
simulate LED intensity. The application simulate LED brightness by changing the
opacity level of the red-colored square.

Fig. 2. LED simulation tool. The number in each visualization shows light intensity. The color
in each visualization simulate LED. (Color figure online)
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4 Conclusion

This research introduces the concept of providing fitness feedback by altering light
intensity of a wearable device. This approach complements the current approach of
graphical representations of fitness activities that the most fitness wearables use. Fur-
thermore, the concept can be used to apply toward entertainment activities such as
dancing in nightclubs. We believe that the visual form of fitness feedback may have
impact beyond the individual level. A case in point is a group exercise or a dance party
in which individuals’ energy level can be visualized through the proposed device, and
noticed by others, which in turn motivate them to be engaged in the fitness or dancing
activity. When everyone in the group exercise or dance with full energy, a beautiful
mosaic of lights can generate positive energy in the room.

5 Future Work

Our next task is to develop a full-scale product such that it would capture and process
data in real-time on the Arduino board itself, without needing to communicate with the
computer. Next, we will have to miniaturize the device to fit it on the wrist. Finally, we
will design a human-centric experiment incorporating the use of our device to explore
the impact it can have on the users.
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Abstract. Diabetes is a chronic illness that affects millions of people world-
wide. Patients who find it difficult to adhere to its complex treatment regimen
face severe health implications. For example, many patients find it challenging
to meet diabetes self-management demands such as frequent blood sugar checks,
regular insulin and/or medication use, and consistent dietary and exercise reg-
imens. Studies have shown that mobile health (mHealth) solutions and mobile
applications (apps) offer unique opportunities for meeting these challenges and
achieving better treatment adherence. With increasing mobile phone adoption,
many commercial diabetes self-management apps have become available. Such
fast-paced developments make it difficult for patients and healthcare providers to
stay current. This systematic review of diabetes apps available to Norwegian
users aims to give an overview of the apps on the market. By comparing and
reviewing results across various themes, this study identifies important ones for
successful diabetes self-management. This will enable identifying other areas
that should be considered in the design and development of diabetes self-
management apps.

Keywords: mHealth � Mobile apps � Diabetes � Self-management �
Systematic review � Design

1 Introduction

Today, around 415 million people suffer from diabetes worldwide [1]. According to the
World Health Organization, the management of this disease and its ensuing compli-
cations remains a global health emergency that currently accounts for 12% of health-
care expenditures [2].

Diabetes, in addition to its various physical impacts, also often leads to deteriorated
quality of life and increased rates of depression and anxiety among patients [3, 4].
Mobile health (mHealth) studies found that the use of mobile phone applications (apps)
for diabetes self-management has a positive impact on individuals [5]. However, these
studies note various positive and negative impacts, indicating that such apps may be a
convenient and viable support system for many but not all diabetes patients depending
on their preferences, health literacy, economy, etc. [6–9]. This study sheds light and
begins to build an understanding of diabetes apps and their implications for users, with
a special focus on apps that are currently available for Norwegian patients. The findings
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are relevant for identifying areas for further consideration in the use of mobile apps that
are designed and developed for diabetes self-management.

1.1 Overview of Current Apps

Compared to early mobile phones, today’s mobile phones and tablet PCs offer a
considerably wider range of functionalities. Apps are increasingly used in managing
various tasks in daily life. Currently, just under two million apps are available in the
Apple App Store (operating system: iOS, developer: Apple) and more than 2.1 Million
apps, in the Google Play Store (operating system: Android, developer: Google) [10].

As such, the app market is immense and constantly growing. In the Norwegian
context, this is an important development because its large geographic area relative to
its small population often implies long travel times for diabetes patients to speak
directly to a healthcare provider. The implementation of apps as a means to commu-
nicate and self-manage illness in daily life is therefore particularly interesting in this
context. Accordingly, the Norwegian Ministry for Healthcare has established a
Directorate for e-Health to actively implement strategies and policies and to manage the
integration of mHealth into the Norwegian Healthcare System [11].

The number of health-related apps available in Norway increased by 57% in 2016
to 259,000 apps [12]. This growth reflects a global trend, and it is particularly inter-
esting in the context that the saturation of mobile phone usage among the Norwegian
population is estimated to be 88% [13]. Here, the digitalization of the healthcare sector
with digital patient files and other measures has to a large extent become a part of daily
life for patients with chronic illnesses. It is important to note that according to a 2016
report by the National Center for e-Health Research (Nasjonalt Senter for E-
Helseforskning), diabetes is one of the fastest developing sectors among health apps in
Norway [14].

Among the categories of medicine, health, and fitness, thousands of apps, including
those that target diabetes nutrition and dietary behavior for diabetes patients, are
available. These apps can deliver healthcare anywhere by overcoming geographical and
organizational barriers as well as time constraints [15, 16]. As noted earlier, some parts
of Norway are sparsely populated and therefore travel times to healthcare providers can
be high. Therefore, apps for diagnosis, self-management, mitigation, treatment, or
prevention of diseases such as diabetes [17] can be particularly valuable in the Nor-
wegian geographic context. Apps can provide diabetes patients with greater autonomy,
with the possibility to self-manage and track their illness progression on a daily life
basis in real time. Diabetes self-management includes monitoring of glucose levels,
lifestyle modifications, medication management, prevention of complications, and
psychosocial care [18]. Self-management of a chronic illness such as diabetes often
contributes to minimizing risks and complications associated with its chronic nature.
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2 Method

2.1 Information Sources and Search

A systematic review of mobile phone apps in English and Norwegian in the two mobile
app stores—Google Play (Android) and App Store (iOS)—was conducted from
November to December 2018.

A search was conducted among apps within comparative categories, and their
specifications were identified according to the Preferred Reporting Items for Systematic
reviews and Meta-Analyses (PRISMA) (Table 2) [19, 20]. A list of relevant search
terms was assembled in English and Norwegian and entered into the search engines of
these two app stores. The search strategy consisted of the terms “diabetes,” “diabetes
mellitus,” “diabetes mellitus type 1,” “diabetes type 1,” “diabetes mellitus type 2,”
“diabetes type 2,” “diabetic ketoacidosis,” “blood sugar,” “blood glucose,” “diabetes
manager,” “diabetes management,” “diabetes diary,” and “diabetes tracker” (Table 1).
The specific search strategy for each app store can be provided by the author upon
request. Subsequently, an app review based on the information given in the Google
Play Store, Apple App Store, and the apps themselves was conducted. The review of
available mobile apps for diabetes self-management is based on criteria for promoting
diabetes self-management as defined by Goyal and Cafazzo (monitoring blood glucose
level and medication, nutrition, physical exercise, and body weight) [6].

2.2 Eligibility Criteria

To be eligible, an app has to be available in one of three Scandinavian languages
(Norwegian, Swedish, or Danish) to be useful to local Norwegian users. This criterion
was relaxed in that an app could also be available only in English if it fits all criteria

Table 1. Search terms applied in the Apple App Store and the Google Play Store

Search terms in English Search terms in Norwegian

diabetes diabetes
diabetes mellitus diabetes mellitus
diabetes mellitus type 1 diabetes mellitus type 1
diabetes type 1 diabetes type 1
diabetes type 2 diabetes type 2
diabetes mellitus type 2 diabetes mellitus type 2
diabetic ketoacidosis diabetic ketoacidosis
blood sugar blod sukker
blood glucose blod glukose
diabetes manager diabetes assistent
diabetes management diabetes rådgiver
diabetes diary diabetes dagbok
diabetes journal diabetes journal
diabetes tracker diabetes sporing
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described as the basis for successful diabetes self-management according to Goyal and
Cafazzo. Through their research, they have defined the following criteria: monitoring
blood glucose level and medication, nutrition, physical exercise, and body weight [6].
These five aspects had to be present in the app for it to be considered eligible.
Additionally, the app has to specifically address diabetes self-management, although
whether it targeted Type 1 or Type 2 diabetes could be unspecified. Lastly, the app had
to appear among the first 20 rankings for one of the search terms to be considered
viable according to the two app stores’ search algorithms.

2.3 App Selection

After the search according to the abovementioned search terms, the first 20 apps in the
ranking were reviewed according to the eligibility criteria. Apps had to match the
inclusion and exclusion criteria set a priori. Only the first 20 apps were considered

Table 2. PRISMA flowchart
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owing to the algorithms used by the two app stores for ranking various apps. Duplicates
were removed and the remaining apps were screened according to the following cri-
teria: title, introduction text, user reviews, and language availability. The remaining
eligible apps were downloaded and reviewed more thoroughly based on the criteria set
by Goyal and Cafazzo [6]. The levels of inclusion of features based on the selection
criteria in the selected mobile apps can vary. The results were discussed with two other
design researchers. In some cases, app developers were contacted to clarify the design
and to determine whether the app was developed according to a specific theory and if
so, which one. In cases of a nonresponse, one reminder was sent.

3 Results

3.1 Functions of Apps

During the study, 520 apps were initially found in the two app stores (Google Play and
Apple App Store), of which every hit was reviewed in terms of its relevance and
explicit link to diabetes mellitus. This pre-screening process was important owing to
the large number of misleading descriptions of apps that were caused by the low
admission requirements for new apps entering these app stores.

From this initially large number, 83 were identified as likely to be matching the
criteria in the initial screening. These apps were then tested and evaluated. Of these, 32
did not meet even minimal requirements or did not work properly. While a wide range
of mobile applications is available for diabetes self-management, ranging from fitness
apps, carbohydrate counters, glucose trackers, to diabetes meal-planners, few combined
a number of these features. This multifeature approach is, according to Goyal and
Cafazzo, a key element for the promotion of diabetes self-management. The current
results show that only nine out of 51 reviewed mobile apps were versatile and useful
enough for successful diabetes self-management based on the selection criteria.

4 Discussion

4.1 Principal Findings

App Audience. In this review, one outcome was the realization that diabetes patients
are the primary users/customers for the apps available today. In fact, 96% of apps were
targeted at individuals with diabetes. Physicians or health professionals were the tar-
geted users of a smaller proportion of apps.

Language. Many apps were available in multiple languages; however, few were in a
Scandinavian language (Norwegian, Danish, or Swedish), leading to the small number
of apps reviewed. Further, even though many apps offered Norwegian as a language
setting, some seemed to be translated by a translation algorithm. This occasionally led
to misleading translations that could be detrimental in a healthcare context. Addi-
tionally, the availability of Norwegian as a language did not necessarily make the app
user-friendly in the Norwegian cultural context. This is because user reviews often
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noted an inherent lack of local products to be found among the food databases. This
was often related to comments on poor usability of an app by Norwegian users. It also
points to the fact that simply providing linguistic readability is not enough; users also
require cultural readability to consider the app useful. If this is not possible, as was
often the case for Norwegian users, in a small country and subsequent market, the
possibility of easily adding to or building a database of local food is considered helpful.

Usability. An important consideration of mobile applications is the ease with which
the user and the product interact. Usability, according to Nielsen [21], involves com-
prehensibility, image and text presentation, understandability, and intuitiveness among
other features to determine how easily users can interact with apps.

Among diabetes apps, most appear to be comprehensible. However, many did not
have good fault tolerance, which refers to the ability of the app to respond well to
unexpected hardware or software failures. Another technical detail was that only a
small number of apps were constantly updated and that the user reviews were rather
old. This could imply that the app has fallen out of favor or that the developers have
lost interest in the app after a few years.

Accessibility features (i.e., screen reader, large type, color contrast) were available
in many apps, with 41% of Android apps offering a large font (versus 0% of iOS apps).
Paid apps tended to have more usability strategies for patients with low health literacy,
such as, plain language, clearly labeled links, and organization features. Here, it is also
interesting to note that “design,” “usability,” and “easy to use” were frequently men-
tioned in the user ratings and seemed directly correlated to users’ positive ratings and
satisfaction with the app. This is something that will be examined closer in the field-
work following this review.

Integration with other mobile applications (e.g., email, calendar, maps) was
available in 44% of apps. Interestingly, the number of functions available that also
correlated with positive usability according to the app reviews were functions related to
self-monitoring and visual presentation of data patterns, such as graphs of glucose
ratings over time and being able to export and share these with others.

Overall, apps appear to be primarily available in English, with limited available
user rating data. At a broader level, paid apps do not seem to offer major advantages
over free apps other than some improved features for those with low health literacy.
Finally, user ratings and number of downloads do not appear to be reliable indicators of
app quality.

Security. Given the large amount of physiologic data available in apps with moni-
toring features, data security is an issue to be considered. In the age of private data
becoming a commodity traded by large companies, protection of privacy and health
data has become a growing concern. This is true especially because commercial app
developers often adhere to different ethical standards than healthcare providers. This
inherently raises concerns, especially considering that only one of the 9 apps reviewed
indicated HIPAA (U.S. Department of Health and Human Services regulations pro-
tecting the privacy and security of certain health information) [22] compliance. Most
apps did have long privacy and terms of use contracts that the user has to agree to if
he/she wishes to use the app. As tracking and communicating physiological data
becomes increasingly prevalent and providers become accustomed to using apps to
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monitor such data with their patients, having security measures will likely become an
important app feature.

4.2 Limitations of the Review

This review has the following limitations. A systematic search was performed by
applying rigorous methods; however, the lack of transparency on the side of the apps
stores in how their algorithms affect ranking and possible language biases within the
search terms does not allow for a fully transparent process. Additionally, according to
Martínez-Pérez et al., owing to the dramatic rate of app development, the number of
available commercial apps is a moving target [23]. In particular, when considering the
rate of updates and redesigns, apps often change their user interaction or visual layout
quite significantly from one update to the next to stay up to date with current trends.
Further, this review did not assess the quality of use of the apps found during the study
as this was beyond the current scope.

4.3 Implications of Using Mobile Apps for Diabetes Self-management

Considering the great need for diabetes patients to manage and adapt to their illness in
daily life, the wide range of diabetes apps available to them can be considered positive.
The wide variety of apps available on the market likely allows patients to find a fitting
solution for their individual needs. However, the ever-growing number of apps
available can also be overwhelming for both healthcare staff and patients who are
searching for reliable and well-designed apps to support them in their diabetes man-
agement efforts. Therefore, a better understanding of the usefulness and quality of apps
available on the market is necessary. To achieve some kind of clarity or to establish a
framework within which to operate, it is necessary to further rigorously study the
development and impact of apps on diabetes self-management.

Currently, user ratings seem to be the most feasible way for patients (and possibly
developers) to evaluate app options and quality. Nonetheless, many apps found in this
review lack user-ratings or might be outdated. Among apps with recent user ratings, the
information they contain is very varied in the actual feedback they provide. Addi-
tionally, the lack of transparency in how app stores provide user ratings raises concerns
about biases arising from the algorithms employed by the various App Stores. In the
Apple App Store, for example, a minimum of reviews are required before an average
review rating is produced [24]. Further, the search functions in app stores tend to be
cumbersome for users to navigate, with limited possibilities for advanced searching and
filtering. Independent reviews and ratings exist in the form of blogs, magazines, and
websites. However, diabetes and other medical apps are in a unique position in that
higher risks might be involved in the use of low-quality apps as they might provide
misleading information or suggestions.

This review also highlights the fact that few apps base their design and develop-
ment on validated behavioral theories, such as for example the Theory of Planned
Behavior. Apps also lack variety in the theories that are implemented. Primarily, the
apps reviewed in this article seemed to base their approach on tracking health variables
such as blood glucose levels, carbohydrate intake, and physical activity. mHealth
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research suggests that self-tracking and monitoring of blood glucose levels are par-
ticularly critical components of successful diabetes management [25]. More frequent
monitoring, especially with the provision of feedback on the monitored data, is a key
factor in health behavior change interventions according to Miltenberger [26]. How-
ever, outside of this approach to behavior change, few evidence-based tools or theories
seem to have been employed in commercial apps for diabetes self-management. It
seems that apps that are developed based on specific behavior change theories for
diabetes management are primarily research probes rather than commercially available
apps. Though these apps often clearly communicate their goals and intentions, they
often only exist for the duration of the study because the researchers simply lack the
funding, capacity, and, potentially, interest to further develop and support the app after
the study is completed. The implementation of behavior change theories in addition to
patient-centered motivational strategies in the design and development of an app seems
to hold promise. The outcome of integrating features such as goal setting and problem-
solving of barriers could be positive for use. In addition, individualized features such as
local eating habits, personalized feedback, and tailored reminder features would likely
improve user engagement and adherence.

4.4 Conclusion

This article is part of doctoral research that explores the role design can play in the
daily experience of diabetes as a chronic illness. As such, it represents a preliminary
study to act as groundwork for fieldwork illuminating how diabetes patients interact
with, experience, and use diabetes apps. By using this study as a guideline, a new app
will be developed to test the findings. However, the study results can also be used as a
basis to provide app developers or designers with recommendations on what to con-
sider when creating or re-designing a commercial app for successful diabetes self-
management. There is a need for mobile apps for diabetes self-management with more
specific features to increase the number of long-term users and thus influence better
diabetes self-management. It might even prompt interest in attempting to integrate a
larger variety of behavioral theories, learning theories and/or motivational theories
among others, into new commercial app developments. This could act as a novel
approach in a market with tough competition. Alternatively, it might prompt developers
and designers to consider a partnership with researchers. This could also be of interest
to researchers, as it would allow them to build apps that increase in lifespan and
integrate multiple perspectives into the development rather than a pure research out-
come focus.

Further, this study can provide other researchers interested in this field with a
dataset to build upon to potentially act as a local case study. As such, it can be used by
others who would want to understand app development over time. In this regard, it can
provide a snapshot of a very specific point in time, or it can act as a local case that can
be compared to other countries to understand what apps are available in their local
language and how they receive reviews in a local cultural context.
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Abstract. College is the first time many students spend extended time away
from their parents’ homes and take on new responsibilities of independence.
Encountering different lifestyles and values, they begin to define their adult-
hood. Newfound freedom increases stress they have not learned to cope with.
This paper discusses recognizing stress, learning coping skills, and social
sharing toward designing a personalized mobile application used to monitor
students’ stress and help them set goals. The application uses a reward system to
reduce stress levels and facilitate a healthier lifestyle.
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Mobile application notifications

1 Introduction

College students encounter new situations they may not know how or be mature
enough to handle, elevating their stress levels. Students report academics, finances,
time management, and socialization as top stressors. School/life balance is challenging
to manage and affects academic performance. Students feel cannot achieve desired
grades because of these new responsibilities [9]. The Healthy Minds Study 2016–2017
Data Report found students reported stress impaired academics between one and six
days over a four-week period [3].

1.1 Signs of Stress and Seeking Help

Many college counselors report that the majority of students are not aware that habit
changes are signs of stress. These habits, like changes in sleep routine or appetite,
social withdrawal, smoking, or excess alcohol or drug use, can become unhealthy
coping mechanisms. Students may also experience difficulty concentrating; feel over-
whelmed, depressed, or anxious; and experience stomach issues, headaches, or skin
reactions when stressed. Such changes in habits can have unintended consequences,
like health or academic issues, engaging in violent acts, or encounters with police [9].

The Healthy Minds Study 2016–2017 Data Report found 24% of students sought
out mental health counseling during that academic year. Reported reasons for students
not seeking help were lack of time, money, relevant services, or appointment times, or
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students wanting to deal with their issues on their own [3]. Students who want to
appear “grown up” may feel embarrassed about seeking out help, delay seeking out
help, or prefer researching options on their own before talking with others about their
issues. Due to underfunding of in-person clinics, campus counseling services have
implemented online services and found that such services were accessed earlier than in-
person counseling and met self-efficacious needs [9].

1.2 Behavioral Change and Gamification

People perceive stressful situations differently; one feels very stressed while another is
less stressed. Perceived stress is dependent on one’s ability to cope. Those with high
perceived stress are more likely to rely on unhealthy coping mechanisms. Goal-setting
and monitoring reminds us to take care of ourselves with healthy habits, like exercising,
healthy eating, sleeping well, participating in hobbies, socializing, and meditating.
Time management skills, like activity prioritizing, help us focus our time on personal
goals and create a balanced schedule. Recounting past successes with affirmations helps
us focus on positive experiences. Friends and family may be supportive but may lack
the knowledge to effectively help students experiencing stress. Conversely, support
networks are experienced and trained to help people with specific stress related issues.
These networks provide a sense of belonging, create accountability, and encourage us
to continue with our goals [9, 11].

Behavioral change theories encourage us to pursue our path toward a healthier life.
These theories share similar steps, like learning the effects of unhealthy coping
mechanisms, learning to recognize one’s unhealthy habits, believing one can overcome
barriers, creating desire for positive change, learning healthy coping mechanisms, and
building mastery of healthier habits [4, 12, 14]. The goal of behavioral change is to
replace unhealthy habits with healthy ones—in other words, to build new skills. New
skills are not easy to learn, use, or remember, so we often rely on old habits in stressful
situations. Gamification shares elements of behavioral change theories, such as gaining
self-purpose through personalized achievable goals designed to reinforce desired
changes. Gamification monitors and notifies us about progress, creates accountability,
encourages us to improve our skills, and sets up rewards when reaching milestones.
“Successful games all have something in common: the intrinsic joy of skill-building. It
feels good to engage our brains to improve our skills and make progress along a path
toward mastery [10].” Games are about “character transformation”—or behavioral
change.

Learning new skills can be tedious and complicated. Healthcare professionals have
found game-like therapy is engaging, beneficial, and encourages longer-lasting change.
Studies involving children with asthma and diabetes found children’s confidence in
managing and reducing symptoms of their disease improved when such skills were
learned though a game [1]. Studies examining Consumer Health Informatics applica-
tions related to weight loss, exercise, alcohol intake, and mental health found that
personalization was key to encouraging behavior change [6].
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2 Student Stress Surveys

I conducted two surveys to gather more information about stress levels, coping
mechanisms, and goal setting. Both surveys were conducted online using Google
Forms.

The first survey focused on academic stress, coping, and perceived stress levels (see
Table 1). Eight out of nine participants were female, and one was male. The age range
was from 18–47. Participants were in Bachelor’s, Master’s, and Doctor of Nursing
Practice programs in the United States. Using the Perceived Stress Scale (PSS) seven of
nine participants scored moderate stress with a range of 19–24, two scored high stress
with scores of 24 and 27, and no one scored average or low-stress levels.

The second survey focused on stress recognition, symptoms, and setting/achieving
goals (see Table 2). Seven of nine participants were female, and two were male. The
age range was from 18–47. Participants were in Bachelor’s, Master’s, and Doctor of
Nursing Practice programs in the United States.

Table 1. Academic stress, coping, and perceived stress levels survey highlights.

Top stressors Academics, finances, work/school/life,
followed by time management and healthy
eating

Effect of stress on life Fatigue, feeling overwhelmed, time-
management issues, poor life balance,
unhealthy dietary choices, and lack of
motivation

Campus services Four of nine were aware of campus
counseling services; none used them. Lack of
time and knowing where to go were common
barriers. One preferred to use other resources

Finding help Friends, family, search mobile apps, and
search online

Activities to relax Exercise, social, sleep, hobbies, baking,
crafts, read, TV, music, eating well, and
meditate

Stress reduction activities for application
design (participants were given list of
options to choose from)

Learn new skills was the top choice, followed
by track activities, set goals, help recognize
stress, track mood, relaxation, and scheduling
help. Sharing, music, and meditate had one
vote each. No one choose health professional
services or learn about stress in general
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Table 2. Stress recognition, symptoms, and setting/achieving goals survey highlights.

Activities that caused stress School work, work, finances, and school
group activities

Activities to reduced stress Sleep, friends/family, hobbies, read, relaxing
music, exercise, plan better, create to-do lists,
deep breath, and vacation

Physical symptoms of stress Breath incorrectly, exhaustion, frequent
illness, headaches, dizziness, inability to
fall/stay asleep, high blood pressure, inability
to focus, irritability, and picking nails

Goals and action plans Six of nine used goals and action plans to feel
less stress

Types of goals Bike, weight loss, career-related learning,
read more, schedule assignments, set
reminders, and place less emphasis on work

Barriers to achieving goals Difficulty achieving goals when busy, not
motivated when tired or stressed, and
experiencing distractions

Sharing goals and progress More likely to share positive progress with
friends and family, not likely to share with
social media or health care professionals

Reasons for sharing “Appropriate with people I trust,” “I didn’t
think of sharing,” “I feel like no one would
care,” and “I’m a bit of a private person.”

Encouragement to achieve goals “Knowing the end goal,” “deadlines,” “the
effects after—feeling less stressed,” “family,”
and “inner need for accomplishment.”

Stress reduction activities for application
design (participants were given list of
options to choose from)

Activity tracking/goal setting were top
responses, followed by mood tracking, help
recognizing when stressed, learning new
habits, relaxation, and scheduling
help. Connecting with mental health
professionals and learning about stress
received one response each. Connecting with
others received no responses

Wearables to detect stress Five of nine tried wearables, one mentioned
the notifications helped them recognize stress

Wearable information to track progress and
goal achievement

Encouraging visuals, update/track goals
reminder, track self-care stress levels, monitor
heart rate and blood pressure, ask what you
did to take time for yourself, and sense nail-
biting to alert one of the behavior
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3 Smartphone Design Ideas for Behavioral Change

Mary Czerwinski points out “the hardest human/computer interaction is the interven-
tion itself. You have to design an intervention that is not annoying, is not patronizing,
and is actually sticky [7].” Smartphones are ideal to track goal progress because they
encourage self-efficaciousness, are often on hand, and contain much of our personal
information [13]. Connected to smartphones, biometric wearable devices create “body
awareness” where we learn over time how to recognize symptoms of stress and adjust
our behavior on our own [8].

Personalized notifications and activities appropriate to the user’s context encourage
behavior change. Such notifications can be of two types: user-initiated or just-in-time
(JIT). The user-initiated type allows users to proactively set up notifications and to
record completed activities when the user choses. JIT notifications, used with a bio-
metric wearable device, reactively and automatically notify users when certain con-
ditions are detected. JITs help users recognize stress symptoms and guide users through
a stress-reducing activity in the moment [2, 5].

4 Digital Wireframe User Testing

4.1 Method and Participants

Two sets of mid-fidelity wireframes were created to test if users felt the notifications
were easy to follow, engaging, and included activities appropriate to the user’s context.
Wireframe set one was a user-initiated task to notify the user to bike at a time the user
pre-scheduled. In the user’s context, the activity of this notification type can be more
time consuming and physically activity. Wireframe set two was a JIT task to alert the
user to meditate when stress was detected. In the user’s context, the activity of this
notification type can be done quickly and in almost any environment without additional
equipment. Both notification type gave options for other types of activities.

For the wireframe user tests, participants were required to be university students
who used a smartphone. There were one male and five female participants with an age
range of 21–30.

Fifteen-minute remote unmoderated tests were set up, conducted, and video-
recorded with UserTesting.com. Participants used their personal computers to access
the wireframes to log stress levels and activity completion. Participants were not asked
to perform the stress reduction activity. I reviewed, transcribed, and coded the videos.
Allowing users to focus on tasks, the wireframes were pre-set with activity preferences
and pre-logged data. Participants completed both tasks in the same order with user-
initiated tested first and JIT tested second.

4.2 Evaluation Measures

I used an observation log to capture notes for time on task, completion rates, navi-
gation, and think-aloud feedback. Successful completion criteria included number of
mistakes made (see Table 3) and whether participants reached the last step of the task.
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The user-initiated task involved completing the activity and socially sharing their
progress. The JIT task involved completing the activity and viewing the progress
screen. Post-task and test questionnaires gathered qualitative data on the users’ satis-
faction and attitudes.

4.3 Results

Time on Task and Task Success. User-initiated notification averaged 1.28 min with
times ranging from 1.10 to 1.50 min. JIT notification averaged 1.12 min with times
ranging from 0.40 to 1.50 min. Table 4 outlines task success.

Ease of Use and Satisfaction for User-Initiated Notification. For ease of use, five of
six participants gave a rating of 5 and one gave a rating of 4 (using the Likert Scale
where 1 is very difficult and 5 is very easy). Participants liked the layout, task flow, and
content, but disliked the bland wireframe visuals and would have preferred the app did
more tracking instead of requiring self-reporting.

In feeling engaged in monitoring progress, two of six participants gave a rating of 5,
one gave a rating of 4, one gave a rating of 3, and two did not provide a rating (using
the Likert Scale where 1 is not satisfied and 5 is very satisfied). Participant 3 men-
tioned, “It’s like a journal for me to keep track of how healthy I’ve been. Especially in
moments where I feel as though I’m not doing anything, there’s evidence right here to
show that I’m actually trying to be active.” P5 said, “They remind you that you have
this many points […which] helps encourage you to continue on.”

Ease of Use and Satisfaction for JIT Notification. For ease of use, four of six
participants gave a rating of 5, one a rating of 4, and one did not provide a rating (using
the Likert Scale where 1 is very difficult and 5 is very easy). P3 said, “There are
questions that you can answer, but you have the option of skipping them. So, the
process is even quicker.” P2 added, “I liked how it gave me clear and concise options
to choose from.” Participants mentioned they liked the layout, task flow, content, and

Table 3. Success rate determined by number of mistakes.

Rate Completion measure

Success Participants completed task without mistake and filled in all the content
Partial success Participants were able to complete the task but made mistakes < 2
Failure Participants could not complete the tasks or made mistakes > 2

Table 4. Task success

Success rate User-initiated JIT

Success 4 users 6 users
Partial success 1 0
Failure 1 0
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tracking charts; they would have preferred more encouraging wording and visual
design, friendlier ratings, and more personalization options to add their own activities.

In feeling engaged in monitoring progress, one of six participants gave a rating of 5,
two a rating of 4, one a rating of 3, and two did not provide a rating (using the Likert
Scale where 1 is not satisfied and 5 is very satisfied). P3 suggested including features
like logging and tracking emotions for later reflection. P5 liked having activities to pick
from because “I was worried that it would just have meditation.”

Post-test Questions. Feedback regarding the usefulness of monitoring stress with
different notifications included: “Yes, every kind of stress level for me personally has
been treated differently” and “Knowing what triggers and discerning different stress
levels would be very useful in helping me reduce stress.” Responses regarding whether
smartphone reminders to do an activity helped in reaching a goal included: “Works best
for people like me who need guidance”; “Small nudges are very impactful and useful”;
and “If it was something other than exercising, like learning a new language or hobby,
then yes.” Responses to preferred activities for each notification type included: “Task 1:
I do not think there is a restriction to the types of activities. Task 2: I definitely think it
depends on what you are doing […] if you are taking a test or something that involves
restrictions, then you couldn’t strike a yoga pose or go for a walk.” Responses to if and
how participants recently shared progress with friends included: “I did it in person.
People responded very positively and were incredibly encouraging”; and “I don’t go
out of my way to share progress or post things on social media.”

5 Findings and Future Design Ideas

5.1 Tracking Automation

Automation to reduce self-reporting was appreciated by participants. P3 said they
would prefer the app to do more tracking for them so they didn’t need to self-report. P4
said, “I don’t know, maybe I’m just dumb and want everything to be handed to me.”

5.2 Visual Design and Wording/Messaging

Participants believed visual design and gentle wording encouraged them toward goal
success and should be further researched. P1 mentioned, “More graphics would give
much more satisfaction to seeing your goals and your progress.” P1 also said it would
“really help people like me—having a whole bunch of words thrown at you can be kind
of stressful and having the graphics really does help make navigating the app all that
much easier.” P3 said, “It’d be nice if […] I was greeted with words of affirmation.”

5.3 Content and Activities

Future designs should clarify content and add reflection notes and personalized
activities. P2 mentioned wanting milestone rewards on the progress page. P1 men-
tioned, “It would be good to maybe see it broken down a little bit more in terms of
points on […] a daily basis.” P3 said in-app activity guidance was helpful “since if
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you’re in a moment where you can’t really focus on anything because your mind is
going like a thousand miles per hour, you just need simple directions.” P3 wanted a
place to log their feelings to reflect on later.

5.4 Social Sharing

Participants were reluctant to share progress on social media, saying it felt “spammy
and annoying,” or did not want to share their “vulnerabilities.” These attitudes run
counter to current research discussed in the introduction. My second survey showed
participants were more willing to share slightly positive progress with family and
friends. This suggests research can be done solely on how comfortable users feel about
social sharing and what types of progress they share.

5.5 Notifications Control

Future designs should consider allowing users to silence notifications at inappropriate
times. One idea is to connect the user’s calendar to the stress application. P1 said it
would be useful “if there’s a way to turn them off during certain hours, just so it
wouldn’t distract me if I was in school.” P3 agreed, saying it would be awkward to
have their smartphone notify them at any time when they might not be alone.

6 Limitations and Discussion

I researched many resources to learn about stress, coping mechanisms, behavioral
change, gamification, and tracking activities and stress, though the design was limited
to two notification user flows. Another limitation was the low number of participants
used for surveys and wireframe testing. The design suggests a wearable device to detect
stress levels, and the lack of such a device for real-life stress detection was a limitation.

While this study focused on student stress, many ideas can be carried over to other
life stages. Even if we learn to cope with stress successfully, we can still fall into
unhealthy habits and find we need new ways to cope. Learning new skills can be
difficult and time-consuming. Having students learn these skills early in life can help
them build stress-reduction skills and become able to recognize and successfully
manage stress later in life. Creating an application addressing these issues can improve
behavioral change success rates and encourage people to continue pursuing a healthier
lifestyle.
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Abstract. The food and kitchen technology industry is quickly growing and
changing as user lifestyle preferences shift. This shift is arguably occurring most
rapidly in Silicon Valley. There has been tremendous growth in every aspect of
the food process, from food delivery services to cooking robots and automation
to the ingredients themselves. However, are such food and kitchen technologies
addressing the future needs of users? To understand the future needs of Silicon
Valley users, we decided to look at extreme users: student athletes. By inter-
viewing six athletes at Stanford University with extreme food needs, we gained
insights on the broader future of food. To analyze the needs, we developed a
preliminary Human-Food Interaction (HFI) Framework, which allowed us to
understand the overall user journey and the specific user needs in each step of
this journey (ex. delivery, storage). After analyzing needs, we categorized Sil-
icon Valley food tech services into the different steps in HFI framework. As a
result, we found that there is a significant gap between extreme user needs,
which are indicative of future needs, and the services currently available in the
market.

Keywords: Human-food interaction � Extreme user � Stanford athlete

1 Background

Innovation in food technology is happening rapidly in Silicon Valley. Large companies
are starting to recognize the value of the fast-growing food tech industry and are
increasingly getting involved in this market by forming a corporate venture arm (such
as Tyson and Kellogg), acquiring other innovative food-related companies (such as
Nestle), or developing their own innovation teams (such as Google) [1]. Another huge
signal of the rising food tech space is that even traditional tech-oriented venture capital
firms are now tapping into the food market. In 2018, venture-capital firms invested in
food and grocery delivery services more than triple the amount they invested in 2017
[2].

A myriad of food tech startups are automating the culinary food space, and food
product innovations are attacking all areas of the food pyramid [3]. Food substitutes,
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healthy artisanal products, and an increase in food products catered to the lactose
intolerance, gluten-free, vegetarian, and other alternative diet markets are contributing
to this increase.

As researchers of Stanford University, which is located at the heart of Silicon
Valley, we became curious whether the food tech services and products described
above were addressing the future needs of the market. Our problem statement is as
follows: are food and kitchen tech addressing future needs? If they are not, where are
the gaps and opportunities?

2 Methodology and Framework

In order to understand the future needs of Silicon Valley users, we adopted von
Hippel’s extreme user research methodology, which is also widely used in Design
Thinking methodology. Von Hippel asserts how looking at users with extreme users
can help designers develop unprecedented high-technology products [4]. Extreme
users’ needs are amplified and their work-arounds are often more notable. This helps
designers pull out meaningful needs that may not emerge when engaging with people
in the middle of the “bell curve”. Still, the needs that are uncovered through extreme
users are often also needs of a wider population or indicative of future needs. When
selecting the group of extreme users, we were inspired by Olympians, who have to
follow strict diets and always be conscious of what they eat. Former studies have
shown that food can directly affect athletes’ performance [5].

We interviewed four Stanford athletes and one Olympian to gain an understanding
of how food fit into their lifestyles. The interviews were conducted on Stanford campus
over the course of two months. After interviewing the athletes, we interviewed over ten
industry experts and food startup founders in Silicon Valley to gain an understanding of
food tech trends and the startup ecosystem. We mapped all of the qualitative data we
obtained from these interviews onto a framework we developed that outlines the food
process from the consumer perspective (Fig. 1).

The Human-Food Interaction framework starts with a user learning about his or her
food ingredients. The user then purchases the ingredients in various platforms, such as
a farmer’s market. Next, the ingredients are delivered to the user’s house by the user or

Fig. 1. Human-food interaction framework
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a third party. Once the ingredients are delivered, the user stores them in different
storage areas or appliances depending on their preservative capabilities. When the user
decides to eat, the user turns the ingredients into a ready-to-eat dish by first ideating and
then cooking. Lastly, the user consumes the food and disposes of the food waste from
the meal. HFI framework allowed us to analyze the user needs in a more systematic
way and parse down the problem space.

3 Preliminary Findings

3.1 User Persona

Based on athlete interviews, we created a user persona of our extreme users. Named
Julia, our user persona embodies the lifestyle of the student athletes.

Julia is a sophomore in Stanford women’s rowing team. She is always busy with
her coursework and training, but she manages them by staying extremely disciplined.
Her social life, such as going to frat parties on weekends, is often compromised.
Nonetheless, she does not care too much because she has her team and coach who will
always support her. Because she does not have time to cook nor knows how to cook,
she eats at dining halls and snacks often. Although cooking is not her expertise, she
cares deeply about what she puts in her mouth. She perceives her body as a system
which she has to optimize by inputting optimal fuel, which is food. When eating food,
she cares more about its nutrition and functionality than its flavor. Therefore, she
refuses to eat highly processed food or eat it in a small amount if necessary. To make
sure that she is optimizing her food consumption, she logs what she eats every day.

3.2 Interview Result

The main finding is that although the needs of athletes differ based on sport, the
common ultimate goal is to optimize nutrition for performance through streamlined
food process. Athletes view food similar to how they view their workouts and aim to
efficiently optimize their portfolio of nutrients for performance of the human system,
with no regard to the social or enjoyment aspects of food. The common trends among
the athletes that we observed and the athlete’s specific food needs in each step of HFI
framework can be summarized as below (Table 1).

3.3 Need Mapping

After summarizing the user needs, we listed out a number of Silicon Valley-based food
tech services and products, based on which step of HFI framework they were focusing
on. When we compared currently available food technologies and our extreme user’s
needs, there were specific gaps in the step-specific needs in storage. Regarding storage,
the users wanted to customize and personalize the size and temperature of the storage
compartments, but such a service could not be found. Overall, there was only a dearth
of services that tackled storage problems (Table 2).
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3.4 Lack of Interconnectivity

Interestingly, there were several steps in this framework that were desired to be con-
nected for the user, but this connection did not exist. The connections were not
apparent in the needs addressed by tech products because most of these solutions
focused on only a single step of the process. There was a significant lack of services
that enhance the connectivity between storage and the steps around it, such as delivery
or cooking. For example, there was a need for bridging the gap between delivery and
storage processes to essentially create a customized grocery store at home. This could
also be in the form of on-demand ingredients in order to minimize storage (e.g.
Amazon Dash for ingredients) (Fig. 2).

Table 1. Stanford athletes’ food needs

Process Common trends Needs

Ingredients Wants to understand what is in the
food
Fresh, nutritious ingredients

Access fresh, nutritious food
Understand food information

Shopping Price matters
Infrequent shopping
Buy things that last long

Minimize time spent shopping for
new ingredients
Save money

Delivery Minimize transportation
Carry snacks

Eat frequently
Transport fresh food
Minimize transportation

Storage Food has to stay fresh
Store has to be user friendly
Flexibility in temperature and size is
desired
Want a storage that is shared but does
not feel like it is shared

Customize and personalize size,
temp compartments, etc.
Preserve fresh foods

Cooking Having control over food choices
Assembly (ex. sandwich) over cooking
Lack of interest and time

Make healthy choices
Choose what to assemble
Minimize time and resources
Maximize nutrition

Eating Snacking
Meal Supplement
Convenience
Logging
Part of training (to optimize
performance)
Feels like a chore

Keep track of food
Customize nutrition
Optimize their nutrition to perform
best
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Table 2. Food tech startups/services and the needs that they address

Process Startups and services Needs addressed

Ingredients Impossible Foods, New Wave Food, Tiny
Farms, Sugarlogix, Clara Food, Food
Composition Scanner, Soylent

Eat delicious food that’s
good for the people and the
planet
Ensure transparency
Eat safely
Eat fast and efficient

Shopping AmazonGo, VR/AR (smart label), Block
chain

Shop fast and convenient
without waiting
Ensure 24 h availability
Save time and money

Delivery Instacart, UberEats, Blue Apron,
Drones, Autonomous Cars, Starship

Deliver faster with better
selection and service
Deliver fresh food for less
food waste
Be fast, smart, safe, and cost-
efficient

Storage Smart Fridges Manage food to avoid food
waste

Cooking Ideation
Chef Watson, AI rec engines,
Yummly, Iniit, Pic2Recipe
Cooking
Blue Apron, Meal Kits, Food 3D printer,
Robots (Zume, Moley, Momentum, Flippy),
Nima, Nomiku
Eating
Miraculin, NuTekSalt,
Eating w/VR, Soylent

Provide customized recipes
based on ingredients
Track and control cooking
processes
Cook faster and easier
Know your body type and
compatibility

Waste Smart Fridge, Biodegradable utensils,
Treasure 8, Automated Inventory, Smart
Packaging

Keep food fresh and notify
the expiration date
Upcycle food waste

Fig. 2. Lack of interconnectivity around storage (“X” indicates a gap between two steps)
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4 Conclusion and Limitations

In this study, we found that most food tech companies are not designing for the
interconnected future user needs, resulting in an ecosystem of independent solutions to
a codependent problem. To design for the future, the food technology industry needs to
develop a concept based on the whole food process, not based on a single product, in
order to address customized needs and lifestyles of users.

To focus on extreme users, the user studies in this research were conducted with
exclusively Stanford athletes. For future research, it would be valuable to conduct user
studies with a diverse range of extreme users, for example, children, people with
disabilities, people with no refrigerator, etc. in order to compare and contrast how they
use their kitchen and interact with food.

Expanding the research, both the user studies and industry/trend analyses, to less
innovative contexts would be interesting, since our research was highly limited to the
Silicon Valley context. It would also be valuable to gather and analyze quantitative data
on usage of kitchen products, well-being indices, neuro/physical performance analyses,
etc. to supplement the qualitative findings from the user studies. It would be useful to
take these findings and research their managerial product implications based on the
gaps and opportunities found and suggest new products and features.
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Abstract. We present non-intrusive visual observation and estimation
of movement parameters using RGB data for detecting the effect of olfac-
tory stimulation (essential oils) on movement patterns of high school
students during the lessons. In particular, we examine the effect of expo-
sure to aromatherapy has on students’ movement kinetics of upper-body:
velocity, acceleration, jerk and energy. The Lavender essential oil was
used because of antiseptic, antimicrobial, anti-inflammatory and calming
properties that may be used for treating anxiety, insomnia and depres-
sion [8,11,12]. Two classes were studied, as control and experimental
group during two days with week of pause in between. First group had
both days without aromatherapy, instead the second - two settings with-
out and with aromatherapy for separate days. For post processing of
the recorded data we use OpenPose [7] for estimation of position of
joints, Matlab for processing positional data and tracking of the sub-
jects, EyesWeb XMI for the extraction of movement features at a small
time scale. Data showed significant differences in velocity, acceleration
and jerk for left shoulder and elbow joints of experimental group in com-
parison between aroma and no aroma settings with Mann-Whitney U
test at p < .05. In conclusion, this is an ongoing study shows the possi-
bility of using movement qualities, such as kinematic movement features,
extracted ecologically using non-invasive equipment, as a method to mea-
sure change of movement behavior, in the cases when no other type of
data capture is possible. Future studies will involve further experiments
and wider collection of movement features with higher level notations as
fluidity, smoothness, rigidity of the movements.

Keywords: Pose estimation · Skeleton tracking ·
Movement kinematics
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1 Introduction

Korea is known for its high-stress professional and educational environments, in
which it is customary to work or study long hours into the night. Adolescents
and the elderly, widely considered vulnerable groups in society, are the most at
risk for depression, anxiety, and suicidal intentions [9,10]. An increasing num-
ber of children and adolescents have been reporting psychosomatic symptoms
(e.g., pain, fatigue and tension) in response to perceived stress [5]. Detecting
stress in real life with an unobtrusive methods is a challenging task. The objec-
tive of this study is to find method for stress detection that can accurately and
unobtrusively detect psychological stress in real life via movement analysis. The
study is conducted in the framework of Project “Effect of olfactory stimulation
on extending concentration behavior patterns in high school students”. We are
applying computer vision techniques for data processing and analysis of move-
ment kinematics to detect the effect of aromatherapy on movement behaviour
of high school students during the lesson. As a result, this study explores the
possibility of using movement qualities, extracted ecologically using non-invasive
equipment (only RGB cameras), as a method to measure change of movement
behaviour due to aromatherapy.

2 Related Work

In the last few years, researchers have proposed various systems that use physi-
ological signals to automatically detect stress as well as other human emotional
states [13]. Treatment of stress-related disorders can benefit from automated
estimation of human movements [1]. Numerous systems have attempted emo-
tion recognition using cardiovascular activities (e.g., Electrocardiography and
Blood Volume Pulse detection sensors), electromyography signals, and skin con-
ductance, presented in a summary [6]. Furthermore, devices like mobile phones
have begun featuring sensors (accelerometer, GPS and microphones etc.). In
studies from Muaremi et al. [2] and Moturu et al. [3] heart rate variability data
and iphone data was used to detect low, moderate and high stress conditions
and investigate the connection between sleep and mood.

The high school classroom settings of Korea does not give a high flexibility for
use of on-body sensor technology, despite the interesting results of recent studies.
The non-intrusive methods are assumed harmless and can be incorporated in any
scenario. The use of camera can be done to capture the image of the person and
then processing on it, as optical flow to robustly track a person’s movements [4].
In this study the experimental settings are based on non-intrusive data collection
through HD video camera.

3 Experimental Setup

3.1 Participants, Testing Procedure and Equipment

Two high school class of 26 and 27 students participated in experimental record-
ings, during an the usual lessons. All of the students volunteered and agreed
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to be further analyzed in the framework of the study with the consent of the
parents, however only data of 8 subjects who were sitting in the front tables are
selected for further investigation. Due to quality of the video 7–9 subjects out
of 26 could be tracked with good confidence. The example of recording frame
is presented on Fig. 1(a). The settings of the experimental recordings were held
ecologically, as a usual high school class.

Fig. 1. (a) Example frame of recorded video data. (b) Locations of 7 upper-body joints

The subjects were studied at two separate settings: one day without aro-
matherapy, and one with lavender aromatherapy. The Lavender essential oil was
used because of antiseptic, antimicrobial, anti-inflammatory and calming prop-
erties that may be used for treating anxiety, insomnia and depression [8]. Two
classes were studied, as control and experimental group during two days with
week of pause in between in two different conditions: (i) without and (ii) with
exposure to lavender oil (necklace with essential oil). Both classes were recorded
with four high definition cameras installed in four different sides of the class-
room, adequately covering the required space. Videos were recorded at full-HD
(1920× 1080) resolution and 100 frames per second.

4 Computational Details

4.1 Data Processing

In order to reduce the size of initial data and increase the processing speed the
recordings were segmented into smaller 5–10 min parts, excluding the frames
where teacher walk around the class, obscure the camera view or the irrelevant
to the lesson parts of the recordings.

In order to acquire the whole posture data as a time-series, we used Con-
volutional Pose Machines (CPM) developed by The Carnegie Mellon University
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(CMU) [7] for pose estimation. CMP is a novel technique, that consists of a deep
neural network for estimating articulated poses [7]. We extracted the position of
7 joints per frame, that were the most visible in the recordings. The following
upper-body joints are considered: right and left wrist, right and left elbow, right
and left shoulder, C7 the point on the spine in the middle between two shoulders,
see Fig. 1(b).

CMP allowed us to recognize skeletons of multiple subjects, using a RGB
video camera. We considered that OpenPose a convenient tool that available
open source for extracting accurate posture data.

4.2 Tracking and Matching of Subjects

The data output available from OpenPose is JSON files for each frame of the
recording separately, that consist of people pose data saved by custom JSON
writer. Each JSON file has a people array of objects, where each object has: an
array containing the body part locations and detection confidence formatted asx
and y coordinated and c - confidence. As notation, JavaScript Object Notation or
JSON is an open-standard file format that uses human-readable text to transmit
data objects consisting of attribute-value pairs and array data types (or any other
serializable value). In order to work with JSON files and extract the meaningful
data, we developed software modules separately in MATLAB, in order to solve
the following tasks:

– Restructure the data from JSON format to a matrix of values.
– Rewrite the data of each frame from separate JSON file into one matrix.
– Eliminate the information of pose data that correspond to the people that we

don’t need for analysis.

We have set the lower and upper threshold for positional data in order to
filter out the unnecessary information. We performed tracking and matching of
subjects based on the minimum Euclidean distance of the body centroid, taking
into account the assumption that people are siting and do not move from their
places. In this step, we computed and filtered the positional data of the X, Y
coordinated of 7 joints named previously, for each participant separately. The
extracted skeletal data, then is used for calculation of meaningful movement
related to kinematics: acceleration, velocity, energy and jerkiness.

4.3 Movement Features Extraction

Considering the limitations of the movements that can be executed during the
school, we focused our analysis on upper-body movements. We extracted low-
level motion features at a small time scale (i.e., observable frame-by-frame), such
as velocity, acceleration and kinetic energy and jerkiness. We perform the move-
ment feature extraction using EyesWeb XMI1. EyesWeb XMI was used to read
1 (http://www.infomus.org/eyesweb eng.php) is a development software, that sup-

ports multimodal analysis and processing of non-verbal expressive gestures.

http://www.infomus.org/eyesweb_eng.php
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positional data, generate bi-dimensional points (x,y) for each joint and for the
calculation of kinematic values and features. EyesWeb XMI blocks developed
specifically to carry on these operations. They can accept a coordinate as input
and can calculate a single quantity that can be chosen among speed, accelera-
tion, jerk and curvature. Each of the calculated quantity can be calculated as
tangential (i.e., magnitude of the velocity) or as its components (i.e., components
of velocity for x,y coordinate). The blocks are configurable using the following
set of parameters:

– Input Mode: the blocks can accept two different types of input, the first type
is a single coordinate of a point, the second one is a temporal sequence of
coordinates stored in a multi-channel time-series, the type of input can be
chosen using this parameter.

– Output Dim: used to choose the dimensionality of the desired output that
can be tangential (mono-dimensional) or components (multidimensional)

– Output Feature: is the desired output quantity, the user can choose among
velocity, acceleration, jerk and curvature

– Filter Order: is the order of the Savitzky-Golay filter used in the block, the
higher is the order the more smoothing is applied to the computed values.

5 Results

We examined if the differences can be noticed for each of the joint of the body sep-
arately for the factor of Aromatherapy - No Aromatherapy respectively for veloc-
ity, energy, acceleration and jerkiness. The Mann-Witney U test was chosen due
to possibility of an unbalanced dataset. Data showed significant differences for
left shoulder and elbow joints of experimental group in comparison between aro-
matherapy and no aromatherapy settings with Mann-Whitney U test with a sig-
nificance level of p < .05 in velocity (p = .026, p = .037), acceleration (p = .018,
p = .037) and jerk (p = .020, p = .036) respectively.

6 Discussions and Conclusion

In conclusion, this is an ongoing study shows the possibility of using movement
qualities, such as kinematic movement features, extracted ecologically using non-
invasive equipment, as a method to measure change of movement behavior, in
the cases when no other type of data capture is possible. The study showed
the difficulties of applying this technology in a real classroom situation as there
were several complications in using uncontrolled data settings, which resulted
in a large amounts of discarded data and long processing time. However, the
method and techniques used are very well suitable for data collected in non-
invasive way. Future studies will involve further experiments and wider collection
of movement features with higher level notations as fluidity, smoothness, rigidity
of the movements.
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5. Hjern, A., Alfven, G., Östberg, V.: School stressors, psychological complaints and
psychosomatic pain. Acta Paediatr. 97, 112–117 (2008)
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Abstract. Safety and quality measurement of dental care is important but
shows a lack of standardized measure concept set. In recent years, patient review
websites (PRW) emerged as a widely used platform for health consumers,
including dental patients. The massive patient online reviews (POR) are a rich
data source that captures various aspects of safety and quality of dental care,
such as patient experience, cost, clinical efficiency, outcomes, etc. However,
PORs consist of both structured data (e.g., ratings) and unstructured data (e.g.,
comments in free text). The processing of textual data is costly for traditional
qualitative methods. This study aims to jointly leverage automated text pro-
cessing and expert evaluation to extract safety and quality related semantic
information from dental PORs. As an exploratory study, we sampled dental
PORs of Los Angeles, California from RateMDs. Using the National Quality
Measures Clearinghouse (NQMC) domain framework as a reference, we iden-
tified salient topics relating to clinical quality measures (e.g., patient experi-
ence), healthcare delivery measures (e.g., cost, management), etc. We also
identified topics relevant to safety and quality but were not covered by any
domains of NQMC, suggesting a possible gap of concepts. Finally, our study
demonstrated great potential of adopting informatics, specifically, social media
computing in POR study of dental care.

Keywords: Quality of health care � Social media � Dental care

1 Introduction

In the United States, 88% of adults gained health-related information from the Internet
[1]. In the past two decades, the proliferation of web-based doctor review carries
growing influence in patients’ medical decision making, reflected in the increased
number of patient review websites (PRW) and a high percent (59%) of patients who
reported high importance of PRW when choosing a doctor [2–4]. The massive patient
online reviews (POR) also provide a unique angle to the safety and quality of health
care.
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Nevertheless, POR studies for oral health care is sparse as compared to general
health care services. In the most recent systematic review of POR studies [4], there is
only one study from Germany that focused on PORs of dentists [5]. Other than the lack
of POR studies in dentistry, in fact, the safety and quality measures have been elusive
generally in oral health care as suggested by the Institute of Medicine [6, 7]. In addition
to the two official web-based sources of quality measure including dentistry (i.e.,
Hospital Compare and Dialysis Facility Compare), commercial PRWs are an important
source of data about oral health care.

An important reason for the limited POR studies in oral health care is the challenge
of harnessing and analyzing POR data from the Internet. PORs typically consist of both
ratings on the Likert scale and comments in the free text. Arguably, textual data are
time-consuming for traditional qualitative analysis while technically challenging for
automated processing as they contain terminologies, ambiguous semantic information,
expressions of informal language, etc. As for textual data from social media, tailored
analytics is often needed to explore social networking and cognitive-behavioral fea-
tures. Thus far, there is no specialized text mining method for extracting safety and
quality-related information from the textual data of dental PORs.

Leveraging social media computing and text mining, the present study aims to
explore safety and quality-related semantic information from PORs of dentists with the
goal of understanding in patients’ perspective the most salient problems and concerns
during dental care experience. We extracted PORs of dentists from RateMDs, a popular
PRW in the US. We incorporated customized natural language processing
(NLP) techniques and manual evaluation to extract safety and quality-relevant semantic
information from PORs.

2 Methods

2.1 Data

Ratings and reviews were collected from RateMDs (http://ratemds.com). RateMDs is a
web-based platform for PORs in the US. The website accepts (1) an overall rating (1–5
stars) of the healthcare providers, (2) ratings (1–5 stars) on four dimensions, respec-
tively, including staff, punctuality, helpfulness, and knowledge, and (3) comments in
free text. Note that both (1) and (2) are structured data whereas (3) is unstructured.
RateMDs also allows users to specify categories and specialties of healthcare, locations
(city, state), gender, whether verified doctors, and whether accepting new patients
during the search of healthcare providers.

We collected data for all of the dentists in the city of Los Angeles, California, that
was documented on RateMDs, resulting in a total of 1669 providers. These web-based
data were collected through in-house developed Python codes primarily building on
boilerpipe 3 package. There were 221 of the providers who received at least one
review. Therefore, data for these 221 providers were used for analysis. Data collection
was completed in February 2019.
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2.2 Analysis

We firstly summarized the basic facts about ratings. Ratings were also used jointly in
the semantic analysis of the comments. To facilitate the analysis of comments, we
employed the probabilistic topic model based on latent Dirichlet allocation (LDA)
algorithm [8]. The model was built on the input of free-text comments to automatically
summarize a number of topics that the comments carry. Since this is an unsupervised
approach, very limited hand processing was required, which largely reduced the pro-
cessing time. To explore how topics that are associated with five different ratings vary,
we developed five topic models using comments distinguished by associated overall
ratings.

To ensure the validity of topic models, we finetuned the models by experimenting
with different numbers of topics as the model parameter. The best parameter was
identified when there was a maximized coherence value [9]. Therefore, it was expected
to result in one best-performed model for every overall rating.

We employed Genism package along with a number of supportive text processing
packages in Python for the text analysis and model development as described above.
We followed the standard text processes including free text cleaning, tokenization, stop
words removing, and lemmatization with the aim of preparing the data ready for topic
modeling.

Next to the model development is the human evaluation of safety and quality
related topics. We hand selected relevant topics for group discussion and qualitative
analysis. The National Quality Measures Clearinghouse (NQMC) domain framework
was used as a reference for the identification of relevant topics [10].

3 Results

3.1 Descriptive Analyses

Of the 221 providers who have at least one review, we identified 139 (62.9%) providers
of 5-star, 25 (11.3%) providers of 4-star, 27 (12.2%) providers of 3-star, 18 (8.1%)
providers of 2-star, and 12 (5.4%) providers of 1-star. These providers received as
many as 74 reviews or as less as one review.

3.2 Semantic Analyses

Topic Models. We developed 5 topic models for comments associated with 1–5 star of
overall ratings. In each model, we tested different numbers of topics as the model
parameter ranging from 2 to 100 with a stepping of 2. Figure 1 shows the experimental
results. For models for 1-star, 2-star, and 4-star comments, the coherence scores con-
verged, indicating the existence of the most meaningful model identified by an explicit
number of topics. Therefore, we selected the number of topics to be 10 for the 1-star
model (coherence score = 0.67), 14 for the 2-star model (coherence score = 0.83), and
18 for the 4-star model (coherence score = 0.47) for the human evaluation. For models
for 3-star and 5-star, the coherence scores did not converge, indicating that the
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semantics are too sparse to be summarized into salient topics. Considering a relatively
high coherence score with a smaller number of topics, we selected the number of topics
to be 8 for the 3-star model (coherence score = 0.46) and 42 for the 5-star model
(coherence score = 0.44) for the human evaluation. The resulted models outputted a set
of topics represented by 10 representative words. See Table 1.

Human Evaluation. After reviewing the topics, we identified topics that are relevant
to the safety and quality of dental care. During this process, we used thesauruses from
the NQMC domain framework as the reference of inclusion criteria for identification of
safety and quality relevant topics. Table 2 shows the occurrences of topics across
different NQMC domains.

A meaningful topic is typically represented by a couple of representative words. For
example, the topic “billing/payment/insurance” is surrounded by words such as

Fig. 1. Coherence scores affected by the number of topics.

Table 1. Selected topics with surrounding words.

Models Surrounding words of a topic

1-star “know” + “go” + “dentistry” + “dentist” + “horrible” + “experience” + “really” + “expensive” + “painful” + “receive”

2-star “son” + “appointment” + “treat” + “rude” + “attitude” + “sign” + “knapp” + “strap” + “nasty” + “do”

3-star “helpful” + “whitening” + “convince” + “stuff” + “expensive” + “unneeded” + “stand” + “disappoint” + “pressure” + “usually”

4-star “painless” + “skilful” + “appointment” + “cosmetic” + “worth” + “recomend” + “julie” + “extra” + “sameni” + “hard”

5-star “nice” + “office” + “organize” + “experience” + “several” + “staff” + “go” + “casellini” + “helpful” + “friendly”
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“insurance”, “insurer”, “charge”, “bill”, “billing”, “pay”, “payment”, “cost”, and “claim”.
There were also words co-occurred with the words above indicating a satisfaction or
dissatisfaction to the billing, payment, and insurance issues. Words such as “expensive”,
“unneeded”, “horrible”, “disappointed”, and “lie” indicated dissatisfaction. Words such
as “awesome”, “great”, “amazing” were associated with satisfaction. With regard to the
topic “attitude”, words such as “rude” are often cooccurred indicating an unpleasant
attitude of the healthcare providers. Words such as “friendly” and “smile” indicated a

pleasant attitude.
We also found relevant topics that were not captured by any thesauruses from the

NQMC domains (see Table 2). The topic “competency” was identified as relevant to
describe the appropriateness and professionalism of using clinical skills. Although
somewhat subjective, especially for patients who typically have limited medical
knowledge, this topic is believed to be associated with the clinical quality measure as
defined in the NQMC domain framework. The words “knowledgeable” and “skillful”
were representative words surrounding this topic. We also found the topic that was
possibly associated with the environmental aspect of the healthcare providers. Owing to
the small sample size, we only found one such a topic with a negative sentiment,
“nasty”, from 1-star comments. In addition, the topic “recommendation” was identified
from only 4-star and 5-star comments indicating whether patients were willing to
recommend the healthcare providers.

Table 2. Distribution of topics across five categories of comments.

NQMC domains Topics 1-star 2-star 3-star 4-star 5-star

Patient experience Attitude 0+ 0+ 0+ 0+ 5+
0– 4– 0– 1– 0–
0? 0? 0? 0? 0?

Management Wait time 0+ 0+ 0+ 0+ 0+
0– 2– 0– 0– 0–
0? 0? 0? 0? 0?

Cost Billing, payment, and
insurance

0+ 0+ 0+ 2+ 0+
2– 1– 1– 2– 0–
5? 2? 3? 1? 0?

NA Competency 0+ 0+ 0+ 1+ 2+
0– 0– 0– 0– 0–
0? 0? 0? 0? 0?

NA Environment 0+ 0+ 0+ 0+ 0+
1– 0– 0– 0– 0–
0? 0? 0? 0? 0?

NA Recommendation 0+ 0+ 0+ 4+ 2+
Total relevant topics 8 9 4 11 9

Note: + indicates positive sentiment; – indicates negative sentiment; ? indicates unknown
sentiment.
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4 Discussion

The present study is to the best of our knowledge the first pilot study that focuses on
textual data analysis of PORs for dental care. Our findings have confirmed that data
from PRWs are important to the measure of health care safety and quality, specifically,
including oral health care. Although the health consumers’ opinion and experience can
be highly personalized and even subjective, we believe the PORs are an important data
source for identifying indicators of oral health safety and quality. In this effort, a
comprehensive research agenda is highly demanded to understand (1) the behavioral
aspects of dental health consumers in the interaction between consumers, PRWs, and
real-world providers, (2) effective and efficient social media computing methods tai-
lored for dental care related data, (3) the role and usage of knowledge extracted from
PORs with the scope of improving safety and quality measures and oral health care.

From the patients’ perspective, the quality of dental care shares both common and
unique aspects as compared to general health care. For example, patients of dental care
providers also concerned about doctors’ competency and patient experience in general.
But dental patients weight heavy on providers’ attitude and cost of care. Patients who
rated 1-star for dental care providers mostly commented on the cost related problems
whereas had very limited comments on procedures, outcomes, and patient experience.

Safety and quality measure for oral health care has been fell behind. Our findings
suggested the significance of leveraging data from PRWs to improve the quality
measure of oral health care. More importantly, our findings suggested a possible gap
between traditional quality measure and data available on PRWs. For example, we
found missing perspectives in the NQMC domain framework when it was used as a
reference for identifying safety and quality relevant topics.

Although this work is a pilot study, we summarized the limitations and corre-
sponding future directions as follows. First, our findings are based on a small sample of
data from a single location (i.e., urban) and a single PRW (i.e., RateMDs). The small
sample size may have affected the performance of topic modeling. Single location and
single site study also limit the generalizability. The next step is to expand the data
analysis on multiple data sources. Second, the granularity of data analysis could be
improved. We will include tailored NLP procedures in the future studies. Third, the
POR studies with the scope of assessing health care safety and quality are critiqued
about providing less-objective data. It is also a limitation to the present study. Cross-
evaluation is required to demonstrate the robustness of the findings.
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Abstract. Although Situational Awareness (SA) has been an active area of
research for decades, the integration of SA system frameworks specifically
within the healthcare industry is a fairly new topic of interest. Recent, rapid
advances in technology, especially in the field of biomedical informatics, have
introduced many SA challenges; proven links between SA and patient safety
warrants further studies as to identify and address the issues associated with
these newly available tools. Electronic Health Records (EHRs) are one of the
most adopted tools in the U.S. healthcare system that perform various functions,
capturing many kinds of medical data. One subset of patients that makes use of
EHRs are insomnia patients. Insomnia is the most common sleep disorder
among the general population; approximately 10% to 15% of adults in America
suffer from chronic insomnia [1]. Although many researchers have tackled
issues associated with EHRs including the information chaos that negatively
impacts SA, none of them have measured or analyzed actual SA Measures of
Effectiveness (MOEs). Developing SA MOEs for impact of EHRs on SA
effectiveness for the clinician decision-making process may yield improved
quality of treatment for insomnia patients.

Keywords: Situational Awareness � SA � Electronic Health Records � EHR �
Insomnia � Situational Awareness Global Assessment Technique � SAGAT �
Virtual Reality � VR � Human-Computer Interaction � User interface

1 Introduction

1.1 Insomnia

Insomnia is defined as the subjective perception of the struggle to initiate and maintain
a high-quality sleep on a nightly basis, which can lead to cognitive impairments [2].
Moreover, insomnia is categorized into two major sub-categories: chronic insomnia
and transient insomnia, the root causes of which are very different [3].

Treatments for insomnia can come in the forms of pharmacologic and non-
pharmacologic interventions. As most insomnia drugs reportedly cause many severe
side effects, psychiatrists must exercise caution when seeking the most suitable drug
specific to each patient [4].
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Epidemiologic studies support gender-based differences in sleep disorders [2–6].
However, these differences are prone to be overlooked by the physicians; the practi-
tioners might not be situationally aware of the information even though it is readily
available.

1.2 Situational Awareness

Perhaps the most adopted SA reference is Endsley’s body of work. According to her,
SA goes beyond information processing as it also counts for projection of the infor-
mation to the future. Additionally, Endsley provides a framework of SA consisting of
three levels, which was adopted in many domains including healthcare:

1. Perceiving important data in the environment,
2. Understanding the meaning of data and turning it into information, and
3. Projecting information to the near future [7].

As the quality improvement methodology Define, Measure, Analyze, Improve, and
Control (DMAIC) suggests, the path to improvement involves measuring well-defined
factors; therefore, having an integrated SA measuring function within EHRs may result
in higher levels of SA for Physicians.

1.3 Electronic Health Records

Electronic Health Records (EHRs) are widely adopted in the U.S. healthcare system
capturing health-related data; data that is included in EHRs can be either structured or
non-structured. The information contained in EHRs may also support decision-making
processes.

EHRs can be developed by commercial or non-commercial vendors. The Primary
purposes of EHRs include setting objectives and planning patient care, documenting
the delivery of care and evaluating the outcomes of care [8].

Some of the EHR functions are Physician Order Entries, messaging, patient sum-
mary, warnings for a drug on drug interactions, etc. [9].

One of the many challenges associated with EHRs is that the vast amount of
available data in EHRs begs the need for improved search methods and creative
visualizations to present the data at the time that is needed. There are also many other
issues involved with EHRs including but not limited to, privacy concerns, data safety
and security issues, system glitches, so on so forth.

Many studies have discussed the capabilities of EHRs for improving SA in the
health care domain. For example, Lurio discusses how EHR alert systems can boost
public health SA of clinicians [10]. However, most studies of this type do not actually
measure SA to support their claims.
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2 Literature Review

SA can be measured either directly or indirectly; one of the most common measures of
SA is Endsley’s Situational Awareness Global Assessment Technique (SAGAT),
which requires freezing the process at random times and having queries completed by
the operator [11, 12].

However, in most healthcare settings that cannot be the case, simply because
freezing the process cannot be done. For example, resuscitation processes should not be
stopped. That is when indirect measures (simulation-based measures) are used.

The nature of healthcare system is different from other complex environments, in
that this system is directly affecting individuals’ lives; therefore, not only SA mea-
suring techniques should be different than those that are proposed for other dynamic
environments, but also SA framework could be subject to changes.

For instance, to incorporate SA within the healthcare system, researchers proposed
a fourth level to this model; “Resolution”; that is, choosing the best available solution
based on the first three stages of SA and translating to patient care [13].

Moreover, a seven-level SA framework has been proposed for resuscitation teams
that includes allocating resources, planning, avoiding fixation errors, calling for help
when needed, prioritizing attention, re-assessing patient, and shared mental model [14].

The process of treating insomnia, however, can be stopped; therefore, direct
measures of SA; such as SAGAT are applicable to this situation.

Virtual Reality (VR) is proven to be effective in enhancing SA scores through
training by providing advanced user interfaces, which facilitates Human-Computer
Interaction. A handful of Virtual Learning Environments (VLE); such as WebOnCOLL
and Active World (AW) have been developed for the purpose of training clinicians over
the past decade, neither of which have been utilized to measure SA within EHRs [15].

Consider Telehealth Outreach for Unified Community Health (TOUCH), a virtual
environment for training medical students that enables real-time communication [16].
However, this VLE had many disadvantages including involving no eye-tracking
capabilities in the system, which made it impossible to figure out what the remote users
were looking at.

Simulation-Based Training (SBT) is a widely adopted technique in various areas of
healthcare; on the contrary, automizing measuring process is fairly new for researchers
[17]. Furthermore, Wald explains how complex user interfaces in EHRs adversely
affect SA of the physician, which warrants the need for more optimal functions that are
built-in to EHRs [18].

3 Methodology

The University of Arizona’s Architecture-Driven Systems Laboratory (ADSL) devel-
oped the Systems Architecture Synthesis and Analysis Framework (SASAF), whose
main objective is to find the optimal set of domain-specialized hardware, software,
procedures, and policies for systems architectures using interoperable infrastructure
shown in Fig. 1. SASAF tools allow for the creation of knowledge-based environments
through ontology editing.
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An ontological approach is proposed to be utilized based on the guidelines pro-
vided by the National Institutes of Health (NIH) for the evaluation and management of
chronic insomnia. A SASAF ontology can link many insomnia clinical practice pro-
cedures developed by NIH to EHR data, thereby aiding practicing clinicians. The
process of developing an SA measurement from the SASAF ontology can be built upon
SAGAT.

For the purpose of this paper the optimal solution included the VR coding software
Unity.

4 Results and Discussion

A prototype of the proposed integrated SA measurement function for EHRs extends the
pre-existing ADSL Integrated Sensor Viewer, which has been successfully applied in
other domains such as Space Situational Awareness. This prototype shall leverage the
ADSL’s Virtual Reality (VR) capabilities, including the rendering engine Unity. The
prototype shall be capable of processing EHR data for insomnia patients, comparing
them to NIH guidelines, generating SAGAT queries for physicians, and measuring SA
scores from these queries. Finally, measuring SA regularly influences SA scores
positively, which is the objective of this study.

5 Conclusion

The ADSL’s Development Processes include future activities to be completed incre-
mentally, including implementing the prototype, designing experiments with the actual
integrated function for EHRs, and advancing the function for other healthcare purposes.
All in all, this study shall develop an extendable SA measurement function for EHRs
that can directly measure the SA of psychiatrists treating insomnia patients, allowing
for unprecedented treatment through data immersion.

Future studies shall concentrate on integrating eye-tracking facilities to EHRs; that
is the eye-tracker will capture at what part of the screen the doctor was looking, at any
given time. In other words, better potential measures of SA could be proposed when
using new technologies.

Fig. 1. ADSL SASAF operator hardware station
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Abstract. The healthcare space continues to embrace the convenience of
mobile health applications, yet these app are not regulated nor standardized
results in suboptimal results and potential patient harm. Xcertia aims to address
this need by bringing together subject matter experts, stakeholders, academics,
developers, and students to develop guidelines to steer mobile health app
development. These team members were divided into five key workgroups:
Privacy, Security, Content, Operability, and Usability. The current paper focuses
on the Usability group and its process and development of its ten guidelines.
Leveraging the unique strengths of academics and industry subject matter
experts, the group researched, identified, and grouped key usability components
into basic usability guidelines, each including its own set of detailed perfor-
mance requirements. Employing an iterative process, the workgroup rigorously
reviewed these requirements to capture only those that are vital to app efficiency
and effectiveness. These ten guidelines cater to a wide audience with varying
knowledge of usability and human factor principles and address the topics of
visual design, readability and understandability, navigation, feedback, notifica-
tions, help resources and troubleshooting, historical data, accessibility, and app
evaluation. The guidelines aim to guide mHealth stakeholders in developing safe
and intuitive apps while also catering to target users within specific use
environments.

Keywords: mHealth � Usability � Mobile health applications � Healthcare

1 Introduction

Current industry standards for development and evaluation of new medical products are
largely focused on FDA-regulated products. However, mobile health (mHealth)
applications have rapidly gained traction in health management and care, creating a
need for stricter guidelines mHealth apps that may or may not be considered medical
devices. Though some informal guidelines have been publicly available, the medical
industry has lacked a reliable, standardized reference to address the specific design,
development, and testing needs of mHealth apps. To address this need, Xcertia—an
mHealth app collaborative founded by the American Medical Association (AMA),
American Heart Association (AHA), DHX Group, and Healthcare Information and
Management Systems Society (HIMSS)—released on Feb. 13, 2019 its initial draft of a
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new set of guidelines promoting more thoughtful development of mobile health
applications (mHealth apps) [1]. These guidelines cover five key topic areas critical to
app development: Privacy, Security, Content, Operability, and Usability. Because the
authors of this poster belong to the Usability faction of the collaboration, this poster
describes the content and development of the Usability Guidelines [2].

Notably, the creation of these guidelines was driven by the intent for application to
a diverse array of mHealth apps. The Xcertia Guidelines apply to any app operating in
the healthcare realm, from guided home-use data tracking and clinical decision support
apps to apps that serve as medical information repositories and databases. Conse-
quently, the guidelines cover apps used by a wide range of clinical and lay (i.e., patient)
users for varied use cases across a range of use environments. The Xcertia Guidelines
strive to achieve several goals across both the mHealth and overarching healthcare
industries. Because the guidelines are a consolidated set of industry standards, it is
expected that app developers will utilize them as a resource to improve products and
decrease time to market. The guidelines also aim to reduce the burden on healthcare
systems pursuing procurement of clinically-based apps: if healthcare systems can
confirm that an app of interest meets the Xcertia Guideline’s performance requirements,
they can be confident they are implementing effective, well-designed apps into their
care environments. Consumers, whether clinician or patient, can also be confident of
the apps’ ease of use, content accuracy, and confidentiality protection capability.

In addition to the overarching goals for the Xcertia Guidelines, the Usability
Guidelines specifically aim to fulfill two primary purposes. Firstly, they aim to assess
how a mobile health app is designed to be safe and easy to use by incorporating five
key quality components of usability: learnability, efficiency, memorability, prevention
of errors, and user satisfaction. Secondly, they strive to optimize apps for use by the
specified users within the specified use environments.

2 Methods

Xcertia consolidated five working groups of industry experts across a variety of dis-
ciplines to develop the guidelines for each topic area. Workgroup members included
academics, app developers, subject matter experts in the section topics, healthcare
providers, and other industry stakeholders. The Usability Guidelines were informed by
the following sources: industry experience and expertise, primary empirical research in
mHealth and human-computer interaction, usability heuristics, and examination of
secondary usability literature and user experience standards. After each group gener-
ated a subset of overarching individual guidelines for each of the five sections,
members further elaborated on each guideline by providing a series of performance
requirements. For example, the Operability group generated a “Connectivity” guideline
composed of four individual performance requirements.

Over the course of seven months, members utilized an iterative development process
to build upon existing guidelines drafts and generate new content. After individually
generating and editing content on a collaborative document, all members participated in
biweekly remote meetings to discuss and review generated content and determine
progress targets for the next meeting. This iterative process fostered consistent critical
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review of the proposed guidelines as team members reflected on the relevance and
robustness of research supporting draft content. In February of 2019, all five sections
were combined, reviewed, and prepared for publication.

The Usability group identified high-level topics primarily by leveraging both
insights from subject matter experts and recent research identified by graduate students.
Graduate students performed a thorough review of the usability and human factors
literature pertaining to mobile applications and presented their findings to the
group. Both subject matter experts and graduate students collaboratively organized
content, allowing the high-level categories (guidelines) to evolve organically. For
example, “alerts, alarms, and notifications” was once considered part of the App
Feedback guideline but was later separated into its own guideline after the group
generated a high number of relevant performance requirements dedicated to the subject.
Following categorization, key findings were consolidated into a document as guideli-
nes, which were then reviewed multiple times to identify coherence to baseline stan-
dards, such as a consistent “voice” and use of accessible language to reach a broad
audience (i.e., understandable to those without technical or design backgrounds).

3 Results

3.1 Introduction to Results

The Xcertia Guidelines contain five sections (Privacy, Security, Content, Operability,
and Usability), each of which includes a subset of individual guidelines that is further
broken down into a series of performance requirements. While each guideline provides
an overarching theme or principle for consideration, the performance requirements
provide detailed, prescriptive instructions directed at readers who are designing,
developing, or evaluating mHealth apps. Key topics from each guideline section are
summarized below, with an emphasis on the Usability Guidelines. Overall, the
Usability Guidelines outline how to design for safety and ease-of-use by optimizing
learnability, efficiency, memorability, error prevention, and user satisfaction, covering
such topics as alerts/notifications, navigation, troubleshooting, user disabilities, eval-
uation techniques, and more.

3.2 Usability Guidelines

The Usability Guidelines emphasize the importance of designing for an app’s specified
target users and use environments to promote efficient and accurate operation resulting
in safe, satisfying user experiences. Each high-level Usability Guideline is presented
and defined in Table 1.

The first guideline, Visual Design, lists 10 performance requirements to help
developers, designers, and managers follow usability standards that promote content
legibility and clarity to support user engagement and minimize distractions. Some of
the requirements address topics of formatting, layout, and adaptability. Selected
examples of Visual Design performance requirements are highlighted below:
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Table 1. Usability guidelines

Guideline Definition

U1 Visual Design Apps should follow standards of visual design that promote
legibility, clarity of content, and user engagement without
introducing unnecessary distraction. Apps that leverage user
expectations in their design strategy shorten the learning curve and
decrease user frustration

U2 Readability Text used within the app must be readable, understandable, and
adjustable to accommodate ease of operation for a variety of
devices, users and use environments. Text size adjustments should
not alter the screen layout in a manner that could confuse users or
prohibit ease of use

U3 App Navigation Users should be able to navigate quickly and easily between
screens to complete tasks. Navigation should feel natural and
familiar, and should not dominate the interface or draw focus away
from content

U4 Onboarding Apps should facilitate an intuitive process for launching,
registering, entering personal information (if applicable), and
preparing for first-time use. As the users’ first introduction to the
app, a simple and intuitive onboarding process is critical in
instilling user confidence that the app will provide a satisfying
overall user experience

U5 App Feedback Apps should provide sufficient feedback to inform the user of the
results of their actions and promote understanding of what is going
on in the system. Feedback includes app reactions to user input,
including providing messages to the user. Efficient and informative
feedback ensures that users will be able to understand and perceive
app actions without frustration. Guidelines associated with
feedback related to notifications, alarms, and alerts can be found
within Guideline U6

U6 Notifications, Alerts and
Alarms

Notifications (general reminders or updates to the user), alerts
(non-urgent indicators intended to capture user attention), and
alarms (urgent indicators that may be safety-critical) must consider
both safety and usability to inform users when attention is required

U7 Help Resources and
Troubleshooting

Apps must incorporate help and troubleshooting features to guide
the user when needed. Unavailable or unclear help features may
lead to user confusion, frustration, and ultimately app
abandonment

U8 Historical Data Apps used to gather data should store historical data in a manner
that is easy for users to access and understand

U9 Accessibility Apps should be designed and built to accommodate a wide variety
of users, including those with disabilities such as perceptual
impairment (visual or auditory), cognitive impairment and learning
disabilities, and motor impairment. Designs that are made to be
adaptable will facilitate ease of use for all users, not just those with
disabilities. Additionally, app design should aim to accommodate
use with common assistive technologies (e.g., screen readers)

(continued)
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• U1.06 Important elements critical to app functionality and content understandability
should be positioned above the scroll line to minimize the opportunity for missed
information. Users should be able to clearly identify when screens extend beyond
the scroll line.

• U1.09 When possible, reduce the probability of data entry error by providing users
with selectable options rather than requiring text entry.

The second guideline, Readability, contains 6 performance requirements which
provide clarity on such topics as default font size, text hierarchies, content clarity, and
comprehension level.

Guideline U3, App Navigation, includes 5 requirements to address ease of use so
that navigating an app feels natural and intuitive. This guideline outlines methods for
users to navigate within an app, such as menus, swiping, and reversible actions.
Selected examples of App Navigation performance requirements are highlighted
below.

• U3.01 Users should be able to easily identify where they are in the app and how to
navigate to different destinations. The navigational path should be logical, pre-
dictable, and easy to follow. For screens that users may need to access in succes-
sion, providing shortcuts may improve ease of navigation.

• U3.03 App design should facilitate reversible actions by allowing the user to
navigate back to previous pages.

• U3.05 The app’s main menu should be easily locatable and identifiable. Standard
app design conventions would likely lead most users look for a menu on the top,
left-hand side of the screen. A collapsed menu is often associated with the three-bar
“hamburger” icon that frequent app users are expected to be familiar with.

The Onboarding guideline aims to create a natural method of registering and
preparing users using an app for the first time. Onboarding performance requirements
discuss the importance of clear launch screens, bypassing introductory information and
steps, and tutorials within its six requirements.

Table 1. (continued)

Guideline Definition

U10 Ongoing App
Evaluation

Throughout the entire development lifecycle, apps should undergo
robust, iterative evaluations that follow a user-centered design
process. Understanding the user perspective and evaluating
technology to test assumptions is critical in developing safe and
usable products, and apps that do not meet user expectations or are
cumbersome to use are unlikely to be adopted. Apps requiring
review by the Food and Drug Administration (FDA) should
undergo testing evaluation that follows the FDA’s guidelines for
applying human factors and usability engineering to medical
device design
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Guideline U5, App Feedback, is a vital piece of user app interaction as it assists the
user in understanding both the results of their actions and how the system is
responding. This guideline contains 6 performance requirements that call out important
feedback characteristics, app transparency, and error messages.

The importance of the Notifications, Alerts & Alarms guideline lies in its safety
implications for users. Performance requirements address topics such as sensory output
to elicit users’ attention, cancelling alarms, and accessing alarms at a later time.

Guideline U7, Help Resources and Troubleshooting, addresses users’ ability to
access helpful documentation and address potential app issues, which is vital to user-
app interaction. Performance requirements discuss walkthroughs and easy access to
help features, as well as appropriate use of text and images to convey helpful content.

Historical Data is an important component that is often excluded in apps. This
guideline encourages easily accessibility and understandability of historical informa-
tion. This can be accomplished by adhering to the data manipulation, presentations, and
storage capacity-related performance requirements.

Guideline U9, Accessibility, provides basic requirements an app must meet to
support efficient use by physically- or cognitively-impaired users. This guideline
contains 6 performance requirements addressing such topics as flexibility in various
input modalities, content adaptability, and the need to retain functionality and ease of
use.

Lastly, On-Going App Evaluation, guideline U10, emphasizes the importance of
continuous app evaluations to foster continuous app efficiency to an ever-changing user
population. Its 7 performance requirements discuss the need for targeting and researching
user populations, the various methods and process of user testing, and the importance of
testing in a realistic environment. This guideline stresses the importance of usability
evaluations in developing safe applications.

3.3 Other Guidelines

Privacy
The Privacy Guidelines cover protection of user information, including protected health
information. Key themes in this section include disclosing data collection and
use, access to collected data, and obtaining user permission before data sharing.
Compliance with important laws and regulations, including the Health Insurance
Portability and Accountability Act (HIPAA), the Children’s Online Privacy Protection
Act (COPPA), and the European Union General Data Protection Regulation (GDPR), is
also discussed. This topic is likely relevant in addressing concerns of patient users, who
may be reluctant to utilize an app that stores and transmits personal health data.

Security
The Security section focuses on protecting apps from threats and ensuring data remains
uncompromised. Security is critical for mHealth apps used in the clinical space, which
may store data for many patients. These guidelines highlight a robust risk evaluation
process and various threat identification methods, including scanning and encryption.
HIPAA compliance is again discussed here, as well response to and recovery from data
breach incidents.

Development of Usability Guidelines for Mobile Health Applications 505



Content
Ensuring that information is current and accurate is particularly important for mHealth
apps, those providing clinical decision support, such as suggested medical treatments or
interventions. The Content Guidelines emphasize transparency regarding information
sources, including providing access to data for evidence-based claims, and advertised
content. Additionally, medical information presented in an app must be up-to-date. If
new data suggests that best practices be updated, any outdated content that could be
medically dangerous should be removed.

Operability
Operability discusses correct app function through the install, load, and use processes.
This differs from the Usability section in that the content focuses on inclusion of
specific functionality rather than responses to user inputs. For example, the topic of
onboarding is covered in both the Usability and Operability Guidelines, but the dis-
cussion in the Operability section focuses more on technical requirements and correct
app behavior. Operability also covers information transparency (e.g., change history
and medical device status), as well as connectivity (e.g., specific performance
requirements for apps connecting to or serving as electronic health records (EHRs).

4 Discussion

4.1 A Subsection Sample

The Xcertia Guidelines fill an important industry gap by consolidating information
from a variety of sources to provide a reliable, standardized reference for addressing the
specific design, development, and evaluation needs of mHealth apps. By utilizing a set
of guidelines that can be applied to both regulated and non-regulated products, mHealth
stakeholders can benefit from standardized processes that result in improved design and
better user experience.

All working groups faced various challenges throughout the development of the
guidelines. The Usability group’s primary challenges included prioritizing topics for
inclusion, determining an appropriate level of detail while also striving for a
universally-applicable set of guidelines, translating for various audiences (e.g., design,
development, human factors, psychology), and defining and maintaining voice and
language use consistent with the greater Xcertia effort.

The Xcertia Guidelines are available for a public comment period through May 15,
2019 at https://www.xcertia.org/the-guidelines/. Comments will be utilized to generate
updates that will be implemented in the final version.
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Abstract. Real cognitive power comes from using external aids that enhance
our cognitive activities; however, without such assistance, our memories,
thoughts and reasonings are all constrained (Ware 2008). Exposure to trauma
can cause damage to the area of the brain noted for value-based decision-making
and can lead to a greater risk of mental health problems. However, evidence
suggests that social support may provide a protective barrier on brain structure.
A major factor in high suicide rate among military veterans is due to untreated
mental illness. Unfortunately, there is a gap of service for veterans released from
active duty and who are waiting to be treated by VA Medical Centers. Recently,
there have been several press releases concerning the increase of suicide among
veterans, and the inability of the VA to serve veterans in a timely manner.
Numerous laws, blue ribbon commissions, Inspector General (IG) reports,
Government Accountability reports, and hearings in both the Senate and House
of Representatives Veterans’ Affairs Committees are examining ways to fix this
inefficiency (Heller et al. 2014; Ducharme 2018). The main objective of this
research is to describe how players experience healthy socialization within
virtual reality social environments using virtual ethnography and phenomenol-
ogy. This exploration of healthy socialization using the emerging virtual reality
social platforms may enable both positive socialization and positive emotional
states (Stephane 2007 and Savage 2014) for both the short-term gap of service,
and the long-term building of resilience.

Keywords: Military veterans � Socialization � Virtual reality � Resilience �
Trauma � Suicide � Mental health � Post-traumatic stress disorder

1 Introduction

1.1 Gap of Service

Suicide is 10th leading cause of death in the United States, and worldwide suicide is
high in countries like Lithuania, South Korea, and Japan (World Population Review
2019). The United States contains service gaps in that suicide prevention needs both
reactive and proactive care (Aguirre et al. 2013); however, the focus is generally on
reactive care in that a person would notify authorities only after someone threatens or
attempts suicide. There are nearly 22 million veterans living in the United States, but
only 5.9 million actually use VA health care services; therefore, 16 million veterans are
not receiving health care benefits from the VA (Bagalman 2014). Many may depend on
charity and local and state resources.
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Several press releases have been issued over the last few years making military
veteran suicide prevention and intervention top priority of the Department of Veteran
Affairs (VA) (Shinseki 2012; VA 2018a, b). The most recent press release at the time of
this research was January 2019 from Robert Wilkie, the Secretary of Veterans Affairs,
stating that veteran mental health is the top clinical priority of the VA (Wilkie 2019).
However, very little is mentioned concerning a proactive treatment for sustainable
mental health for veterans. Secretary Robert Wilkie explained that the critical time for
high-risk veterans happens during the 12-month period following their discharge from
the military. The release discusses accountability and transparency of the VA as an
approach to treating the problem - providing very little explanation of what is being
done to actually support veterans during this critical 12-month period.

Early interventions like developing necessary socialization skills and maintaining
healthy relationships are lacking, causing a gap in service in the care of those struggling
with suicide ideation stateside and globally. Both proactive and reactive responses are
vital components in creating early intervention methods through socialization and both
can be developed by advancements in technology (Aguirre et al. 2013). Socializing
with these advancements include virtual reality social environments (VRSE); for
example, AltspaceVR.

AltspaceVR is a social platform in virtual reality that assists people from over 150
countries to socialize in the most natural way possible. The main objective of this
research is to describe how Players experience healthy socialization within VRSE and
two of the research goals: (1) help provide veterans with healthy socialization expe-
riences, and (2) help build resilience in Players while they are waiting to be seen by a
health care professional.

2 Design Thinking

The iterative and incremental design thinking (DT) approach (Meinel and Leifer 2011)
is employed for identifying and mapping appropriate human-centered design methods
for each stage, i.e. problem statement(s), need-finding, ideation, prototyping and eval-
uation. In particular, in the evaluation stage, objective phenomenology and virtual
ethnography (Creswell 2018; Boellstroff 2012, 2015) are investigated in terms of best fit
for eliciting and understanding each player’s unique perspective and unique experience
related to expected positive socialization in social VR platforms such as AltspaceVR.

Previous research focused on online social environments (e.g. Second Life) which
showed that players enjoyed creating things in VR, but most of them used the online
environment primarily for socializing (Brahnam 2014).

Furthermore, social support seems to have a protective effect on Orbitofrontal
(OFG) volume in the brain for veterans exposed to trauma. Traumatic experiences are
associated with reduced OFG volume; this region of the brain plays a role in object
identification, learning of stimulus-reward associations and value-based decision-
making. Reduced OFG volume may affect the ability to recognize the implications of
stimuli; like rewarding stimuli (Aupperle, Connolly et al. 2013) in social interactions.
Recognizing positive and negative stimuli from another person is important for
developing and maintaining healthy relationships.
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3 Methods

This article is based on my current PhD research.
The problem statement and need-finding DT stages are based upon previous

research and personal experiences, and the related methods are literature reviews and
observations.

During the DT ideation stage, the main methods employed were brainstorming
sessions and design rationale for identifying the best VR structure to enable studying
the experiences of healthy socialization. Initially the research focused on thoughtful
facial expressions (Savage 2014) and the real-time animation of virtual avatars. Facial
expressions play a powerful role in social interactions from birth to adulthood
(Université de Genève 2017), however, after several iterations over the course of 2-
years, it was decided to shift toward VR social environments that enabled observation
of players and elicited larger scale multi-player socialization.

The DT prototyping stage was aligned with the ideation stage for assessing the
usefulness and feasibility of a VR environment within the scope of the current research.
Over the course of 2-years, 3D software enabled the animation in real-time of an
avatar’s face based on the player’s facial expressions. Different software and hardware
were identified and compared, and a first successful prototype was implemented using
Brekel Kinect Pro Face. However, the overall configuration, even though ready for
experiments, was found quite complex, constraining, and expensive from a sustain-
ability perspective, i.e. if deployed at a large scale, every player would need to be
provided with a Microsoft Kinect and a VR-ready computer, and players would need to
constrain their movements within the field of view of the Kinect sensor. Furthermore,
the real-time integration of the facial expression capture and animation with various
existing games was also found to be complex and not sustainable (e.g. upgrades over
time). Therefore, the recent social VR environments were finally selected as the pre-
ferred design for the current research. As mentioned above, the main research focus
shifted from facial expressions to social interactions in the ideation stage, and the
prototyping shifted from hard-coding to customizing activity spaces in these social VR
environments and utilizing all the advanced features offered by such environments,
both technical (i.e. multi-player, multiple VR headset support, cross-platform support -
Windows, Mac, mobile devices) and social (i.e. subscription rules and 24/7
moderation).

By consequent, for the DT evaluation stage, using the virtual space AltspaceVR, I
began attending events over an 8-month period starting in March 2018 in an effort to
establish prior ethnography. Events within Altspace are ongoing sessions/events
dealing with different forms of socialization while offering a myriad of activities. For
example, one event is called “Mental Wellness: Real-Life Superheroes,” where players
learn practical applications concerning mental wellness; another example is an event
called “VR Church,” where Players explore spirituality and meditation. As my virtual
relationships developed, I began to host my own events, and as a result the initial
methodology shifted from ethnography to phenomenology, for studying emergent
phenomena.
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Participant population currently consists of four virtual reality players called a
“transient” sample. It is recommended for phenomenology methodology to have 3–25
players or until saturation is reached on the chosen phenomenon (Creswell 2013 and
Ary et al. 2010). Sample demographics include United States and United Kingdom.
Limitations include (1) age: 18-years and older, and (2) English speaking. Recruitment
strategies emerged during development and hosting of events, and while participating
in other events and activities for the purposes of recruitment, observation, and inter-
viewing of players relating to healthy socialization within virtual reality.

Data collection consists of interviews and observations where a player signs a
consent form agreeing to be observed and interviewed. After 8-months of player
observation, an interview was set up with each of the chosen players in the transient
sample. The University Institutional Review Board reviewed and approved the study in
January 2019. Interviews were conducted in February 2019 and lasted roughly 30–
45 min. They were completed by calling the player using the Discord voice and text
chat application for gamers, and the interviews were recorded using OBS Studio.

3.1 Trustworthiness

Credibility (Creswell 2013) was addressed using different techniques such as prolonged
engagement in the field (currently a total of 1-year from March 2018 – March 2019),
member-checking, and triangulation of methods and data sources; both ethnographic
methodology and phenomenology were used, and both observation of players in their
natural virtual environment and interviewing players for confluence of evidence (2013).

Player interviews were coded using inter-rater and intra-rater (code-recode) vali-
dation to help confirm reliability. I started with the first interview from Player 1 and
coded a page with higher level emergent themes. Some of these themes were: Safety,
Silliness, Engaging, Privacy, Comfortability, and Real-World Likeness. After two
weeks, I returned to the same section of the interview and recoded it again. I chose the
same or similar codes. For example, ‘Engaging’ was the initial code used during the
first time through, while ‘Interesting’ was used during the recode. After my second time
through, I utilized inter-rater agreement and sent the interview and coded themes to
another researcher who confirmed and agreed with my decisions. Additional consid-
erations for dealing with trustworthiness will be addressed as this research is conducted
and completed.

4 Results

Data reduction has been conducted throughout the process for observations of players
in their natural virtual environment and during each interview. Data analysis is still in
its early stages but there are already some very interesting findings. For example,
preliminary research has already suggested that socializing in VR while discussing
mental wellness has been extremely beneficial to real-world applications, and social-
izing through entertainment has impact in Real-World Likeness. Player 4 even stated
that he/she finally felt the courage to seek counseling for extreme social anxiety.
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Player 1 (P1) recently went through a major surgery and had been homebound for
several weeks. For P1 the friendships that he/she developed within VR were similar to
Real-World Likeness.

P1: “The more you’re there and interact with the same people, you kind of bond
with them a little bit and your comfort level is much better, you know, and that’s
how it works in the real world too”.

5 Discussion and Recommendations

Qualitative research allows studying emergent properties. One of these emergent
properties is what I have termed ‘Transient’ sample unique to VR users. In this sample,
each player is considered from both the virtual reality and the real reality standpoint; in
terms of their chosen avatar (and name) representative of their unique character within
VR, and in terms of the actual human in real reality. The transient sample represents:

(1) Randomness of and among the players within these virtual environments; they
cross time zones, cultural, religious, and moral zones;

(2) Accessible within reason; they must also be receptive to the researcher’s questions
in and out of VR;

(3) Typical; (versus representative) differing in players already using VR verses
willing-to-use VR technology (this is also a usability issue);

(4) Indiscriminate and genial (hospitable) for at-the-moment participation in both
virtual and real world;

(5) Present and Settled (PAS): sticking around instead of event hopping. When asked
a set of questions, some participants would just “pop-out” of the event and/or exit
the game. There are three aspects to PAS - first, they do not wish their actual
world identities to be compromised; second, they are having technical issues
causing misunderstanding or making it difficult to connect and respond; third, they
do not like the event (regardless of the researcher) and are unwilling to stay
further;

(6) Constancy (or loyalty) to a particular environment (AltspaceVR), spaces (events
or areas of interest), or avatars (other players). A player’s fidelity to their chosen
event, game, environment, etc. can be fiercely loyal or intensely duplicitous.

A research study was conducted on veterans (Savage 2015) using a video game
called Suicide Intervention-Prevention Mini-Game (SIP-M). This video game was
designed to teach players about mental wellness while distracting them through
interactive entertainment (running around in third-person searching a warehouse for
clues), and through gaming challenges (time constraints and time warnings). By dis-
tracting players with these gaming features, players would be inadvertently educated on
suicide intervention-prevention. The results were that eventually all Users showed
improvement in learning about suicide intervention-prevention or scored exactly the
same. However, only one User scored worse during the initial attempt to play because
they were unaccustomed to playing video games. When the User immediately played
the game a second time, the User showed substantial improvement in learning the facts
about suicide-intervention prevention.
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This study is important because information can be lost when there are technology
malfunctions and misunderstandings concerning how to use or how to engage in a
virtual reality environment. This is another reason why players in virtual reality are
such a unique sample and interesting sample. One player could be using a Smartphone
to attend events, another might use a PC, or they may be using one of several types of
VR headsets on the market.

5.1 Future Direction

A poll was conducted by The Washington Post and Kaiser Family Foundation (2015)
among a random national sample of 819 Iraq and Afghanistan war veterans. This poll
revealed that 55% of those surveyed felt disconnected from civilian life and two-thirds
missed the community of other solders. The poll showed that 51% personally knew a
service member who had attempted or who had actually committed suicide. Finally,
51% believed the military nor the government are doing enough to help veterans
transition.

My research efforts toward providing healthy ways of socializing through social
VR environments and entertainment are supported at this stage by positive observations
in the social VR platforms as well as positive feedback from players. Therefore, it is
expected that continuing to create adapted activity spaces in these VR platforms as well
as providing insights and guidance for meaningful socialization will contribute to a
better veteran transition.
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Abstract. Digitalization has revolutionized almost every sector of our life,
including both the private and the professional one, just as the relationship
between man and machine/computer is radically changing our lives.
Among many sectors, the authors have chosen to explore how digitalization

and new technologies are mutating the healthcare, focusing in particular on the
exploitation of chatbots and on the forms of interactions with them.
Human computer interfaces are becoming more important in a world whose

complexity is increased by technology and in which certain groups of people
risk being excluded. Fragile categories, health support services, are common
keywords because one of the most important games is played on them and on
the concept of social innovation through technology.
In this context, social differences can be smoothed out, but can also be

magnified. In sectors like education or healthcare, such a level of inequality
could be reached, that there could be A-class citizens, who would have access to
technological prostheses, thus increasing their capacities in some way, and B-
class citizens who would be excluded.
The authors start giving an overview of the main technologic innovations in

the field of healthcare and explaining how they can magnify the risk of exclu-
sion. Then the focus is shifted first on the interaction between people and
chatbots used for generic purposes, and then on the central theme of health-bots.
Finally, in the conclusions, the authors give a reading about the main interaction
forms that can help people using these systems.

Keywords: Chatbot � Healthbot � Virtual assistant � AI � Machine learning �
Human computer interaction � User experience

1 Introduction: Innovation and Inclusion in Healthcare

Interface, commonly intended as the space where interaction between people and
machines occurs, becomes more and more important in today’s world. Technology
makes the complexity of systems increase and some groups of people risk being
excluded. Among all the various kinds of end users, the elderly are those most likely to
remain excluded from this process, but since they’re growing in number and spending
power, they are also potential recipients of projects and solutions.

Designing interfaces that can ease the interaction and reduce complexity is there-
fore critical. Above all in the healthcare sector, where senior citizens are the main
target.
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In recent years, the medical sector has undergone a transformation driven by new
technologies and innovation: telemedicine, wearable devices, health apps, drones, but
also virtual assistants, big data, artificial intelligence, augmented reality and virtual
reality have all become familiar terms not only to experts, but also to patients and their
families.

These innovations have proven they can improve the quality of care and life of
patients, while reducing healthcare costs. And they can allow people overcome
physical barriers, provided they’re designed properly.

2 The Centrality of the Interaction: The Case of Chatbots

In recent times, great attention has been placed on the design of conversational
interfaces, through the use of chatbots, the technological tools that “pretend” to be
human in order to help people in a variety of tasks. Almost seventy years have passed
since “The Imitation Game”, Turing’s test [1], in which people had to guess if they
were engaging in a conversation with a machine or with a human.

Interest in this topic today is higher than ever, probably because the latest tech-
nological advances make it harder to distinguish between an Artificial Intelligence (A.
I.) and an actual human, almost to the impossibility.

The term chatbot refers to any software application that engages in a dialog with a
human using natural language, as stated by Dale [2]. In other words, a chatbot is an A.I.
based program that simulates an interactive human conversation by using pre-
configured keywords and sentences, either via written text or speech. Nowadays
chatbots are widely spread and used: from simple bots that follow question-and-answer
patterns to more complex bots that make use of Artificial Intelligence and are able to
learn. On the market and in the main app stores it’s easy to find commercial bots,
customer service bots, content-based bots, but also service-based bots, like, for
instance, the ones which function as a night companion for those who suffer from
insomnia [3].

In a world where people are accustomed to real-time 24/7 feedback, chatbots
represent the best way for administrations and companies to connect to their
users/clients. As a matter of fact, by 2020, 80% of companies are expected to employ a
chatbot.

For this reason, one of the most important design goals is to make interaction with
chatbots [4] enjoyable and to avoid possible frustrations, by trying to predict the
reactions of the user and to respond to them in an appropriate way. In addition to the
most common problems of understanding, an interesting aspect emerged from several
studies [5] is that people tend to place themselves in a dominant position compared to a
chatbot and often “test” it, by provoking it, aware that the one they are talking to isn’t a
person. This often ends up in vulgar sentences or more or less explicitly sexual
approaches to female chatbots.

A chatbot designed to respond promptly and ironically can establish an empathetic
relationship with the user, gaining respect and credibility [6]. People tend to anthro-
pomorphize the world around them and if they face a well-defined chatbot they tend to
establish a more positive and empathic relationship.
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A further development of chatbot based interaction is for the bot to understand the
emotions of its interlocutors through sentiment analysis and the use of emojis, gifs and
other communication artifacts in conversations to make them more engaging.

The decisive threshold for making chatbots credible thus becomes the ability to
create an empathic link with the user through a solid personality. For this reason, new
professions need to be considered as employed in the design of a chatbot, such as
conversational designers, A.I. interaction designers, character designers or even poets,
television writers or dramatists as in the case of Microsoft Cortana [7].

A chatbot based service represents an essential resource today, and having one that
can surprise us with his personality and be friendly is the new frontier for designers of
conversational interfaces.

2.1 Chatbots in Healthcare: Healthbots

Chatbots are currently employed in a variety of sectors, such as insurance, banking
services, retail. More recently, they have been applied to the evolving sector of
healthcare.

Although this kind of bots, promptly renamed as “healthbots”, are still experimental
and in the first stages of evolution, they are already used today to reserve a service or to
make an appointment with the doctor based on the severity of the symptoms, to
monitor a patient’s health status by sending notifications to the nurse or to the doctor, in
case of abnormal parameters, or they are used as home helpers.

The ever-evolving digitalization of the medical sector is already showing enormous
potential: apps, all-day health monitoring, personalized health systems, artificial
intelligence and healthbots guarantee better results at lower costs.

Besides, the technology also aims at reaching full social inclusion in the health
sector. Lower access costs to these devices means more access to a better care for more
people, in the (maybe utopian) hope of a world where everyone, anywhere and at any
time, can get the highest quality of care.

For example, it is common practice to seek medical solutions on Google [8, 9], but
one can easily get lost in a maze of pages with solutions that are often inadequate and
irrelevant, and that can cause a unjustified state of anxiety for the most disparate
symptoms. An appropriately programmed healthbot could solve this problem.

Uses and implementations of healthbots, as mentioned, are still being tested, but
there are already relevant examples, some of which are listed below:

• Sensely [10], a machine learning based virtual nurse;
• AiCure [11], which is able to analyze received images and to understand whether

the patient is following the prescribed indications or not;
• Babylon Health [12], which uses artificial intelligence to identify the different

pathologies and suggests the most suitable therapy;
• Woebot [13], a psychological help service to support people avoiding negative

thinking.

Italian company MSD Health [14] has developed a healthbot to improve the quality
of life of people suffering from Alzheimer’s disease, which can respond to patients’
questions, reminding them drug therapies, memorizing names and contacts of family
members and eventually helping them to find their way back home.
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Today, healthbots have the capacity to provide an answer to simple health related
questions, but, in the future, they are expected to become more precise by integrating
the data provided by wearable sensors, smart watches and digital medical records, in
order to provide more accurate information on everyone’s health status, while pre-
serving, at the same time, personal data security.

Among the possible uses and benefits, healthbots could ease the interaction with
several databases, thus providing precise information about a pathology or about the
therapy that a specific patient is following.

In case of a common illness, such as a cold or flu, the healthbot is able to advise the
patient which drug to take, to give explanations on how to take it and any interactions
with other pharmacological compounds taken at the same time. In the event that the bot
does not know how to respond to a certain problem, it can send a message to the doctor
to inform him of any critical issues.

In general, the integration of healthbots can be advantageous, especially in
responding quickly to simple but frequently asked questions, but, in the not-too-distant
future, they could be used in different ways:

• To hand out information about diseases and related therapies to follow (the
healthbot would provide precise information, both to the doctor, about the therapy
to be prescribed, and to the patient, about the treatment to follow);

• To improve adherence to therapy, which is often changed autonomously by chronic
patients (the healthbot would be able to “educate” the patient by providing infor-
mation and by reminding how and when to take a certain medication).

3 Conclusions: How Can Interaction Be Optimized?

In this paper, the authors stated that among the different innovations affecting the
healthcare sector, a prominent role can be assigned to the so called healthbots, which
can be helpful in solving some problems related to the provision of trusted information,
such as fake news.

Still, this particular application of chatbots is just one of the possible ways to
interact with a machine: starting with the classic keyboard and mouse or touchscreen,
the range goes all the way to more human-friendly ways, that are able to engage
different senses and channels such as speech, vision, gestures and touch. This is
happening also in the healthcare field, for example through the use of NAO (Aldebaran
Robotics, 2006), the famous small robot, 60 cm high, capable of interacting with
humans, thanks to specially designed software [15].

There are different interfaces for this type of interaction but there isn’t an optimal
way with defined characteristics; quite the opposite, each situation has its corre-
sponding specific characteristics and its different strategies of interaction.

Choosing the interface to be used for a robotic system is a complex operation that
deserves a careful evaluation of various factors, such as the users, the place and the
time of communication, the level of interaction and the degree of reliability.

In any case, speech seems to be the most promising mode of interaction in most
interactions.
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This type of interaction is applied in the healthcare sector to provide support,
especially to children, in the therapy. Overseas, Robot Therapy [16] is already a
widespread alternative in some hospitals of excellence, in specialized centers of therapy
and even in the homes of individual users.

Like the new trend of chatbots, even the interaction with a humanoid robot is
becoming more and more natural, through the anticipation of user reactions, which
makes the process less frustrating. This is made possible by the customization of the
programming software that can be modified when needed.

This is just one example of how technology (robotics in this specific case) and the
desire to develop technologically advanced solutions can encourage innovation and
improve society.

The adoption of healthbots may be profitable and bring benefits to the society only
if they are properly designed and programmed. The examples mentioned in the dis-
cussion show a strong interest in the use of chatbots in the healthcare, but for them to
be fully effective, the design process needs to consider the interaction between people
and healthbots, in order to find the “sweet spot” and the most suitable interface.

For years, user experience designers have struggled to find the perfect visual
interface, but the use of natural language through a conversational interface could make
these efforts almost useless, at least in this area, with a transition from the design of
visual layout and interaction mechanisms to the design of conversation.

Research in this field is still in its early stages, and the authors intend to further
explore the topic in future works.
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Abstract. Tech anxiety is an established barrier to technology
adoption, and recent work suggests it may also impair the development of
higher-order digital competencies. Researching this issue requires a reli-
able measure of tech anxiety. The widely-used Computer Anxiety Rat-
ing Scale was developed more than 30 years ago, but computer devices
and use have changed dramatically during that time. We developed and
tested a new Tech Anxiety Rating Scale (TARS) encompassing a range
of modern devices, tasks, and scenarios. One hundred eight older adults
and 150 college students completed the TARS and six other surveys
related to computer use, anxiety, self-efficacy, proficiency, and attitudes.
We present an exploratory factor analysis of the TARS for the combined
datasets and separately for the older and younger adults. Overall, the
EFA revealed common underlying factors for older and younger adults,
suggesting that the TARS is appropriate for use with both populations.

Keywords: Older adults · Senior citizens · Aging · Tech anxiety ·
Computer anxiety

1 Introduction

Computer anxiety is an established barrier to using or purchasing computers
[14–16] and is associated with poor task performance [8] and difficulty learn-
ing computer skills [7,13]. Understanding the relationship between computer
anxiety and these factors requires a validated scale of computer anxiety. The
most commonly used scale, the Computer Anxiety Rating Scale (CARS [8]),
was developed more than 30 years ago when personal desktop computers were
becoming popular at school, work, and home. The CARS contains a range of
statements focusing on a person’s worried thoughts (e.g., It scares me to think
that I could cause the computer to destroy a large amount of information by
hitting the wrong key), self-confidence (e.g., I am confident that I can learn
computer skills), attitudes (e.g., You have to be a genius to understand all the
special keys contained on most computers), and performance (e.g., I have dif-
ficulty in understanding the technical aspects of computers). Since its original
development, the nature of computers and computer use has changed dramati-
cally. Although some researchers [3] have modified the scale to eliminate obsolete
c© Springer Nature Switzerland AG 2019
C. Stephanidis (Ed.): HCII 2019, CCIS 1034, pp. 520–527, 2019.
https://doi.org/10.1007/978-3-030-23525-3_71

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23525-3_71&domain=pdf
https://doi.org/10.1007/978-3-030-23525-3_71


Measurement of Tech Anxiety in Older and Younger Adults 521

questions (e.g., I am sure that with time and practice I will be as comfortable
working with computers as I am in working with a typewriter) or to slightly mod-
ify the terminology (e.g., change computer terminals to computer), the CARS
has not had a major update to reflect the broad range of modern computing
devices, tasks, and concepts (e.g., smartphones, online shopping, and Wi-Fi).
Finally, as noted earlier, CARS includes statements pertaining to self-efficacy
and performance. Many researchers, however, are interested in understanding
the relationship between computer anxiety and these factors. The inclusion of
statements related to self-efficacy and performance, therefore, may result in an
inaccurate assessment of the relationship between these constructs.

We developed the Tech Anxiety Rating Scale (TARS) to address these issues.
We use the term tech to be more inclusive of the range of modern computing
devices. Scale instructions specify that respondents consider the use of desktop
computers, laptop computers, tablets, and/or smartphones when rating each
statement. Second, we focused each question on worry and negative self-talk,
two aspects of the cognitive component of anxiety [2,9], and avoided statements
that might be more related to self-efficacy or the behavioral outcomes of anxiety.
Finally, we included statements that targeted modern anxiety-provoking issues
like viruses and malware, privacy and security, and frequent software updates
[13]. The 26-statement scale is included in Table 1.

In the current study, we administered TARS to both older adults and col-
lege students and conducted an exploratory factor analysis to reduce the set
of statements, identify underlying factors, and determine whether the factors
were consistent for both groups. Notably, past research on computer anxiety has
focused primarily on these two populations. It is plausible that older and younger
adults may differ not only in their tech anxiety levels, but also in the types of
activities or scenarios that may provoke anxiety in the first place. Both older
and younger adults are likely to have a range of proficiency levels with computer
technology, but they are also likely to have had different types of experiences
with technology simply by virtue of differences in their interests, use charac-
teristics, and the age at which they first started using technology. To be useful,
therefore, TARS must be validated with both older and younger adults to ensure
its items are relevant to a wide range of users and that the scale scores allow for
meaningful comparisons between the two groups.

2 Methods

2.1 Participants

One hundred eight older adults (Mage = 66.81, SDage = 7.72; 72 women) and 150
Michigan Tech college students (Mage = 19.41, SDage = 1.27; 46 women) partici-
pated in the study. Older adults were recruited through a combination of digital
(email, listservs, Facebook) and non-digital (flyers and table tents posted at the
public library, grocery stores, coffee shops, etc.) advertisements and snowball
sampling [6]. Recruitment materials specified that we were seeking participants
age 55 and older who were brand new to computers, mid-level users, or pros.
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Older-adult participants received $20 upon completion of the study. Younger
adults were recruited through the Michigan Tech undergraduate research pool
which includes students from a range of majors. Participation was restricted
to individuals ages 18–30. Younger-adult participants received course credit for
participation.

2.2 Materials

Computer and Internet Use Questionnaire (CIUQ). The CIUQ collected
basic demographic information, details about participants’ history of ownership
and use of computer technology (smartphones, tablets, laptops, and desktop
computers), frequency and location of Internet use, and an inventory of common
technology-based tasks.

Tech Anxiety Rating Scale (TARS). TARS included 26 questions that
encompass a range of modern technology-based tasks, devices, and scenarios.
Responses were provided on a five-point, Likert-like scale ranging from strongly
disagree to strongly agree. Scores could range from 26–130, with high scores
indicating higher levels of tech anxiety.

Computer Anxiety Rating Scale (CARS [8]). We used the 19-statement
version of CARS, with questions edited as suggested by Cooper-Gaiter [3].
Responses were provided on a five-point, Likert-like scale, ranging from strongly
disagree to strongly agree. Scores could range from 19 to 95, with higher scores
indicating higher levels of computer anxiety.

Computer Self-Efficacy Scale (CSES [4]). The CSES included 28 state-
ments about the user’s confidence with computer-related tasks. CSES scores
could range from 28 to 140, with higher values indicating a greater confidence
in one’s ability to use computers.

Generalized Anxiety Disorder-7 Assessment (GAD-7 [12]). The GAD-7
asks participants to rate how often they have been bothered by seven different
issues on a four-point scale: not at all, several days, more than half the days,
and nearly every day. GAD-7 scores could range from 0 to 21.

Computer Proficiency Questionnaire (CPQ [1]). The original CPQ
includes 33 items rated on a five-point, Likert-like scale: never tried, not at
all, not very easily, somewhat easily, very easily. Items are divided into six sub-
scales. CPQ scores are calculated by summing the average of each subscale. We
modified the CPQ to add a seventh subscale about security and updated the
Internet and General Skills sections to include modern technologies and tasks
(e.g., touchscreens, trackpads, connecting to Wi-Fi, saving to the cloud, using
cloud-based software like Google Docs). Modified CPQ scores could range from
7 to 35, with higher scores indicating a higher level of proficiency on technology-
based tasks.

Attitudes Toward the Internet Scale (ATIS [10]). ATIS includes 16 state-
ments, each rated on a 7-point Likert-like scale. High scores indicate more posi-
tive attitudes toward the Internet.
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2.3 Procedure

After participants signed an informed consent, surveys were administered in
group settings to older-adult participants at several community locations (e.g.,
libraries and community centers) and to younger-adult participants in class-
rooms at Michigan Tech. All surveys were administered on paper. Participants
completed the CIUQ first followed by the other six surveys, with the order deter-
mined by a Balanced Latin Square design.

3 Exploratory Factor Analysis

Exploratory factor analysis (EFA) of the 26-question TARS was conducted sepa-
rately for the older and younger adults and for the combined datasets. Principal
Axis Factoring was selected as the factor extraction method [5] with PROMAX
rotation [11]. For all three analyses, Kaiser-Meyer-Olkin measures were greater
than 0.878, indicating sufficient data for EFA; Bartlett’s test of sphericity indi-
cated a patterned relationship between items (all ps < .001). Variables were
dropped if cross-loading of greater than 0.3 occurred on two or more factors, if
the variable did not have a factor loading of at least 0.4, or if the communal-
ity of the variable was below 0.3. For each dataset, the number of factors was
determined by the scree test.

Factors and loadings are presented in Table 2. For the combined dataset,
variables loaded onto four factors, explaining 72.8% of the variance. Three of
the factors were labeled as safety and security (10.3%), consequences of actions
(6.9%), and judgment from others (6.2%). The factor that explained the largest
portion of the variance (49.3%) included three statements about negative self-
talk and four questions regarding managing new tasks.

EFA of the older adult dataset produced the same four factors, which
accounted for a total of 75.5% of the variance. The first factor (56.7%) con-
tained eight statements, distributed between negative self-talk and managing
new tasks. Five of the statements overlapped with those from the EFA of the
combined dataset. The safety and security factor (5.0%) and judgment from oth-
ers factor (4.9%) included the same set of statements as in the combined analysis.
The consequence of actions factor (8.9%) included one additional statement.

For the younger adult dataset, the variables loaded onto five factors, with
72.6% cumulative variance. Three of the factors were consistent with the pre-
vious two analyses: consequences of taking action (7.1%), safety and security
(12.5%), and judgment from others (9.0%). In contrast to the other two anal-
yses, negative self-talk (37.2%) and managing new tasks (6.8%) were split into
separate factors. The negative self-talk factor, however, contained two statements
that were more related to the consequences of worry (feeling overwhelmed; dif-
ficulty concentrating) than self-talk.
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Table 1. Tech Anxiety Rating Scale: Indicate how often you worry about or tell yourself
each of the following items when using a computer device (desktop computer, laptop
computer, tablet computer, and/or smartphone). Please circle one number to respond
to each statement: (1) never, (2) rarely, (3) sometimes, (4) often or (5) always.

No. Question

1 I worry that something I do will break my device

2 I worry that bad things will happen if I press the wrong button or
click the wrong thing

3 I worry that something I do will accidentally delete important infor-
mation or files

4 I worry about what might happen after I press a button or click
something

5 I worry about whether it is safe to connect to the Internet (Wi-Fi) in
public places

6 I worry that other people will see information that I don’t want them
to see

7 I worry that people I don’t know (hackers) will steal my information
or identity

8 I worry that my device will get infected with a computer virus or
malware

9 I worry that people will think I’m stupid if I ask for help

10 I worry that I will look silly or foolish

11 I worry that people will watch and judge me

12 I worry that I will forget how to do something that I’ve already learned
how to do

13 I worry that I won’t be able to figure something out on my own

14 I worry that I won’t be able to use my programs (or apps) if a new
version comes out

15 I worry if I have to do something new

16 I worry when a window or message appears (pops up) on my screen

17 I worry about what will happen if I choose to install or accept an
update to my device, program, or app

18 I worry that I won’t be able to find something that I’ve saved on my
device

19 I worry that I won’t be able to get back to where I started after I
click a link or open a new page or program

20 My worries overwhelm me

21 My worries make it difficult to concentrate on my task

22 I tell myself that I am too old to do this

23 I tell myself I’m not good with computers

24 I tell myself that I will never figure out a new task

25 I tell myself that I need to do things more quickly

26 I rehearse the steps that I need to take in my head
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Table 2. Factor loadings for EFAs conducted on the combined dataset and separately
for the older and younger adult samples. Column 3 contains the statement numbers
from Table 1.

Label Factor No. Combined Older Younger

Negative self talk 1a 24 0.992 0.919 0.601

1a 23 0.846 0.637 0.592

1a 22 0.759

1a 25 0.684

1a 26 0.932

1a 21 0.974

1a 20 0.714

Managing new tasks 1b 14 0.733 0.690 0.534

1b 15 0.729 0.672

1b 19 0.620 0.732

1b 13 0.495 0.604

1b 16 0.511

1b 18 0.791

Safety and security 2 7 1.079 0.999 0.995

2 6 0.751 0.729 0.811

2 5 0.658 0.699 0.633

2 8 0.572 0.695 0.460

Consequences of actions 3 2 0.942 0.942 0.911

3 1 0.749 0.565 0.730

3 3 0.626 0.960

3 4 0.606 0.825 0.578

3 18 0.598

Judgment from others 4 10 0.892 0.934 0.886

4 9 0.869 0.946 0.852

4 11 0.708 0.569 0.824

4 Discussion

As shown in Table 3, both TARS and CARS scores were significantly negatively
correlated with attitudes toward the Internet (ATIS), computer self-efficacy
(CSES), and self ratings of proficiency (CPQ). These relationships held when cal-
culated for all participants and separately for older and younger adults. TARS
scores were significantly positively correlated with generalized anxiety scores.
CARS, in contrast, was not correlated with GAD-7 scores for younger adults or
when calculated across all participants. Overall, CARS scores were more strongly
correlated with measures of self-efficacy, attitudes toward the Internet, and
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self-ratings of computer proficiency than were TARS scores. This finding is not
surprising given that many of the CARS statements are related to these factors.
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Fig. 1. Boxplots of TARS scores.

Scores on the TARS were calculated
using the reduced set of 18 statements from
the combined EFA. As illustrated in Fig. 1,
older adults generally reported higher lev-
els of tech anxiety and had a wider range
of tech anxiety scores than the college stu-
dents. TARS and CARS scores were sig-
nificantly correlated across all participants
(r = .50, p < .001) and when calculated
separately for the older adults (r = .42,
p < .001) and younger adults (r = .50,
p < .001).

Table 3. Correlations between TARS and CARS and other measures. **p < .01
*p < .05

TARS CARS

Scale All Older Younger All Older Younger

ATIS −.34** −.26** −.25** −.57** −.60** −.37**

GAD7 .17** .34** .35** 0.04 .23* 0.15

CSES −.51** −.39** −.52** −.76** −.76** −.73**

CPQ −.37** −.24* −.38** −.56** −.58** −.48**

5 Conclusion

In summary, the exploratory factor analyses revealed common underlying factors
for both the older- and younger-adult samples and motivated the reduction of
the TARS from 26 questions to 18. Follow-up analyses with the reduced scale
indicate that the TARS is negatively correlated with measures of computer self-
efficacy, attitudes toward the Internet, and self-ratings of computer proficiency.

Current work is focused on refining TARS based on the results of the current
study. Specifically, we are adding questions related to negative self-talk and
managing new tasks, the two categories of statements that loaded onto a single
factor in the EFAs for the combined dataset and for the older adults, but into
two separate factors for younger adults. The next step will be to administer the
survey and to conduct a confirmatory factor analysis to validate the scale.
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Abstract. Personal mobility devices that can extend mobility functions of
healthy person have been developed. However, conventional personal mobility
device has some aspects that restrict the mobility functions of person since these
devices have no ability to go up and down steps and to use freely because of
portability. Thus, we propose a novel concept of mobility device that has ability
to wear and to take advantage of the walking functions of person. It seems that it
is possible to extend the mobility functions even in environments with steps. In
this paper, we propose and develop a novel wearable mobility device that can
wear, and go up and down steps. Our wearable mobility device consists of seat,
frame, in-wheel motors and casters. The seat which has two load-cells is used as
an interface for connecting a wearer to our mobility device and controlling our
mobility device. The frame has two free joints each leg. Thus, the frame can
realize states of sitting and standing. We carried out experiments to confirm that a
participant with our wearable mobility device has the ability to walk, go up and
down steps, and run with in-wheel motors. As the results of experiments, our
wearable mobility device has the abilities to walk, go up and down steps, and run
with in-wheel motors. In conclusion, we developed a novel wearable mobility
device and confirmed that our wearable mobility device has feasibility to extend
mobility functions of healthy person by adapting to human posture and steps.

Keywords: Wearable device � Personal mobility device � Controlling interface

1 Introduction

Movement is an essential action in human society. Therefore, the quality of our lives
can be improved by extending mobility function of healthy person. Above all, personal
mobility, which is capable of moving indoors and outdoors while coexisting with
pedestrians, is expected to be a next-generation transportation for achieving efficient
movement of users, expanding the mobility function of individuals. For example, there
are personal mobility devices used while sitting on a seat [1, 2]. However, conventional
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personal mobility has some aspects that restrict the mobility functions of person since
these mobility don’t have ability to go up and down stairs and to use freely because of
portability.

Therefore, if it is an unprecedented new personal mobility device that enables
movement beyond the step without getting off, it is considered that it is possible to
extend the human movement function without obstructing the movement range. Thus,
we propose a novel concept of mobility device that has ability to wear and to take
advantage of the walking functions of person. It seems that it is possible to extend the
mobility functions even in environments with steps.

In this paper, we propose and develop a novel wearable mobility device that can
wear, and go up and down steps.

2 System Overview

We propose a novel personal mobility device which can wear and take advantage of the
walking functions of person as shown in Fig. 1. Our wearable mobility device consists
of seat, frame, in-wheel motors and casters. The seat which has two load-cells is used
as an interface for connecting a wearer to our mobility device and controlling our
mobility device. The frame is mainly made of CFRP and aluminum alloy, and has a
shape along each leg. In addition, the frame has two free joints each leg. Thus, the
frame can realize states of sitting and standing as shown in Fig. 2.

Fig. 1. Overview of a developed wearable mobility device

A Novel Wearable Mobility Device Adapting to Posture of Wearer 529



3 Basic Experiment

We carried out three experiments to confirm that a participant with our wearable
mobility device has the ability to walk, go up and down steps, and run with in-wheel
motors. In basic experiments, we applied the wearable mobility to an able-bodied adult
male (Weight: 60 kg, Height: 170 cm, Age: 24). We carried out experiments on flat
ground when confirming to walk and run with in-wheel motors. On the other hand, we
carried out an experiment at stairs which have 170 mm steps when confirming to go up
and down steps. As the results of experiments, our wearable mobility device has the
abilities to walk on flat ground (Fig. 3), go up and down steps (Fig. 4), and run with
in-wheel motors (Fig. 5).

Fig. 2. Standing and sitting state of a wearer with wearable mobility

Fig. 3. A result of walking experiment
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Fig. 4. A result of going up and down experiment. (a) is going up stairs. (b) is going down
stairs.

Fig. 5. A result of running with in-wheel motors experiment.
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4 Discussion

We proposed a novel wearable mobility device to improve mobility function of a
healthy person. A user wearing our wearable mobility device could walk on flat
ground, and go up and down stairs. These results suggest that our wearable mobility
device can take advantage of the walking functions of human because the frame has a
shape along each leg and has free joints. Thus, since the wearable mobility device we
developed enable us to walk without getting off, it is possible to move beyond steps
even in steps or stairs environment. In addition, our device enables us to run with
in-wheel motors like conventional personal mobility devices. Therefore, it is thought
that our wearable mobility device can empower human’s mobility functions on not
only the flat ground but also the environment with steps or stairs.

5 Conclusion

We developed a novel wearable mobility device. In addition, we confirmed that our
wearable mobility device has feasibility to extend mobility functions of healthy person
by adapting to human posture and steps. By using this wearable mobility device, it is
considered that users can move beyond the step without getting off and be expanded
the mobility function of individuals.
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Abstract. Most museums use printed methods to support indoor navigation
and visitor engagement strategies. However, modern museum visitors’ needs are
not always met using static and conventional approaches, which are commonly
employed in today’s museums. This paper investigates how indoor wayfinding
and visitor engagement in the museum might be improved through interactive
augmented reality. We designed “MRsive”, a handheld Augmented Reality
(AR) tool using a user-centered design approach. The ultimate goal is twofold:
the first is to simplify the required cognitive effort in navigating the museum
space, and the second goal is to boost visitor engagement with museum artifacts
through multisensory interaction. MRsive uses computer vision tools to read
visual features in the space and achieve accurate indoor positioning of the
directions and virtual cues anchored in the physical space. To evaluate our
design, we followed a human-centered design approach. We conducted user
testing at the Art Gallery of Ontario (AGO) followed by semi-structured
interviews. The observations and answers of participants showed a considerable
improvement in the speed, accuracy and ease-of-use when completing a
wayfinding or engagement task. We hope our findings and discussion will
contribute to the future development of this system and other AR tools that may
improve wayfinding in complex indoor spaces and engagement with points of
interest in other indoor environments.

Keywords: Wayfinding � Indoor navigation � Augmented Reality (AR) �
Computer vision � Multisensory engagement � Museum environments

1 Introduction

First-time visitors commonly get lost in museums and experience spatial anxiety and
challenges related to maintaining a strong understanding of many artifacts. This is often
alleviated when having a guided tour that involves navigation to the artifact, multi-
sensory engagement, and close observation of the art. However, in contrast to this,
visitors generally rely on signs and printed maps. In the case of complex museums, this
navigation would require considerable spatial reasoning and decision making, referred
to as wayfinding. Allen [1] defines wayfinding as “purposeful movement to a specific
destination that is distal and, thus, cannot be perceived directly by the traveler”.
According to the Society for Experiential Graphic Design (SEGD) wayfinding aids
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refer to the tools used to facilitate this decision-making such as maps, direction signs,
and navigational assistants [2]. Using such wayfinding tools involves different cogni-
tive processes [3] that normally add to the museum visitor’s spatial anxiety. Reading
maps, for example, requires mental rotation of 2D objects and identificationof symbols
while matching the map to the environment [4]. This process gets more complicated in
complex spaces and affects the speed and accuracy of navigation. Signage is another
static wayfinding method that is time-consuming to interpret. It highly depends on the
placement of signs, the clarity of text and design, and the level of complexity of
pictograms [5]. Due to the digital advancement, mobile applications have started being
introduced to the visitor experience in museums since 2009 [6] which offered new
possibilities of communications between the museum and the visitor. Although the
digital capacities of the mobile phone were leveraged toward wayfinding, indoor
positioning of the user was the biggest limitation, as GPS signals are weak and inac-
curate in enclosed places.

Further, the engagement with art in museums generally depends on simple written
exhibition information which at times limit the visitor’s understanding of the back-
ground or history behind each exhibit. Audio navigation guides provide more freedom
to the visitor. They verbally describe the historical background of the arts of interest
that are manually selected. However, they have an impact on the navigation process
and risk being unsynchronized with the navigator’s position and their line of sight.
There has been a recent interest from museums to target Gen Y (1982–2002) known as
the net generation [7], as Gen Y visitors prefer to interact with exhibits as opposed to
being passive participants in the experience and expect instant gratification [8].

In our proposed approach, we unpack the benefits of augmented reality and its
potential future development to provide both wayfinding and engagement in museum
spaces. Through visual tracking, a dynamic indoor positioning is achievable as well as
a digital and interactive engaging experience with the art. This approach attempts to
further contribute toward addressing new visitors’ needs and interests.

2 Related Work

Several indoor navigation systems using augmented reality have been proposed over
the last few years. These systems utilize different indoor positioning techniques to
localize and anchor content, which is divided into two approaches. The first approach is
wireless connectivity using wireless technologies such as GSM, WLAN, Bluetooth,
among others. INSAR [9], for example, uses the Wi-Fi fingerprinting technique and
does not require an external server achieving a fast performance. However, the fluc-
tuation in the positioning accuracy makes this technique unsuitable for a complex and
precise augmented reality display. The second approach is visual tracking which can be
marker based, markerless, or extensible tracking. Kim et al. [10] developed an AR
application that relied on scanning markers at every decision point in the wayfinding
(and navigation) process. While this achieved much more accurate results than wireless
tracking, it is debatable if an experience that heavily relies on repetitively and manually
scanning visual markers could provide a user-friendly navigation.
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When it comes to encouraging visitor engagement, Various museums have recently
incorporated AR features to interact with the art. For example, the Street Museum
application in the Museum of London [11] allows visitors to overlay images from the
museum’s photography collections on present-day London street scenes. The Van
Gogh Museum (Amsterdam, the Netherlands) uses AR to assist visitors to visualize x-
rays, infrared and ultraviolet captures on top of original paintings [12]. The “ReBlink”
at the AGO (Toronto, Canada) is another recent and good example of a successful AR
application and exhibition. It allows visitors to view traditional paintings in a re-
contextualized modern twist. While the ReBlink project succeeded in drawing a lot of
attention to the museum by providing a modern look at the art [13], it was not aimed
toward deepening the understanding of the original exhibits.

3 Designing MRsive

Tosolve the spatial anxiety and disconnection from the arts in a museum setting it is
important to track the visitor’s indoor position and orientation and detect the art they
are looking at or interested in throughout their visit. Following a user-centered design
approach, we propose MRsive, an AR solution that uses hand-held augmented reality,
with computer vision tools for tracking and localization, as input to display virtual
directions accurately anchored in the physical space to lead visitors to their destination.
To bring exhibits to life and to enhance engagement, the system recognizes the artifact
through visual detection of different feature points. The art is then activated by different
multisensory interactions such as 3D virtual objects, animations, text, sound and
vibrations to invite the visitors into a deeper engagement and understanding of the art.

3.1 System Overview

MRsive’s system overview as shown in Fig. 1 is divided between input and output
(horizontally) and between wayfinding and engagement (vertically). The prototype was
developed using Unity 3D and exported to an iPhone, leveraging the camera posi-
tioning system, and the Placenote and Vuforia SDKs for localization and anchoring
content during the wayfinding and engagement activities.

Wayfinding. Visual Simultaneous Localization And Mapping (vSLAM) [14] uses
computer vision to triangulate and track thousands of points related to surface landmark
features in the physical environment. This allows the system to provide an accurate
pose estimation of the handheld device’s viewpoint across a wide range of viewpoints
in the scene. Similarly, the Placenote SDK uses the camera to collect different depths in
the space through the detection of feature points. It generates a 3D point cloud and
vertical and horizontal planes that are imported to Unity and used as a reference to the
real world before accurately anchoring the directional cues in the 3D space as AR
objects (see Fig. 2).

Engagement. To bring art to life, the Vuforia SDK uses the artwork as visual markers
that trigger an AR multisensory interaction. Those exhibits are saved as image marker
targets in Vuforia and are detectable by the system’s camera. We used a painting called
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“The Storm” as an example. When the painting is detected, MRsive triggers visual,
auditory and haptic responses related to the artwork, toward a more engaging study of
the exhibit.

3.2 User Experience

The visitors are provided with different navigation interfaces as shown in Fig. 3. First,
the visitor chooses their point of interest on the map or from a list of destinations
(Fig. 3(a)). Then, the camera opens and invites the user to scan the space around to
identify the indoor localization (Fig. 3(b)). Behind the scenes, MRsive compares the
different depths and feature points of the live view with the 3D model of the space
already saved on the Placenote’s database. The difference calculated between those two

Fig. 1. MRsive’s system architecture. (Left) Input architecture for wayfinding in grey, and
engagement in white. (Right) AR outputs for wayfinding in grey and engagement in white.

Fig. 2. 3D point cloud and planes representing the scan of the real world. (Obtained using the
placenote SDK). Other AR objects are manually added to the model in unity.
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models enables the system to identify the coordinates and rotation of the visitor’s
device relative to the 3D space. Once MRsive finds the visitor’s position, virtual and
animated arrows appear on the ground level leading the user, turn by turn, to the
location of the previously selected destination. To support a better understanding of the
space, a dynamic track-up 2D map with a pin in the middle is shown on the corner of
the display during this experience (Fig. 3(c)). Once arrived at the desired destination,
the visitor is capable to augment the exhibits by scanning them. The scan of “The
Storm” for example triggers the display of different virtual graphics such as 3D
graphics, images and text that describe and complement the art (Fig. 3(d)). Moreover, a
soundscape and a haptic response are triggered as well. The soundscape of wind,
thunder, rain, and even the sound of the steps of a distant shepherd play in the
background while the phone vibrates every time the sound of thunder plays.

4 Evaluation

To test the usability of our system we conducted user testing with 12 participants that
have never been to the AGO. The evaluation was divided between a wayfinding
experiment and an engagement experiment and included observation of the partici-
pants’ interaction with MRsive in the space followed by semi-structured interviews.

For the wayfinding experiment, participants were asked to locate and navigate to
the same destination by first using any traditional, pre-existing wayfinding aids
available at the AGO, and then using MRsive, to qualitatively compare the results. On
average, it took participants 111 s less to complete the task when using MRsive; a
significantly shorter duration. Participants were also asked to evaluate how intuitive
they found both approaches by rating them on the Likert scale of 1 to 10, where 1
means not intuitive at all and 10 means extremely intuitive. Figure 4 shows the sig-
nificant difference between the ratings and confirms the observations which noted

Fig. 3. MRsive screenshots by order of user-flow: (a) Destination selection; (b) Scanning to
localize the space; (c) AR wayfinding directions; (d) Interaction with ‘The Storm’.
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frustration when using static approaches, which is contrasted against the confidence
displayed when using our approach. Even though most participants complained from
navigating the space while holding a phone, they were impressed with the easiness of
the AR approach and commended the top view map at the corner of the screen as it
followed their orientation and localization accurately during their navigation from
origin to destination.

For the engagement experiment, participants were asked to interact with “The
Storm” painting using our system after attempting to read the label next to it and
engage with it. Through the think-aloud method, most participants expressed feelings
of surprise and excitement when using MRsive, and they appeared totally focused and
immersed in what they could see, hear and feel. Participants mentioned that the
information gave the art more context. Three participants mentioned that the audio
helped them notice the shepherd and sheep which were small details for them to notice.
When compared to the traditional aids, the engagement with the painting through the
multisensory interactions was, on average, four times longer than simply reading the
label and looking at it with no aids. On the Likert scale of 1 to 10, Participants rated
MRsive significantly higher than what they rated the static approach for engagement
(see Fig. 5).

5 Future Work

The findings of the conducted study indicated multiple opportunities for future
improvements on two differentlevels, design and platform in use in MRsive:

Design Level. The image of AR virtual objects normally renders on top of the real
world image in the camera view causing an incorrect depth occlusion, and a less
immersive experience. In the future, we aim to introduce depth information to the AR
scene for a more credible anchoring of virtual directions and stable navigation

Fig. 4. Wayfinding scores in both approaches. MRsive’s scores ranged between 5 and 9 while
static wayfinding aids were rated between 1 and 6.

Fig. 5. Engagements scores of both approaches. MRsive’s scores ranged between 8 and 10
while static engagement approaches were rated between 2 and 6.
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experience. Moreover, animating the system’s interface and icons could be another
addition that benefits the user experience and make the navigation of the system
interface more intuitive.

Platform Level. Since most participants commented on the discomfort and discon-
nection caused by looking down to a screenwhile moving in the space, it is worth
exploring a shift in platform. MRsive runs on a smartphone or a tablet and it is
designed to be extended in the future so that the experience can be hosted on a head-
mounted display (HMD). The current limitations of HMD-based AR technology, such
as the low field of view, bulky form factor, and often tethered hardwarecontribute to the
current difficulty to develop content for these platforms that can be applied readily in
museum spaces [15]. However, in the future, we aim to explore a Do-It-Yourself
(DIY) solution using mobile components, like an iPhone and a Google Cardboard with
a cutout on the camera area to create a video see-through display (Fig. 6(b)). While it
does not solve the limited field of view (FOV) challenge [16], the shift of the interface
from the fingertips (Fig. 6(a)) to the face (Fig. 6(b) and (c)) allows a proper placement
of graphical objects relative the user’s line of sight (LOS) and offers hands free
interactions with the system. Further investigations of the relationship between the
placement of the display, type of user experience, and FOV would be very valuable to
the research community and for preparing MRsive for the promising future of AR
glasses (Fig. 6(c)) and their advancement currently lead by Microsoft HoloLens and
Magic Leap.

Fig. 6. DifferentAR displays: (a) Handheld device’s display; (b) Video see-through display;
(c) Optical see-through display (smart eyeglasses).

6 Conclusion

This work has presented the development and evaluation of MRsive, a novel mobile-
based 3D augmented reality system that supports indoor wayfinding and engagement
with art in museums; including the outcome of onsite user testing within the Art
Gallery of Ontario (AGO) in Toronto, Canada, as a testbed. Results have shown that
MRsive’s approach to indoor localization of visitors, thanks to realtime vSLAM-based
detection and tracking of feature points in the space facilitates indoor wayfinding and
navigation. The displayed virtual wayfinding cues are accurately anchored in the
physical space in the perspective view and the overall system framework proved to be
intuitive; showing a significant improvement in wayfinding completion tasks, com-
pared to traditional wayfinding aids. Moreover, MRsive’s application of image
recognition to turn exhibits into markers that trigger corresponding visual, auditory and
haptic representation of the art for providing multisensory interaction proved to

MRsive: An Augmented Reality Tool for Enhancing Wayfinding and Engagement 541



increase the engagement time with a selected museum testing artifact and showed a
considerable potential in improving the understanding of this artwork. The latter hints
toward future similar approaches to encourage general interest and deeper engagement
withtoday’s museum environments.
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Abstract. This article discusses the interaction between the public and the
Digital Museum, using as a case study the Museum of Tomorrow [Museu do
Amanhã], in the city of Rio de Janeiro, Brazil. The study is based on the use of
hashtag and its marking in social networks, making an analysis of the specific
places, conceived in design, for the practice of selfies and later publication and
marking. The study presents a typical relation of contemporary societies and
their relationship with museum and technology, raising the possibility of con-
struction and/or reconstruction of totally digital spaces earmarked for the
exhibition of art and history.

Keywords: Digital museum � Show museum � Hashtag

1 Introduction

The discussion of the relationship between museum and technology is not recent. Nor
is it recent the theoretical discussion that addresses art made and shown in alternative
ways, such as digital installations. There are also new art concepts, increasingly linked
to the relationship between aesthetic production and digital culture.

One of the discussions about art exhibited in previously unexpected spaces, such as
refurbished factories, abandoned warehouses, among other spaces, is the article “The
Cultural Logic of the Late Capitalist Museum”, a text in which Krauss (1990) discusses
- in a conversation with Tony Smith in 1990 - the art that begins to leave the frames and
gain new ways of exhibiting themselves, of gaining life, in that period of still nascent
minimalism.

Moreover, almost fifteen years later1, Groys (2014) presents the idea of digital
interaction between museum and spectator in the article “Self-Design and Public
Space”, in which he also presents the concept of “avatar”, i.e. the character by which
most of the contemporary digital citizens express themselves, who will also be the
character through which they will make their exposure in social media.

1 The text of Rosalind Krauss was originally published in September 1990, as read in the meeting of
the International Association of Museums of Modern Art (CIMAM) in Los Angeles, and Groys text
in 2014.

© Springer Nature Switzerland AG 2019
C. Stephanidis (Ed.): HCII 2019, CCIS 1034, pp. 543–548, 2019.
https://doi.org/10.1007/978-3-030-23525-3_74

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23525-3_74&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23525-3_74&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-23525-3_74&amp;domain=pdf
https://doi.org/10.1007/978-3-030-23525-3_74


In fact, the appearance of the avatar, described by Groys (2014), is the result of a
series of social behaviors and living spaces, that will culminate with a way to act
socially, in digital media, a striking feature of contemporary society.

Digital art, as already mentioned by Krauss (1990), will require adequate spaces for
its exhibition. The collection, once physical and palpable, becomes ephemeral and
produced and stored digitally.

This is where the definitely digital spaces, such as the Atelier des Lumières in Paris,
emerge. First 100% digital museum in the French capital, it is dedicated to immersive
exhibits: music and digital projections involve the viewer - who is free to make use of
digital devices such as smart phones and tablets, for example - on a tour through the
visual production of big names of world painting. The inaugural exhibition was ded-
icated to the work of Gustav Klimt, and now is showing the summary of Van Gogh’s
work.

In this same context there also appears the Museum of Tomorrow, in the city of Rio
de Janeiro, Brazil. It is a building designed by the famous Spanish architect Santiago
Calatrava, commissioned by the Roberto Marinho Foundation2, to serve as a physical
landmark for the transformation of the old port area of Rio de Janeiro, which is very
degraded and forgotten. It is managed by the Municipal Secretariat of Culture of the
city of Rio de Janeiro, and sponsored by global companies such as banks, oil com-
panies and technology companies3.

The Museum of Tomorrow was inaugurated on December 17, 2015, one year
before the RIO/2016 Olympics. Several transformations took over the city, as happened
with Barcelona on the eve of the 1992 Olympic Games. In Rio, the Museum of
Tomorrow was undoubtedly one of the most important.

2 The Museum of Tomorrow

Dedicated to tomorrow, as its name implies, its conception and operation are geared to
explorations and questions about the time of enormous changes in which we are
inserted and which paths mankind will follow in the future.

The Museum’s very electronic address provides a brief description of its activities:
“… a journey towards possible futures, from the great questions that Mankind has
always asked. Where did we come from? Who are we? Where are we? Where are we
going? How do we want to go? Guided by the ethical values of Sustainability and
Coexistence, essential for our civilization, the Museum also seeks to promote inno-
vation, disseminate the advances of science and publish the vital signs of the planet.
A Museum to broaden our knowledge and transform our way of thinking and acting.4

2 The Roberto Marinho Foundation is a foundation linked to the largest network of telecommuni-
cations of Brazil, the Globo Group, owner of printed and digital newspapers, and also the television
network with the largest audience in the country.

3 The management of the Museum, since its construction, is classified as a public-private partnership,
and their managers and sponsors can be found in the electronic address: https://museudoamanha.org.
br/#. Accessed March 01, 2019.

4 The full description is available at: https://museudoamanha.org.br/pt-br/sobre-o-museu.
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For the development of activities related to the questioning of mankind, as well as
for the proposed interaction, the Museum also presents a very peculiar needs program,
evidenced also and mainly by its architecture project, basically composed by a mega-
exhibition space of an interactive and digital character and a building whose main
facade is one of the most photographed in recent times, as we will see next.

The building occupies an area of 15 thousand square meters, implanted at Mauá
Pier, whose total area of the surroundings is 34.6 thousand square meters. “The idea is
that the building were as ethereal as possible, almost floating over the sea, like a boat,
a bird or a plant”5, explains Calatrava, author of the architecture project, when he talks
about the building.

The height of the two-story building does not exceed 18 m, in respect to the historic
surroundings of the Port. The main exhibition space, upstairs, has almost 5,000 square
meters and is 10-m high, overlooking the Guanabara Bay. The lower floor is occupied
by more technical and administrative functions such as offices, educational support
areas, research space, auditorium, a restaurant, archives, warehouses and docks. The
main lobby and the Museum shop are also on the same floor.

The main exhibition, which occupies the whole large space of the upper deck, is
called “A Course of Questions”. Idealized by the doctor in cosmology Luiz Alberto
Oliveira, it makes the user go through a structured narrative in five large areas, all of
them interactive: Cosmos, Earth, Anthropocene, Tomorrow and Us. All 40 interactive
experiences are available in Portuguese, English and Spanish.

3 The Interaction at the Show Museum

Based on the descriptions of the Museum of Tomorrow discussed above, it is now
possible to present the study proposed here.

Having received more than 25,000 visitors in the first weekend of operation, and
more than 3 million visitors since its opening, the Museum is clearly configured as a
building of spectacular character, serving as a pole of attraction for people who do not
always go in search of the digital and interactive experiences offered at their facilities.

Featherstone (1995) explains exactly this behavior in Consumer Culture and
Postmodernism, when he describes the postmodern city and the cultural behavior of
people in this city:

“… The postmodern city, therefore, is much more aware of its own imagistic and cultural
dimension: it is a center of cultural consumption as much as of general consumption, and this,
as has already been emphasized, cannot be dissociated from cultural signs and imagery, so that
urban life styles, daily life and leisure activities are influenced, to varying degrees, by post-
modern simulational trends”.

FEATHERSTONE, Mike. 1995, p. 140

The study proposed here, based on the avatar of Groys (2014) and on the consumer
society of Featherstone (1995), presents the survey of the use of the hashtag

5 The above transcribed phrase, as well as other descriptions of Calatrava himself, can be read in full at
the electronic address: https://museudoamanha.org.br/pt-br/content/arquitetura-de-santiago-calatrava.
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corresponding to the Museum of Tomorrow; #museudoamanha on the Instagram social
network, the main responsible for marking hashtags in all social networks available to
the cyber user today.

Instagram began as an online social network in 2010, developed by two colleagues
from Stanford University: Kevin Systrom (North American) and Mike Krieger
(Brazilian). In two years it has reached over 100 million active users worldwide.

It revolutionized the way internet users share photo and also became one of the
largest online paid advertising vehicles, a mode through which celebrities make a post
using certain products and/or brands, making explicit reference to this. As a “digital
influencer”, he/she will propagate the use of the brand in question, as well as become
directly or indirectly responsible for the choice at the purchase time. Through Insta-
gram it is also possible to replicate the publication to other social networks, such as
Facebook, Twitter, Tumblr and Flickr.

Going back to Groys (2014), social network users can be considered real avatars of
the real people, and act as such, making direct reference to the places where they move
around, as well as the digital brands they use to confirm presence in a certain place.

Here we have no relation to the brands mentioned in social networks, but rather the
place marked, more specifically the Museum of Tomorrow.

Through a simple search, on Instagram itself, through the official hashtag of the
Museum: #museudoamanha, we can see that it was quoted 252 thousand times until the
date this article was written (February 2019). In a rather simple calculation, the
Museum has roughly 1,160 days of existence, which leads us to understand that the
hashtag #museudoamanha has been used on average 217 times a day since its
inauguration.

As a comparison, the British Museum, for example, one of the most renowned
museological institutions in the world, with more than 260 years of existence, registers
only 460,000 #britishmuseum, in research in the same Instagram.

The Louvre Museum, in Paris, perhaps the most visited museum in the world, also
presents only 370 thousand #louvremuseum in the same social network.

The ratio is absurd, comparing the three examples above.
While the first average is 217 times per day, the second is 0.00099 per day. The

third average, considering the Louvre as a Museum starting in 1793, is 0.004 uses of
the hashtag #louvremuseum per day.

In a second approach, comparing the use of the same #hashtags above, considering
the existence and use of Instagram, we have:

– Museum of Tomorrow: 86.30 uses per day;
– British Museum: 157.53 uses per day;
– Louvre Museum: 126.71 uses per day.

However, it is important to note that the Museum of Tomorrow was inaugurated
and opened to the public only five years after Instagram began to be used as a social
network, a period in which both the British Museum and the Louvre Museum were
already part of the imaginary for more than two centuries.

In addition to the use of hashtag #museudoamanha, theMuseum building is deployed
in a way to provide the user with a selfie with the entire building as background, proving

546 C. Biancardi Filho and P. Arantes



that in addition to using the hashtag, the Museum is also one of the most used as a selfie
point.

4 Conclusion and Possible Implications

With the information presented, it is possible to present some conclusions about the
interaction of the Museum of Tomorrow and its user.

The first and most important is that buildings designed with the initial proposal of
becoming spectacular, a pole of convergence of digital interaction and people, are
undoubtedly better known and digitally coveted as places of “pilgrimage”. This is what
I call the Show Museum.

The second is that the Museum itself, as a digital institution, can and should take
advantage of this interaction and promote physical and digital actions in the search for
free digital marketing: the greater the number of markings for hashtags, the better
known the building becomes, and more marketing actions are possible to accomplish. It
is a more mature concept, yet still relevant, that can be clearly understood in depth in
texts by Featherstone (1995) and Harvey (1989).

Last but not least, all Institutions can, in a digital world, take advantage of a
collection that is in the cloud, in order to be able to reconstruct or even keep in the
memory of a basically digital society, even though the “aura” (1955) of physical
preciousness can never be replaced.

Recently, in the dawn of September 02 to 03, 2018, the National Museum, the
oldest Scientific Institution of Brazil, suffered a fire of gigantic proportions and had
almost 100% of its collection of more than 20 million items burned.

Since then, in a slow and gradual work, a group of researchers has been recovering
part of the collection of the Museum through the mapping of publications in digital
social networks, using #museunacional and its derivatives as an element of search and
research.

Several sessions of nightly digital projection on the facades of the post-fire museum
have taken place, showing the public who visits the museum, although burned, part of
the lost collection and also part of the recovery work that is under way.

The Avatar Museum!
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Abstract. Heraklion Christmas Castle is a joint effort between ICS-FORTH
and the Municipality of Heraklion-Crete (Municipal Public Service Enterprise of
Heraklion), trying to pioneer and be innovative in the presentation of Christmas
customs and ideas by creating a festive neighborhood governed by interactive
technology. The approach followed by this research work was to employ
interactive systems to give a feeling of Christmas to children and adults through
the combination of education and entertainment. This work presents the inno-
vative systems designed and developed for the Christmas Castle to augment and
enhance the festive spirit through multimodal interaction techniques, such as
virtual environments, kinesthetic interaction, physical object identification and
serious games. All the systems were designed and integrated within art artefacts
(special constructions) that match the Christmas look-and-feel and provide a
user-centric design.

Keywords: Interactive systems � Edutainment � Multimodal interaction �
Information visualization � Kinesthetic interaction � Serious games �
Public spaces � Public installations � Ambient Intelligence (AmI)

1 Introduction

The creation of systems that are innovative, interactive, playful, usable and fit the
context of use is a challenging task especially when such systems are being deployed in
public spaces, such as theme parks.
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Public spaces form an important part of our everyday life – they create a sense of
belonging, provide a place where we can socialize, relax, and learn something new [5].
A public space is a social space that is generally open and accessible to people. We
encounter public spaces everywhere we go: town centers, parks, and public streets are
all common settings of our everyday life. Public spaces involve necessary, optional and
social activities [11]. According to the authors, in contrast to the compulsory ones,
optional activities are seriously related to the quality of the public spaces. Social
activities that occur spontaneously as a direct consequence of people being in the same
places are equally affected by the quality of the environment.

Public displays are for anyone to interact in a walk-up-and-use [14] manner. In
public displays, a large proportion of users are passers-by and thus first-time users.
Most of the research on public displays has been carried out by running installations in
local communities, yet this research has only recently started.

Ambient Intelligence allows the user to interact with several means often simul-
taneously, such as speech, body movements, gestures, eye and head tracking or even
with physical objects. Multimodal interaction is a part of everyday human discourse:
we speak, move, gesture and shift our gaze in an effective flow of communication.
Jaimes et al. [15] define a multimodal system as a system that “responds to inputs in
more than one modality or communication channel, such as speech, gesture, writing
and others”.

“Play is a very serious matter….It is an expression of our creativity; and creativity
is at the very root of our ability to learn, to cope, and to become whatever we may be”
[6, 19]. Over the years, interactive games have evolved in a number of areas [13] in
terms of both hardware and software. Such a change is based on users’ diversity and on
the fact that games are part of society and culture [23]. Especially for children [3, 10] it
is easier to engage in activities when playing is their motivation [1, 2, 9].

The purpose of this work is to use different ways of interaction so as both children
and adults may use applications that can educate them while playing. By providing a
combination of image, sound and interaction, users can communicate Christmas cus-
toms, while at the same time get involved in the action of each system. The tech-
nologies used vary by application, so users learn to handle technological advances in
many different ways, helping them in a later encounter with corresponding systems.
Although this work presents the case study of interactive systems at Heraklion
Christmas Castle, the logic behind is that the systems can be adapted to any context of
use with small changes in the content and the visual composition that surrounds them.

2 Related Work

Human behavior and interaction, both among people and between a person and an
interactive system, largely affect the way that users perceive and react to their sur-
roundings. Human behavior can trigger engagement through the feeling of curiosity, the
point being fully described as a ‘honey-pot’ effect [24]. The different phases of interaction
between users and public installations range from the ambient and implicit tofinally using
them on an immediate and more personal manner [22]. Moreover, the setup of the public
displays and the location’s architecture strongly influence user interaction and social
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effects; as presented by Ten Koppel et al. [16], different display configurations can either
promote or hinder interaction both with deployed systems and between users.

Moreover, playfulness constitutes another fundamental factor affecting the way
people approach and interact with exhibits publicly accessible [2], fostering creativity,
promoting social interaction and physical play. In the same context, edutainment [12]
combines the domains of education with entertainment, thus presenting valuable input
in a pleasant manner and allowing learning while enjoying interaction.

Interactive installations employ a diverse set of input methods which are often
combined in order to provide the optimal user experience and further engage users,
often being combined and providing multimodal interaction [4]. Gestural remote
interaction constitutes a widespread approach for manipulating [7] public displays. In
a similar manner, the entire body movement and posture can act as an input mecha-
nism for deployed applications, providing less efficient but certainly more playful and
enjoyable interaction between the end users and the system [8, 20, 21].

Finally, physical objects, often referred to as smart objects, are used as an inter-
action technique [18]. Tangible interaction has the advantage of the user using an
everyday item which is enhanced by technological components (such as RFID cards,
accelerometers, gyroscopes, distance sensors, etc.) and achieving more than initially
expecting; as a result, users feel that the physical item or even themselves are
empowered to perform actions otherwise impossible. An interesting example is pre-
sented by Marshall et al. [17], where authors use the concept of smart replicas in an
effort to augment a museum and enhance the overall user experience of people’s visit.

3 Heraklion Christmas Castle

In Heraklion Christmas Castle, four areas have been configured to host the interactive
systems of the Institute of Computer Science of the Foundation for Research and
Technology – Hellas (ICS-FORTH). These are: (a) the house of fairytales, (b) the
house of the elves, (c) the house of surprises and (d) the sleigh with the reindeer. Each
house is design-decorated to stimulate the Christmas spirit, but also to promote user
participation, collaboration and fun. More specifically, the house of fairytales
enhances user experience through kinesthetic interaction, immersion and playfulness.
Users can become part of the system and interact with system’s elements. The
applications deployed in the elves’ house combine education with fun. Through the
use of the systems, users learn to operate with more ecological consciousness, but also
educate themselves about geographical destinations around the world, enrich their
knowledge about Christmas customs around the world and apply analytical thinking.
The surprise house, on the other hand, is based on entertainment; through interactive
games, which use controls found in everyday life, such as a steering wheel and a hand
pump, the systems assist the development of skills like perception, speed and
goalseeking. As far as the sleigh is concerned, the main goal for users is to familiarize
themselves with the robotic technology through animatronics (servos, stepper motors,
robotic equipment and electronics are integrated into the reindeer’s body), but also to
participate in a technological way in the experience of gift delivery, an established
custom all over the world. All interactive systems developed are thoroughly described
in the following sections.
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3.1 The House of the Elves

Gift’s Energy Efficiency. The main goal of this system is to develop ecological
consciousness to users allowing them to contribute in the screening process of the gifts
on their way to Santa Claus’s bag. The system rates each gift with regard to its energy
efficiency and allows users to interactively choose the more ecological material com-
bination among several potential alternatives. In particular, users select one of the
packaged gifts and place it in a suitable position on a belt. The belt is automatically
activated as soon as a user has been tracked near it, and starts to move by promoting the
present in a special area that hosts an “X-ray machine” (Fig. 1). As the gift reaches this
area, virtual light beams scan the packaged gift and its interior are displayed on a digital
screen. At the same time, aspects of gift’s energy efficiency is revealed gradually via
animations and related textual and imagery information. By studying the items dis-
played for each gift on the screen (Fig. 2), users are called upon to decide if it should be
considered as ecological and make a selection using the appropriate buttons. When a
gift is considered suitable for distribution, it is released and directed to the Santa Claus
bag for delivery. If users feel that the gift’s materials are not safe or friendly for the
environment, they can change the construction materials’ combination to be more
environmentally friendly. If users’ response is not correct then the system provides the
appropriate feedback for users to review their choices. Upon choosing the correct
combinations, the gift delivery progress is displayed on the digital screen. User
interaction with the system is accomplished using physical controls (i.e., buttons).

Global Gift Delivery. This system presents an interactive way of delivering Christmas
gifts on the five continents. The information provided by the system helps to collect
data from different sources and to broaden the analytical thinking of users as well as
enrich their geographic knowledge.

In terms of the visual composition, specially shaped positions are created for the
gifts that users can placeto see the letter accompanying each gift. A specially designed
mechanism allows the wish to appear automatically on a digital display, when users
place the gift in the specific position to be recognized. The wishes of each child are

Fig. 1. Construction design of the “Gift’s
energy efficiency” system

Fig. 2. System’s game design
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displayed on a digital screen, accompanied by all the necessary information the user
needs (text, images) (Fig. 4) to recognize which continent each letter comes from.

A surface has the appropriate holders per continent for each gift. When users place
the gift on the continent that they think the wish corresponds to, the system recognizes
whether the answer is correct or incorrect (Fig. 3). Once the correct continent is
selected, its border automatically turns green and a message on the screen informs the
users that they have made the correct choice. In case of an error, an appropriate
message appears on the screen to prompt users to refine their choice, while the wrongly
selected continent blushes with special lighting. Then, users can choose the next gift
and follow the same procedure to recognize the next wish. When the gifts have been
distributed to all five continents, a light animation is activated throughout the map and a
reward message appearson the screen. The goal of the system is to help users learn by
playing. The system combines technologies for identifying physical objects on non-
technological surfaces and for presenting augmented information to auxiliary
projections.

The Basil Pie. The system consists of a custom wooden “new year cake” and allows
visitors to randomly select any piece and see if it was the lucky one (the tradition is that
one piece contains the lucky coin symbolizing health and good luck for the coming
year). The system recognizes the location of the golden coin and a corresponding sound
message is played when the matching piece is selected.

The system consists of wooden pieces of a “basil pie” decorated and placed on a
platter. Users are able to choose their own piece in an attempt to try to find the hidden
coin (Fig. 5). The system incorporates a special mechanical and electronic mechanism
to randomly change the position of the coin each time a selection is being placed
(Fig. 6).The system combines technologies for recognizing natural objects on non-
technological surfaces.

Fig. 3. Construction design of the
“Global Gift Delivery” system

Fig. 4. Game screen of the “Global Gift
Delivery” system
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3.2 The House of Surprises

Gift Collection Assistant. This system provides the ability to interact with physical
objects in order for the players to use a virtual vehicle to collect gifts scattered around
the environment and load them on Santa’s sleigh.

In a virtual 3D environment, there is a snowy mountainous landscape full of
Christmas gifts scattered on the snow (Fig. 8). The purpose of the system is for users to
help Santa Claus place the gifts back to the sleigh in an interactive way. By using really
augmented controls, such as a gear lever and a steering wheel (Fig. 7), players direct a
special machine to collect as many gifts as possible at a predetermined time and put
them on the sleigh for Santa to continue his journey.

The system allows interaction with actual augmented controls and enriches users’
experience by displaying a 3D environment.

Santa Claus Brings the Gifts. The system is an interactive game in which users are
called upon to help Santa Claus share the gifts to the children at a specific time by using
natural controls.

A digital screen shows a virtual environment in which Santa’s sleigh with the help
of a balloon flies over the city (Fig. 10). Using pressure sensors (Fig. 9), users can start

Fig. 5. System setup
and user interaction Fig. 6. Construction in layers

Fig. 7. Construction design
of the “Gift Collection Assis-
tant” system

Fig. 8. Real-time game view of the “Gift
Collection Assistant” system
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the game, direct the virtual balloon and take it to the chimneys of the houses to help
Santa Claus drop the gifts. Users also try to avoid any obstacles that might show up
during the flight. The virtual environment enriches users’ engagement with the system
via incorporating Christmas music and animated graphics. On the upper area of the
screen, the remaining time and “lives” as well as the number of gifts delivered are
being displayed. The system allows tangible interaction with physical objects via a
sensor-equipped hand pump.

3.3 The House of Fairytales

This system presents various interactive fairytales and through storytelling, animations
and interactive gaming, each story comes alive and integrates users into the virtual
environment, making them a part of each story’s plot. The system allows players to
participate in fairytales with natural kinesthetic ways of interaction, such as by freely
moving in space to interact with on-screen elements.

The system presents interactive fairytales that are placed in a specially designed
room consisting of three large projection surfaces that frame the users (in a cave-like
format), giving the feeling that they are immersed into the story, as the virtual elements
will surround them via wall projections. Through these views users are actively
engaged in the story plot. A custom designed rotating mechanism allows triggering the
start of the fairytale’s narration. Sound effects, real-life narratives and animations
motivate users to participate in the flow of the story through interactive games that have
to be completed in order to continue with the story. Using special image and depth
sensors, the hands and the entire body of users are recognized to act as a means of
interaction with the game, without the need for a controller or other mechanical
part. The software subtracts users’ background and integrates users into the virtual
environment of the story (Fig. 11), allowing multiple users to see live their image
embedded in digital sceneries and interact with elements of the virtual environment.

Fig. 9. Construction
design of the “Santa Claus
Brings the Gifts” system

Fig. 10. Game design of the “Santa Claus
Brings the Gifts” system
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3.4 The Neighborhood with the Lights

The system supports the remote control of smart lighting using arrays of LED lights
and headlights. The aim is to highlight specially designed Christmas decorations that
beautify the castle’s walls. The software provides the ability to create and customize
scenarios to control the state, intensity and color of each light unit. It also allows the
scheduling of scenarios as well as the creation of specific photo rhythmic effects based
on selected musical sounds. The system supports remote control of custom lighting in a
continuous flow to reproduce lighting in figures (Fig. 13) that decorate the area outside
the Christmas Kiosks. The figures are special constructions made of simple materials
(such as metal, wood, Plexiglas). Inside the constructions, appropriate equipment is
incorporated to support remote control of both the hue and light intensity of individual
parts. The software provides scenario activation, which synchronizes the lights with
selected musical sounds.

The system enriches the user experience by combining technology with art as well
as with light and music (Fig. 12).

3.5 Rudolph

At the entrance of the “Christmas Castle”, visitors are welcomed by a novel system that
combines a mechanical speaking doll with videos of flight over the city of Heraklion,

Fig. 12. Technology and art combi-
nation using lights

Fig. 13. Lighting in figures

Fig. 11. Game design with user actively engaged
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the sleigh of Santa Claus with Rudolph the Red-Nosed Reindeer leading the pace
(Fig. 15). Rudolph invites children to become Santa Claus’ assistants and deliver
presents to everyone in Heraklion, through a virtual interactive trip over the city center.

Users can get on the Santa’s sleigh, start their trip to Heraklion city and share as
many gifts as they can while seeing the city from above (Fig. 14). Interaction is done
using joystick for navigation and a tablet for giving text input, as well as with a big
screen where it shows video of the city that has been captured using a drone. In the end,
users can send to their email their pictures, which have been taken by the traveling
system using a camera.

4 Conclusion

This workhas presented the technologically enhanced Heraklion Christmas Castle. In
this context, eight interactive systems have been deployed which provide a more
“innovative” view of Christmas. Through a combination of novel information visual-
izations and multimodal and playful interaction techniques the Christmas spirit is
promoted. Users have the opportunity to live a unique experience in a theme park and
use technology to discover their interests through different visualizations. Users’ sat-
isfaction and response justify that novel forms of interaction can enhance information
provision capacity and increase their interest by providing more immersive and
memorable experiences. As future work, an in-situ evaluation is necessary in terms of
usability, interaction and user experience.

Acknowledgements. The installation at the Christmas Castle of the city of Heraklion was
funded under a contract between FORTH and the Municipal Public Service Enterprise of Her-
aklion. The development of the interactive systems presented by this research work was sup-
ported by the FORTH-ICS internal RTD Programme ‘Ambient Intelligence and Smart
Environments’1.

Fig. 14. Users interacting on the sleigh Fig. 15. Rudolph and the sleigh
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Abstract. Rapid developments in Information Technology drastically changes
many sectors including exhibition designing. The exhibition designing has
evolved from the early exhibits, where the focus was on user’s single-line
interaction, to two-way interactive model which is more preferred and effi-
cient. The physical environment layout was utilized to display the development
of multi-dimensional virtual space, and the user is the sole controller of the
display space. The exhibition space is not only a three-dimensional hall, but a
multi-dimensional setting which can appeal to the user’s sense of vision, smell
and other perceptions. Such exhibitions can even create an experience of trav-
elling through time and space. Based on the nature of public welfare science
education institutions with educational exhibition as its main function, the sci-
ence and technology exhibition hall mainly caters to the youth. Modern science
and technology exhibition halls must utilize science and technology related to
human-computer interaction and use its target audience’s curiosity for new
things to facilitate dissemination of scientific principles and technological
achievements. This can be achieved through encouraging participation, creating
experiences etc. through interactive exhibits and auxiliary displays means at the
modern science and technology exhibition halls. This approach should be
considered for its merits.

Keywords: Science and technology exhibition halls �
Human-computer interaction technology � Adolescent

1 The Nature of Science and Technology Exhibition Halls
and Service Population Survey

The Science and Technology Museum is an important window that reflects the image
of a country’s science, technology, culture and society, which main task is to popu-
larize scientific knowledge, disseminate scientific ideas, advocate scientific spirit,
publicize scientific and technological achievements and their role, cultivate public
science and technology interest, meet public scientific and technological needs, and
improve public scientific and technological literacy. As a platform for popularizing
scientific and technological knowledge, disseminating scientific ideas and scientific
methods, the Science and Technology Museum is an important position for the public,
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especially adolescents, to carry out regular and mass popular science education
activities. Therefore, the design of the science and technology exhibition hall needs to
meet the aesthetic needs of young people, enhance their own attractiveness, and pass
knowledge to younger generations in a more interesting way.

2 Building Technology Hall of Emotional Experience

2.1 Designing Interesting Space Plots

Designing interesting spatial plots is one way approach to attract youngsters’ atten-
tion. It refers to utilize a kind of display space with a series of specific theme props to
create a story-like display atmosphere with affluent and vivid details and unex-
pected sequential changes, so that the display space shall be equipped with more
vitality, which is based on the spatial experience of the recipient. “It is a spatial
experience that transcends form, function, as well as form and function” [1].

The spatial plot comes from human perception. “In a broad sense, many perceptual
activities are the arousal of memory” [2], and the emotional experience of reality. More
often than not, the design of the spatial plot derives from the artistic expression of the
plot of actual life, which is supposed to evoke fantasy and memory through the sensory
activities of the recipient and through the role of space and time, establishing a con-
nection with the plot of individual life. Actually, the artistic appeal of spatial plots
often comes from specific material carriers in the spatial experience and the associated
life plots in the process, as well as from the chain reaction of spatial experiences and
the participation and interest of experiences. At the same time, the appeal of spatial
plots also depends on a certain sequential change, because there is no necessary
connection and correlation among plots, scenes, events, and props, and from the
beginning of the scene, from the sense of sight, hearing, touch, smell to taste. Changes,
climaxes, and endings are so diverse that layers of varying degrees are superimposed in
the process of spatial experiences, which requires the orchestration of the sequence of
scenes. Moreover, the information that the audience feels in the previous scene often
affects the understanding of the information in the latter space scene. Therefore, the
sequential programming is supposed to have the foreshadowing of changes in the
beginning, and predicts the convergence of the latter scene, which forms a holistic
feeling. This arrangement this arrangement has made the space got a focus, the primary
and the secondary, changes, the rhythm as well as the appeal of the spatial plot.

2.2 Creation of an Attractive Space Scene

A scene generally refers to unit in space series, such as an exhibition hall in display
space or shared area. Usually the scene is the place that contains the theme of the plot,
the collision with visitors and is also the place where dialogue is the most
active. Generally speaking, the scene mainly includes two attributes: one is the material
environment in the scene; the other is the subject “person” in the place in which it
contains the event and its implied meaning and the plot correlation between spatial
elements.
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As a scene, it is by no means a single isolated place in the exhibition space,
involving the left and right, the upper and lower, the inner and the outer, and the spatial
association between the human and the object. This association has created a sense of
continuity in the space series, which seems that a movie has played a role in “con-
tracting” and has brought anger to the exhibition space and strengthened the emotional
experience of the recipient. Additionally, there are also internal relationship relation-
ships among props, interfaces, forms, lights shadows, and textures, etc. This kind of
association is not only a material function and visual connection, but also a plot
association, implying a possibility between the transition in space and plots.

2.3 Utilizing the Appropriate Language Carrier and Coding

Fiction, drama, and films often describe stories and plots through words, languages,
sounds, movements, etc., while emotional space is through material carriers such as
form, structure, materials, colors, textures, paths, interfaces, function, and image. The
narrative is the language of space, embodied in a non-verbal feature. To express the
emotional design of space, we are supposed to first determine the concept of space,
which is the soul of integrating spatial atmosphere. For example, the display of
communication products with the concept of “communication”. The second is the
semantic system, which includes the semantics from two aspects of “signifier” and
“referred”: one refers to the material form, function, structure, and the activity event,
etc; the second refers to the implicit subject and the symbolic meaning. Furthermore,
syntactic and grammatical systems are needed, which is expressed as a kind of logic.

3 The Superiority of Human-Computer Interaction
Technology in the Application of Emotional Technology
Exhibition Hall

3.1 Haptic Application

Spatial page turning is also called interactive flip book, air flip book, virtual e-book,
magic flip book, etc. It is a kind of visual effects of flipping books realized by infrared
sensing technology and computer multimedia technology. Visitors rarely require
standing in front of the booth and reach out to make the left and right swinging arms in
the air. The computer will recognize the action of visitors and transmit the motion to
the computer for processing. The application in the computer is based on the signals
captured which drives the multimedia animation to perform the effect of flipping the
book. This kind of virtual flip of books has a novel form and strong visual impacts,
and quite a few exhibitions have its own figure. For example: the 60th anniversary of
the founding of the individuals’ Republic of China, the second National Geographic
Surveying and Mapping Exhibition. Touch-based human-computer interaction is also
available at the Canada Pavilion, the City Life Museum, and the Chongqing Pavilion at
the Shanghai World Expo. Through LCD or PDP display, the resolution of virtual
books gets to be greatly improved, and the sharpness and the color contrast are also
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able to be greatly improved, and the text, pictures and other materials will be highly
restored. The color and gray scales are not worse than the printed ones, and can be
embedded in animations and video as well as other materials.

3.2 Voice Control Application

The “power source” of the German Pavilion at the Shanghai World Expo is an inno-
vative application of human-computer interaction technology in the design of
display. The interactive metal ball weighing 1.3 tonnes with 400,000 LEDs (mainly
used to display images) is placed in the 3-story hall at the end of the German Pavilion
tour, as shown in Fig. 1. At the beginning of the interaction, the audience was divided
into two batches and shouted following the instructions of the commentator. After
hearing the shouts, one eye would flash first on the metal ball, automatically finding the
direction in which the sound was loudest, which side shouted loudly, and the inter-
active ball would sway to that side more intensively. Through the loud screams of the
public at the place, the metal ball gradually started to swing back and forth, rotating in
a circular motion, and the color image of the spherical surface became more and more
dense, and different scenes based various themes like “urban buildings” and “harmo-
nious families” would be broadcast randomly. The human-computer interaction tech-
nology represented by the voice control has been also widely used in life, such as voice
recognition technology, voice dialing and data entry services. People get to talk
directly to machines, and their hands thus can be liberated. The “Power Source” metal
ball of the German Pavilion at the Shanghai World Expo is unique in the world. The
combination of human-computer interaction technology and modern display technol-
ogy has enabled all the audience on the scene to participate in the interaction at the
same time and to be cognizant of people are the source of power to create a
“harmonious city.”

3.3 Holographic Imaging Technology

In the course of the exhibition of the National Pavilion of the 2010 Shanghai World
Expo, many viewers would stop in front of the “National Treasure” art - “The Riverside
Scene at Qingming Festival”. The interactive version of the “Qingming Shanghe Map”

Fig. 1. The metal ball hanging in the power source hall in German museum
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shocked all visitors, which was divided into two versions, day and night. There were
1,068 people, including 691 people during the day and 377 people at night, which were
the prosperous scenes of Bianjing, the capital of the Northern Song Dynasty which was
also the largest city in the world at that time. In order to enable people to see the many
characters more clearly in the “Qingming Riverside Map” and appreciate the artistic
conception, the Shanghai Science and the Technology Commission set up a “large-size
screen human-computer interaction” project, which was developed by Crystal Stone
Digital Technology. The “Qingming Shanghe Map” utilizing LED technology was
like a movie screen, and the characters and scenery were vivid. By adopting computer
technology to combine character dialogues, the Qingming Shanghe map had become
an immersive human-computer interaction medium. Based on the ICE and Silverlight
technologies of Microsoft Corporation, the original three-dimensional layout recovery
algorithm and the virtual environment organization method were developed for the
spatial modeling characteristics based on the scatter perspective of the Qingming
Shanghe Map. Through the use of “horizontal block” and “vertical layering” data
management strategies, the reasonable organization and seamless splicing of ultra-large
data were realized, and the 5.1-channel stereo effect was used to make visitors fasci-
nated by the prosperity of Bianliang, the capital of Northern Song Dynasty (Fig. 2).

4 Conclusion

The current era is featured with the “experience economy”. The design of display
space is not only the design of form and function, but also the sensory experience of the
recipient who is full of interest and active participation. The spatial experience of force
which is irreplaceable, pleasant and full of artistic infections is needed and a kind of
necessities of the times. With the modern high-quality interactive technology, the
emotional atmosphere of the space would be made stronger. The display of the science
and technology carries the heavy responsibility of nurturing young generations, and
transforms the science and technology exhibition hall from the past unchanging sense
of science and technology into a richer emotional space, which is an inevitable trend of
the development of the exhibition hall’s designs. Interactive technology is the
cornerstone of emotional space design, and emotional space display will also stimulate
the interactive technology to advance.

Fig. 2. The virtual game in Shanghai Science and Technology Museum
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Abstract. This paper adopts the case analysis method and the field investiga-
tion method. By comparing the current situation of entity art gallery and virtual
art gallery, VRP-MUSEUM technology is confirmed as the core technology of
the design of intangible cultural heritage virtual art gallery. Then the design
process of the virtual Art Gallery of Shanghai Style Lacquerware is developed
by combining with 3D laser scanning technology, 3D modeling technology and
other technologies to make the optimal final design plan. These methods con-
tribute to develop a design process that is easy to use and can break the gap
between visitors and intangible culture. The process aims to solve the problems
existing in the existing art museum.

Keywords: Virtual art gallery � Intangible cultural heritage �
VRP-MUSEUM technology � Design process

1 Introduction

As an important place for public art education, how art gallery display arts to the public
becomes an important topic. The virtual art gallery means that the public can not only
browse the virtual exhibits at home, but also realize the interactive experience with the
virtual exhibits, thus stimulating their enthusiasm for online and offline browsing. This
is also the fundamental purpose of countries to actively build virtual art galleries.
However, it is worth noting that most of the domestic art galleries blindly follow the
trend to build virtual art galleries, resulting in many virtual art galleries exist only in
name. Many small art galleries have fallen into the embarrassing situation of poor
performance and low network access due to backward management concepts, insuf-
ficient investment in software and hardware and lack of talents. This paper discusses
the design process of the virtual art gallery on the above issues (Fig. 1).
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2 Research Review

2.1 Current Situation of Intangible Cultural Heritage Gallery

Current Situation of Real Intangible Cultural Heritage Gallery. The art gallery has
entered a stage of rapid development in the context of the country’s increasing
emphasis on non-legacy protection and cultural undertakings.

However, there are still many problems in the development of China’s non-legacy
art galleries: (1) the display platform is limited. It cannot overcome the constraints of
time and space, nor can it allow users to experience an all-round visit. (2) Form of
presentation is too singular. (3) It usually has a planned and designed tour route that
greatly weakens the subjective initiative of the viewers. (4) Its operating costs are high.
Many private pavilions directly affect the scale and quality of them. (5) There are many
problems about cultural relics in the real non-legacy art gallery.

However, compared with the traditional art gallery, the appearance of the non-
legacy art gallery is closer to the people’s life, but, virtual art gallery has changed the
operation mode, and also created a good space for the inheritance and development.

Current Situation of Virtual Intangible Cultural Heritage Gallery. At present,
virtual art galleries are mainly divided into four categories.

Website-Style Art Gallery. That is to say, the pictures, texts, video and audio and
other materials are placed on the website for the users to browse. This method is simple
to make, low in cost and fast in access, making it the first choice for online exhibitions.
However, the user experience is poor [1].

Field Shooting Art Gallery. At present, there are many art galleries at home and
abroad to carry out 360-degree panoramic shooting in the real art gallery. Then the
photos are stitched together to form a spherical exhibition and published on the Internet
that users can visit through the network. Generally, it has a good user experience [2].

Fig. 1. Technology roadmap.
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WEB 3D Virtual Art Gallery. Using Unity3D, Cult3D, Virtools, Turntool and other
similar technologies combining with 3D modeling software such as 3D Max, virtual
roaming and 3D simulation can be realized. Users can freely travel through the virtual
scene by controlling the arrow keys on the keyboard [2].

Virtual Reality Simulation Roaming Art Gallery. It can give users a strong sense of
“immersion”. Users wearing helmets, 3D glasses and other virtual devices which seems
to be in the real scene. However, virtual reality devices are not yet popular and cannot
satisfy all the people [3].

Combine the above analysis of real art gallery and virtual art gallery, I suggest
building the WEB 3D virtual art gallery for expanding the audience, making more users
are convenient to browse, increasing the sense of immersion and reducing the cost of
small art galleries. The users can control the scene with the mouse and roam in it
(Table 1).

2.2 Case Study: Digital Dunhuang

Design Steps and Technical Application Overview. The “Digital Dunhuang” project
will bring together a variety of data and literature data that have been acquired and form
a digital library of grotto cultural relics combining diversification and intelligence [5].
The project consists of seven processes: image acquisition, scene measurement,

Table 1. Real art gallery versus Virtual art gallery [4].

Real art gallery Virtual art gallery

Features Display, educate, collect and
research in a real way

Display, educate, collect and
research in a digital way

Autonomy Passive Active
Convenience Buy tickets at stores Use the web
Interactivity One-way interaction Interaction, games, extended

information, etc.
Control of
environment

Uncontrollable or changeable Window interaction

Display Single and fixed Varied
Presentation Close quarters All-around and digital
Expansion Limited Unlimited
Scale Limited to buildings and access,

hard to expand
Limited by network, server and
hardware devices, but can be
expanded and improved

Space Limited by the distance between the
viewer and the object

Can be reduced or enlarged, 360-
degree view

Resource
savings

High venue rental fees, exhibition
fees, and long-distance exhibit
transportation fees

Environmental protection, energy
saving, low carbon
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pre-photography collection, post-image processing, proofreading and verification, VR
production, and platform construction (Fig. 2).

Image acquisition technology is the use of digital cameras, digital video recorders,
microphones and other tools for image, audio, video, text data collection. After data
collection, the data is uploaded and stored through the mysql. The second step is scene
scanning measurement. Firstly, using 3D laser scanning technology to quickly
reconstruct the 3D model of the scene and various data such as lines, faces and bodies.
Secondly, using the all-digital photogrammetry technology, the collected data is pro-
cessed in the computer for numerical, graphic and image processing, so that the final
product are in a digital form. Thereby, two-dimensional mural painting adopts 2D
acquisition technology, which is combined with digital camera and tripod head. Three-
dimensional sculpture uses the same 3D laser scanning technology for data acquisition.
Fourth step, multiple cameras shoot at different angles of the same scene, then, correct,
denoise, match and finally construct a high-quality, clear, smooth-edged, high-
resolution image. The focus stack technology digitizes the murals, effectively solving
the problem of the 3D surface. The three-dimensional sculpture building uses modeling
technology to make the stereo effect realistic and optimize the design. After digitally
integrating all the buildings and exhibits through post-processing, the model files are
proofread and inspected by computer browsing, and 3DMAX files are used for 3D
printing for more accurate inspection. The project uses a krpano panoramic map pro-
duction plugin to make a panoramic roaming of 2Dl image. That is, all processed flat
images are retrieved from the mysql database and imported into krpano to stitch the
images. This allows to quickly generate a panoramic roaming project with basic
functionality. The 3D building components of the project are interactively produced by
Unity3D software, which facilitates network transmission. The final step is to insert all
the data into the network platform through HTML, CSS, and JavaScript to form a
virtual museum.

In view of the needs of building the WEB 3D virtual art gallery, the design process
is relatively complete and suitable for small art galleries. But it needs to be adjusted
according to the characteristics of the art gallery. Due to funding constraints, shortages
of technology, and lack of staff, the technology used in the project is not fully appli-
cable to small art galleries (Fig. 3).

Fig. 2. Production process of “digital dunhuang” project.
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Techniques and Reasons for Small Art Galleries. In view of the current situation
analysis of small art galleries, six technologies in the “Digital Dunhuang” project were
selected to use for the following reasons:

The graphic acquisition technology which are easy to operate and simple in process
and can realize the collection and permanent preservation. 3D laser scanning tech-
nology can use of different types of venues. Besides, it is easy to process, analyze,
output, and display. The 2D acquisition technology can also achieve image data col-
lection and permanent preservation. 3DMAX modeling technology has an advantage in
price. Its production process is simple. This technology can complete the real repro-
duction of 3D buildings and exhibits. 3D printing can achieve the inspection and
proofreading of the model. The web design idea can embed all the data, images, audio,
video, etc. into the network platform to form a virtual art gallery (Fig. 4).

The six technologies mentioned above are commonly used techniques, and their
design time is short, easy to operate, low cost, and low hardware requirements are very
suitable for the construction of small virtual art museums.

2.3 Key Technologies of the Small Virtual Art Gallery

Considering the database mysql and krpano panoramic map making plugin are more
suitable for the construction of large virtual art galleries, the following two technolo-
gies are chosen instead to achieve the best results.

Python Crawler Technology. The database mysql is a relational database. Its man-
agement system is suitable for large websites with large databases, but there exist
problems such as modular programming, low execution speed, low security and
complicated operation. It is an recommendation that use Python crawler technology to
write programs for forming a local database. It not only can obtain files in batches, but
also easy to operate. Besides, it is suitable for websites with small data volume, which
is convenient for later implantation into the network platform for retrieval.

VRP—MUSEUM. VRP—MUSEUM is a pavilion which suitable for all kinds of
technology museums, experience centers, large-scale exhibitions. It is a three-
dimensional interactive experience model that put exhibition halls, exhibits and tem-
porary exhibits to the Internet for display, promotion and education [6]. VRP -
MUSEUM can not only create krpano panoramic map making plugins in all-aspects, but
also can integrate Unity3D interactive operation. It has the following advantages: Omni-

Fig. 3. “Digital dunhuang” webpage Fig. 4. Techniques for small art galleries.
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directional, three-dimensional and 360° browsing, strong sense of reality, automatic
roaming and manual roaming switch freely, powerful interactive effects, easy to use and
has a wide range of applications and the system requirements are low and the PC
platform can operate.

In summary, the small virtual art gallery can use the 6 technologies in the “Digital
Dunhuang” project and the VRP - MUSEUM virtual pavilion technology that replaces
the Python crawler technology of the database mysql and replaces the krpano
panoramic map production plugin.

3 Design Process of Small Intangible Cultural Heritage
Virtual Art Gallery

3.1 Summary on Designing of Shanghai Style Lacquerware Art Gallery

According to the characteristics of different fields of the small art gallery and content
frame design and interface design were added on the “Digital Dunhuang” project, so as
to better enhance the sense of immersion of the small virtual art gallery (Fig. 5).

Shanghai Lacquer Art Museum collect and inherit the lacquer ware is unique. It is
the lacquer art museum with the largest number of lacquer wares, the most complete
varieties and the most abundant collections in Shanghai. The following content will
describe the combination between design process of the small non-legacy virtual art
gallery and the Shanghai lacquer art gallery.

Data Collection

Graphic Collection. Use digital cameras, microphones, etc. and voice recorders to
interview exhibitors and complete the collection of images, video, and text.

Scene Measurement Scan. The three-dimensional laser scanning technology is used to
scan and measure the appearance of the Shanghai Lacquer Art Museum and its internal
scenes. The 3D laser scanner is selected according to the structure of the venue.

Fig. 5. Designing of Shanghai Style Lacquerware Art Gallery.
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Photo Collection of Exhibits. The Shanghai Lacquer Art Museum exhibits are divided
into 2D and 3D. Most of the 2D exhibits are paintings and calligraphy, mainly using
two-dimensional acquisition technology, namely tripod, tripod head, and digital cam-
era. The 3D exhibits are mostly sculptures. The three-dimensional laser scanning
technology is used to collect the three-dimensional data in order to restored into digital
exhibits, and it is as same as the scene measurement.

After data collection, the program is written using Python crawlers technology to
form a local database. Data retrieval and post production were achieved by storing the
previous collected data in different sort (Fig. 6).

Venue Construction

Late 3D Processing. The 3DMAX modeling technology was used to reconstruct the
venue and exhibit data and complete the digital reproduction (Fig. 7).

Proofreading and Verification. 3D printing of 3DMAX modeled files, comparison
with actual scenes and exhibits, checking for damage and other issues.

After confirming the correctness, the 3DMAX file is embedded in the VRP-
MUSEUM software to complete 3DMAX modeling, lighting, texture mapping, ren-
dering, baking and exporting.

Virtual Build

Content Frame Design. Systematic content framework design for venues, exhibits, and
graphic materials in VRP - MUSEUM. The first step is to determine the nature and
content of the exhibition. According to the results of data collection, the exhibits in
Shanghai Lacquer Art Museum can be divided into basic display and long-term dis-
play. The display content is divided into different eras and different types. The second
step is to clarify the theme of the exhibition. Usually the theme is time, place, nature,
purpose, etc. It should show ideological, scientific and artistic. The has set up four
major museums in accordance with the four types of engraving, inlaying, screw-filling,
and engraving. The third step is to classify the exhibits. The classification of exhibits is
based on the types of the four special exhibition halls. The fourth step is to formulate
the display structure. To determine the structure of the exhibits, refine the display of the
main body and clearly show the logical relationship (Fig. 8).

Fig. 6. Collection of some exhibits. Fig. 7 3D model construction.
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Design and Product Interface in VRP - MUSEUM. According to the content of the art
gallery, the design style conforms to the theme, which includes the overall picture style,
start-up interface, browsing interface, tool buttons and so on. Shanghai Lacquer Art
Museum is designed with a blend of design styles.

Interaction Design and Production. In the VRP - MUSEUM software, the venue,
exhibits, and interfaces are organically combined to add interactive functions such as
interactive games and multiplayers online communities. The main social functions are
camera, compass, navigation map, hotspot trigger, data query, FLASH video picture
call, voice introduction and so on (Fig. 9).

Test and Feedback. All data resource files are compressed and packaged into web-
published WEB3D files. Then through HTML, JavaScript, CSS for web design, the
virtual art gallery is embedded in the web page.

3.2 Features of Haipai Lacquerware Virtual Art Gallery

Through the construction of the virtual venue of Shanghai Lacquer Art Museum, we
can compare the following characteristics: (1) Simulate the real object in a 1:1 way.
The scenes created based on the real light and shadow environment are more
immersive. (2) It is possible to observe exhibits at close range and at multiple angles,
and to gather related information together and expand unlimited knowledge with
limited space. Exhibits and props can be switched at will, fully exploring the functions
of the exhibits, allowing users to better understand the exhibits. (3) Everyone can
move, communicate and simulate the real pavilion environment in the same pavilion.
The virtual pavilion can be used to further build a virtual community, so that create a
virtual community full of knowledge and fun [4].

Fig. 8. Operation flow chart. Fig. 9 Virtual museum design.
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4 Prospect and Value

In summary, the virtual art gallery as an extension of the traditional physical art
museum, in the future, its role positioning is diverse. It is not only a new way of
cultural communication, but also has certain commercial value. In the era of big data on
the Internet, people are more and more fond of showing their lives through major social
platforms, and they will also live and learn through the Internet. The virtual art gallery
can meet the needs of people without leaving their homes. At the same time, the
development and application of virtual art museums and the consumption of derivatives
not only attract more user groups, but also attract more investors.

The design process of the virtual art gallery can help the art gallery operators to
establish a complete virtual art gallery system more quickly and efficiently, so as to
obtain more channels of communication.
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