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Preface

The aim of the International Conference on Edge Computing (EDGE) is to become a
prime international forum for researchers and industry practitioners alike to exchange
the latest fundamental advances in the state of the art and practice of edge computing,
identify emerging research topics, and define the future of edge computing.

EDGE 2019 was part of the Services Conference Federation (SCF). SCF 2019 had
the following ten collocated service-oriented sister conferences: 2019 International
Conference on Web Services (ICWS 2019), 2019 International Conference on Cloud
Computing (CLOUD 2019), 2019 International Conference on Services Computing
(SCC 2019), 2019 International Congress on Big Data (BigData 2019), 2019 Inter-
national Conference on AI & Mobile Services (AIMS 2019), 2019 World Congress on
Services (SERVICES 2019), 2019 International Congress on Internet of Things (ICIOT
2019), 2019 International Conference on Cognitive Computing (ICCC 2019), 2019
International Conference on Edge Computing (EDGE 2019), and 2019 International
Conference on Blockchain (ICBC 2019). As the founding member of SCF, the First
International Conference on Web Services (ICWS) was held in June 2003 in Las
Vegas, USA. The First International Conference on Web Services – Europe 2003
(ICWS-Europe 2003) was held in Germany in October 2003. ICWS-Europe 2003 was
an extended event of the 2003 International Conference on Web Services (ICWS 2003)
in Europe. In 2004, ICWS-Europe was changed to the European Conference on Web
Services (ECOWS), which was held in Erfurt, Germany. To celebrate its 16th birthday,
SCF 2018 was held successfully in Seattle, USA.

This volume presents the accepted papers for the 2019 International Conference on
Edge Computing (EDGE 2019), held in San Diego, USA, during June 25–30, 2019.
EDGE 2019 puts its focus on the state of the art and practice of edge computing, in
which topics covered localized resource sharing and connections with the cloud. We
accepted six papers. Each was reviewed and selected by at least three independent
members of the EDGE 2019 international Program Committee. We are pleased to
thank the authors, whose submissions and participation made this conference possible.
We also want to express our thanks to the Organizing Committee and Program
Committee members, for their dedication in helping to organize the conference and in
reviewing the submissions. We would like to thank Prof. Teruo Higashino, who pro-
vided continuous support for this conference. We look forward to your great contri-
butions as a volunteer, author, and conference participant for the fast-growing
worldwide services innovations community.

May 2019 Tao Zhang
Jinpeng Wei

Liang-Jie Zhang
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Characterization of IoT Workloads

Uma Tadakamalla(B) and Daniel A. Menascé(B)

Department of Computer Science, George Mason University, Fairfax, VA, USA
{utadakam,menasce}@gmu.edu

Abstract. Workload characterization is a fundamental step in carry-
ing out performance and Quality of Service engineering studies. The
workload of a system is defined as the set of all inputs received by the
system from its environment during one or more time windows. The
characterization of the workload entails determining the nature of its
basic components as well as a quantitative and probabilistic description
of the workload components in terms of both the arrival process, event
counts, and service demands. Several workload characterization studies
were presented for a variety of domains, except for IoT workloads. This
is precisely the main contribution of this paper, which also presents a
capacity planning study based on one of the workload characterizations
presented here.

Keywords: Workload characterization · Internet of Things ·
Capacity planning · G/G/n queue ·
Quality of Service in edge computing

1 Introduction

Siegel et al. [35] argue that scalability is needed to support the continued expan-
sion of the Internet of Things. Therefore, performance engineering studies are
very important for understanding tradeoffs between security, availability, and
response time of various types of IoT applications.

Workload characterization is a fundamental and necessary step in carrying
out any performance engineering study [26]. The workload of a system is defined
as the set of all inputs received by the system from its environment during one
or more time windows. The characterization of the workload entails determining
the nature of its basic components (e.g., transactions, I/O requests, IoT device
requests) as well as a quantitative and probabilistic description of the work-
load components in terms of both the arrival process, event counts, and service
demands (e.g., arrival rate of requests and interarrival time distributions, distri-
bution of the number of IoT device signals received, distribution of the file sizes
returned by an HTTP request) [26].

General methods for workload characterization have been discussed in [11,
12,26]. Specific applications of these techniques to a variety of domains were
developed by many researchers (see examples in Sect. 5). However, there is a
need for workload characterization studies for IoT applications.
c© Springer Nature Switzerland AG 2019
T. Zhang et al. (Eds.): EDGE 2019, LNCS 11520, pp. 1–15, 2019.
https://doi.org/10.1007/978-3-030-23374-7_1
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The recent development of Internet of Things (IoT) and edge/fog computing
demands models for this new environment. Our prior work includes the develop-
ment of an analytic model, called FogQN, based on queuing networks [37] and
an autonomic controller that uses FogQN to dynamically determine the optimal
breakdown of processing between fog and cloud servers [38].

Any modeling effort of fog and cloud computing calls for workload character-
ization studies of IoT workloads. The understanding of the characteristics of IoT
workloads can be used to perform capacity planning studies. These are the main
contributions of this paper. More specifically, we (1) describe the methodology
we used to analyze IoT traces; (2) describe and analyze three publicly available
IoT datasets: NY city taxi trips, GPS trajectories of taxis in Beijing, Chicago
taxi trips; and (3) present a capacity planning study based on the workload char-
acterization of the NY city taxi trips. Our workload characterization includes
counts of events, i.e., IoT device signals, at various time scales (e.g., hour of the
day, day of the week) and a characterization of the interarrival time of signals
received from IoT devices.

The rest of this paper is organized as follows. Section 2 describes the general
data collection and analysis methodology used in this paper. Section 3 has one
subsection for each of the datasets we analyzed. Each subsection describes the
dataset and presents the results of the workload characterization for that dataset.
Section 4 provides an example of how a queuing model can be used to answer
what-if questions using the workload of NY city taxi trips. Section 5 discusses
related work. Finally, Sect. 6 presents concluding remarks and future work.

2 General Data Collection and Analysis Methodology

The data collection and analysis methodology presented here can be applied to
a variety of IoT workloads. This paper analyzed several publicly available IoT
datasets. Some existing datasets are from applications in which data is sent by
a set of sensors at regular intervals (e.g., every 5 min) in a synchronous way. We
did not consider these datasets because they are not very interesting from the
point of view of workload analysis. The applications we considered in our study
have IoT devices that are independent of each other and send signals at irregular
intervals (e.g., signals sent by a taxi cab whenever a passenger is dropped off).

Our analysis methodology consisted of the following steps:

1. Data is aggregated from all the files that make up the dataset.
2. The aggregated data is cleansed by removing any invalid and duplicate data,

and any outliers.
3. The cleaned up data is sorted based on the timestamp of the records.
4. The sorted data is filtered based on characteristics such as days, hours, month,

latitude/longitude of the IoT device.
5. The filtered data is characterized by computing event counts by hour of the

day on a daily and monthly basis, and by day of the week.
6. The distribution of the interarrival time of signals generated by IoT devices is

characterized. We used Quantile-Quantile (Q-Q) plots and Cumulative Dis-
tribution Functions (CDF) to that effect [21].
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A Q-Q plot is a graphical tool that helps determine if the data points in a
given data set come from the same distribution as a given theoretical distribu-
tion. A Q-Q plot is a scatter plot that plots two sets of quantiles (from the dataset
and from the theoretical distribution) against each other. If both quantiles come
from the same distribution, the points in the Q-Q plot form a roughly straight
line. We experimented with several candidate theoretical distributions for each
dataset and did a linear regression on the points. The distribution that had a
coefficient of determination R2 closest to 1 was chosen as the best fit theoretical
distribution for the dataset. The candidate distributions can only be those that
can take non-negative values because an interarrival time cannot be negative.
For that reason we selected the lognormal, Weibull, and Gamma distributions.
Note that the Weibull distribution has the exponential distribution as a special
case, depending on the value of its parameters.

Table 1 presents the expressions for the probability density function (pdf)
and the expressions used to compute the parameters of the three considered
distributions as a function of X̄, S and C = S/X̄, the mean, standard deviation
and coefficient of variation of the interarrival times, respectively, computed from
the datasets.

Table 1. Features of the lognormal, Weibull, and Gamma distributions.

Distribution Pdf Parameters

Lognormal 1
xσ

√
2π

e
− [ln x−μ]2

2σ2 μ = ln(X̄) − ln(
√

(1 + C2)), σ =
√

ln(1 + C2) μ ∈ (−∞, +∞), σ ≥ 0

Weibull k
λ

(
x
λ

)k−1
e−(x/λ)k

k ≈ C−1.086, λ = X̄/Γ (1 + 1/k) k, λ > 0

Gamma xk−1e−x/θ

θkΓ (k)
k = 1/C2, θ = S2/X̄ k, θ > 0

The theoretical distribution quantile data is generated using the inverseCu-
mulativeProbability method in the Java Apache Commons Math3 distribution
package [2] with parameters computed using the equations in Table 1.

3 IoT Datasets

We describe and analyze in this section, three IoT datasets: NY city taxi trips,
GPS trajectories of taxis in Beijing, and Chicago taxi trips.

3.1 New York City Taxi Trip Data

The New York City taxi trip data is provided by Illinois Data Bank, which is
operated by the University of Illinois at Urbana Champaign. This dataset [15]
contains records of four years (2010–2014) of taxi operations in New York City
including 697,622,444 trips. The data is stored in the CSV format, organized by
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year and month. Each month’s data is stored in a separate file. Each row in the
file represents a single taxi trip. Each trip records the pickup and drop-off dates,
times, and coordinates, and the metered distance reported by the taximeter. For
this analysis, we only considered the drop-off date and time, drop-off latitude
and longitude fields. We assumed that a fog node is at Grand Central Terminal,
whose latitude and longitude coordinates are (40.7527, −73.9772), and it serves
all the IoTs devices (taxis) that are within a one-mile radius. This means that
signals received from the taxis at drop off locations that are within a 1-mile radius
are served by the Grand Central Terminal fog node. Therefore, we selected all
the records that are within 1 mile radius from the fog node for this analysis.
We cleaned up the data by removing duplicate and invalid entries and used the
cleaned up data to generate interarrival times. We then removed the outliers
(interarrival times greater than 2000 s) from the interarrival times dataset.

Figure 1(b) shows the variation of the number of taxi signals by hour of the
day for Sunday, February 7, 2010 and Monday, February 8, 2010. It is apparent
that taxi cabs are utilized more on Mondays (weekday) than on Sundays (week-
end), with the exception of 12:00 am through 5:00 am. This may be because more
people in New York use cabs on weekdays to move around. The number of taxi
signals on the early hours of Sunday exceeds the taxi cab requests during the
same time on Monday because people are more likely go out on Saturday nights,
and they utilize taxi cabs to get back home during the wee hours on Sunday.
However, at the same time on Monday, most people are at home resting for the
next work day. Also, the number of taxi signals is higher during the morning
(5:00 am to 9:00 am) and evening rush hours (4:00 pm to 6:00 pm) during a Mon-
day because between these peaks most people are more likely to be working in
their offices.

Next, we analyzed the number of taxi signals for the entire month of February,
2010 grouped by hour of the day as shown in Fig. 1(a). The figure shows that the
number of taxi signals is lower during non-working hours compared to those of
working hours. Also, there is a clear rise in the number of signals during morning
and evening rush hours from 5:00–9:00 am and 4:00–7:00 pm, respectively.

Next, we studied the variation of the number of taxi signals by days of the
week and aggregated the data for each day of the week of February, 2010 as
shown in Fig. 2. The figure shows that the lowest signal counts are recorded on
Sundays.

We now turn our attention to the characterization of interarrival times of
taxi signals using Q-Q plots and CDFs as explained in Sect. 2. To determine the
best fit distribution, the quantiles of interarrival times of taxi signals were plot-
ted against those of various theoretical distributions (i.e., lognormal, Weibull and
Gamma). Table 2 shows the parameters used for each distribution and the corre-
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Fig. 1. (a) Left: NY Grand Central Terminal taxi signal counts aggregated by hour of
the day for the entire month of February, 2010, (b) Right: NY Grand Central Terminal
taxi signal counts by hour of the day for Sunday, February 7, 2010 (weekend) and
Monday, February 8, 2010 (weekday)

Fig. 2. NY Grand Central Terminal taxi signal counts aggregated by days of the week
for February, 2010

Table 2. Fitting February 8, 2010 NY City taxi signal interarrival time data.

Distribution Parameters R2

Lognormal μ = −1.630, σ = 1.494 0.941

Weibull k = 0.316, λ = 0.081 0.902

Gamma k = 0.120, θ = 4.976 0.895

sponding R2 value. The lognormal distribution has the best fit for the data with
an R2 value equal to 0.941. The corresponding Q-Q plot is shown in Fig. 3(a).
The CDF plots of taxi signal interarrival times and the lognormal theoretical
distribution are shown in Fig. 3(b). They both match very closely. Based on the
R2 value from the Q-Q plot and CDF plots, we can conclude that the data best
fits the log-normal distribution.
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Fig. 3. (a) Q-Q plot (left) and (b) CDF plots (right) using NY Grand Central Ter-
minal February 8, 2010 taxi signal interarrival times data and theoretical lognormal
distribution data with μ =−1.630 and σ = 1.494.

3.2 Microsoft T-Drive Trajectory Dataset

The Microsoft T-Drive Trajectory dataset [41] is provided by Microsoft for
research purposes. This dataset contains the GPS trajectories of 10,357 taxis
(one file per taxi) during the period of February 2–8, 2008 within Beijing. We
ignored the data for February 2 and February 8 because they are incomplete.
Each file of this dataset contains the trajectory of one taxi. The total number of
points in this dataset is about 15 million and the total distance of the trajectories
reaches about 9 million kilometers. We assumed that the fog node is located at
Tiananmen Square, whose latitude and longitude are (39.9055, 116.3976), and
that this node will serve the IoT devices (i.e., taxis) within a one-mile distance.
We then selected all the records that are within a 1-mile radius from that node
and used that data to generate the interarrival times of the signals. We then
removed the outliers from the interarrival times data.

Figure 4(b) shows the the variation of the number of taxi signals by hour
of the day for Sunday, February 3, 2008, and Monday, February 4, 2008. It is
apparent that taxi cabs are utilized less over the night hours than during day
time. Also, there are more taxis utilized during evening hours on weekends than
weekdays.

Next, we analyzed the number of taxi signals from February 3–7, 2008
grouped by hour of the day as shown in Fig. 4(a). The figure shows that the
number of taxi signals is lower during night hours than during day time. A sim-
ilar trend was seen in Fig. 5. This figure shows the variation of the number of
taxi signals by days of the week from February 3–7, 2008. The highest number
of taxi signals on weekdays can be seen on Mondays and it decreases through
the week. The second highest number is observed on Sundays maybe because
Tiananmen Square is a popular place for visitors and there are more visitors on
weekends than on weekdays.
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Fig. 4. (a) Left: Beijing Tiananmen Square taxi signal counts aggregated by hour of
the day for February 3–7, 2008, (b) Right: Beijing Tiananmen Square taxi signal counts
by hour of the day for Sunday, February 3, 2008 (weekend day) and Monday, February
4, 2008 (weekday).

Fig. 5. Beijing’s Tiananmen Square taxi signal counts aggregated by days of the week.

Next, we characterized the interarrival times of taxi signals using Q-Q plots
and CDFs as explained in Sect. 2. To determine the best fit distribution, the
quantiles of interarrival times of taxi signals were plotted against those of various
theoretical distributions (i.e., lognormal, Weibull and Gamma). Table 3 shows
the parameters used for each distribution and the corresponding R2 value.

The lognormal distribution has the best fit for the data with an R2 value
equal to 0.986. The corresponding Q-Q plot is shown in Fig. 6(a). The CDF plot
of taxi signal interarrival times and lognormal theoretical distribution is shown
in Fig. 6(b). They both match very closely. Based on the R2 value from the
Q-Q plot and CDF plots, we can conclude that the data best fits a lognormal
distribution.

3.3 Chicago Taxi Trips Dataset

The Chicago taxi trips dataset provided by the City of Chicago’s open data
portal [1] contains information on taxi trips in Chicago reported to the City of
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Table 3. Fitting February 5, 2008 Tiananmen Square taxi signal interarrival time data.

Distribution Parameters R2

Lognormal μ = −0.130, σ = 1.111 0.986

Weibull k = 0.616, λ = 1.119 0.974

Gamma k = 0.410, θ = 3.970 0.946

Fig. 6. Q-Q plot (left) and CDF plots (right) using Beijing Tiananmen Square February
5, 2008 taxi signal interarrival times data and theoretical lognormal distribution data
with μ =−0.130 and σ = 1.111.

Chicago. We exported February 2015 data in a CSV format using their API.
Each record in the file represents a single taxi trip and includes pickup and
drop-off dates, times, and coordinates, and trip duration (in sec). The pickup
and drop-off times are rounded to the nearest 15 min and the trip duration is
rounded to the nearest minute, meaning that the trip durations are in multiples
of 60 s. For this analysis, we only considered the trip end time (trip start time
+ trip duration), drop off latitude and longitude fields. We assumed that the
fog node is at Millennium Park, whose latitude and longitude are (41.8826,
−87.6226), and it serves all the IoT devices (taxis) that are within one-mile
radius. Therefore, we selected all taxi trip records whose drop off location is
within one-mile radius from the fog node for this analysis. We cleaned up the
data by removing records with missing data and used the clean data for taxi trip
count analysis. To compute the interarrival times, we grouped the taxi signals
reported each minute and computed the interarrival times by distributing them
uniformly within that minute.

Figure 7(b) shows the variation of the number of taxi signals by hour of
the day for Sunday, February 22, 2015 and Monday, February 23, 2015. It is
apparent that taxi cabs are utilized more on Mondays (weekday) than on Sun-
days (weekend), with the exception of 12:00 am through 6:00 am. This may be
because more people in Chicago use taxis on weekdays to move around than on
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weekends. The number of taxi signals on the early hours of Sunday exceeds the
taxi signals during the same time on Monday because more people are likely to
go out on Saturday nights than on Sunday nights, and they utilize taxis to get
back home in the early hours of the next day. Also, the number of taxi signals is
higher during the morning (6:00 am to 9:00 am) and evening rush hours (3:00 pm
to 6:00 pm) during a Monday (weekday) because people are more likely to use
taxis to go to work and go back home during these times.

Next, we analyzed the number of taxi signals for the entire month of February,
2015 grouped by hour of the day as shown in Fig. 7(a). The figure shows that
the number of taxi signals is lower during non-working hours compared to those
of working hours. Also, there is a clear rise in the number of signals during
morning and evening rush hours from 5:00 am to 9:00 am and 3:00 pm to 6:00 pm,
respectively.

Fig. 7. Chicago Millennium Park taxi signal counts. (a) Left: aggregated by hour of the
day for the entire month of February 2015, (b) Right: by hour of the day for Sunday,
February 22, 2015 (weekend) and Monday, February 23, 2015 (weekday).

Next, we studied the variation of the number of taxi signals by days of the
month and aggregated the data for each day of the month of February as shown
in Fig. 8(a). The figure shows that the signal counts are higher on weekdays than
on weekends and the lowest signal counts are seen on Sundays every week.

Next, we studied the variation of the number of taxi signals by day of the
week and aggregated the data for each day of the week of February 2015 as
shown in Fig. 8(b). The figure shows that the weekday counts are higher than
the weekend counts and increase from Monday to Friday. Also, lowest signal
counts are recorded on Sundays.

We then characterized the interarrival times of taxi signals using Q-Q plots
and CDFs as explained in Sect. 2. To determine the best fit distribution, the
quantiles of interarrival times of taxi signals were plotted against those of various
theoretical distributions (i.e., lognormal, Weibull and Gamma). Table 4 shows
the parameters used for each distribution and the corresponding R2 value.

The R2 for lognormal and Weibull distributions are very close. However, the
lognormal distribution has the best fit for the data with an R2 value equal to
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Fig. 8. Chicago Millennium Park taxi signal counts. (a) Left: for each day in February
2015 (b) Right: aggregated by days of the week in February 2015.

Table 4. Fitting February 23, 2015 Chicago taxi signal interarrival time data

Distribution Parameters R2

Lognormal μ = 0.241, σ = 1.439 0.9621

Weibull k = 0.35, λ = 0.71 0.9618

Gamma k = 0.144, θ = 24.809 0.7977

Fig. 9. Q-Q plot (left) and CDF plots (right) using the Chicago Millennium Park
February 23, 2015 taxi signal interarrival times and theoretical lognormal distribution
data with μ = 0.241 and σ = 1.439.

0.9621. The corresponding Q-Q plot is shown in Fig. 9(a) and the plots for the
CDF of interarrival times and the lognormal theoretical distribution are shown
in Fig. 9(b). They both match very closely. Based on the R2 value from the
Q-Q plot and CDF plots, we can conclude that the data best fits a lognormal
distribution even though a Weibull distribution would be a good fit also.
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4 Workload Characterization Use in Capacity Planning

As indicated above, workload characterization is an essential step for capac-
ity planning purposes. Consider the following what-if question: How many fog
servers are required to support a given load with an average response time below
a certain value? We show here how we can answer this type of question using the
NY City taxi workload. Let n be the number of fog servers that handle signals
received from taxis within a one-mile radius of a given location. All arriving
signals join a single queue and are dispatched to the first available fog server
when they reach the head of the line.

The average response time of a taxi signal was computed using the approxi-
mate G/G/n queuing equation given below [26]

T ≈ E[S] +
C(ρ, n)

c(1 − ρ)/E[S]
× C2

a + C2
s

2
(1)

where E[S] is the average processing time of a taxi signal, ρ = λE[S]/n is the
utilization of the set of n fog servers that receive a collective average arrival
rate of λ taxi signals/sec, Ca is the coefficient of variation (i.e., the ratio of the
standard deviation by the mean) of the interarrival time, Cs is the coefficient of
variation of the service time, and C(ρ, n) is the Erlang formula given by

C(ρ, n) =
(nρ)n/n!

(1 − ρ)
∑n−1

j=0 (nρ)j/j! + (nρ)n/n!
. (2)

Because the utilization ρ must be less than 1, we have that λ < n/E[S], i.e.,
the average arrival rate cannot exceed n/E[S]. Our data showed that the max-
imum rate of signals received from taxis within a one-mile radius from Grand
Central Terminal during the date of February 8, 2010 was approximately 4 sig-
nals/sec. We used the G/G/n equations above to compute the variation of the
average signal response time as a function of the average arrival rate λ for five
values of n (see Fig. 10). We used the following numerical values for Fig. 10:
E[S] = 0.2 s, Ca = 2.88, Cs = 0.94 (from 2/8/2010 data). As expected, the figure
shows that the maximum arrival rate of signals that can be handled increases in
proportion to the number of fog servers. For example, when n = 1, the maximum
arrival rate the system can handle has to be less than 5 signals/sec whereas for
n = 5, the maximum arrival rate the system can handle has to be less than 25
signals/sec. Additionally, the average response time decreases as n increases for
a given arrival rate. For example, at an arrival rate = 4.5 signals/sec the aver-
age response time with one server is 9.13 s whereas with 5 servers the average
response time is 0.2 s. If we want the average response time not to exceed 1 s for
an average arrival rate of taxi signals of 10 signals/sec we need at least 3 fog
servers.

5 Related Work

Workload characterization studies have been conducted for various types of
applications and systems. Some examples include: e-commerce [25], auction
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Fig. 10. Average response time vs. arrival rate for n = 1, 2, 3, 4, 5

sites [5], WWW [24], networking [28,30], live streaming media [39], spam traf-
fic [19], storage systems [36], data centers [32], cloud computing [23], grid com-
puting [14], memory systems [8], and database systems [16]. [27] quantifies a
Poisson process approximation for IoT aggregate arrival processes. The studies
above have shown that different domains have their own specific workload char-
acteristics. Our paper fills a much needed gap in terms of understanding and
characterizing IoT workloads.

The vision and challenges of edge computing were discussed in [9,34]. There
are some very good IoT and fog/edge computing surveys: a survey of mobile
edge computing was presented in [3]; a survey of architecture, enabling tech-
nologies, security and privacy, and IoT applications was presented in [22]; and
Ngu et al. presented a survey on IoT middleware [29]. Cruz et al. presented a
reference model for IoT middleware [13]. [33] presents an IoT architecture based
on transparent computing to build scalable IoT platforms. Transparent comput-
ing enables users to select services on-demand, without being concerned with
the installation and management of services.

Similarly to [38], the work in [40] aims at reducing the response time of IoT
applications by offloading the load of fog-capable devices to the cloud. Another
work along the same vein is [10]. Fan and Ansari [17] presented an application
aware scheme to allocate IoT-based workloads to edge servers in order to mini-
mize the response time of IoT applications. The work in [4] proposes a method
for reducing latency and device energy consumption using the fog, which is based
on computational offloading and network utility optimization. The work in [18]
presents a vision of human-centered edge-device based computing, known as
Edge-centric Computing and the research challenges associated with its imple-
mentation. The work in [7] proposed a new technique called Home Edge Com-
puting, a three-tier edge computing architecture that provides data storage and
processing near the users (home server) to achieve ultra-low latency.

The work in [20] analyzed a motion dataset to characterize the kinetic energy
that can be harvested by an IoT node and developed energy allocation algorithms
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for such nodes. The work by Pereira et al. [31] discusses an experimental eval-
uation of latency in IoT service composition with mobile gateways and assesses
the capabilities and limitations of a standard machine-to-machine middleware.
IoT devices with security flaws are attractive targets for attacks. [6] discusses
HoneyScope, a network centric approach to protect vulnerable IoT devices by
creating virtualized views of the network and nodes.

None of the studies cited above present a comprehensive workload charac-
terization of actual IoT applications.

6 Concluding Remarks and Future Work

Understanding and quantitatively characterizing the workload generated by IoT
devices is key to being able to analyze the performance of edge/fog comput-
ing environments. Our study analyzed three datasets that contain information
generated by taxis in three big cities. Our workload characterization, which can
be applied to other IoT workloads, included counts of events, i.e., IoT device
signals, at various time scales (e.g., hour of the day, day of the week) and a
characterization of the interarrival time of signals received from IoT devices.

Our results indicated that the interarrival time of IoT signals for all three
datasets can be very well approximated by a lognormal distribution. We also
observed that the count of events for the three taxi-related datasets can be well
explained by expected daily routines of habitants of large cities. We also showed
that workload characterization results can be used for capacity planning studies
of edge computing environments.

In the future, we intend to apply our characterization methodology to IoT
datasets that deal with other types of IoT devices. We are also investigating the
sensitivity of our results with respect to the location of the fog node, and how it
may affect the probability distribution and parameters of the request interarrival
times.
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Abstract. Multicamera based Deep Learning vision applications sub-
scribe to the Edge computing paradigm due to stringent latency require-
ments. However, guaranteeing latency in the wireless communication
links between the cameras nodes and the Edge server is challenging,
especially in the cheap and easily available unlicensed bands due to the
interference from other camera nodes in the system, and from exter-
nal sources. In this paper, we show how approximate computation tech-
niques can be used to design a latency controller that uses multiple video
frame image quality control knobs to simultaneously satisfy latency and
accuracy requirements for machine vision applications involving object
detection, and human pose estimation. Our experimental results on an
Edge test bed indicate that the controller is able to correct for up to
164% degradation in latency due to interference within a settling time
of under 1.15 s.

Keywords: Edge computing · Machine vision ·
Approximate computing · Latency control

1 Introduction

The recent emergence of powerful Deep Learning algorithms, along with the
capacity to store and process massive amounts of data, has given us the ability
to potentially recognize objects in near real-time [13]. Such real-time machine
vision is a foundational technology in a number of applications such as auto-
matic video surveillance, augmented and virtual reality, autonomous driving, and
robotics. In many of these applications, timely recognition of objects and their
activity is important since events need to be responded within tight deadline
constraints precluding the offloading of computation to the Cloud. The latency
critical nature of machine vision applications motivates the use of the Edge com-
puting paradigm [5,6,14,23,24] where compute and storage are done at the Edge
of the network close to the camera.

As a concrete motivating example, in a surveillance application (for exam-
ple, to detect/predict pedestrian accidents), the Edge vision system consists of
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multiple video cameras monitoring an area of interest (for example, a traffic
intersection) from different vantage points. In dense urban environments, where
occlusions are common, multiple camera views increase tracking robustness. The
cameras transmit the video frames to an Edge server located in the vicinity. The
Edge server aggregates video frames from multiple cameras, and executes Deep
Learning based machine vision algorithms to determine/predict events of interest
(for example, potential pedestrian accidents). Due to cost and ease of installa-
tion reasons, the communication link between the camera and the Edge server
is wireless, operating in the unlicensed bands (for example, WiFi). Events such
as predicting of pedestrian accidents, are latency critical, necessitating careful
design of the compute and communication at the Edge to ensure that latency
bounds specified by the application are met. While hardware accelerators (for
example, GPUs, FPGAs) can be used to minimize compute latency, the wireless
links between the camera and Edge nodes are prone to large variations in the
latency due to interference, both from peer camera nodes, and unrelated external
sources.

In this paper, we describe the use of approximate computing to meet latency
requirements at the Edge in the presence of large latency variations in the wire-
less communication link. Approximate computing is based on the idea that
in some applications, selective inaccuracies in computation can be tolerated
to achieve gains in efficiency [17]. Machine vision applications can potentially
tolerate approximate computing since selective loss of image quality may still
not impact object/event detection accuracy adversely. We use this observation
to design a controller that dynamically uses multiple video image frame qual-
ity control knobs to simultaneously maintain application specified latency, and
object/pose detection accuracy in the presence of interference in the wireless
communication channel.

The paper makes the following contributions -

– Investigates the applicability of approximate computing by characterizing the
impact of image quality on application accuracy for Deep Learning based
vision applications.

– Identifies multiple control knobs for controlling image quality, and character-
izes their impact on wireless channel latency.

– Presents the design of a latency controller that uses the approximate com-
puting paradigm to simultaneously achieve application specified latency and
accuracy in the presence of unpredictable channel interference.

– Experimentally demonstrates the operation of the controller on an Edge test
bed for two machine vision applications involving object detection, and human
pose estimation.

To the best of our knowledge, this is the first work that uses approximate com-
puting to control communication latency at the Edge for machine vision appli-
cations.

The rest of the paper is organized as follows - Sect. 2, gives a brief overview
of related work on machine vision at the Edge, and the different applications
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of approximate computing. Section 3 provides a system level description of dis-
tributed machine vision at the Edge. Section 4 describes the Edge test bed and
presents the experimental characterization of wireless channel latency. Section 5
then presents our study of the impact of image quality on application accu-
racy for Deep Learning based machine vision applications. Section 6, presents
the design of the controller, followed by experimental evaluation and results in
Sect. 7. Section 8 concludes the paper with summary of our work, with sugges-
tions for future research directions.

2 Related Work

The concept and motivation behind Edge computing have been described in
a number of recent publications [5,6,9,14,21–25]. Regarding machine vision at
the Edge, in the Gabriel project [10], Ha et. al. describe a wearable cognitive
assistance system where the images captured by a mobile device are processed
by the Edge node to analyze what the user is seeing, and provide the user
with cues as to what is in the scene (for example, recognizing a person). In the
VisFlow project, Lu et al. [16] describe a system that can analyze feeds from
multiple cameras for license plate recognition and real-time traffic flow mapping.
However, in contrast to our work, none of these works address guaranteeing of
latency requirements at the Edge for machine vision applications. In the Hetero-
Edge project, Zhang et. al. [26] describe a system that can efficiently orchestrate
real-time vision applications on heterogeneous Edge servers. The new resource
orchestration platform developed, uses a set of task scheduling schemes to make
the Hetero-Edge system latency-aware, but does not consider communication
latency.

In [17], Mittal provides a survey of approximate computing techniques.
Strategies for approximation at the code level such as loop perforation, and at
the architecture level such as reduced precision operations are discussed. Regard-
ing applications of approximate computing to Deep Learning, Chen et al. [8] use
approximate computing to accelerate network training, while Ibrahim et. al. [12]
explore the use of approximate computing to realize Deep Learning networks
on resource constrained embedded platforms. Unlike our work, in these works
approximate computing is targeted towards reducing the computational load.
In [4], Betzel et. al. introduce the concept of approximate communication to
reduce the communication between processing elements in a high performance
computing system. They evaluate compression, reduced synchronization, and
value prediction as potential approximate communication techniques. While we
use approximate communication as well, in contrast to Betzel et. al. we target
latency variations due to interference in wireless communication channels, and
investigate the impact of the approximation communication on computing, by
evaluating its impact on the application accuracy.

In [18], Pakha et. al. introduce the idea of control knobs to parametrize a cus-
tom video protocol that streams videos from cameras to cloud servers to perform
neural-network-based video analytics. The new server driven protocol highlights
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opportunities to improve the tradeoffs between bandwidth usage and inference
accuracy, but does not address Edge specific latency requirements demanded by
Deep Learning vision applications.

3 System Architecture

Camera node Camera node

Camera node Camera node

Edge server

Wireless router

Fig. 1. Distributed machine vision at
the Edge. Multiple camera nodes trans-
mit video frames to an Edge server
through a wireless communication link.
The Edge server runs Deep Learn-
ing based machine vision algorithm for
object/event detection and prediction.

The overarching motivation behind the
design of our system is to make avail-
able real-time video frames from multi-
ple cameras to Deep Learning surveil-
lance applications at the Edge for analyt-
ics, detection and prediction of a diverse
set of events/objects while being scalable.
A subset of such applications include,
pedestrian safety guidance, road acci-
dent prediction, drunken driver detection
and crime detection in public spaces. As
shown in Fig. 1 the physical model of
our system consists of multiple embed-
ded boards equipped with video cam-
eras communicating to an Edge server
through WiFi (802.11ac) wireless routers.
The cameras monitor video scenes from
different angles in a particular area of
interest (e.g., traffic intersection, parking
lot). The camera nodes are deployed in
the field (for example, at the traffic inter-
section poles), whereas the Edge node
(Edge server) is assumed to be in a more
secure place (for example, traffic signal box). The camera nodes are assumed to
have limited compute and storage resources compared to the Edge nodes.

4 Characterizing Wireless Latency at the Edge

In this section we describe the test bed to characterize wireless latency at the
Edge. In particular, we are interested in determining latency variations seen at
the Edge due to interference, as well as potential means to control it.

4.1 Edge Test Bed

Our Edge test bed consists of two video camera equipped NVIDIA Jetson TX2
boards with 256 CUDA core Pascal GPU and quadcore ARM Cortex-A57 pro-
cessor. A laptop with Intel Core i7 processor and Nvidia GeForce 1060 GPU
serves as the Edge server. The Jetson boards and the laptop run Linux. The
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wireless link consists of a NETGEAR Nighthawk XR700 access point that uses
802.11ac (5 GHz) standard with a bandwidth of up to 7.2 Gbps. The Edge server
is connected to the access point through Ethernet, while the Jetson TX2 boards
connect to the access point through the 802.11ac WiFi link.

The initial workload consisted of several pedestrian car accident surveillance
videos from YouTube. These videos are obtained from real-life incidents where
the pedestrian is struck by an automobile. In order to demonstrate the repro-
ducibility of image size tuning knobs and accuracy characterization for Egde
vision benchmarks, we used two publicly available workloads, namely, CADP
[19] and JAAD [20] data sets. Both data sets consist of videos captured under
various camera types and qualities in different weather/lighting conditions. To
perform the accuracy characterization for object detection and pose estimation
benchmarks, we chose 100 video clips each from the CADP and JAAD data sets.
The overall goal of our multi-camera Edge vision system in this case would be
to provide sufficiently early warning to pedestrians and drivers to avoid poten-
tial accidents. A Python based client and multi-threaded server at the camera
node and the Edge server respectively, facilitate camera node to server image
transfer, as well as latency measurements. The wireless latency and bandwidth
are measured with the Linux Qperf utility.

4.2 Edge Latency Characterization

We initially characterized the image transfer latency from camera node to the
Edge server, for different image sizes, with the camera node at different distances
from the access point. This setup emulates an Edge operational scenario where
image sizes vary depending on the scene content, and the cameras node may be
placed at different distances from the wireless access point so as to get the best
visual coverage of the scene. Figure 2a shows the variation in latency (plotted on
the y-axis), at different image sizes (plotted on the x-axis). Figure 2b plots the
latency measurements taken at differing camera node distance. In both cases,
each measurement point is an average of 10 measurements. We note that the
latency approximately increases linearly with size. This results suggests that for
camera nodes at fixed locations, the latency can be tuned by varying the size of
the image.

To study the impact of interference when two camera nodes are transmitting
simultaneously, we set up the camera node under test at a distance of 5 m
away from the access point, and the second camera node at a distance of 3
m. Both camera nodes continuously transmit image frames to the Edge server.
Figure 3 shows that the interference causes the test camera node to suffer a
latency increase as high as 164 %.

As seen from this experiment, the latency for image frame transfer from cam-
era node to Edge server varies dramatically in an unpredictable communication
environment at the Edge. Since many camera nodes might be operating in a given
Edge vision system, counter measures have to be taken to mitigate this increase
in latency due to interference for latency critical Edge vision applications.
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(a) (b)

Fig. 2. (a) Image transfer latency from camera node to the Edge server vs. image size
with distance between camera node and wireless access point fixed to 10 m (b) Image
transfer latency from camera node to the Edge server vs. distance between camera
node and wireless access point for an image size of 1.2 MB

5 Approximate Computing for Latency Control

Fig. 3. Image transfer latency from camera
node to the Edge server vs. image size in pres-
ence of interference from peer camera node

Approximate computing (AC) exploits
the gap between the extent of accu-
racy needed by the applications and
that provided by the computing sys-
tem, for achieving various optimiza-
tions [17]. AC leverages the fact
that a number of vital applications,
like machine learning and multime-
dia processing, do not essentially
have to yield accurate results to be
useful [3]. In these applications, we
can drop some images or lower the
image resolution, provided that, the
deep vision applications’ accuracy
does not suffer substantially.

As seen in our experimental evaluation of latency in Sect. 4, channel inter-
ference from other camera nodes can cause channel latency to increase. We also
note that for fixed camera node locations, tuning the image size is a poten-
tial means to control latency. However, reducing the information content in the
images could make them unusable for object/event detection/prediction vision
applications. In this section we explore potential modifications that can be done
on images through which we can modify the image content and thus vary the
image sizes. We call these modifications as tuning knobs for images. We present
five such tuning knobs - resolution, color space modifications, blurring, choice of
detection techniques, and choice of frame differencing techniques. We then study
the impact of these tuning knobs on accuracy of two machine vision benchmarks.
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5.1 Image Size Tuning Knobs

We use the open source computer vision library OpenCV [2] to explore different
image transformation techniques that can be applied to images to modify image
size. These transformation techniques (which we call tuning knobs) are as follows:

1. Knob1 - Resolution: Size of images can be reduced by decreasing their resolu-
tion while keeping the aspect ratio constant. We applied the resolution knob
on the original image frames to tune them into different resolutions varying
from 1280 × 720 to 400 × 225.

2. Knob2 - Colorspace modifications: Images can be converted from one col-
orspace to another resulting in total size reduction of images. There are more
than 150 color-space conversion methods available in OpenCV [2]. We chose
BGR↔Gray, BGR↔HSV, BGR↔LAB and BGR↔LUV colorspace modifi-
cations.

3. Knob3 - Blurring: Image frames can be blurred by passing them through
various low pass filters. The cv2.blur() [2] method from OpenCV blurs an
image using normalized box filter. We tuned this knob by inserting blurring
filter kernel sizes of (5,5), (8,8), (10,10) and (15,15).

4. Knob4 - Image detection techniques: Different image detection techniques
can be used to detect objects of interest in the image frames and remove the
unneeded contents in them. In setting 1 of this knob, we pre-processed images
by smoothing and changing the resolution to detect moving objects. This
results in bounding boxes drawn around the detected objects in the image
frames. In setting 2 of this knob, we modified the bounding box detected
image frames resulted from setting 1, by removing all the stationary objects.
In the third setting, we modified the original images by retaining only the
contours of all the objects.

5. Knob5 - Frame differencing techniques: We applied frame differencing tech-
nique using Absolute Difference (AbsDiff) [2] to identify the keyframes from
the set of image frames. We assume that, more the dissimilarity between the
image frames, more the useful information that can be extracted from those
images. Hence it is acceptable to drop similar images within a threshold. We
chose the threshold values in such a way that 11.6%, 22.3%, 30.3% and 40.1%
of the frames are dropped from a total set of image frames.

5.2 Machine Vision Benchmarks

To study the impact of object detection accuracy on the image frames after mod-
ifying them using different tuning knob combinations, we selected two machine
vision applications - object detection and human pose estimation. These appli-
cations, executing on the Edge server, serve as benchmarks to evaluate the wor-
thiness of the images modified using the tuning knobs. The input videos are
drawn from the pedestrian accident videos described in Sect. 4.1.

1. Object detection using MobileNet-SSD: One of the popular object detection
Deep Learning algorithm suited to resource constrained devices is Single Shot



Latency Control for Distributed Machine Vision at the Edge 23

Detectors (SSDs) [15]. We used pre-trained MobileNet model, specifically
designed for embedded vision applications, trained using Caffe-SSD frame-
work [1,11]. The model detects objects such as cars, persons and plants in
the original image frames as well as in the modified image frames (all knob
combinations). We calculate the True Positive Rate (TPR) for each setting
for all the knobs (including the unmodified frames) based on the manually
verified ground truth. TPR measures the actual positives that are identified
as such. Figure 4a visually shows the impact of applying tuning knobs 2 and
3 to a video frame from the pedestrian accident videos described in Sect. 4.1.

2. Pose estimation using OpenPose: Pose estimation deals with localizing human
body parts for applications such as augmented reality, animation, fitness and
health. The OpenPose project from CMU [7] is an open source real-time multi
person system to detect human body, hand and facial keypoints ((x,y) coor-
dinates of different body parts) on single images. The input to OpenPose
can be images or videos from webcam, Flir/Point Grey or IP camera. When
given these inputs, the software outputs the video frames and keypoints in
different formats. We input the original and modified image frames to Open-
Pose to generate the pose detected image frames and keypoint locations. We
enabled single person tracking feature in OpenPose to obtain keypoints and
their confidence levels for a single pedestrian in our images. We also enabled
the normalization feature in OpenPose so that all keypoint coordinates are
located between 0 and 1. We calculated the centroid of the person using the
keypoint locations and the Root Mean Square (RMS) of difference in centroid
locations of the person in modified and original images for each setting for all
the knobs as a measure of accuracy. Figure 4b visually shows the original and
modified images after detecting the pose of the pedestrian before and after
the application of tuning knobs 1, 2 and 3.

(a) (b)

Fig. 4. (a) Original and modified images resulting from tuning knobs 2 and 3. Top left:
original image frame, Top right: BGR↔Gray image, Bottom left: BGR↔HSV image,
Bottom right: image modified using blurring filter kernel size of (15, 15) (b) Original
and modified images showing the detected pose of the pedestrian from OpenPose. Top
left: BGR↔Gray image, Top right: image modified using blurring filter kernel size of
(15, 15), Bottom left: BGR↔LAB image, Bottom right: image frame with resolution
400 × 225 (Color figure online)
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5.3 Characterizing Image Size Vs. Application Accuracy

We now systematically evaluate the impact of the tuning knobs on image size
and application accuracy (TPR for object detection, and RMSE for pose esti-
mation). Figure 5a shows the plot of the True Positive Rate (TPR) of detected
objects vs. image size for the object detection application. Note that higher TPR
indicates higher accuracy. The relationship between TPR and image size is com-
plex since multiple image size values (obtained from different combinations of
knob settings) map to similar TPR values. In Fig. 5a, it is observed that images
greater than 400 KB, have maximum TPR above 0.8 and median TPR above
0.7. For images below 400 KB size, we see that the median TPR decreases below
0.6, but the presence of knobs with TPR close to 1.0 makes the images in this
size range usable for the object detection application.

(a) (b)

Fig. 5. (a) TPR (True Positive Rate) of detected objects in images (from Fig. 4a) when
different knob combinations are applied on them vs. image size for MobileNetSSD-
object detection benchmark (b) RMS (Root Mean Square) of difference in centroid
locations of pedestrians in images (from Fig. 4a) when different knob combinations are
applied on them vs. image size for OpenPose-pose estimation benchmark

This key observation enables transmission of smaller sized images with almost
similar TPR as the original image from the camera node to the Edge server, in
the presence of channel interference. We exploit this observation in the design
of the latency controller described in Sect. 6.

A similar design freedom is observed in Fig. 5b where the RMS error in
centroid location of keypoints of pedestrians in the OpenPose application is
plotted against image size. Note that here lower RMSE indicates higher accuracy.
Figure 5b depicts that images in all size ranges have RMSE value as low as <0.1.
An important observation from Figs. 5a and 5b is that the design space consists of
feasible (infeasible) regions where latency and accuracy specifications are jointly
met (unmet).
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(a) (b)

Fig. 6. (a) Minimum and maximum values for TPR of detected objects using object
detection benchmark in video clips (from CADP dataset) when different knob combi-
nations are applied on them (b) Minimum and maximum values for RMS (Root Mean
Square) of difference in centroid locations of pedestrians detected by pose estimation
benchmark in video clips (from JAAD dataset) after applying different knob combina-
tions on them. x-axis of both figures plots the percentage size reduction achieved by
images extracted from the video clips after modification using tuning knobs

Fig. 7. Different delay components (Wireless
latency, Object detection and Pose estimation
latency) in the Edge test bed (Fig. 1) plotted
against image size

We investigate the broader
applicability of the proposed image
tuning knobs to the videos in
the CADP and JAAD data set
described in Sect. 4.1. Figure 6a
shows the minimum and maximum
values for TPR of detected objects
using object detection benchmark
in video clips from CADP data set
when different knob combinations
are applied on them. Figure 6b
displays the minimum and maxi-
mum values for RMS (Root Mean
Square) of difference in centroid
locations of pedestrians detected by pose estimation benchmark in video clips
from JAAD dataset after applying different knob combinations on them. x-axis of
Fig. 6a and 6b plots the percentage size reduction achieved by images extracted
from the video clips after modification using tuning knobs. The plots in Fig. 6
shows the general utility of the proposed image tuning knobs in achieving a
range of detection accuracy for different image sizes.

In Fig. 7 we investigate the dependence of the compute latency on the image
size. We note that, in contrast to wireless communication latency, for both object
detection and pose estimation applications, the compute latency is independent
of image size. However, the compute latency dominates in the pose detection
application. As mentioned before, the compute latency is an artifact of the rel-
atively lower-end GPU used in this experiment, and will decrease with more
powerful hardware.
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6 Design of Control Strategy

In this section we describe the algorithm that maintains the application spec-
ified image frame transmission latency from the camera to the Edge server in
the presence of interference, by automatically tuning the image quality knobs
identified in Sect. 5. The control mechanism constructively reduces image size, to
match the measured image transfer latency with the target latency specified by
the application, while maintaining the accuracy request within limits throughout
the operation.

The camera nodes shown in Fig. 1 need to be able to provide image frames
within the latency and accuracy levels (TPR or RMSE) requested by the vision
applications executing on the Edge server. Since the dependence of application
accuracy is complex (see Sect. 5.3), we have two options - (1) Use a sophisti-
cated machine learning model to predict the accuracy and knob combinations
for an input image size, or (2) Use a look up table that stores the image size
and application accuracy for all knob combinations. We chose the lookup table
approach since the total knob combinations of the 5 knobs results in 2500 values,
a small number easily stored in memory. These can be initially characterized and
quickly looked up using a primary hashtable with the image size as the key, and
the candidate accuracies as the value. A secondary hashtable uses the accuracy
as the key and the knob settings as the values.

The control algorithm is outlined in the psuedo code shown in Listing 1.

Algorithm 1. Latency control algorithm
Result: Image quality knob setting

1 latencyTarget;
2 accuracyTarget;
3 errorThreshold;
4 nominalImageSize ← BinSearch(latencyTarget);
5 latencyError ← latencySampled - latencyTarget;
6 while latencyError > errorThreshold do
7 imageSize = nominalImageSize + K1*latencyError +

K2*latencyErrorIntegral;
8 accuracy ← PrimaryHashTable.lookup(imageSize);
9 knobSetting ← SecondaryHashTable.lookup(accuracy);

10 if accuracy > AccuracyTarget then
11 return knobSetting;
12 else
13 return(No feasible solution);
14

15 end
16 latencyError ← latencySampled - latencyTarget;
17 end

The Edge latency controller running on the camera nodes periodically sam-
ples the image transfer latency to verify if it is under the requested limit. The
control is implemented in two steps - In Step 1, the error (error and integral of
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error for Proportional-Integral control) between the observed the the specified
latency is used to determine the image size that can potentially satisfy latency
requirements. The almost linear dependence of latency on image size (see Sect. 4)
facilitates an efficient binary search for the nominal image size. In Step 2, we
lookup the primary hashtable with the image size as the key to determine the
candidate accuracy values. For the accuracy values that satisfy the application
request, the secondary hashtable is used to lookup the knob combinations. The
image frames transmitted from camera to Edge node are modified subject to
these knob combinations. The latency is measured again at the next sampling
interval, and if the error exceeds a preset threshold, Steps 1 and 2 are repeated.

If the application requested latency and accuracy are infeasible, the applica-
tion is notified. At this point, the application has to decide whether to continue
operation with relaxed requirements, or send the notification higher up the stack
to the user.

(a) (b)

Fig. 8. (a) Latency control and (b) image size reduction during the control phase for
MobileNetSSD-Object detection benchmark in presence of channel interference

(a) (b)

Fig. 9. (a) Latency control and (b) image size reduction during the control phase for
OpenPose-Pose estimation benchmark in presence of channel interference



28 A. George and A. Ravindran

7 Evaluation and Results

We evaluated the control algorithm described in Sect. 6 on the Edge test bed
described in Sect. 4. The camera node under test and the peer camera node were
kept at a distance of 5 m and 3 m from the access point. For both the MobielNet-
SSD and OpenPose benchmarks (see Sect. 5.2), the application request latency
was set at less than 200ms. For SSD, TPR was set at greater than 0.94, while for
OpenPose the RMSE was set at less than 0.12. Initially, only the camera node
under test was transmitting image frames to the Edge server. The controller was
able to satisfy these requirements with a median image size of 1 MB for both
MobileNetSSD and OpenPose. Note that the resulting latency and accuracy
exceed the specifications. To study the effectiveness of the controller when the
wireless channel is subject to interference, the peer camera node was turned on
to transmit images. Figures 8a and 9a show the control action (latency vs. time).
Initially the latency increases due to the interference from the peer camera node.
However, the controller is able to bring the latency back to the desired value by
tuning the image quality knobs, all the while keeping the accuracy under the
specified threshold. The controller settling time was 0.63 s for MobileNetSSD
and 1.15 s for OpenPose. Figure 8b and 9b show the resulting plot of image size
vs. time for the controller action. Table 1 shows the associated initial and final
knob settings.

Table 1. Initial and final knob settings associated with the latency control. R1-R5,
C1-C5, K1-K5, D1-D4 and F1-F5 represent different knob settings for knobs 1–5. Rows
1 and 2 are for OpenPose, while rows 3 and 4 are for SSD.

No. Knob settings Median image size (KB) RMSE TPR

1 R1, C1, K1, D1, F2 1062.3 0.01 -

2 R1, C1, K1, D1, F3 629.9 0.1004 -

3 R1, C1, K2, D1, F4 1049.8 - 1.0

4 R2, C1, K1, D1, F5 652.5 - 1.0

8 Conclusions

In this paper, we demonstrated how latency and accuracy specifications of Edge
vision application can be achieved despite the presence of significant latency
variations due to interference in the wireless channel. The control knobs are
derived from the approximate computing paradigm that a degraded image qual-
ity can be tolerated as long as application accuracy requirements are satisfied.
We proposed an efficient two-step control algorithm that uses a proportional
integral controller, and a hashtable based lookup to dynamically determine the
control knob settings based on latancies sampled during operation. Our control
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approach is scalable since each camera node runs its controller independently.
Our experimental results on an Edge test bed with object detection, and human
pose estimation machine vision applications show that the proposed controller
can correct for latency variations of upto 164% within a settling time of less than
1.15 s.

Future research directions include evaluating the proposed approximate con-
trol algorithm on other machine vision applications such as object tracking, and
studying the impact on interference as nodes are scaled. Another interesting
direction is to study the trade-offs between centralized vs. decentralized control.
Unlike the decentralized approach proposed in the paper, centralized control at
the Edge server can coordinate transmission between the camera nodes to reduce
overall interference, but can potentially be subject to scalability limitations.
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Abstract. Energy consumption plays a key role in determining the cost
of services in edge computing systems and has a significant environ-
mental impact. Therefore, minimizing the energy consumption in such
systems is of critical importance. In this paper, we address the prob-
lem of energy-aware optimization of capacity provisioning and resource
allocation in edge computing systems. The main goal is to provision
and allocate resources such that the net profit of the service provider
is maximized, where the profit is the difference between the aggregated
users’ payments and the total operating cost due to energy consumption.
We formulate the problem as a mixed integer linear program and prove
that the problem is NP-hard. We develop a heuristic algorithm to solve
the problem efficiently. We evaluate the performance of the proposed
algorithm by conducting an extensive experimental analysis on problem
instances of various sizes. The results show that the proposed algorithm
has a very low execution time and is scalable with respect to the number
of users in the system.

1 Introduction

Efficient utilization of computing resources has always been an important chal-
lenge for service providers, leading to significant efforts on developing solutions,
either in the form of new technology or new ways to enhance the efficiency of
existing technologies. Edge Computing (EC) is the latest technology developed
to mitigate some of the existing challenges in cloud computing. In fact, the high
latency in cloud computing systems which stems from the long distance between
cloud servers and the end user, triggered the idea of EC systems, that is, bringing
computing resources closer to the end user. EC systems are expected to improve
the Quality of Service (QoS) by bringing servers closer to the end user, but when
it comes to the cost of services, these systems face an important challenge. The
operating cost of EC systems is higher than that of the remote clouds, due to the
small servers which are distributed across the network. In addition, in EC sys-
tems, a larger number of providers compete to provide services at a lower cost,
and as a result, obtain a higher market share. It might not be quite easy to lower
the investment costs, but when it comes to the operating costs, optimizing the
c© Springer Nature Switzerland AG 2019
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energy consumption would be a promising way to reduce them. Studies show
that about 25% of the operating costs of cloud data centers is attributed to
energy consumption [10].

Given these facts, researchers have approached the resource provision-
ing problem in distributed systems from different perspectives. A variety of
algorithms have been proposed to efficiently allocate users’ requests to the
cloud servers with an emphasis on reducing energy consumption of data cen-
ters [4,6,7,18]. Several researchers considered task/workload consolidation as a
strategy for reducing the energy consumption [12,15]. Minimizing the total num-
ber of active servers is another strategy considered by some researchers. Torres
et al. [16] proposed a technique to minimize the total number of active servers
without degradation of QoS. Beloglazov et al. [5] and Hameed et al. [11] survey
the research on energy-efficient cloud computing systems.

Several studies have focused on computation offloading in EC systems. Trinh
et al. [17] studied the impact of computation offloading on energy consumption
in EC systems. Chen et al. [8] developed a game theoretic approach for com-
putation offloading in a multi-channel wireless network to minimize the energy
consumption of mobile devices and the processing time of applications. Sardellitti
et al. [14] and Zhang et al. [19] developed algorithms for decision making on the
computational resources and the radio resources to minimize the system energy
cost while meeting latency constraints. Bahreini and Grosu [3] designed an itera-
tive matching algorithm for efficient placement of multi-component applications
in edge computing systems. These approaches have only focused on resource
allocation and did not investigate the capacity provisioning in EC systems.

Anglano et al. [2] developed an algorithm for resource allocation and capacity
provisioning in EC systems with the aim of maximizing the profit of the system.
To the best of our knowledge, this research is the first work addressing the
integrated capacity provisioning and resource allocation in EC systems that takes
the energy consumption into account. However, their proposed algorithm is based
on solving a mixed-integer linear program which might not be feasible to solve
within a reasonable amount of time for large size problems.

Our Contributions. In this paper, we address the capacity provisioning and
resource allocation problem in EC systems with the aim of maximizing the net
profit of the provider while taking into account the energy consumption of the
system. Our main contributions are as follows: (i) develop an energy-aware inte-
grated formulation of the capacity provisioning and resource allocation problem
for edge computing systems; (ii) prove that the energy-aware provisioning and
resource allocation problem in edge computing systems is NP-hard; (iii) design
an efficient heuristic algorithm to solve the problem; and (iv) perform an exten-
sive experimental analysis that shows that the proposed algorithm is scalable
with the number of users and produces solutions that are close to optimal.

Organization. The rest of the paper is organized as follows. In Sect. 2, we
define the problem and characterize its complexity. In Sect. 3, we describe our
proposed heuristic algorithm. In Sect. 4, we define the experimental setup and
discuss the experimental results. In Sect. 5, we conclude the paper and propose
possible directions for future work.
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2 Energy-Aware Capacity Provisioning and Resource
Allocation Problem

In this section, we formulate the Energy-aware Capacity Provisioning and
Resource Allocation (ECPRA) problem in EC systems. We consider an EC sys-
tem owned and managed by a single provider that aims at maximizing its net
profit (i.e., the profit per unit of time). In this system, users’ devices generate
a high amount of data that needs real-time processing. To guarantee the QoS
for requests, the provider deploys a set of powerful computing resources at the
edge of the network. However, these resources are limited and the provider is
not able to allocate all requests to the edge side. Therefore, some of the requests
will be allocated to the cloud side. On the other hand, the operating cost of
edge resources is relatively higher than the operating cost of the cloud resources
which results in a higher price per unit of resource at the edge. The provider’s
goal is to allocate resources to users in order to maximize its net profit, which is
the total payment of users minus the total operating cost of resources per unit
of time.

We denote the edge/cloud levels by � (i.e., � = 1 for the edge level, and � = 2
for the cloud level). The system is composed of M � physical nodes at each level.
Users can request D types of resources. For the sake of making the presentation
simpler, we assume that D = 3, that is, there are three types of resources that a
user can request: CPU (cores) (k = 1), memory (k = 2), and storage (k = 3). The
capacity of node h at level � for the resource of type k is denoted by C�

hk. We con-
sider N users requesting resources as containers from the provider. The request
of user i consists of Qi containers and is denoted by Ri = {ri1k, . . . , riQik},
where rijk is the amount of resource of type k requested by user i for container j.
As an example, suppose that user i’s request is Ri = {{4, 6, 0}, {2, 1, 5}}. This
means that the number of containers, Qi, requested by user i, is two (Qi = 2).
The first container requires four cores, 6 GB of memory, and no storage, while
the second container requires two cores, 1 GB of memory, and 5 GB of storage.
The provider allocates a given container to a single node. Also, to have a con-
sistent response time from the physical nodes, the whole request from a user is
allocated at either edge or cloud level, but not at both.

Upon receiving the request, the provider decides how to provision resources
and allocate the users’ requests in order to maximize the total profit, where the
profit is the difference between the payments received form the users and the
operating cost. We consider that the operating cost of a node is proportional to
the energy consumption of that node which can be estimated by a linear function
of CPU, memory, and disk utilization [13,20]. Therefore, the energy consumption
is captured in the objective function through the operating cost. The operating
cost (due to energy consumption) of a powered-on node h at level � is given by,

E�
h = δ�

h +
3∑

k=1

u�
hk · ρ�

hk (1)
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where, δ�
h is the operating cost of node h at level � when it is idle, ρ�

hk is the
operating cost of node h for the resource of type k when the resource is fully
utilized, and u�

hk is the utilization rate of node h’s resource of type k. The
utilization u�

hk is given by,

u�
hk =

1
C�

hk

N∑

i=1

Qi∑

j=1

z�
hij · rijk (2)

where z�
hij is a binary variable associated with the allocation of container j of

user i to node h at level �. The value of this variable is 1, if container j of user i
is allocated to node h at level �; and 0, otherwise. Therefore, the total operating
cost of the system is,

E =
2∑

�=1

M�∑

h=1

x�
h · δ�

h +
2∑

�=1

M�∑

h=1

3∑

k=1

u�
hk · ρ�

hk (3)

where, x�
h is a binary decision variable associated with the status of node h

at level �. Variable x�
h is 1 if the node is powered on; and 0, otherwise. These

decision variables determine how many servers will be turned on by the provider,
and therefore represent the capacity provisioning decision.

The provider charges each user a certain amount of money per each unit
of time. The amount of money depends on the level that the user’s request is
allocated and the amount of resources that user requested. Denoting the unit
price of a resource of type k at level � by π�

k, the payment of user i is defined as,

pi =
Qi∑

j=1

3∑

k=1

2∑

�=1

y�
i · π�

k · rijk (4)

where, y�
i is a binary variable, y�

i = 1 if user i is allocated at level �; and 0, oth-
erwise. Therefore, we define the net profit, Π, of the provider as the aggregated
users payments minus the total operating cost of nodes,

Π =
N∑

i=1

Qi∑

j=1

3∑

k=1

2∑

�=1

y�
i · π�

k · rijk −
2∑

�=1

M�∑

h=1

x�
h · δ�

h

−
N∑

i=1

Qi∑

j=1

3∑

k=1

2∑

�=1

M�∑

h=1

zl
hij · rijk · ρ�

hk

C�
hk

(5)

To simplify the equations for profit, we define the following parameters:

ω�
hij =

3∑

k=1

rijk · ρ�
hk

C�
hk

and η�
i =

Qi∑

j=1

3∑

k=1

π�
k · rijk (6)

Now, we formulate the Edge Capacity Provisioning and Resource Allocation
(ECPRA) problem. Table 1 summarizes the notation that we use in our formu-
lation. The mixed-integer linear program (MILP) formulation of ECPRA is as
follows,
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Table 1. Notation

Notation Description

N Number of users

M � Number of physical nodes at level �

D Number of resource types

Qi Number of containers requested by user i

rijk Amount of resource of type k from container j of user i

C�
hk Capacity of node h at level l for resource of type k

δ�
h Operating cost of node h at level l in idle mode

ρ�
hk Operating cost of node h at level l for resource of type k fully utilized

π�
k Unit price of resource of type k at level �

x�
h Binary decision variable; status of node h at level �

z�
hij Binary decision variable; allocation of container j of user i

y�
i Binary decision variable; allocation of user i at level �

ECPRA-MILP:

Maximize
N∑

i=1

2∑

�=1

y�
i · η�

i −
2∑

�=1

M�∑

h=1

x�
h · δ�

h −
N∑

i=1

Qi∑

j=1

2∑

�=1

M�∑

h=1

z�
hij · ω�

hij (7)

subject to:
N∑

i=1

Qi∑

j=1

z�
hij · rijk ≤ x�

h · C�
hk ∀h,∀k,∀� (8)

y�
i · Qi ≤

M�∑

h=1

Qi∑

j=1

z�
hij ∀i,∀� (9)

2∑

�=1

M�∑

h=1

z�
hij ≤ 1 ∀i,∀j (10)

x�
h ∈ {0, 1}, y�

i ∈ {0, 1} ∀h,∀� (11)

z�
hij ∈ {0, 1} ∀i,∀j,∀�,∀h (12)

Equation (7) is the objective function which is the total net profit of the
provider. Constraints (8) ensure that the total allocated resources of each type
on node h at level � does not exceed the available capacity of that type of
resource. Note that these constraints also determine the mode of the node; if
x�

h = 1, the corresponding node is on; otherwise, the node is off and no request
can be allocated to it. Constraints (9) guarantee that user i is allocated at level �
if and only if the whole request of this user is allocated to the nodes situated
at level �. Constraints (10) ensure that no container is allocated to more than
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one node. Finally, constraints (11–12) guarantee the integrality of the decision
variables.

2.1 Complexity of ECPRA

We prove that ECPRA is an NP-hard problem, that is, it is not solvable in
polynomial time, unless P = NP . We prove this claim by showing that a special
case of this problem is NP-hard.

Theorem. The ECPRA problem is NP-hard.

Proof. Let us consider a special case of ECPRA in which there is only one user
in the system, and there exists only one level of resources. We call this problem
ECPRA-S. We show that ECPRA-S is an NP-hard problem. Then, we conclude
that ECPRA, which is the general case of ECPRA-S, is NP-hard as well.

From Eq. (7), the objective of ECPRA-S for user i at level � is,

Maximize y�
i · η�

i −
M�∑

h=1

x�
h · δ�

h −
Qi∑

j=1

M�∑

h=1

z�
hij · ω�

hij (13)

Since there is only one user in the system, the first term in the objective func-
tion (η�

i ) has a fixed value, that is, it does not have any effects on the solution.
Therefore, we can ignore it. Furthermore, for our purpose, we convert the objec-
tive from maximization to minimization. Since i and � have a fixed value, for
the sake of readability, we define binary variables x̄h and ȳhj , where x̄h = x�

h

and z̄hj = z�
hij . We also define parameters, δ̄h = δ�

h, ω̄hj = ω�
hij , r̄jk = rijk and

C̄hk = C�
hk. Thus, we can formulate ECPRA-S as,

Minimize
M�∑

h=1

x̄h · δ̄h +
Qi∑

j=1

M�∑

h=1

z̄hj · ω̄hj (14)

subject to:
Qi∑

j=1

z̄hj · r̄jk ≤ x̄h · C̄hk ∀h,∀k (15)

M�∑

h=1

z̄hj ≤ 1 ∀j (16)

x̄h ∈ {0, 1} ∀h (17)
z̄hj ∈ {0, 1} ∀h,∀j (18)

We observe that ECPRA-S is the general case of the Capacitated Facility
Location (CFL) problem [9], where instead of having a single type of goods, each
facility provides different types of goods. In fact, in CFL, there is a set of facilities
(nodes), each facility provides a single type of goods (resources) with a limited
capacity (Constraints (15)). There is also a set of clients (set of containers), and
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a client j has a demand, r̄jk. The whole demand of a client must be assigned to a
single facility (Constraints (16)). Each facility has a fixed cost to be opened, δ̄h.
Satisfying the demand of each client from each facility has a different cost, ω̄hj .
The goal is to select a subset of facilities to open, in order to minimize the sum
of the cost of the assignment, plus the sum of facilities’ opening cost (Eq. (14)).
CFL is a well-known NP-hard problem [9]. Since ECPRA-S is a generalization of
CFL, ECPRA-S is NP-hard as well. Furthermore, ECPRA is a generalization of
ECPRA-S. Therefore, ECPRA is an NP-hard problem.

3 A Greedy Algorithm for ECPRA

ECPRA is NP-hard and therefore, it is not solvable in polynomial time, unless
P = NP . We give up on optimality and develop a greedy algorithm, called G-
ECPRA, that provides a suboptimal solution to ECPRA in polynomial time. Our
greedy algorithm is an iterative algorithm; and in each iteration, the allocation
of only one user is determined. In fact, in each iteration of the algorithm, a user
that maximizes the revenue of the system is selected, and then, the algorithm
finds an allocation for that user that minimizes the operating cost of the system.

The proposed algorithm for solving the ECPRA problem is given in Algo-
rithm1. The algorithm has as input the vector of users’ requests and the capac-
ity of the nodes at each level, and determines the allocation of these requests.
The output of the algorithm consists of the profit of the provider, Π, and the
allocation matrices X = {x�

h}, Y = {y�
i}, and Z = {z�

hij}.
First, G-ECPRA initializes the allocation matrices X, Y , and Z, and the

status matrix S = {s�
h} (Line 1). The status matrix indicates the status of the

nodes after the last iteration of the algorithm, that is, s�
h = 0 if node h at

level � is turned on, and s�
h = 1 if that node is off. Initially, this matrix is set

to 1, that is, no node is selected to be turned on. G-ECPRA then determines
the average revenue, Γi, that each user can bring to the system (Lines 2–3).
It sorts users in non-increasing order of Γi (Line 4). Then, in each iteration of
the algorithm, an unallocated user with the maximum Γi is chosen in order to
maximize the revenue of the provider. In this step, Algorithm G-CFL is called
twice to determine the possible allocations for the current user at both the edge
level and the cloud level (Lines 6–7). G-CFL gets the request of the user, the
current capacity at level �, and the status of nodes, S, and finds an allocation
for the user at level � such that the operating cost is minimized. In fact, G-CFL
tries to find a solution for ECPRA-S (we will explain this algorithm in more
details later). X̄� and Z̄� are temporary matrices corresponding to the output
matrices X̄ and Z̄ obtained by G-CFL for the current user at level �, and cost�

is the cost of allocating the current user at level �.
G-ECPRA determines the possible contribution to the profit by the current

user, Π� = η�
i − cost� (Line 8). Then, the algorithm picks the level that yields

the maximum profit (Line 9). If the profit at this level is positive, it means that
G-CFL has found a feasible allocation for this user. In this case, the allocation
matrices X, Y , Z, and the profit of the system are updated (Lines 10–16). If the
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Algorithm 1. G-ECPRA
Input: Users’ requests: {R1, . . . , RN}

Nodes’ capacity: C = {C�
hk}

1: Π ← 0, X ← 0, Y ← 0, Z ← 0, S ← 1
2: for i = 1 . . . N do
3: Γi ← ∑Qi

j=1

∑3
k=1

(π1
k+π2

k)

2
· rijk

4: sort users in non-increasing order of Γi

5: for i = 1 . . . N do
6: for � = 1 . . . 2 do
7: {X̄�, Z̄�, cost�} ← G-CFL(Ri, C

�, S�)
8: Π� ← η�

i − cost�

9: �∗ ← argmax�∈{1,2} Π�

10: if Π�∗
> 0 then

11: Π ← Π + Π�∗

12: y�∗
i ← 1

13: for h ∈ M �∗
do

14: x�∗
h ← x̄�∗

h

15: for j = 1 . . . Qi do
16: z�∗

hij ← z̄�∗
hj

Output: X, Y , Z, Π

profit is negative, it means that G-CFL has not found a feasible allocation for
the user. Therefore, the allocation matrices will not be updated. This procedure
is repeated until all users are considered.

The G-CFL algorithm, presented in Algorithm 2, finds an allocation for user i
at level � with the minimum operating cost. In fact, G-CFL solves the ECPRA-S
problem. However, in the problem that G-CFL solves, some nodes might have
been turned on due to the allocation of the previous users. Therefore, if any
container of the current user is allocated on these nodes, no fixed cost δ�

h, will
be added to the system.

G-CFL has as inputs the request of user i, the current capacity of the nodes
at level �, and the status matrix. It determines the allocation for user i. The
output of G-CFL is the cost of allocating user i at level �, and the allocation
matrices Z̄ = {z̄jk} and X̄ = {x̄h}.

First, G-CFL creates a set of unallocated containers, R. Initially, R contains
all user i’s containers (Line 2). Then, the algorithm computes the cost of assign-
ing each container on each node. For this purpose, function available is called
(Line 6) to check whether node h has enough capacity for container j. If there are
enough resources, then the cost of the assignment is given by s�

h · δ�
h +ω�

hij . Oth-
erwise, the cost of the assignment is infinity, which means that the assignment
is infeasible (Lines 4–9).

Then, G-CFL assigns containers to the nodes iteratively. In each iteration,
it chooses a pair of node and container (h∗, j∗) that has the minimum value
of assignment cost (Line 11). If costh∗j∗ is not infinity, it means that assigning
container j∗ to node h∗ at level �∗ is feasible. In this case, the algorithm updates
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Algorithm 2. G-CFL
Input: Request of user i; Ri = {rijk}

Nodes’ capacities at level �; C� = {C�
kh}

Status of nodes at level �; S� = {s�
h}

1: Π ← 0, X̄ ← 0, Z̄ ← 0
2: R ← {1, . . . , Qi}
3: C̄ ← C�

4: for each j ∈ R do
5: for h = 1, . . . , M � do
6: if available(Ĉh, j) then
7: costhj ← x̄�

h · δ�
h + ω′

hj

8: else
9: costhj ← ∞

10: while R �= ∅ do
11: (h∗, j∗) ← argmin(h,j)(costhj)
12: if costh∗j∗ �= ∞ then
13: C̄h∗ ← C̄h∗ − rij

14: z̄h∗j∗ ← 1
15: x̄h∗ ← 1
16: cost ← cost + costh∗j∗

17: remove j∗ from R
18: for each j ∈ R do
19: if available(C̄h∗ , j) then
20: costh∗j ← ω′

h∗j

21: else
22: costh∗j ← ∞
23: else
24: cost ← ∞
25: break;

26: if cost �= ∞ then
27: for h = 1, . . . , M � do
28: C�

h ← C̄h

29: if x̄h = 1 then
30: s�

h ← 0

Output: X̄, Z̄, cost

the capacity of the node, temporarily. Matrices X̄ and Z̄ and the cost of the
system are also updated (Lines 12–16). Then, the algorithm removes container j∗

from R (Line 17). After that, it updates the cost of assigning each remaining
container to node S�

h∗ . Since this node is on now, the fixed cost must not be
considered in any other assignments of this node. The algorithm also checks if
by this assignment, there are not enough resources for a container, then the
cost of the further assignment is set to infinity (Lines 19–22). If the cost of
assignment for (h∗, j∗) is infinity, it means that the minimum assignment cost
is infinity. Therefore, the algorithm could not find a feasible assignment for
this container and any other containers. Thus, it sets the total assignment cost
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to infinity, exits from the loop, and does not continue finding allocations for
other containers (Lines 23–26). Outside the loop, the algorithm checks the value
of cost. If it is not infinity, the allocation matrix, status matrix, and capacity
are updated (Lines 26–30).

We now analyze the time complexity of the algorithm. In the analysis we
use the following notation: M = max� M � and Q = maxi Qi. In G-CFL, the
initialization (Lines 1–3) takes O(DMQ). The while loop of G-CFL takes O((M+
D)Q2). Since D (the number of resource types) is small compared to M and Q,
the time complexity of G-CFL is O(MQ2). The most time consuming part of
G-ECPRA is the call to G-CFL for each user and for each level. Therefore, the
time complexity of G-ECPRA is O(NMQ2).

4 Experimental Results

In this section, we present an experimental analysis of the performance of our
proposed algorithm, G-ECPRA. We compare the performance of G-ECPRA with
the optimal solution obtained by solving ECPRA-MILP with CPLEX [1]. Then,
we investigate the scalability of G-ECPRA for large size instances. In the follow-
ing, we describe the experimental setup and analyze the experimental results.

4.1 Experimental Setup

We generate several problem instances with different values for the number of
users, N , the number of resource types, D, and the amount of resources requested
by each user, rijk. In the first set of experiments, we compare the performance
of G-ECPRA with that of the CPLEX solver. Since the CPLEX solver cannot
solve large size problem instances, we perform this analysis on relatively small
size problem instances. We assume that there are a few nodes available at the
edge level and the cloud level (M1 = 5, M2 = 10). For these problem instances,
the number of users varies from 10 to 100, and there are four types of resources,
i.e., CPU, memory, storage, and bandwidth. The value of rijk is chosen from a
uniform distribution U [0, RB], where RB is an upper bound for rijk.

Since the objective of ECPRA-MILP is to maximize the profit, we generate
instances according to a metric called price to cost ratio (PCR). This metric is
defined as the ratio of the average price per unit of resource to the average cost
per unit of resource:

PCR =
∑3

k=1

∑2
�=1

∑M�

h=1 C�
kh · π�

k∑2
�=1

∑M�

h=1(δ
�
h +

∑3
k=1 C�

kh · ρ�
kh)

(19)

Table 2 shows the probability distributions used to generate the parameters
in our experiments. We denote by U[x, y] the uniform distribution on the interval
[x, y]. To generate problem instances with different values of PCR, the price per
unit of each type of resources is drawn from different distributions.
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Table 2. Simulation parameters

Param Distribution Param Distribution

C1
hk U [1, 300] π1

k PCR ≈ 1 : U [1, 6]

C2
hk U [30, 300] PCR ≈ 2 : U [3, 10]

Qi U [1, 5] PCR ≈ 7 : U [10, 35]

rijk U [0, RB] PCR ≈ 20 : U [40, 120]

δ1h U [5, 50] π2
k PCR ≈ 1 : U [1, 3]

δ2h U [1, 40] PCR ≈ 2 : U [1, 5]

ρ1
kh U [1, 10] PCR ≈ 7 : U [3, 20]

ρ2
kh U [1, 5] PCR ≈ 20 : U [10, 80]

The performance of G-ECPRA is evaluated by computing the profit ratio, Πr,
which is the ratio of the value of the solution obtained by G-ECPRA, denoted
by Π, and that of the optimal solution obtained by CPLEX, denoted by Π∗,
i.e., Πr = Π

Π∗ .
In the second set of experiments, we investigate the scalability of G-ECPRA

for large size problem instances. We consider a system with 50 servers at the
edge level, and 100 servers at the cloud level (M1 = 50, M2 = 100). There are
four types of resources, and the number of users ranges from 100 to 1500.

The G-ECPRA algorithm is implemented in C++ and the experiments are
conducted on an Intel 1.6 GHz Core i5 system with 8 GB RAM. For solving G-
ECPRA-MILP, we use the CPLEX 12 solver provided by IBM ILOG CPLEX
optimization studio for academics initiative [1].

4.2 Experimental Analysis

We first investigate the effects of the number of users on the performance of G-
ECPRA. For each value of the number of users, we generate two sets of instances
with different values of PCR. In these problem instances, all parameters are
identical except π�

k. The value of π�
k is chosen according to Table 2, such that in

the first set, PCR ≈ 2, and in the second set, PCR ≈ 20. For these problem
instances, RB ≈ 6.

Figure 1a shows the execution time for each instance. We observe that for each
number of users, the running time of CPLEX for an instance with PCR ≈ 20
is less than the instance with PCR ≈ 2. The reason behind this is that when
the PCR is high, the effect of the energy cost of servers on the profit of the
system is not very significant. Thus, the main problem is to decide only on how
to place the requests of each user, either at the edge or at the cloud level, in
order to maximize the total payments. Therefore, the CPLEX solver can solve
the problem faster than the case in which we have a balance between cost and
the price of each unit of resources.

Another observation from Fig. 1a is with respect to the impact of the number
of users on the running time. The running time of CPLEX (represented in the
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Fig. 1. The effect of PCR on the execution time and profit ratio (small-size instances)

figure using a logarithmic scale) increases exponentially, while that of G-ECPRA
increases linearly. Figure 1b shows the profit ratio for each of these instances. As
we observe, the profit ratio for instances with PCR ≈ 20 is higher than that for
the instances with PCR ≈ 2. The reason behind this observation is that with
PCR ≈ 20, minimizing the cost is not so important and the main focus is on
maximizing the total payment. Therefore, G-ECPRA, which decomposes the main
problem into two subproblems obtains solutions that are not far from solutions
of the main problem. Another observation from Fig. 1b is that for both instances,
by increasing the number of users, the profit ratio decreases. Since the capacity
of the nodes is identical for all instances, by increasing the number of users in
the system, the allocation becomes more competitive and it becomes harder to
decide how to allocate resources in order to maximize the profit. However, the
solution obtained by G-ECPRA is good. For N = 10 the profit ratio is about 0.95
while for N = 100, it is about 0.6, which is still reasonable.

Next, we analyze the effects of the number of users on the performance of the
algorithm. But this time, our analysis is based on two sets of problem instances
with different values of the request bound, RB. In fact, we investigate the effects
of RB on the quality of solutions. In the first set, each container has at most
one unit of each type of resources (RB = 1), while in the second set, each
container can contain up to eight units of each type of resources (RB = 8).
For these instances, PCR ≈ 2. Figure 2a shows the running time of CPLEX
and G-ECPRA for each instance. We observe that the running time of G-ECPRA
does not change dramatically and is less than 1 ms for all instances. But the
running time of CPLEX increases by increasing RB, and for some instances, it
exceeds 2050 ms. The reason behind this behavior is that the complexity of the
problem increases when each container contains more than one unit of each type
of resources. Figure 2b shows that the profit ratio decreases when RB increases.
Since by increasing RB, the complexity of the problem increases, the solution
obtained by G-ECPRA is farther from the optimal solution than in the case with
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Fig. 2. The effect of the request size bound, RB, on the execution time and profit ratio
(small-size instances)

smaller values of RB. However, the quality of solutions is still very good (the
profit ratio is about 0.98).

In the next set of experiments, we investigate the performance of the algo-
rithm for large-scale problem instances. We define two sets of instances with
PCR ≈ 1 and PCR ≈ 7, respectively. Because for these sets of problem instances
the size of problem is large, the CPLEX is unable to obtain the optimal solution
in reasonable amount of time. Figure 3a shows the running time of our algorithm
for these two instances. As we observe, by increasing the number of users, the
running time of our algorithm also increases, but the increase is linear. Even for
these large instances, the running time of our algorithm is under 800 ms, thus,
making it suitable for deployment in EC systems.

Since, the CPLEX solver is unable to solve these large size problem instances
in a reasonable amount of time, we cannot compare the profit obtained by G-
ECPRA with that of CPLEX. Figure 3b shows the profit ratio between the profit

 100

 200

 300

 400

 500

 600

 700

 800

 900

 1000

100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500

E
xe

cu
tio

n 
tim

e 
(m

se
c)

N

G-ECPRA(PCR~1)
G-ECPRA(PCR~7)

(a)

 0.154

 0.156

 0.158

 0.16

 0.162

 0.164

100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500

P
ro

fit
 r

at
io

 w
.r

.t.
 P

C
R

=
7 

in
st

an
ce

s

N

(b)

Fig. 3. The effect of PCR on the execution time and profit ratio with respect to
PCR ≈ 7 instances (large-size instances)
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obtained for instances with PCR ≈ 1 to the profit obtained for instances with
PCR ≈ 7. We observe that in all cases this ratio is about 0.16 which is very close
to the ratio between the PCR of the two instance sets. This indicates that our
algorithm has a stable behavior and that the value of PCR does not significantly
affect the performance of the algorithm.

5 Conclusion

There is an increasing concern about the energy consumption in edge computing
systems, both from the perspective of the environmental impact as well as busi-
ness competitiveness. In this paper, we proposed an energy-conscious approach
for the capacity provisioning and resource allocation problem in edge computing
systems. We proposed an MILP formulation of the problem and proved that the
problem is NP-hard. In order to solve the problem efficiently, we proposed a
heuristic algorithm and analyzed its performance. Our experimental analysis on
different sizes and various configurations of the problem showed that the pro-
posed greedy algorithm is competitive with the CPLEX solver in terms of both
the computational time and the quality of solutions.

In future work, we plan to develop energy-aware auction based mechanisms
for the capacity provisioning and resource planning in edge computing systems.
Also, we plan to take the uncertainty of demands into account in the energy-
aware capacity provisioning and resource allocation in edge computing systems.
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Abstract. Multimedia Quality of Experience (QoE) is a predominant
factor that drives customer satisfaction and user experience in the future
wireless networks. This paper proposes a Stackelberg game theoretic
spectrum allocation approach for QoE-centric wireless multimedia com-
munication rather than the traditional data traffic. Here, we introduce
the cost of utilizing the spectrum as a factor in the utility of the service
provider and the client device. Both service provider and client devices
are assumed rational and selfishly look to maximize their utility in a non-
cooperative manner. Stackelberg game is used to formulate the interac-
tion between the service provider and the client device, and to derive
the Nash Equilibrium for the utility maximization problem. The paper
proves existence of a Stackelberg game solution such that the utility of
both client device and the service provider is maximized. The simula-
tion results demonstrate that QoE and fairness can be achieved by the
proposed game-theoretic spectrum allocation scheme.

Keywords: QoE/QoS resource allocation · Game theory ·
Stackelberg game · Wireless multimedia communications

1 Introduction

The mobile and wireless communication is one of the most rapidly growing tech-
nologies. The wireless data traffic is expected to grow 1000-fold by year 2020 and
more likely to grow to 10,000-fold by 2030 [1]. Multimedia and video packets con-
stitute the largest share of data traffic over the Internet. With increasing num-
ber of Internet-ready devices and the demand for multimedia data, the network
becomes congested and the spectrum turn out to be a valuable resource. A good
solution for multimedia streaming over the Internet would be to maximize the
utilization of the available spectrum, have the capability to adjust video bit rates
to varying wireless channel and provide seamless Quality of Experience (QoE)
to the user. For example, Dynamic Adaptive Streaming over HTTP (DASH)
standard has been proposed by the Moving Picture Experts Group (MPEG)
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of International Standardization Organization (ISO)/International Electro tech-
nical Commission (IEC) in 2011 [2]. MPEG DASH is a multimedia delivery
technology that aims at transporting the best quality content with the fewest
dropouts and least possible buffering. Internet-based video delivery today has
widely adopted DASH as it provides less latency for a given bandwidth and
can be deployed on top of the existing infrastructure, utilizing transport layer
protocol (TCP) and the application layer protocol (HTTP) [3,4].

This paper proposes a Stackelberg game-theoretic mechanism for spectrum
allocation for the multimedia packets transmitted over the wireless networks as
shown in Fig. 1. In this model, the interaction between the service provider and
the client is considered as a Stackelberg game, where the SP (Service Provider)
makes an announcement for the spectrum cost and then the client decides the
quantity of spectrum to request for allocation.

Fig. 1. Interaction between service provider and client in proposed scheme.

The client device aims to maximize its QoE by requesting as much spectrum
blocks as possible for a given channel condition and the video description profile
(e.g., display resolution, codec support). The service provider, being aware of
the channel condition, decides the cost charged for the spectrum blocks for each
multimedia packet. The essential questions are: What should be the suitable cost
factor charged by the SP, such that their net utility is maximized? How much
spectrum should the client device request for the given cost such that its QoE is
maximized? In this paper, we propose an algorithm that determines the optimal
values for the spectrum size and cost. This algorithm is derived by translating
the system model into a game-theoretical QoE maximization problem.

Game-theoretic models have been proposed in the past for non-cooperative
wireless communications. For example, Nash Equilibrium for multimedia relay
communication was analyzed [5], a game for power selection based on the distor-
tion reduction per frame was proposed and equilibrium was achieved [6]. Several
game solutions have been developed to address the issues in Dynamic spec-
trum sharing over cognitive radio [7,8]. In one study, [7], the game is defined
between the secondary users and solved for the optimization problem between
the secondary users who are competing to maximize their utilities by sharing the
spectrum. Another study by Huang and Wang [8], proposes a refunding mech-
anism in spectrum sharing network where the primary user provides refund to
the secondary user if the promised QoS is not achieved. Researchers also propose
a cooperative game model to allocate the bandwidth between various users for
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DASH [9]. This model assumes the players to be cooperative in order to maxi-
mize the spectrum allocated to them. However, in reality, the client devices are
bandwidth hungry and selfish. Other research have been performed extensively
on resource allocation, QoE optimization or attaining the utility Equilibrium for
wireless multimedia communications [14,15]. In the proposed work, we assume
the end users to be rational and selfish. We have derived the Nash equilibrium
for a single user – single service provider scenario which can be easily extended
to a multi-user scenario.

The rest of the paper is organized as follows: Sect. 2 presents the utility
models of the SP and the client device. In Sect. 3, we define the utility models as
a two-stage Stackelberg game and determine the Nash equilibrium of the game.
Simulation results for the proposed game theory model is presented in Sect. 4
and we conclude the paper in Sect. 5.

2 System Model

In multimedia communication, the client device requests a sequence of multime-
dia packets from the SP. Figure 2 shows the system model for the proposed last
mile dynamic allocation model. In this architecture, the service provider dynam-
ically decides the cost per unit bandwidth γ before transmitting the multimedia
packets. The service provider has several copies of the requested data with dif-
ferent multimedia profiles obtained from the server. This gives the client device
the flexibility to determine the bit rates for every subsequent frame. The client
device then determines the amount of bandwidth B to request for given spec-
trum cost γ. The multimedia QoE achieved by the client is determined by the
amount of bandwidth requested. If the client requests high bandwidth, the SP
helps transmit the premium content and if the client requests lower bandwidth,
the SP transmits regular content.

In this section, we define the utilities of the client and the base station. We
use the terms service provider and base station interchangeably. We also use the
term client and end-user interchangeably in the rest of this paper.

2.1 Utility of the Client (End-User)

The client requests data from the service provider over the wireless channel. The
utility of the client is defined as the income generated from user satisfaction such
as the multimedia QoE, minus the payment for service provider’s service. The
capacity of the wireless channel can be given by the Shannon–Hartley theorem.

C = B log2

(
1 +

p

σ

)
(1)

where B is the total amount of bandwidth allocated to client, and p and σ
represent the signal power and noise power in the communication channel. In
this paper, we assume that the transmission and the noise power do not change
during the data transmission.
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Fig. 2. System model - spectrum allocation in QoE centric wireless multimedia com-
munications.

The utility obtained through the wireless channel can be formulated as the
logarithmic function of allocated resource, [10], and it is given by:

QoE = α log (1 + θ B log2

(
1 +

p

σ

)
) (2)

where α is the payoff parameter and the currency gain for the logarithmic QoE.
The packet transmitted over the wireless channel comprises of the protocol over-
head and the error control bits apart from the payload information as shown in
Table 1 below. The percentage (%) of payload bits per transmission θ is mul-
tiplied with the bandwidth term of the QoE equation above as only those bits
contribute to the actual QoE.

Table 1. Overhead in wireless communication protocols

Protocol stack Overhead (HTTP DASH)

Transport layer TCP (32 bytes)

Network layer IP (20 bytes)

Datalink layer Ethernet (14 bytes)/Wi-MAX (6 bytes)

Interframe gap 12 bytes

Preamble 8 bytes

CRC/Error control 4 bytes

Average payload ˜576 bytes

Channel utilization (θ) ˜50%

The link utilization of the client device would be higher for higher bit rates
due to the larger payload. Therefore, to maximize its QoE, the client device
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will look forward in buying several spectrum blocks. The client pays the service
provider with ψClient SP for delivering quality of service by transmitting data
with requested spectrum. This can be modeled as the product of the cost per
unit bandwidth γ and the amount of spectrum allocation B.

ψClient SP = γ B (3)

The SP determines the cost of spectrum based on the channel conditions
and spectrum availability. Knowing the cost of the spectrum, the optimization
on the client devices is to be allocated the right amount of spectrum that would
maximize its utility. The utility of the client can be modeled as

Uc = α log
(
1 + θ B log2

(
1 +

p

σ

))
− γ B (4)

st. Uc ≥ 0

Bmin < B< Bmax

where Bmin and Bmax represent minimum spectrum required to transmit the
frame with uneven importance and the maximum spectrum available per user
with the base station.

2.2 Utility of the Base Station (Service Provider)

Base station generates revenue by transmitting the multimedia data with QoE
requirement to the client. The base station is rational and recognizes the client’s
QoE as a factor for the bandwidth requirement and spectrum cost. The payment
received from the client ψClient SP is modeled in Eq. (3). The base station also
incurs two types of costs, namely the transmission cost and the spectrum cost.
The utility equation for the base station can be modeled as:

UBS = ψClient SP − ψTx − ψspectrum (5)

The transmission cost ψTx is defined as the cost per unit energy required to
transmit a frame over the wireless channel. It is determined by the packet length
l, transmission power per bit p, constellation size of modulation scheme b and
the spectrum B. λ is defined as the currency value per unit energy consumption.

ψTx = λ
lp

bB
(6)

The second cost incurred by the base station is the money paid to acquire the
spectrum ψspectrum. The service provider might request the spectrum from the
Federal Communications Commission (FCC) before it can use it for transmission
of data. The cost function of the spectrum can be modeled as per [11] indicating
that the cost mainly consists of investment ϕ which is directly proportional to
B and a fixed cost μ. The cost co-efficient τ is non-negative constant and τ < 1
for the cost function to be monotonically increasing and concave.

ψspectrum = μ + ϕ(B)τ (7)
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The base station is interested in optimizing the cost it offers the client device
for unit spectrum such that its net utility is maximized.

UBS = γ B − λ
lp

bB
− μ + ϕ(B)τ (8)

st. UBS ≥ 0

γ ≥ λ + μ + ϕ

3 Stackelberg Game Analysis

The service provider and the client device, both being coherent, desire to maxi-
mize their profits by changing the cost of spectrum blocks and amount of spec-
trum requested, respectively. This utility maximizing problem is defined as a two
stage Stackelberg game. In this section, we investigate the proposed Stackelberg
game and compute the Nash equilibrium for the bandwidth allocation problem.
Nash equilibrium of the game is defined as the set of strategies, one for client and
one for the service provider such that both players have no incentive deviating
from that strategy [12].

Since the client device always request the spectrum based on the cost charged
by the base station, we define the service provider as the leader and client as the
follower of the two stage Stackelberg game. We then use backward induction to
solve the game. We begin with converting the utility function into best response
functions and then we look for the mutual best response {B∗, γ∗}. Mutual best
response is the set of strategies which produce the most favorable outcome for a
player, taking other players’ strategies as given [12]. The best response solution
is generally attained by finding the Nash Equilibrium.

3.1 Best Response of the Client (End-User)

The service provider decides the cost for unit spectrum γ. The utility of the
client is concave for any given cost γ and Bmin < B < Bmax This can be proved
computing the second derivative of the utility function.

∂U c

∂B
=

α θ log
(
1 + p

σ

)

B θ log
(
1 + p

σ

)
+ 1

− γ (9)

∂2U c

∂B2
= − α θ2 log2

(
1 + p

σ

)

(B θ log
(
1 + p

σ

)
+ 1)2

(10)

In the above equations, signal power, noise power, spectrum B and the payoff
parameter α are all positive and so the second derivative ∂2U c

/
∂B2 < 0. This

proves that the utility function is concave for all cost values. The best response
B∗ or stable value of the function that would maximize the utility of the client
can be computed by equating the first derivative to zero.

α θ log
(
1 + p

σ

)

B θ log
(
1 + p

σ

)
+ 1

− γ = 0 (11)
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By solving the Eq. (11), we determine the best response for the client. Equa-
tion (12) demonstrates that the users’ spectrum requirement has the following
relationship with the cost parameter γ .

B(γ) =
α θ log

(
1 + p

σ

) − γ

γ θ log
(
1 + p

σ

) (12)

3.2 Best Response of the Base Station (Service Provider)

The service provider being the leader and a rational player of the game knows
the best response of the client shown in Eq. (12) for any given cost γ. Therefore,
the utility equation of the base station shown in Eq. (8) can be rewritten in terms
of γ as

UBS = γ B(γ) − λ
lp

bB(γ)
− μ + ϕ(B(γ))τ (13)

Obtaining the best response for the above utility equation is not straightfor-
ward and require numerical methods. Here, we have used couple of lemmas to
prove that a Nash equilibrium exists and then use Newton’s method to compute
the best response.

Lemma 1. A real function which is differentiable must be a continuous function,
[13].

Lemma 2. A continuous real function on a closed interval must contain a max-
imum value and a minimum value, [13].

Computing the first derivative of UBS and B(γ) with respect to γ, we obtain
Eqs. (14) and (15). Therefore, it can be seen that the utility equation is both
real and differentiable. By coupling with Lemma1, we can prove that the utility
function is continuous.

∂UBS(γ)
∂ γ

= B(γ) + [B(γ) +
lp

bB(γ)
− ϕτB(γ)τ−1]

∂B(γ)
∂ γ

(14)

∂B(γ)
∂ γ

= − α

γ2
(15)

Equation (9) can have more than one root, however we choose only the root
which yields the maximum utility. Equation (12) illustrates the fixed relationship
between the client’s bandwidth requirement and the spectrum cost. Expres-
sion in (15) is always negative, this proves that the function B(γ) is monoton-
ically decreasing. Therefore, it can be observed that the client would choose to
request the maximum bandwidth when the spectrum cost is minimum and vice
versa. The optimal value of the utility function is bounded by a closed interval
[γmin, γmax]. The maximum and minimum cost of the spectrum can be derived
from Eq. (12) and are defined in the equations below.

γmin =
α θ log

(
1 + p

σ

)

Bmax θ log
(
1 + p

σ

)
+ 1

(16)
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γmax =
α θ log

(
1 + p

σ

)

Bmin θ log
(
1 + p

σ

)
+ 1

(17)

Combining Lemmas 1 and 2, we can prove the existence of a maximum value
for UBS within the closed interval [γmin , γmax]. The optimal cost response γ ∗

can be evaluated by finding the maximum value for UBS using a genetic algo-
rithm or global searching.

3.3 Stackelburg Equilibrium Algorithm

The mutual best response {B∗, γ∗} is the Nash equilibrium of the Stackel-
berg game which maximizes the utility for both the service provider and client
{UBS , UC}. Based on the above analysis of two-stage Stackelberg game we
present an algorithm to determine the Nash Equilibrium using backward induc-
tion method. The Stackelberg game interactions are performed every time before
a multimedia packet is transmitted.

The computing cost of the proposed algorithm is O (M), which comprises of
the maximum iteration steps M to determine the optimal value. Alternatively, a
searching table can be created and updated with the equilibrium spectrum and
equilibrium cost during the sparse time periods between the multimedia trans-
mission. The best responses can directly be searched from the table whenever the
algorithm needs to be performed. This would reduce the computing complexity
and latency in-between the data transmission. The global searching algorithm
to compute the mutual best responses is shown below.

Algorithm 1: Computation of Stackelberg Game Equilibrium.

1. Initialization :
1.1 Initialize the cost parameters α, μ, λ, ϕ and τ .
1.2 Define the channel parameters: transmission

power p and channel noise σ.
1.3 Set the transmission parameters: length of

packet l and modulation constellation size b.
2. Iterations:

2.1 The algorithms solve for the best responses
{B∗, γ∗}. Thereby , determining the utilities of
the base station and the client {UBS , UC }.

2.2 Set UBS = UC = B∗ = γ ∗ = 0.
2.3 Let χ = γ min : N : γmax

2.4 For i=1: N
2.5 Set γ = χ(i)

2.6 compute UBS = γ B(γ) − λ lp
bB(γ) − μ + ϕ(B(γ))τ

2.7 If UBS(γ) > UBS

2.7.1 Update UBS = UBS(γ)
2.7.2 Set γ ∗ = γ
2.7.3 Calculate B∗ = α log (1 + p/σ ) − γ ∗/ γ ∗ (1 + p/σ)
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2.7.4 Determine the value of UC

3. Output:
The algorithm searches the closed interval space
[γmin, γmax] to determine the Stackelberg game
equilibrium {B∗, γ∗} and the corresponding utilities
of base station and client {UBS , UC}

4 Simulations

The performance of the proposed game theoretic scheme has been examined in
this section. The cost parameters are set as follows: α = 100, μ = 10, λ = 1, ϕ =
1 and τ = 0.5. The channel SNR is set to 25 dB. The modulation size and length
of packet are set at 2 and 10000, respectively. The network utilization θ is set at
50%. The Stackelberg game equilibrium for optimization for the service provider
is facilitated by a global search. The utility of the base station is computed for
payoff parameter α = 100, 90 and 80 and the corresponding best responses (γ ∗)
is shown in Fig. 3.

Fig. 3. Utility of base station versus cost

In Sect. 3, we showed mathematically, the existence of an equilibrium in the
proposed Stackelberg game. The utility of the client primarily depends upon the
channel conditions and the network utilization given by θ. The utility of the base
station depends upon the amount of spectrum blocks allocated and the length
of the packet l.
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Fig. 4. Utility curves of base station and client device versus spectrum allocated

Fig. 5. Comparison of QoE versus time varying wireless channel

Figure 4 shows the utility gain of the base station and the client device for
fixed cost (γ ∗) versus different quantity of spectrum blocks allocated to the
client. It can be observed that the utility of the base station increases linearly
whereas the utility of the client is concave by its nature for any given cost γ.
This graphically proves the existence of the Nash equilibrium.

The QoE of the end-user for the traditional non-game scheme is com-
pared with the proposed game-theoretic scheme in the following simulations.
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Fig. 6. Comparison of utility versus transmission cost per unit energy consumption

Fig. 7. Comparison of utility versus spectrum cost per unit bandwidth allocation

The quality of wireless channel is inherently time varying. In traditional meth-
ods, the client’s QoE changes as a function of channel quality. However, in the
proposed method, we use cost as a factor in the utility equation which improves
the overall QoE of the user. In Fig. 5, the proposed game is performed each time
before the multimedia packet is transmitted over the time varying channel. It
can be observed that the QoE of the client is not compromised based on the
channel quality.
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The overall utility is defined as the sum of utilities of the SP and the end user.
Figures 6 and 7 show the overall utility gain versus transmission cost per unit of
energy consumption λ and the spectrum cost per unit of bandwidth allocated
ϕ respectively. It can be observed that the overall utilities of both schemes vary
with the cost parameters linearly. Thus, the different initializations of the cost
parameters do not affect the proposed game theoretic scheme and they yield a
better utility.

5 Conclusion

In this paper, we introduced the concept of game theoretic spectrum allocation
by leveraging cost factor to determine the QoE in wireless multimedia commu-
nication. The proposed game was developed between the service provider with
multiple, time-aligned versions of media files and a client device which requests
video sequences. A two-stage Stackelberg game was set-up with service provider
as the leader and client as the follower. The amount of spectrum allocation, and
the cost of spectrum are the two variables in the game under which the Nash
equilibrium was derived. Simulation results show that the QoE of the end user
and the utility of the service provider improves significantly in comparison with
the traditional non-game methods. The proposed game-theoretic methodology
can be scaled to multiple user framework with a single service provider with
multiple clients or multiple service providers with multiple clients.
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Abstract. The low-latency, high bandwidth capabilities promised by
5G, together with the diffusion of applications that require high com-
puting power and, again, low latency (such as videogames), are probably
the main reasons—though not the only one—that have led to the intro-
duction of a new network architecture: Fog Computing, that consists in
moving the computation services geographically close to where comput-
ing is needed. This architectural shift moves security and privacy issues
from the Cloud to the different layers of the Fog architecture. In this sce-
nario, IDSs are still necessary, but they need to be contextualized in the
new architecture. Indeed, while on the one hand Fog computing provides
intrinsic benefits (e.g., low latency), on the other hand, it introduces new
design challenges.

In this paper, we provide the following contributions: we analyze the
possible IDS solutions that can be adopted within the different Fog com-
puting tiers, together with their related deployment and design chal-
lenges; and, we propose some promising future directions, by taking into
account the challenges left uncovered by the considered solutions.

1 Introduction

The data deluge expected by the massive adoption of IoT solutions, together with
the need for better network performance required by modern end-user applica-
tions, underline how the classic network Cloud model is not able to efficiently
respond to the new needs. The Cloud model offers a scalable infrastructure that
frees users from the costs of designing, purchasing, and maintaining computing
and storage resources. Despite the obvious advantages, this model is not suit-
able for latency sensitive applications, that demand geographical proximity with
the service provider to meet their delay requirements. To address this challenge,
Cisco researchers defined a new network architecture, called Fog Computing [1],
that extends the Cloud computing paradigm to the edge of the network, enabling
a new variety of applications and services, such as gaming, augmented reality, and
real-time video stream processing. This new paradigm provides computational
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and storage capabilities physically closer to end-users, where data are being
generated [2]. Among the characteristics of Fog Computing, the most impor-
tant are [1]: low latency and location awareness; handling of a huge number of
nodes; heterogeneity; widespread geographical distribution; support for mobile
end-devices; support for real-time applications; and wireless access.

Since the Fog computing network architecture brings the typical services
offered by Cloud computing closer to the end-user, most of its security and pri-
vacy issues are inherited from the Cloud itself. These problems include, but are
not limited to, Distributed Denial of Service (DDoS) attacks, Man in the Mid-
dle (MitM) attacks, rogue gateway attacks, privacy leakage, privilege escalation
attacks, service manipulation attacks, and injection of information. However,
although the problems are the same in Fog computing, they should be contex-
tualized in the new physical and logical elements of the Fog computing network
architecture [3].

One of the most effective methods to solve the above-cited problems is the
adoption of an Intrusion Detection System (IDS) to monitor and analyze the
network traffic and the devices’ behavior. Nevertheless, even IDSs need to be
contextualized to the new network architecture. Indeed, designing an effective
IDS requires to choose not only the IDS typology (e.g., Host-based IDS, Network-
based IDS) and the methods of detection (e.g., anomaly-based IDS, signature-
based IDS), but also the tier in the Fog computing architecture where to place
it. Since the Fog computing network architecture is composed of three tiers, the
placement of an IDS within a tier with respect to the others would completely
change its capabilities.

Although the implementation of IDSs within the Fog Computing network
architecture poses many challenges, whether inherited from the Cloud architec-
ture or not, the introduced benefits could make the difference in certain scenario
(e.g., the detection time plays a crucial role in defending a critical infrastructure).

Contributions: In this paper, we first provide an in-depth analysis of the IDSs
implementation within the Fog computing network architecture by both identi-
fying several design and deployment challenges inherited by the Cloud environ-
ment, and proposing new original ones. Further, we provide a detailed overview
of a selected set of existing solutions. Among the proposed IDS solutions in the
literature we considered both the ones specifically implemented for the Fog com-
puting network architecture and the generic ones that have not been thought
for the Fog paradigm—though they could be adopted within one or more Fog
tiers (e.g., IDS for IoT devices that could be deployed in edge devices, IDS for
Cloud). Moreover, we have mapped each existing solution to the challenges iden-
tified during the analysis, highlighting how none of the current solutions is able
to satisfy most of them. Finally, we propose some future directions, taking into
consideration the challenges left uncovered by the analyzed solutions.

Road-Map: The paper is organized as follows. In Sect. 2, we provide a techni-
cal background of the Fog computing network architecture. In Sect. 3, we study
advantages and drawbacks that possible implementations of IDS in the Fog com-
puting network architecture would bring. In Sect. 4, we provide an analysis of
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the main challenges related to architectural design and deployment of IDS in
the Fog computing network architecture. The description of the existing solu-
tions is performed in Sect. 5, together with the related mapping to the challenges
previously identified. In Sect. 6, we discuss the results and propose some future
directions, while in Sect. 7 we report some concluding remarks.

2 Background

In this section, an overview of both Edge and Fog Computing is provided,
together with their differences.

Although apparently similar and often interchangeably used, Edge Comput-
ing and Fog Computing present key differences that are not always easy to
catch. Both the network architectures share the same main objective: bringing
the computation closer to the user, thus reducing the network congestion and
the end-to-end delay. As highlighted in [4], the differences concern:

1. how data are handled. How to process and analyze data gathered locally or
received by other devices in the network;

2. where to process data. Where to put both intelligence and computing power.
The common architecture is composed of several tiers, the choice of the intel-
ligence and computing power placement is crucial and strongly dependent on
the purpose.

In Edge Computing, each end-device plays an important active role in pro-
cessing data locally rather than delegate it to the Cloud [4]. As a consequence,
every device, being it a sensor, an actuator, or a network device, relies on its
own computational power and storage resources to perform operations on data.
The product of this analysis could be maintained locally in case the device
is autonomous and able to take advantage of this information, otherwise, it
is delivered to other upper-tiers devices, that are usually responsible for both
the management of the device itself and other devices belonging to the same
subnetwork. On the contrary, in Fog Computing, processing power and storage
resources needed to process and analyze data collected from IoT devices are inte-
grated into other devices that, in turn, are moved geographically closer to the
data collection. Usually, the devices in question are network ones, placed only a
few hops away from the edge devices [5].

2.1 Fog Computing

Figure 1 depicts one of the most widely adopted architectures in Fog Computing:
the Three-Tier Fog computing architecture [4].

Tier 1 – Edge Devices. Tier 1 usually consists of Internet of Things devices,
including sensors (e.g., temperature, proximity, pressure, chemical, motion detec-
tion, optical), actuators (e.g., chemical, power generation, pumps, valves), and
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Fig. 1. Fog computing tiers

smart hand-held devices (e.g., smartphones, tablets, smart watches). Being the
farthest from the Cloud tier, tier 1 includes devices that directly interact both
with end-users and the surrounding environment, gathering data and informa-
tion that need to be processed. However, most of these devices suffer from limited
memory and limited computational power, thus being unable to apply algorithms
for the analysis and the processing of the data in a limited time [6]. This limita-
tion leads to the need to move the computation to more suitable places: in the
Cloud, or within the tier 2 in case Fog computing network architectures have
been adopted.

Tier 2 – Fog Devices. Tier 2 represents the layer between the end-user
devices and the Cloud. It usually consists of network devices (including switches,
routers, gateways), WAN/MAN (Wide Area Network/Metropolitan Area Net-
work) access devices, multiplexers, Integrated Access Devices, and requires con-
siderable resource requirements to perform several tasks, including real-time data
processing and analysis, data storing, data caching, and computational offload-
ing [7]. In this layer, the analysis performed on the gathered data obtained from
the edge devices allows to take decisions locally, thus providing quick responses
to unusual behaviors [8].

Tier 3 – Cloud. Tier 3 comprises the traditional Cloud servers. Cloud servers,
for savings and efficiency reasons, are kept in dedicated facilities (i.e., data cen-
ters) that, in turn, are placed in convenient geographical locations (e.g., where
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electricity is cheaper and the weather conditions are optimal). This leads to
an unavoidable physical distance between the Cloud server and end-users, that
eventually brings to end-to-end communication delays and network congestion.
However, Cloud servers offer more computing power and more data storage with
respect to devices in tier 2, together with the opportunity to perform compu-
tationally burdensome operations, such as management of big data and parallel
data processing.

3 Intrusion Detection at the Network Edge

As a new in-standardization-phase network architecture, Fog Computing
presents several security and privacy challenges. Indeed, although the Cloud
architecture is commonly protected by Cloud operators, security and privacy
solutions are not effortlessly extensible for the new architectures introduced.
Challenges of these architectures include, but are not limited to, malicious
insider attacks detection, malicious node detection, Fog forensics, intra-tier and
inter-tier secure communication (i.e., authentication and integrity of the data
exchanged), trust in the Fog services, trust in the end-users, cross-border pri-
vacy of data, security in the storage of the data, security and privacy in the
computation of the data, and access control policies [4,9]. Since the Fog com-
puting network architecture is continuously evolving, these challenges have only
been partially addressed in the literature.

This section focuses on the detection of malicious attacks performed by
internal/external attackers, by describing the possible implementations of IDSs
in both the Cloud architecture and the Fog Computing network architecture.
Attacks can come both from inside and outside the network. We consider:

– outside attack : any attack coming from outside the network or performed by
a non-authenticated device;

– inside attack : any attack coming from inside the network and performed by
an authenticated device.

Inside attacks are more difficult to detect, especially in multi-tenant envi-
ronments where resources are shared among different applications and users.
Moreover, attackers from the inside could use their knowledge of the system to
cover their tracks, thus remaining transparent.

The Fog computing network architecture presents some peculiarities with
respect to the Cloud architecture that could make an IDS more suitable and
effective. The Fog computing network architecture is composed of three tiers,
each tier offering a different view of the network: the higher the tier, the wider
the vision on the network; conversely, the lower the tier, the narrower the vision
on the network.

Advantages and drawbacks of implementing an IDS in the Fog computing
network architecture with respect to the Cloud computing network architecture
are depicted in Table 1. Each row in the table represents where it could be
possible to deploy an IDS, while in each column a Fog computing feature is
reported.
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Table 1. Features of IDSs implemented in different network architectures.

Comp. power Storage Bandwidth Latency Network view Privacy threat

Cloud High High High High High High

Fog Tier 3 High High High High High High

Tier 2 Medium Medium Medium Low Medium Medium

Tier 1 Low Low N/A N/A Low Low

3.1 Implementing an IDS in the Cloud Servers

Implementing an IDS in the Cloud Servers or, equivalently, in Tier 3 of the Fog
computing network architecture, allows to exploit the powerful resources of the
Cloud devices, thus providing the IDS with remarkable Computational Power
and Storage resources. Furthermore, the physical characteristics of the Cloud
allow application and services to rely on an efficient and performing network,
which guarantees an outstanding Bandwidth. However, the modern needs for a
smart and connected world lead to a massive generation of data from edge devices
spread all over the world. Considering that Cloud Servers are usually physically
far from the edge devices, implementing an IDS on a Cloud Server implies high
latency and delay times, inescapably dictated by the physical distance between
the communicating devices. Being virtually placed at the highest point of the
network, Cloud Servers have a far-reaching Network View, made available by
devices located in lower levels that share information regarding their local view
of the network. This gives an IDS the possibility to manage threats having a
complete picture of the network available. Finally, an IDS has the ability to
monitor data traffic and scan files in order to detect malicious code and unusual
behaviors. Cloud service providers, to make the most of the computational and
storage resources they own, rely on multi-tenant environments where users share
the same machine, often without being aware of it. Although this approach is
extremely cost-effective from the resources optimization’s point of view, it opens
the door to potentially serious privacy issues. In fact, regardless of the technology
used (e.g., virtual machines, containers), there is an impressive amount of attacks
aimed at undermining security and privacy of information on the Cloud [10].

3.2 Implementing an IDS in the Fog Network Architecture

The Fog computing network architecture, as depicted in Fig. 1, consists of three
tiers, where each tier is composed of a specific set of devices: tier 1 includes edge
devices, representing those devices that allow generating data, such as sensors,
actuators, and smart-hand devices; tier 2 includes Fog devices, that are usually
placed geographically close to the edge devices and perform processing and anal-
ysis services; tier 3 represents the Cloud itself. The advantages and drawbacks
of an IDS in the Fog computing network architecture are strongly dependent on
the tier in which it is implemented.
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Implementing an IDS within the tier 3 makes no difference compared to
implementing it within the Cloud since Fog computing network architecture’s
tier 3 and Cloud coincide. Conversely, the implementation of an IDS within
the tier 2 presents some differences. Tier 2’s devices, often represented by net-
work devices (i.e., switches, routers, gateways), small servers, Integrated Access
Devices, can boast of adequate computational power and storage resources, not
even remotely comparable to those in the Cloud but sufficient to successfully
perform data mining, data aggregation, and data processing tasks. Implement-
ing an IDS within an existing network device would reduce the cost of acquisi-
tion, commissioning, and maintenance of a new device, with the disadvantage of
subtracting computational resources from an operating network device. Further-
more, tier’s 2 network devices could be not able to perform Intrusion Detection
activities and manage the incoming traffic peaks in parallel, thus incurring in
bottlenecks that could reduce the response time, and so the usefulness, of the
IDS. The IDS can even be implemented within edge devices, placed at tier 1.
In this latter case, considering that devices have poor computational power and
storage resources, only lightweight IDSs (e.g., [11–13]) can be taken into account.
Moreover, the Cloud’s tier makes use of dedicated network backbones designed
to handle a worldwide traffic volume, while tier 2’s devices can only offer a
limited bandwidth, having been designed to handle local traffic volumes. The
bandwidth metrics do not make sense if we consider a tier 1’s IDS, given that
it would be directly integrated within the end-device. The latency is the metric
that motivates the need to have IDSs within tier 2’s devices. In fact, the geo-
graphic distance between Cloud servers and edge devices generating the data
increases the latency in a perceptible way, an increase that could be critical in
certain contexts (e.g., in a critical infrastructure scenario taking timely decisions
is crucial, not respecting the right timing could lead to catastrophic events). The
Network View becomes wider and wider with the increase of the tier, that is with
the increase of the geographical distance from the edge devices. In fact, an IDS
implemented within a tier 1’s edge device enjoys only a limited vision of the
network, that is the vision of the component itself (or of a small subset of them).
Turning to tier 2, the devices receive data from subnetworks composed of edge
devices, thus having the ability to both correlate and aggregate information,
obtaining a wider vision of the network. Tier 3 exploits the information of tier
2’s devices usually located in geographically distant places, that provide it with
a peripheral view of the whole network. On the contrary, moving towards higher
tiers, the threats related to the privacy of data and information tend to increase.
In fact, considering that optimizing the use of resources leads to a maximiza-
tion of the gain, the devices tend to serve as many clients as possible (and to
manage as many devices of the lower tier as possible). The more information
(often also important and sensitive) a device contains, the more this device is
tempting for an attacker who, be it internal or external, will have at her disposal
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various means to appropriate or compromise information. For example, a mali-
cious employee could inject malware into a competitor company’s network and
mask the traces, compromising the information of a device that is dealing with
the detection.

4 Challenges

In this section, we provide an in-depth analysis of the main challenges related
to the architectural design and deployment of an IDS within the Fog. The new
architecture introduced by the Fog computing network paradigm brings the typ-
ical services offered by Cloud computing closer to the end-user. For this reason,
most of the security and privacy issues of the Fog computing architecture are
inherited from the Cloud. Similar considerations can be applied to IDSs deployed
within a Fog computing network architecture, that mainly have the same IDSs
challenges as Cloud environments, in addition to new ones derived from IoT
environments. We discuss all these challenges in the following subsections, start-
ing from some considerations on the deployment of IDSs in the Fog computing
network architecture environment that lead to some generally valid challenges,
regardless of the type of IDS and the layer of the Fog computing network archi-
tecture in which it is deployed. Then, we present other challenges that arise
depending on the type of IDS considered (Table 2).

4.1 Deployment

One of the first architectural problem to be considered before designing an IDS
for the Fog computing network architecture environment is to define in which of
the three tiers the single components of the system should be deployed. IDSs can
be deployed within the tier 1 to detect malicious behavior by monitoring and
analyzing log files, user login information, and enforcing access control policies.
IDSs can also be deployed within the tier 2 to detect malicious attacks such as
Denial of Service (DoS), port scanning, to name a few [9]. In order to increase the
security level of the entire network, IDSs must be deployed in all the three tiers,
monitoring and analyzing traffic and behavior of edge devices, Fog devices, and
Cloud servers. In fact, securing one or two tiers of the Fog computing network
architecture is not sufficient to protect the entire system, dangerous events like
the propagation of malware from a compromised device to the rest of the network
could not be noticed [4]. The deployment of IDS solutions within every tier of
the Fog computing network architecture leads to common challenges, described
in Sect. 4.2, as well as to specific ones depending on the type of IDS considered,
discussed in Sect. 4.3.
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4.2 General Challenges

Considering the Fog computing network architecture peculiarities described in
Sect. 3, implementing a reliable and efficient IDS implies designing and tuning a
detection system able to effectively work in an environment with the following
characteristics:

– Large-scale Network: The large number of heterogeneous connected
devices, as well as the unpredictable chaotic dynamics of today’s large and
medium-size computer networks, make the number of suspicious events that
need to be controlled by an IDS huge. For this reason, IDSs should both
be equipped with hardware resources adequate to support this workload and
implement powerful algorithms to efficiently perform the required tasks.

– Geo-distributed Environment: In sharp contrast with the more central-
ized Cloud, the Fog could be very complex and geographically worldwide
distributed, depending on the purpose for which it was designed [1]. As an
example, we can consider a wireless sensor network deployed along a high-
way that crosses an entire country, providing lighting and video surveillance
services. In this case, edge devices could be deployed every 100 m, while Fog
devices could be deployed every kilometer. All these devices could send data
to a Cloud located halfway around the world. In this scenario, an IDS should
be able to provide a real-time protection to the entire architecture.

– Real-time Notification: The most important characteristic of every IDS
is the ability to early discover intrusion violation threats. The huge number
of connected edge devices, as well as their geographic distances (that have a
severe impact on the network latency), make it difficult to analyze packets in
real-time. This increases the notification time, impacting negatively on the
response time.

– Alarm Parallelization: Securing all the Fog computing network architec-
ture layers requires a distributed IDS system, with at least one component
in every layer of the architecture. These components need to cooperate with
each other by exchanging data that can be aggregated to obtain a compre-
hensive high-level view of the network, improving the overall reliability and
reactiveness of the whole system.

– False-alarm Control: The main objective of an IDS is to raise alarm if an
event in the network could be considered as an intrusion. The verification
of whether a suspicious event is a real attack or a false positive is beyond
the scope of current IDS solutions [14]. The Fog computing characteristics,
discussed in Sect. 1, could increase the false positive/negative events detected
by the system. For this reason, more efforts are needed to improve the IDSs
detection accuracy.
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Table 2. IDS design challenges

IDS type Challenges

Host-Based Intrusion
Detection System (Tier 1)

• Limited Resources (Comp. Power, Storage, Battery)

• Lack of Context Knowledge

• Delay in Centralized Reporting

Host-Based Intrusion
Detection System (Tier 2)

• Lack of Context Knowledge

• Delay in Centralized Reporting

Network-Based Intrusion
Detection System (Tiers
1, 2, 3)

• Insider Attackers Detection

• Cooperation

• Decrease False Positives/Negatives

• Encrypted Traffic

• Developing Physical Jamming Detection Techniques

• Developing DoS Detection and Mitigation Techniques

General • Large-Scaling

• Geo-Distribution

• Environment Dynamicity

• Real-time Notification

• Alarm Parallelization

• False-alarm Control

4.3 Design

The design challenges are different depending on the type of IDS considered
(Host-based or Network-based) and the tier in which it is intended to be placed.
The main challenges of deploying host-based IDS in the Fog computing network
architecture are aligned with the ones of other network architectures:

– Lack of Context Knowledge: Having only its local view, a host-based IDS
is not aware of what is happening outside. This lack of context knowledge
makes more challenging to achieve high detection accuracy.

– Delay in Centralized Reporting: As part of a more complex system
charged with supervising the whole Fog computing network, a host-based IDS
has to report every detected local anomaly to a centralized entity. This entity
is charged with the collection and elaboration of the data coming from every
other component in the network. If the communication between this central-
ized module and the other components of the system has high latency due to
their geographical distribution, the delay in centralizing reporting becomes
very challenging, impacting the overall performance and accuracy of the IDS.

If the IDS is deployed within the tier 1, another challenge arises:

– Limited Resources: Since edge devices usually have very limited resources
(i.e., in terms of computation, network bandwidth, storage, and battery),
designing and implementing IDSs within the tier 1 could be very challenging.
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For network-based IDSs instead, the main challenges are applicable to each tier
of the Fog computing network architecture:

– Insider Attackers Detection: The attacks coming from inside the network
are usually very challenging to discover. In fact, edge devices with genuine
authentication privileges are often able to cover their traces and hide evidence
of their malicious activities.

– Cooperation: If the IDS solution includes different modules, regardless of
the tasks they are performing, they still need to cooperate with each other,
adding further typical distributed systems’ challenges.

– Decrease False Positives/Negatives: In the context of IDS, a high num-
ber of false positives makes the solution unusable due to the waste of resources
dedicated to analyzing legitimate events. Moreover, false negatives make the
solution ineffective, because malicious events would go unnoticed.

– Encrypted Traffic: A network-based IDS, due to its physical position, is
able to observe the entire network traffic generated by the subnet it is con-
nected to. However, if the traffic is encrypted, it is not able to open the packets
and analyze their content. This limitation makes the detection of malicious
packets more challenging.

– Developing DoS Detection and Mitigation Techniques: The Fog com-
puting network architecture moves services from the Cloud to local Fog
devices which, having less network bandwidth and being less protected, are
more vulnerable to DoS attacks.

If the IDS is a Wireless IDS (WIDS), also the following challenge arises:

– Developing Physical Jamming Detection Techniques: Tier 1 is mostly
composed of IoT sensor networks, which normally communicate both with
each other and with Fog devices via wireless networks. This makes them
vulnerable to physical level’s DoS attacks, such as jamming attacks.

5 Existing Solutions

In this section we provide a thorough analysis of the studies related to IDSs
present in the literature.

Given the widespread adoption of the Fog computing network architecture,
in recent years several studies have come to light, with the aim of proposing
solutions for the integration of efficient IDSs within the new paradigm. In [8],
the authors introduced a lightweight IDS based on an Artificial Immune System
(AIS), that is a form of biologically inspired computing. The AIS takes inspi-
ration from the Human Immune System (HIS), that protects the body against
the diseases being able to recognize external pathogens among internal cells and
molecules of the body. The proposed IDS is developed in all the three tiers of the
Fog computing network architecture. In tier 1, detectors are deployed within the
edge devices. In tier 2, devices take advantage of a smart data concept to analyze
and process the intrusion alerts. Smart data is a smart structure that helps to
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manage a large amount of data in IoT applications: a simple lightweight data
cell that evolves (by merging with other cells or dividing by them, according to
the direction) when traveling across the tiers. Finally, in tier 3 the IDS organizes
the network traffic in clusters (by relying on unsupervised clustering techniques)
and trains the detectors.

In [15] the authors found in the Device security, thus in the identification
of malicious edge devices, one of the major challenges for successfully integrate
Fog Computing and Internet of Things. Taking into account the difficulty of
preventing attacks from malicious Fog devices, due to their privileges of stor-
ing and processing data, the authors proposed a framework that makes use of
three distinctive technologies: a two-stage Markov Model, an IDS, and a Virtual
Honeypot Device (VHD). The two-stage Markov Model allows reducing the false
alarm rate generated by the different types of data sent by the IoT devices. In
detail, when the anomaly-based IDS detects a malicious behavior on the Fog
device an attack alarm is generated and sent to the two-stage Markov Model.
The first stage allows categorizing the Fog devices, while the second stage is
dedicated to predicting whether the categorized devices have to be moved to the
VHD or not. The VHD allows to store and maintain a log repository of all the
identified malicious Fog devices and provides the system with protection against
unknown attacks.

Furthermore, considering that the Fog computing network architecture pro-
vides the sensors networks with ever-increasing importance, several studies
have introduced proposals of IDSs implementation within the aforementioned
resource-constrained devices. In [16], the authors introduced a lightweight IDS
based on a vector space representation using a single hidden layer MultiLayer
Perceptron (MLP) to improve the detection time. The authors exploited new
datasets, the Australian Defense Force Academy Linux Dataset (ADFA-LD) and
the Australian Defense Force Academy Windows Dataset (ADFA-WD), respec-
tively, representing system calls datasets containing both attacks and exploits
on various applications. The proposed IDS, implemented within a Raspberry
Pi as a Fog device, achieves 94% accuracy, 95% recall, and 92% F1-measure in
ADFA-LD, and 74% accuracy, 74% recall, and 74% F1-measure in ADFA-WD
when considering a small number of nodes. Another IDS able to run within
resource-constrained devices has been introduced in [17]. The authors reached
a convenient trade-off between the energy consumption and the accuracy detec-
tion by making use of an anomaly-based IDS only when the signature of a new
attack, identified by a signature-based IDS, is expected to occur. The problem is
formulated as a security game model, where the security strategy is a game for-
mulation between the intruder’s attack and the IDS agent implemented within
an Internet of Things device. The IDS agent implements its anomaly detection
techniques to detect new attack patterns by relying on the Nash Equilibrium.
The performance and the viability of the proposed approach have been analyzed
by simulating a Wireless Sensor Network (WSN) using the TOSSIM simulator.

However, at the top of the new network architecture, the Cloud continues to
be omnipresent, so more and more innovative studies have been proposed with
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the goal of implementing IDSs within the Cloud (or within the Fog computing
network architecture’s tier 3). In [18], the authors proposed an anomaly detection
system at the hypervisor layer that makes use of Hybrid algorithms (e.g., Fuzzy
C-Means clustering techniques, Artificial Neural Networks) to improve the accu-
racy of the detection system. The proposal has been experimented by using the
DARPA’s Knowledge Discovery and Data Mining (KDD) cup dataset, showing a
higher detection accuracy and a lower false alarm rate even against low-frequent
attacks, thus outperforming Naive Bayes classifiers and Classic ANN techniques.

In [19], the authors introduced a framework of Cooperative IDSs to coun-
teract Distributed Denial of Service (DDoS) attacks on the Cloud. IDSs placed
in the Cloud computing regions exchange alerts with each other. Each of them
relies on a cooperative agent that is able to determine whether to accept the
alert received from other IDSs or not. If the agent decides to accept the alert,
the system adds a new blocking rule (related to the identification of the type of
packet in the Cloud region) into the block table. A comparison against a pure
Snort-based IDS shows that the proposed solution allows more accurate detec-
tion of Distributed Denial of Service attacks, paying only a small additional
computational effort.

6 Discussion and Future Directions

Nowadays, several systems such as SCADA, Cloud, and Smart Grid rely on IDSs
as the first line of defense against malicious attacks such as Scanning attacks,
DoS attacks, Insider attacks, and Man in the Middle attacks [4]. For this reason,
after the introduction of the Fog computing network architecture, a new line
of research started studying the adoption of IDSs within this paradigm. Since
the advantages of each IDS are strongly dependent on the tiers in which it
is implemented, to increase the level of security, the IDSs should be deployed
in every tier of the architecture. However, this choice brings new challenges,
discussed in Sect. 4.

In this section, we first evaluate the mapping between existing solutions and
these challenges, highlighting which challenges have not been addressed by the
solutions in the literature, then we propose promising future directions.

Table 3 shows the mapping between the existing solutions in the literature
and the challenges we identified during our analysis. A horizontal cut of the
table allows to know whether the challenge has been addressed by the consid-
ered work, while a vertical cut provides an overview of the challenges addressed
by single solutions. It is possible to notice how most of the solutions in the lit-
erature focused on solving the typical challenges of distributed systems (e.g.,
geographic distribution, large-scaling, environmental dynamicity, real-time noti-
fication, alarm parallelization, and delay in centralized reporting). This is jus-
tified by the fact that these solutions aim at leveraging the most important
advantage offered by the Fog computing network architecture (i.e., the reduc-
tion of the network latency). This property allows Edge devices within the tier 1,
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Table 3. Mapping between existing solutions and challenges Legend: N/D: Not
Declared, N/A: Not Applicable

Challenges/Studies [8] [15] [16] [17] [18] [19]

Limited Resources N/D N/A ✗ ✓ ✗ ✗

Lack of Context Knowledge ✓ ✗ ✗ ✗ ✓ ✓

Delay in Centralized Reporting ✓ ✓ ✓ ✗ ✓ ✓

Insider Attack Detection ✓ ✗ ✗ ✓ ✗ ✗

Cooperation ✓ ✗ ✗ N/A N/A ✓

Decrease False Positives/Negatives ✗ ✓ ✗ ✓ ✗ ✓

Encrypted Traffic ✗ ✗ N/A N/A ✗ ✗

Jamming Detection ✗ ✗ ✗ ✗ N/A N/A

DoS Detection ✓ ✗ ✗ ✗ ✓ ✓

Large-Scaling ✓ ✓ ✓ N/A ✓ ✓

Geographic Distribution ✓ ✗ ✓ N/A ✓ ✓

Environment Dynamicity ✗ ✓ ✓ N/A ✓ ✓

Real-time Notification ✓ ✓ ✓ ✓ ✓ ✓

Alarm Parallelization ✓ ✓ ✓ N/A N/A ✓

False-alarm Control ✗ ✓ ✗ ✗ ✗ ✓

to quickly communicate with Fog devices within the tier 2, enabling more imme-
diate aggregation and processing of data. In the context of IDS, this translates
into improving the overall detection times of malicious events in the system.

However, most of the solutions did not focus on solving other important
challenges, such as the development of lightweight IDSs able to work within
resource-constrained devices, the false-alarm control, the reduction of false pos-
itive/negative number, and the DoS attack protection.

Tier 1 is typically composed of resource-constrained devices, with a limited
amount of computational power, storage, and energy. These restrictions make the
deployment of IDSs solutions within this tier challenging. In [17], for example,
the authors proposed a lightweight detection technique that requires low energy
consumption to achieve a high-security level.

Regarding the false-alarm control challenge, we believe that every IDS should
have a validation mechanism for those events that are considered malicious, with
the goal of decreasing the number of false positives. A possible solution requires
to use more than one IDS’s method of detection (i.e., signature-based, anomaly-
based), that would also reduce the number of false negatives. In the context of
IDSs, reducing false positives and false negatives is crucial, since a high number
of false positives makes the solution unusable due to the waste of resources
dedicated to analyzing legitimate events (that would be infeasible if the IDS has
been deployed in a resource-constrained device), while false negatives make the
solution ineffective, because malicious events would go unnoticed. Authors in [15]
introduced a two-stage Markov module that helps to reduce the false-alarm rate
of the IDSs.
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The goal of some critical attacks on the Fog is to limit or deny the system
services accessible to legitimate users/devices through Denial of Service attacks.
In addition to the classic DoS attacks present in the literature, Edge devices
could be infected by stealthy malware, that would consume their resources,
finally leading to alternative DoS attacks. Although several solutions have been
designed [20,21], this research field is still worthy of attention, and further con-
tributions are needed to effectively face this challenge.

Table 3 also highlights that the existing solutions we took into account do not
adequately respond to the encrypted traffic challenge. This stems from the fact
that most of the solutions designed to work in the presence of encrypted traffic
are limited to the detection of some specific types of attacks, such as scanning,
brute-force, and DoS attacks, and are ineffective for all the others [22]. Advanced
machine and deep learning techniques, together with deep packet inspection
methods, could be integrated within an IDS with the goal of analyzing encrypted
traffic to detect malicious patterns.

Another important future direction regards the integration of some jamming
detection techniques on IDSs deployed within both tier 1 and 2 of the Fog com-
puting network architecture. This would allow to detect jamming attacks and
to react by putting in place specific countermeasures. For example, if we take
into account a wireless sensor network deployed within the tier 1 that commu-
nicates with a Fog gateway (placed within the tier 2), a malicious user could be
able to completely block the inter-tiers communication by jamming the wireless
channel. One possible detection approach, deployed within the tier 2, involves
the monitoring of the packet’s throughput. A drastic fall of this parameter for
one or more Edge devices detected by a Fog device could be strong evidence
of malicious jamming activities. The detection of this attack is crucial because
techniques aimed at restoring the communication could be implemented, such
as relying on alternatives schemes [23].

It is worth mentioning that most of the challenges identified in Sect. 4 could
be addressed by using SDN networks technologies, as highlighted by [24], that
investigated the possible cooperation between Edge computing and SDN. In
this field, a promising research direction is the implementation of security mech-
anisms using SDN switches with stateful data plane [25] within the tier 2 of the
Fog architecture.

7 Conclusions

In this paper, we analyzed how the changes in the network architecture intro-
duced by the adoption of Fog Computing affect both the design and the deploy-
ment of IDSs. We first discussed the benefits of implementing an IDS within
both the Cloud and the Fog network paradigm. Later, we identified the main
challenges in the design and the deployment of IDS solutions within the Fog
computing network architecture. Then, we explored a selected set of existing
solutions and we mapped them to the challenges identified. Finally, we discussed
the results and proposed some promising future research directions.
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Abstract. The rapid increase in the number of devices connected to
the Internet, due to the Internet of Things, demands new ways of pro-
cessing data produced by the devices. Edge Computing is one of the
solutions that tries to process data close to the origin, which is the edge
of networks. Emerging cloud systems, such as volunteer clouds, can also
be used towards the processing of data produced by IoT devices. This
paper proposes a Volunteer Computing as a Service (VCaaS) based Edge
Computing infrastructure. The paper addresses the architectural design
of the proposed system together with its research and technical chal-
lenges.

1 Introduction

The current computing landscape is entering a “post-cloud era” [5]. In this “post-
cloud-era”, the major shift in the computing paradigm is due to the Internet of
Things (IoT), which is the digital interconnection of everyday objects with the
Internet [3]. This paradigm shift results in the explosion of devices connected to
the Internet that is estimated to reach 50 billion by 2020 [4]. These devices will
produce huge amount of data that need to be processed, stored, and transmitted
efficiently. IoT applications generally require a computing facility that can pro-
vide fast responses. So far, Cloud Computing data centers have been providing
the necessary computing infrastructures for the applications.

The data center based Cloud Computing infrastructures usually have a few
large data centers built in locations where construction and operational (e.g.
energy) costs are low [6]. As a result, these centralized data centers may be
located far away from the end users, resulting in higher round-trip network
latency. Due to the large geographical distances of the centralized data cen-
ters, processing data produced by IoT devices in public clouds entails some
challenges. These challenges create problems on the service quality of IoT appli-
cations in terms of delay, jitter, and throughput. Hence, the current centralized
cloud infrastructures will not suffice for IoT’s network intensive applications
with very fast response requirements. One of the solutions to the above prob-
lem is moving the cloud infrastructure closer to users/devices by creating mini
c© Springer Nature Switzerland AG 2019
T. Zhang et al. (Eds.): EDGE 2019, LNCS 11520, pp. 76–84, 2019.
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data centers or using devices at the edge of a network. This solution is called
Edge/Fog Computing. The edge/fog proposal tries to create a middle layer cloud
system so that part of the storage and computation can be done at the edge of
a network instead of in the totality of the centralized cloud. Some of the advan-
tages of Edge/Fog Computing include providing better Quality of Service (QoS)
for delay-sensitive applications, such as video streaming, and reducing network
communications and operational costs.

In the definition of Edge/Fog Computing, there is no standardized definition
about the edge of a network and the devices that are expected to participate in
the edge vary [7]. Vehicles, mobile base stations, networking devices, cloudlets,
servers, smart phones etc., can all be part of Edge Computing. Volunteer com-
puters at the edge of a network can also be used for Edge Computing. In this
paper, we propose cloud infrastructures that are based on volunteer compute
resources as a component in the Edge/Fog Computing fabric.

Volunteer cloud computing is an opportunistic cloud model that uses the
spare donated resources of volunteer computers at the edge of a network to
provide cheaper and greener cloud infrastructures and services [11]. Volunteer
clouds come with multi-folds of benefits: no upfront investment for procuring a
large number of servers; no maintenance costs such as electricity consumption for
cooling and running the servers; boosting the utilization of computing resources
(such as individually owned PCs). In the meantime, volunteer cloud computing
introduces technical challenges that are centered on the high dynamics and high
heterogeneity of volunteer computers. Moreover, volunteer computers are shared
not only among cloud users but also between cloud users and local users of the
machines. Novel and innovative algorithms and techniques that take the fun-
damental characteristics of volunteer computing in general and volunteer cloud
computing in particular are needed to fully utilize the benefits. Volunteer cloud
systems can not replace the powerful conventional data center based clouds,
rather they complement those infrastructures.

Empirical evidences showed that volunteer clouds can be used to execute a
range of applications [11,12]. Fault tolerant resource discovery and optimized
VM placement techniques allow them to provide cloud services reliably and
efficiently [9,10]. Moreover, the physical proximity of volunteer nodes to where
applications originate, edge of networks, helps them in reducing the round-trip
network latency of applications. However, since volunteer clouds depend on spare
computing resources of less powerful computers, their overall computing capa-
bility may not suffice to handle highly resource intensive applications. As most
applications naturally happen at the edge (of a network), volunteer clouds can
be most conveniently deployed to directly serve these applications, edge applica-
tions, in cooperation with data center based conventional public clouds. There-
fore, volunteer clouds are a perfect fit to the concept of Edge Computing.

This positional paper, elaborates on the concept of the usage of volunteer
computing resources for Edge Computing. It discusses a high-level conceptual
architecture of Volunteer Computing as a Service (VCaaS) based Edge Comput-
ing. Building upon our previous works, the following are the new contributions
of this paper:
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– It proposes the concept of the usage of volunteer cloud systems as a fabric in
Edge Computing.

– It presents a high-level architecture of VCaaS based mini data centres as Edge
Computing enablers.

– It explores technical and research challenges for the implementation of the
VCaaS based Edge Computing.

The rest of the paper is organized as follows: Sect. 2 elaborates on the con-
cept of volunteer cloud based Edge Computing together with its usage scenar-
ios. Section 3 discusses the architecture of the proposed volunteer computing
resources based Edge Computing. It also presents the technical and research chal-
lenges of implementing a fully-fledged VCaaS enabled Edge Computing infras-
tructure. Section 4 reviews related work and finally Sect. 5 concludes the paper
and outlines future works.

2 Volunteer Cloud Computing as an Edge Computing
Fabric

Currently, there are billions of Personal Computers (PCs) connected to the Inter-
net [15]. Most of these computers are underutilized, usually used only for a few
hours per day [14]. The usage of the aggregated spare compute resource of Per-
sonal Computers (PCs) to provide Cloud Computing services has been inves-
tigated [11]. Volunteer Computing as a Service (VCaaS) concept is proposed
and implemented with encouraging performance results [11,12]. With novel and
efficient resource management algorithms, reliable and efficient cloud services
can be deployed over sporadically available PCs [9]. The VCaaS systems have
the advantage of having a close proximity to where applications originate, the
edge of a network. This physical proximity helps VCaaS systems to provide fast
responses, context awareness, and more flexible mobility for applications. More-
over, VCaaS systems are cheaper and greener complements of the centralize data
center based public clouds.

Contrary to the well-resourced data center based cloud systems, VCaaS sys-
tems depend on the scavenged spare compute resources of less powerful comput-
ers. This imposes a computing power limitation on VCaaS systems. This limita-
tion can be off-setted by offloading computations to powerful public clouds, when
the need arises. The cooperation of VCaaS systems with public cloud infrastruc-
tures and their proximity to the end users’ applications help them to render edge
services efficiently. The following motivational scenarios show how the proposed
system can be used in real life situations.

University Campus Scenario: A student in a university campus wants to
play an interactive game and she accessed the online game using the university’s
wifi. The public cloud provider that hosts the game detects the physical location
of the customer and tries to initiates the offloading of the application to the
nearby VCaaS system. Once the VCaaS system is identified, the public cloud
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can negotiate on issues such as pricing, QoS, etc., with the VCaaS system. After
the negotiation concludes, the offloading of the application will be started. Once
the offloading is completed the user will be redirected to the nearby VCaaS
system that hosts the game. The offloaded instance will be cached or destroyed,
when the user is done with playing. With this offloading, the user will get a
better QoS from the application due to the reduced round-trip latency.

IoT Scenario: An air quality control research project uses sensors to collect
environmental data and a public cloud infrastructure for data aggregation and
processing. The project also uses a credit-based incentive model to encourage
volunteers to use sensors on their smartphones and send the sensed data to the
aggregation servers hosted on the public cloud. Volunteer users receive the credit
they earned right after they send the data. The cloud provider that hosts the
project sensed a surge of the volunteers’ sensor data it receives for a particular
day because of an advertisement about the project on a concert. In order not
to lose the sensed data and respond to the new volunteer users as fast as pos-
sible, it uses the nearby VCaaS systems and allows the data to be received and
aggregated by the infrastructures closer to the volunteers.

The two scenarios mentioned above give a glimpse of the usage of VCaaS sys-
tems as a middle layer in the Edge Computing paradigm. Some of the advantages
of using VCaaS systems as a resource fabric in Edge Computing include:

– The significant reduction in the round-trip network latency due to the prox-
imity of VCaaS systems to edge devices/applications. This reduction in the
round-trip network latency will significantly improve the quality of experience
of users and quality of service of applications, especially for time sensitive
applications such as video streaming and interactive games.

– Complement the compute resources limitation of edge devices. Offloading is
a mechanism where devices, such as smartphones, transfer the execution of a
task to a centralized cloud partially or as a whole so as to conserve battery
power or to leverage on the powerful compute resources of clouds. VCaaS
systems can be an ideal choice for offloading tasks to complement computing
resource limitations and to conserve battery for edge devices.

– Provision of context awareness and mobility to applications, as VCaaS sys-
tems are close to where data/applications originate.

3 Architecture of Volunteer Edge Computing

Considering the fact that the definition of Edge Computing is flexible on what
constitute an “edge”, we propose the inclusion of a collection of VCaaS sys-
tems as a component in the Edge Computing fabric. We propose a three lay-
ers architecture of VCaaS based volunteer edge computing composed of public
cloud infrastructures (Public Cloud Layer), mini data center (VCaaS Layer),
and front-end edge devices/applications (User Layer). The mini data center is a
collection of volunteer cloud (VCaaS) systems. Each of the VCaaS systems bases
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its compute resource pool on the spare resources of computers within an organi-
zation/institution or homes. Figure 1 depicts the proposed three layers high-level
architecture of the volunteer cloud based Edge Computing infrastructure.

Fig. 1. High-level architecture of volunteer edge computing

Unlike cloud data centers, the mini data centers (VCaaS systems) are more
diversified and resource constrained. This will create the need to exploit the
computing capacities of remote public cloud services, such as Amazon EC2/S3,
in case of increased compute resource requirements by the front-end edge
devices/applications. Therefore, communication among the layers of the system
can happen both vertically and/or horizontally.

– Vertical communication can happen between the layers through offloading
and bursting. Offloading typically happens from resource-limited devices to
a cloud to take advantage of the resource rich clouds or to conserve battery
power. In our proposal, offloading can happen from the edge devices to the
VCaaS systems. We also introduce an offloading from the public clouds to
the VCaaS systems. This kind of offloading is mainly to exploit the proximity
of the VCaaS systems to the edge devices/applications. Moreover, bursting,
which is the offloading of excess load from private clouds to public clouds, is
possible. The VCaaS systems can burst to the public clouds in the case of
excess load.

– Horizontal communication in the middle layer, among the VCaaS systems is
also possible. The VCaaS systems can create a form of loose federation in
order to cater the computing and storage needs of applications at the edge
of a network. The federation can be created dynamically according to the
resource needs of edge devices/applications.

The implementation of this high-level architecture needs an extension at the
Public Cloud Layer in such a way that it can discover suitable VCaaS(s) for
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offloading and managing issues such as QoS and contract management. Figure
2 depicts components at the Public Cloud and VCaaS layers.

Fig. 2. Components of volunteer edge computing

As a blend of volunteer computing, cloud computing, mobile computing,
and IoT, the volunteer edge computing proposal adopts both the challenges
and opportunities of these systems and adds its own. There remain many open
technical and research challenges for the full-fledged implementation of VCaaS
based Edge Computing, the most notable ones being:

– Offloading and Partitioning:- Data/tasks can be offloaded from the edge
devices to VCaaS systems to maximize on the donated compute resources
and to conserve battery. Offloading can also happen from the public cloud to
the VCaaS systems to leverage on the proximity of the VCaaS systems to the
edge devices/applications in order to minimize network latency. Issues such
as when to offload, what to offload, and how to offload are open issues that
need to be investigated. Moreover, optimal ways of partitioning data/tasks
for offloading should be researched.

– Communication Model:- Federation of clouds under the same and different
providers has been researched in Cloud Computing context. In addition to
this, the dynamic creation of clouds federation among VCaaS systems based
on resource requests from User Layer should be investigated in VCaaS based
edge computing. The volunteer edge computing should also define protocols
and interfaces for both horizontal and vertical communications. Mechanisms
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to select suitable VCaaS system(s) to offload data/application by the public
cloud together with business model and QoS issues should also be investi-
gated.

– Business Model:- Both Cloud and Volunteer Computing have their own busi-
ness models, the first based on pay-as-you-go and the latter based on some
incentives. The volunteer edge computing should device a business model that
addresses how to handle offloading and bursting among the different layers of
the architecture. This includes how to negotiate terms and prices of offloads
(contract management) between the public cloud and VCaaS system.

– Quality of Service:- Volunteer Computing systems generally provide best
effort services due to the intermittent availability and resource constraints
of volunteer nodes as well as their non-intrusive characteristics [13]. This cre-
ates a problem to provide QoS guaranteed services by VCaaS systems. More
research is needed towards providing quality guaranteed services in volunteer
edge computing systems in order to increase their adoption for IoT applica-
tions.

– Security:- The security aspect of volunteer edge computing is complicated
by the fact that using the untrusted VCaaS infrastructure base for potential
cloud-standard business applications. New and innovative distributed secu-
rity mechanisms are needed to fully utilize the potential of volunteer edge
computing.

4 Related Work

The idea of using Edge Computing to cater the computational needs of IoT
applications is intriguing. Prior works have exploited three types of hardware
resources for computing on the edge: end devices, smart gateways, and local
servers [8]. Volunteer edge/fog cloud computing systems that are based on
donated spare resources of devices at the edge of the Internet are also pro-
posed. Alonso-Monslave et al. proposed a public resource based fog computing.
The proposal aims to use any type of device with Internet access and located at
the edge of the network in order to deploy fog computing applications [1]. The
authors used a simulator SimGrid to test performances using a video transfer
system and claimed the reduction on the load of the cloud servers and better
system performance. Nebula is a context and location aware distributed cloud
infrastructure that uses volunteer edge resources [2]. An experimental set-up
that emulates a volunteer platform using 50 PlanetLab nodes is used to test
Nebula. The authors claimed that the deployed MapReduce tasks show superior
performance improvement and better fault tolerance on Nebula. A deployment
of fog computing by using participating devices, such as PCs, smartphones or
smart TVs, at the edge of a network is studied in [1]. What makes our proposed
system different from the above systems is that instead of using individual vol-
unteer devices, we introduced a middle layer of federation of volunteer cloud
systems that are based on volunteer compute resources.
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5 Conclusion and Future Work

The rapid increase in the number of devices connected to the Internet, due to
IoTs, demands new ways of processing data produced by the devices. Edge Com-
puting is one of the solutions that tries to process the data close to the origin,
the edge of networks. Volunteer computing resources can also be exploited to
provide the necessary compute infrastructures for IoT devices/applications. In
this paper we proposed and discussed a three layer Volunteer Computing as a
Service based Edge Computing infrastructure. The volunteer edge computing
architecture that we proposed is a blend of Volunteer Computing, Mobile Com-
puting, IoT, and Cloud Computing. As future work, we plan to implement the
proposed system using a VCaaS system that we have built in our lab called
cuCloud. We also plan to conduct different performance evaluation experimen-
tations for IoT and general applications using cuCloud as a middle layer in the
proposed volunteer edge computing system.
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