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Abstract. Intelligent tutors that emulate one-on-one tutoring with a
human have been shown to effectively support student learning, but these
systems are often challenging to build. Most methods for implementing
tutors focus on generating intelligent explanations, rather than generat-
ing practice problems and problem progressions. In this work, we explore
the possibility of using a single model of a learning domain to support the
generation of both practice problems and intelligent explanations. In the
domain of algebra, we show how problem generation can be supported
by modeling if-then production rules in the logic programming language
answer set programming. We also show how this model can be authored
such that explanations can be generated directly from the rules, facili-
tating both worked examples and real-time feedback during independent
problem-solving. We evaluate this approach through a proof-of-concept
implementation and two formative user studies, showing that our gen-
erated content is of appropriate quality. We believe this approach to
modeling learning domains has many exciting advantages.
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1 Introduction

Over the past fifty years, researchers have developed robust artificial intelligence
systems that can emulate one-on-one tutoring with a human [3,6,8,29]. These
intelligent tutoring systems provide adaptive problem progressions and person-
alized feedback in a variety of domains, and have been shown to produce strong
learning gains in classroom studies [10,30]. However, these systems are often
challenging and time-consuming to build. Researchers have explored a variety of
approaches for modeling learning domains, resulting in the development of cogni-
tive tutors [3,6], constraint-based tutors [16,18], example-tracing tutors [9], and
ASSISTments [8]. However, these approaches all focus on optimizing the model-
ing and authoring of intelligent feedback, rather than of problems and problem
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progressions, an area which has been highlighted as interesting for future devel-
opment [11]. While a variety of problem-generation approaches have been devel-
oped and studied [14,19,26], most depend on models of the learning domain that
are very different than those used to generate intelligent explanations, making
it difficult to integrate them into existing tutoring systems.

In this work, we explore the possibility of using a single underlying model to
generate both practice problems and intelligent explanations. We build on prior
work in problem generation [2,5,19,28] by using the logic programming language
answer set programming (ASP) to model if-then production rules similar to
those used by cognitive tutors in the domain of algebra. We show how this
model can be used to generate algebra problems and all valid solutions to those
problems. We also present a new method for automatically generating step-by-
step explanations directly from the ASP model. We show how our explanation
content can be used to create worked examples, feedback during tutored problem-
solving, and a progression that gradually fades between the two.

We evaluate our approach through a proof-of-concept implementation and
two formative user studies. First, we developed an application called the Alge-
bra Notepad that embeds the problems, solutions, and explanations generated
from our model, demonstrating how our content can be used to implement an
intelligent tutor. Next, we evaluated the application through two user studies.
In a study with 57 Mechanical Turk workers, we found that participants solve
problems more accurately and efficiently after practicing with our tutor, demon-
strating that the generated solutions and explanations are understandable. In a
study with seven eighth-grade students, we found that the tutor helps learners in
our target population solve problems successfully. This approach for generating
problems and explanations from a single domain model has many advantages,
and could support robust content generation for tutoring systems in the future.

2 Background

2.1 Modeling Learning Domains

A variety of approaches for designing and implementing intelligent tutoring sys-
tems (ITS) have been explored. Cognitive tutors provide the most sophisticated
form of intelligent feedback. They represent knowledge using production rules
that define if-then relationships which capture all knowledge needed to solve
problems in a target learning domain, allowing the computer to solve problems
step-by-step along with the student [3,6]. Cognitive tutors detect errors when
the student’s action does not match any production rule in the model, and most
include explicitly programmed “buggy” production rules that match common
mistakes and misconceptions so that these can be explained [3]. Cognitive tutors
are complex, and typically include as many as 500 production rules [4].
Constraint-based tutors are another type of system designed to help stu-
dents identify and learn from mistakes [18]. These tutors model learning domains
as sets of pedagogically important constraints [14,16,17]. Rather than tracing
student actions, constraint-based tutors analyze the student’s current state to
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identify violations of model constraints [17]. These tutors typically require less
authoring effort than cognitive tutors, but can only provide feedback about con-
straint violations rather than also providing goal-oriented feedback [16].
Finally, peudo tutors exhibit many of the behaviors of ITS without requiring
complex modeling. Example-tracing tutors are created by demonstrating correct
solutions and common mistakes for specific types of problems. These demon-
strations are used to create a behavior graph that can trace learner behavior
and provide feedback [9]. A downside of this approach is that content must be
demonstrated or authored for each problem type; in contrast, a cognitive tutor’s
production rules can generalize across many different problem types [9].

2.2 Explanation Generation

Most tutors use hand-authored templates to generate explanations. Cognitive
tutors produce next-step hints and feedback by associating an explanation tem-
plate with each correct and buggy production rule in the model [3,4,29]. To fill
the templates with appropriate problem-specific content, each problem must also
be labeled to indicate which phrases should be inserted into the template [4].
The Cognitive Tutor Authoring Tools (CTAT) were developed to support effi-
cient authoring of both model-tracing cognitive tutors [12] and example-tracing
tutors [9]. Example-tracing tutor authors can annotate hints and feedback mes-
sages for specific problems in the system [9]. In constraint-based tutors, hand-
authored feedback messages are attached directly to the constraints [17], and
can either be given after each student action or at the end of the problem [16].
In contrast to cognitive tutors, these explanations are problem-independent.

2.3 Problem Generation

Researchers have explored problem generation for a variety of domains including
word problems [19], natural deduction [1], procedural problems [2], and embed-
ded systems [23]. Most approaches are template-based; given a general template
for a type of problem, they generate more problems that fit the template. These
templates can be generated automatically [1], semi-automatically [2], or manu-
ally [23]. While many of these approaches use exhaustive search or logical rea-
soning to generate problems, others use logic programming languages to model
domains and generate problems. For example, Andersen et al. use the code cover-
age toolkit Pex, built on the Z3 SMT solver, to generate problems for procedural
mathematics (e.g., long division) [2]. Others use ASP directly for domains such
as word problems [19] or educational math puzzles [5,28].

Despite this extensive research on problem generation, most intelligent tutor-
ing systems still rely on hand-authored problems. In a recent paper discussing
areas for ITS improvement, Koedinger et al. highlight automated problem gen-
eration as an interesting area for future development [11]. In the domain of
constraint-based tutors, Martin and Mitrovic developed an algorithm that can
generate problems from a set of target constraints [13,14]. However, since the
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domain models used to generate problems are different than those used to gen-
erate explanations, integrating problem generation into tutors is non-trivial.

3 Implementation Approach

In this work, we explore using a single underlying model to generate both prob-
lems and explanations for an intelligent tutor in the domain of algebra. Our core
approach is to model valid algebraic operations using answer set programming
(ASP), which facilitates generating both new problems and all valid solutions
to those problems. During the modeling process, we structure the ASP program
such that explanations for each solution step can be generated directly from the
code itself. We note that if a tutoring system has access to all valid solutions to
a target problem, it can trace a learner’s steps and compare them to those in
the solutions to detect errors. Furthermore, given step-by-step explanations of
each solution, a tutor can provide worked examples and also use explanations of
specific steps to provide feedback in response to learner mistakes. In this section,
we first describe our approach for modeling algebra in ASP, then discuss how
we generate problems, solutions, and explanations from this model. Finally, we
describe how we can use the ASP program to automatically detect and explain
a class of misconceptions related to applying algebraic operators incorrectly.

3.1 Modeling Algebra in ASP

ASP programs define facts and rules that are represented in first-order logic.
Answer set solvers search the space of truth assignments for each logical state-
ment in an ASP program to produce satisfying solutions called answer sets,
which define a set of self-consistent statements that identify a valid state of the
world. ASP programs typically include three types of rules: choice rules that
allow the solver to guess facts that might be true, deductive rules that allow the
solver to deduce new facts from established or guessed facts, and finally integrity
constraints that forbid certain solutions.

To solve an algebraic equation, a learner must isolate a variable on one side by
applying a sequence of operators, such as combining terms or dividing both sides
by a constant. In ASP, we model operators using deductive rules and integrity
constraints. Then, we use event calculus [25], a logical formulation that can rep-
resent the state of the world at multiple time steps, to model the problem-solving
process. For each operator, we use deductive rules to define a set of precondi-
tion predicates that must hold for that operator to applicable at a given time
step. Then, we use additional deductive rules to describe how the equation will
change on the next time step if that operator is applied. For example, consider
the operator for adding two like terms on the same side of the equation. This
operator is only applicable when a set of preconditions hold: two terms must
be on the same side of the equation, they must be added, and they must be
monomial terms of the same degree. If these hold, the operator can be applied
by adding the coefficients of the two monomial terms to produce a single term.
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Most algebra problems have many valid solutions. In general, textbooks rec-
ommend first simplifying by canceling and combining terms, and then rearrang-
ing terms to isolate a variable on one side of the equation. We therefore group
operators into five classes ordered by precedence — cancel, combine, rearrange,
move, and expand — and define integrity constraints that force the program to
explore the classes of operators in this priority order. Finally, integrity con-
straints are used to ensure that the final step is a valid solution.

3.2 Problem and Solution Generation

To generate new problems and their solutions from the ASP program, we define
choice rules that set the initial problem configuration, the operators used in
the solution, and predicates describing which operator is chosen at which time.
Answer set solves also require that you define a finite search space, so we con-
strain both the size of the equations and the number of steps in the solution. In
practice, novices focus on relatively simple problems, so we constrained genera-
tion to equations with a maximum of six terms per side and a maximum solution
length of four steps. An answer set calculated on our ASP program produces both
a problem and a sequence of valid operators that solves the problem.

This allows us to generate problem-solution pairs, but we want to generate all
valid solutions to each problem. This requires some subtlety because generating
all solutions is in a higher complexity class than generating a single solution.
ASP is capable of solving this class of problem, and previous work has explored
the specific challenge of generating math puzzles with all solutions [27], but
implementing this type of model is technically challenging. Since we do not need
to enforce any constraints over all problem solutions, we can take a simpler two-
step approach. First, we generate a set of problem-solution pairs, and then we
use a second ASP program to generate all shortest solutions for each problem.

3.3 Explanation Generation

Our approach for generating step-by-step explanations for each problem is to
name the rules and predicates in the ASP program in such a way that expla-
nations can be generated directly from the program itself. This allows us to
produce explanations without having to write any problem- or solution-specific
content, but requires structuring the ASP program differently than we would if
we were not generating explanations from the code. Our explanations have two
parts: we describe each operator that is applied to the equation, and we also
provide strategy explanations that describe the priority of operator classes.

For operators, we first describe why an operator can be applied to the equa-
tion at this step, and then describe how to modify the equation to apply the
operator. We generate explanation text from the declarative rules defined for
each operator the ASP program. The precondition predicates in the operator
rule define precisely why the operator can be applied, but we typically do not
want to explain all predicates to the learner. For example, a predicate that states
that a term cannot be added to itself is necessary for the solver, but not for the
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Algorithm 1. ASP rules used to define the add two terms operator. The precon-
ditions are separated into two tiers, one used to generate a high-level description
of the precondition and a second used to provide a more detailed description.
The second tier is also used to generate explanations for rules that almost apply.
applicable (7', weCanSimplifyByAddingTheseTwoTermsTogether(L, R))

:— weAreAddingTwoTermsWithVariablesThatHaveTheSameDegree(71', L, R).

weAreAddingTwoTermsWithVariablesThatHaveTheSameDegree(T', L, R)
:— _areDistinctNodes(L, R), isMonomial(71, L), isMonomial(71, R),
areOnTheSameSideOfTheEquation(L, R),
areBeingAdded(7T', L, R), haveEqualDegrees(7l', L, R),
_isNotZero(T', L), _isNotZero(T, R).

learner. To handle these cases, we add an underscore to the beginning of pred-
icate names that should not be explained. More importantly, we may want to
describe multiple predicates through one high-level explanation. To handle these
cases, we define our rules in ASP using a tiered approach that defines multiple
levels of explanation detail for each operator. The first level produces a general
explanation of why the rule applies, while the second level describes each of the
predicates that must hold for the rule to apply. Algorithm 1 shows the ASP code
that we used to model the add like terms operator in our system, which includes
multiple rule definitions that provide different levels of explanation.

We also wanted to explain the problem-solving strategy of first simplifying the
equation and then rearranging terms, which is represented through the priority
of the five operator classes. We designed a dialog that presents these classes
through a sequence of question-answer pairs, which start by asking whether an
operator in each class can be applied (e.g. “can we combine?”). This question is
answer either no (“no we cannot combine”) or yes (“yes we can combine these
terms”). In cases where an operator class can be applied multiple times, we note
this in the response (“we can combine multiple terms”). This text is generated
from five templates, one for the question and one for each possible response. The
templates are populated with the current operator class and the ids of the terms
to which the operator is applied. Figure 1 shows the sequence of explanations
generated for applying the combine like terms operator to an example equation.

Our approach for automatically generating explanations requires authoring
the ASP program with these explanations in mind, by abstracting predicates into
multiple levels and naming the rules and predicates such that they will produce
clear and understandable descriptions. While this requires significant up-front
authoring effort, once the program is written explanations can be automatically
generated for any problem and solution generated by the model.



Automatic Content Generation for an Intelligent Algebra Tutor 389

3%+ %+ 5% ) =2 _3x#(+)=-|.2

{ viewa combre these teems fet. |

3%+ CHx 5% )=+ 17 —3X+(+)=-|-z
We aRe adding two ferme with l

Variables that have the same
degree.

Bx s (Hx 5K )=-l-2 -3x + ([Ax)(5%)) = - - 2

Can we combine? Sinpify by adding these two terms
together.

—3X+(+)=@- rax;jxfxiwz-z
f/%’ 3%t K=o

[ Yes we can combine multiple terms. ]

Fig.1. An explanation sequence generated for the add like terms operator that
describes problem-solving strategy and how and why the operator can be applied.

3.4 Misapplied Rules

One potential benefit of this modeling approach is that it provides an opportu-
nity to automatically generate rules that describe learner misconceptions. Many
intelligent tutors detect and respond to common misconceptions, typically using
hand-authored “buggy” production rules [3,17]. One class of misconceptions is
misapplied rules. For example, given the equation 2z *5x = 100, a student could
mistakenly think the add-like-terms operator applies to 2z and 5z, since they
are monomials of the same degree on the same side of the equation. However,
they are being multiplied, not added, so the operation is not valid. Modeling
algebraic operators in ASP allows us to automatically detect and reason about
a subset of such misapplied rules. Each operator has several predicates which
make up the precondition. If nearly all the predicates hold (e.g., there are two
terms, both monomials of same degree) but one such predicate is missing (e.g.,
terms are not being added), then such a rule almost applies.

Given the set of predicates that define when an operator is applicable, we
can produce an exhaustive list of all rules that almost apply for a given equation
by searching for those that apply when a single predicate is omitted from the
rule body. As with correctly applied operators, we can automatically generate
explanations for operators that almost apply from the rules themselves. We take
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the name of the omitted predicate and negate it (e.g., “are being added” in
Algorithm 1 becomes “are not being added”). The structure and consistency
of our rule names makes this negation straightforward, placing “not” after the
first “is” or “are” that appears in the rule name. To explain a rule that almost
applies, the system generates the text “it looks like we can (operator name), but
we cannot because (negated predicate that was omitted)” using a template.
Traditionally, buggy production rules are hand-authored. In contrast, our
modeling approach allows us to automatically detect a wide set of misapplied
rules. While these only cover a subclass of potential misconceptions, they can
be generated fully automatically. We hypothesize that, with data from learners,
it would be possible to determine which of the generated misapplied rules are
likely to occur in practice. Then, such rules could be used to preemptively explain
common misconceptions or provide feedback in response to learner mistakes.

4 Formative Evaluation

The central contribution of this work is our approach for generating prob-
lems, solutions, and step-by-step explanations from a single model of a learning
domain. To evaluate the content that can be produced using this approach,
we first developed a proof-of-concept implementation in the domain of algebra.
We modeled algebraic problem solving in ASP as described above, and then
developed an interactive algebra tutor on top of the content generated by this
model. We show that our tutor can provide step-by-step worked examples, can
give real-time feedback during independent problem solving, and can support a
problem progression that gradually fades between the two types of scaffolding.
To evaluate the proof-of-concept tutor and its content, we conducted formative
user studies with Mechanical Turk workers and eighth-grade students.

4.1 Proof-of-Concept Implementation

Many design decisions go into the development of any tutoring system [29]. Our
goal in this work is not to study any particular instructional approach, but
rather to show the variety of scaffolds that can be implemented with our gen-
erated content. We developed an interactive tutor we call the Algebra Notepad
that uses a gesture-based interface to emulate solving equations on paper (see
Fig. 2). The application uses problems, solutions, and explanations that were gen-
erated by our ASP model offline. We implemented a scaffolded problem progres-
sion that gradually fades between step-by-step demonstrations of correct solu-
tions [7,15,20] and independent problem solving with mistake feedback [3,6,29],
a pedagogical approach known as faded worked examples [21,22,24]. Our fading
policy has five levels. In Level 1, learners walk through example solutions step-by-
step, viewing our generated strategy and operator explanations (see Fig.1). In
Level 5, learners solve problems independently while the system compares their
steps to the correct solutions. The system displays sparkly stars in response to
correctly applied operators, and gives tiered feedback messages when steps are
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incorrect. The remaining three levels blend these extremes, for example showing
explanations but requiring the learner to perform the operations on their own.

4.2 Mechanical Turk Study

First, we conducted study on Mechanical Turk with the goal of recruiting a rela-
tively large number of users to try the Algebra Notepad application. We used this
study to evaluate whether our scaffolds helped participants solve problems, and
whether the generated explanations are understandable. We generated a static
progression of nine problems for this study, six of which required a minimum of
four steps to reach a solution and three of which required three steps. We used
the fading policy described in the previous section; the progression started with
one worked example at Level 1, followed by two problems each at Level 2, 3, 4
and 5. Participants took a three-problem test before and after using the Algebra
Notepad, and completed a short survey about the experience at the very end.
We collected data from 57 Mechanical Turk workers, who provided informed
consent and were paid for their time. First, we measured whether their problem-
solving performance improved after practicing with the Algebra Notepad. A
repeated measures ANOVA showed that participants performed better on the
post-test (F(1,56) = 8.02, p < 0.01), with a mean score of 2.4 out of three cor-
rect on the pre and 2.6 on the post. We also counted the number of steps used in
correct solutions, and found that participants used fewer steps on the post-test
(F(1,50) = 80.06, p < 0.0001), with a mean of 5.1 steps per problem on the
pre and 4.3 steps on the post. These findings suggest that practicing with the
algebra tutor improved the correctness and efficiency of participant’s solutions.
We also analyzed log data from the Algebra Notepad to measure how par-
ticipants performed during independent problem solving (fading Level 5). We
found that participants applied the correct operator on the first try in 84.5%

(3% -27)+(d-9)=H+4 (D R o D [

(3K 2 A=A (B2 ) = A
B 24 -4
Replace with:
o
| +l - xHl -l : g
Cocel Repace  Add  SwfRact  Mutpy DMde  ® E
(a) (b)

Fig. 2. Screenshots of the Algebra Notepad application. The interface displays each
step on a separate line, and learners manipulate equations using gestures, as shown in
the actions bar in (a). (b) shows a replace gesture.
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of cases. Using tiered feedback, they applied the correct operator on the sec-
ond or third try in 10.3% of cases, and only needed the system to perform the
operation for them in 5.1% of cases. This shows that the generated feedback
helped participants reach correct solutions most of the time. On the final survey,
participants agreed that the explanations “were clear and understandable” and
“helped me solve problems”, rating these statements an average of 4.8 and 4.7 on
a six-point Likert scale respectively. When responding to a question asking what
they thought of the explanations, one participant said “I thought they were great.
It has been years since I've done algebra and the explanations on the notepad
refreshed by memory and improved my ability to solve problems correctly.”

4.3 Student Study

Since adults are not the target population of our Algebra Notepad, we conducted
a second informal user study with seven eighth-grade students at a local Boys
& Girls club to confirm that learners can successfully interact with the con-
tent generated with our model. In this study, students used the Algebra Notepad
application to complete a static progression of 20 problems. The first nine prob-
lems in the progression were identical to those used in the Mechanical Turk
study, and the same fading policy was used. However, we added an additional
11 problems at Level 5, where students worked on problems independently and
were given feedback in response to mistakes as needed. The seven students all
completed the progression of 20 problems. We analyzed their log data, and saw
that for the 13 problems in Level 5 that required independent problem-solving,
students applied the correct operator on the first try in 81.4% of cases. The
applied the correct operator on the second or third try, with the help of the
tiered feedback, in 16.3% of cases. They only needed the system to apply the
correct operator in 2.3% of cases. This suggests that most students were able
to use the explanations and corrective feedback generated through our model to
identify and apply the correct operators while solving algebra problems.

5 Discussion and Conclusion

In this work, we contribute a new approach for using a single underlying model
of a learning domain to generate problems, step-by-step solutions, and explana-
tions. We describe our process for modeling algebra in answer set programming,
and show how the model can be used to generate new problems and all solutions
to those problems. We also introduce a new method for automatically generating
explanations directly from the model, and show how this content can be used to
support step-by-step worked examples, feedback in response to mistakes during
independent problem solving, and a progression that gradually fades between
the two. We evaluated our approach by developing a proof-of-concept imple-
mentation of an intelligent tutor that uses content generated by our model, and
we show that both adult users and eighth-grade students can interact with our
explanations to successfully solve algebra problems.



Automatic Content Generation for an Intelligent Algebra Tutor 393

We believe this modeling approach has exciting potential for supporting
robust automated content generation for intelligent tutoring systems in the
future. While this work focuses on the domain of algebra, ASP can be used to
model any domain that can be represented through if-then relationships, where
learners determine when rules or conditions apply and take actions in response.
Logic programming languages have already been used to model diverse learn-
ing domains such as math procedures [2], word problems [19], and game puz-
zles [5,28]. While this work takes an important first step towards understanding
how to construct an intelligent tutor around an ASP model, it has a number of
limitations. We hope future research can continue this line of work, in particular
expanding on our formative evaluation to determine whether content generated
using this approach can effectively support student learning in real-world con-
texts.
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