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Abstract. This paper demonstrates how deep learning can be used to
find optimal reservoir operating policies in hydropower river systems.
The method that we propose is based on the implicit stochastic opti-
mization (ISO) framework, using direct policy search methods combined
with deep neural networks (DNN). The findings from a real-world two-
reservoir hydropower system in southern Norway suggest that DNNs can
learn how to map input (price, inflow, starting reservoir levels) to the
optimal production pattern directly. Due to the speed of evaluating the
DNN, this approach is from an operational standpoint computationally
inexpensive and may potentially address the long-standing problem of
high dimensionality in hydropower optimization. Further on, our method
may be used as an input for decision-theoretic planning, suggesting the
policy that will give the highest expected profit. The approach also per-
mits for a broader use of pre-trained neural networks in historical reanal-
ysis of production patterns and studies of climate change effects.

Keywords: Scheduling -+ Markov - Hydrology - Reservoir - Energy -
Water

1 Introduction

Operations of a multi-reservoir hydropower river system are challenging in many
aspects. Depending on the system configuration, production planners must con-
sider factors such as price developments, flooding risks, environmental con-
straints, and hydrological information, before they can decide upon the schedule
of the hydropower production. Further on, forecasts of future inflow and price
are highly uncertain. Additionally, the dynamics of a power system is non-linear.
These properties make it difficult to optimize reservoir management. Indeed, the
core of the problem involves a complex high-dimensional non-convex state space
search. To cope with this complexity, researchers have for many decades devel-
oped optimization algorithms that can be used for decision support in daily
hydropower operations [1]. Among the many techniques available, various linear
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and dynamic programming based methods seem to have gained a momentum
compared to other methods. Some examples of these methods are linear pro-
gramming (LP) [2,3], non-linear programming (NLP) [4,5] and dynamic pro-
gramming (DP) [6,7].

Unfortunately, traditional methods have severe weaknesses. Most notably are
the well know problems referred to as the “curse of dimensionality and modeling”
[13]. Linear programming schemes, for instance, face difficulties with uncertain
information, requiring extensive Monte Carlo simulation. Furthermore, it is dif-
ficult to capture non-linear relationships, e.g., the hydraulic head may not be
represented correctly. Further, computational complexity multiplies with both
the number of system components and the extent of the time horizon. Dynamic
programming, on the other hand, handles input uncertainty. They scale linearly
in the time dimension and capture non-linear and uncertain relationships. Such
schemes generally require that models and system dynamics are fully known,
at least at a probabilistic level. Further, computational complexity grows expo-
nentially with the number of system components, making this class of schemes
incapable of modeling larger systems in full complexity and detail. Temporal res-
olutions are often coarse (weekly, monthly), which results in an underestimation
of flooding in smaller and steep catchments, resulting in sub-optimal solutions.
Finally, in an operational setting, computation time is crucial for decision mak-
ing, since the allocation of production units are synchronized with the physical
markets. Due to their high computational demand, the classical techniques are
slow to run, which is unpractical in time-constrained operations.

Several authors have applied meta-heuristic methods to mitigate some of
these challenges. A recent paper [8] applies the so-called Firefly algorithm (FA)
to the hydropower optimization problem. The algorithm is motivated by the
grouping behavior of fireflies and has strong similarities to the particle swarm
method [13]. The firefly technique is applied to the reservoir operation prob-
lem, and the authors claim that the Firefly algorithm is superior compared to
genetic algorithms (GA). Another modern meta-heuristic method is the invasive
weed optimization (IWO) algorithm [15]. IWO is a novel evolutionary algorithm
inspired by colonizing weeds. Other methods include search algorithms such as
gradient ascent/descent and simulated annealing. For more on this see [1,15,16]
and citations therein.

Machine learning (ML) has further been used in water resources manage-
ment. Labadie [1] refers to work starting in the 1970s shaping ideas on how to
incorporate various ML concepts into the reservoir management problem. After
that, a wide range of methodologies have appeared in the literature trying to
improve either deterministic or stochastic methods. For example, DeRigo tried
to use neural networks to estimate the Bellman function in stochastic dynamic
programming [9]. Lee [10] demonstrated how the Q-Learning method in rein-
forcement learning was used on a two-reservoir river system. They claim that the
method outperformed more classical techniques. Such an approach was further
investigated and modified by [11] who used a tree-based reinforcement learning
algorithm trying to identify optimal water reservoir operation for the Lake Como
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river system in Italy. The results showed improved performance compared to tra-
ditional (stochastic) DP methods. More recently Dariane used neural networks
and reinforcement learning in combination with a meta-heuristic method (par-
ticle swarm) to optimize a river-system in Iran [13]. Lately, Sangiorgo used a
NN-based ISO technique to optimize the Nile multi-reservoir system [14]. The
results demonstrated among other things that NNs can reduce computational
demand, facilitating real-time operation.

From the literature cited, we can see that different ML techniques have been
applied to reservoir management problems around the world. Nevertheless, the
application of these techniques to river systems located in the Nordic region is
absent in the literature. The reason for this is not apparent, but in the Nordics,
all power stations are connected to a competitive electricity market; thus both
price and inflow must be accounted for in the optimization procedure. To our
knowledge, the inclusion of price and inflow in an ML-based optimization algo-
rithm has not been investigated before, for the Nordic region. It should be noted
that the industry has used decision support tools based on the well-known LP
and DP methods for more than a decade [3].

In this research we propose a modified ISO framework that has similari-
ties to the work of [1,12-14]. Our method combines the use of historical data,
synthetic time series, meta-heuristic optimization based on multi-start gradient
ascent, and neural networks (NN), in an intricate interplay, explained in the
next section. The ISO framework was chosen for several reasons. First of all,
the hydraulics of a hydropower river system is strongly non-linear, so it was
desirable with a method that could handle non-linearities in the optimization
step. It is known that LP can find global optima for linear problems, but if the
problem is not linear in the first place, then it may be questioned whether LP
methods find “real-life” global optima. One of the advantages NNs provide in
this setting is their low computational demand in operation after training has
been completed. With proper tuning, they can run sufficiently fast on almost
any device. Lastly, due to inflow and price forecasts being highly uncertain, our
method must be able to deal with stochastic input. Our unique combination of
methods supports the inclusion of price and inflow in the optimization and the
use of neural networks in a theoretical decision planning concept. The method
handles uncertainty (ensemble of price and inflow) and is based on a continu-
ous model (as opposed to a discrete representation of states and actions). Such
an approach has to our knowledge not been tested on a multi-reservoir system
previously.

The rest of this paper is organized as follows. We first describe, in detail, the
mathematical methods we propose using to resolve the hydropower optimization
problem. Then we present the study area and available data used for evaluating
the method. Finally, we discuss our results and provide conclusions and pointers
for further research.
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2 Method

The objective of this research is to develop a stochastic hydropower optimization
algorithm that can maximize expected profit given an ensemble of forecasts
of future reservoir inflow and market price. All relevant constraints and initial
conditions must be taken into account. To do this we apply a modified version
of the implicit stochastic optimization (ISO) method described in [1,12-14].
Figure 1 illustrates the components of our proposed architecture, inspired by the
ISO framework.

Stochastic or Deterministic
historical price optimization
and inflow
‘ Ensemble
Deep Neural )
«——| forecast of price
Networks .
and inflow
Decision
planning

Fig. 1. Schematics of our implicit stochastic optimization (ISO) architecture, drawing
upon previous work on ISO [1,12-14].

The first step in the method is to build Markov chains (MC) from the histor-
ical data of price and inflow. After that, we can sample from the Markov chains
to generate an unlimited amount of scenarios with a given temporal resolution
(e.g., hourly or daily) and planning horizon (e.g., 40 days). For each of these sce-
narios of price and inflow, we use a multi-start gradient ascent method to find
the optimal operating policies. The reason for choosing this method was that it
is a commonly used method in ML, it can find close to near-optimal solutions
for many different problems, and it is easy to implement. It should be noted
that any other deterministic optimization method can be used for this purpose
(e.g., meta-heuristic methods). After a large number of scenarios have been gen-
erated and optimal operating policies for these scenarios have been found, we
can use this input to train deep neural networks. In this work, we use dense
multi-layer perceptron networks to make a mapping between the input scenario
and the optimal operating policies. This mapping can then be used in a two-step
procedure we refer to as “Decision planning”. In all brevity, the first step of the
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decision planning is to use the DNNs to get a first estimate of the optimal policy
for each of the ensemble of scenarios. Second, for each of the decisions found, we
simulate the effect of this decision in one time step. Then we find the expected
profit for the rest of the time horizon using another DNN. This allows us to
effectively identify robust near-optimal strategies, as detailed in the following.

2.1 Time Series Generation with Markov Chains

For our time series generation module, we assume that there exist historical data
of price and inflow for the hydropower system under consideration. The data are
reported with a specified temporal resolution (e.g., daily time steps), but are
continuous-valued. Based on the spread (min, max) and from visual inspection,
the discrete time continuous-valued data may be turned into a discrete-valued
sequence. From this we can compute the one-step state-transition probability
matrix, defining a Markov Chain (MC) [16]. We use this matrix to sample an
arbitrary amount of time sequences for training the DNN. To make the train-
ing data more diverse, we further added uniform noise to the discrete values,
rendering the sampled sequences continuous-valued.

We define a scenario to be a discrete-time-continuous-valued sequence of a
specified time horizon (T, e.g., 40 days) with price and inflow data. Besides this,
a scenario also consists of initial reservoir levels as well as the expected power
price at the end of the planning horizon (named rest price throughout the rest
of this paper). An ensemble of such scenarios is illustrated in Fig. 3.

2.2 Deterministic Optimization of Operation Policies

For each of the scenarios sampled from the MCs, the optimal deterministic oper-
ating policy (i.e., water release decisions) must be identified. In this work, we
decided to use a multi-start, one-at-a-time empirical gradient ascent method [16].

oF OF OF O0F oF OF
V= <8d1,0’ 8(1171 ’ 6d270’ 8d2,1 T 8dT707 8dT,1> (1)

The method involves finding the empirical gradient illustrated in Eq. 1 chang-
ing one parameter (hatch release or production level) for one time step at a time.
After that, we check the change in profit and then resetting it back to original
before checking next time step. After all time steps have been tested we find the
time step with the highest change in total profit. After this, we repeat it all over.
This procedure is then started with several different initial values of the policies
(hatch release and production level).

Equations 2 to 7 defines the deterministic optimization problem that must
be resolved for each of the scenarios (s). For each hydraulic node in the system
(n), profit (m) is calculated as the income (e; * w;), then subtracting the oper-
ational costs (c¢). We also model the effect of an operation policy that violates
operational constraints such as minimum reservoir levels, or start-stop costs of
machinery. In practice, this would also include minimum flow requirements and
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other environmental constraints, but this is not included in this work. The value
of the remaining water (I) in the reservoirs, at the end of the planning horizon,
is estimated assuming a rest price (er41), and an average reservoir height. The
value is added to the total profit for each of the hydraulic nodes (power station
or reservoir) in the system. This optimization (maximization) is carried out for
each scenario (s) in the ensemble.

N
Max(F),  F=> m,.(d) (2)
n=1

Too(d) = {Zthl (et wy — ct) + I(xpq1,wry1,ery1)  if powerstation 3)

Zthl ( — ct) + I(zp41, wry1, eri1) if reservoir
Subject to:
wi = k(Npg(h(e) = hps — vd7 ) din) (4)
dmin,n < dt < dmam,n (5)
Tn,min < Tn,t < Tn,mazx (6)
Ny,
Tpt = Tn,t—1 — (Sdt)n + 4 Z(O-j’t + g5+ dj,(tf‘r)) (7)
j=1
where:
e, = Price for energy [Euro/MWh]

er+1 = Rest price: expected price after the planning horizon [Euro/MWh)]
wy = Power production [MWh]
¢t = Costs for violating reservoir levels, or start-stop [Euro]

n = Turbine and generator efficiency [fraction, unit free]

p = Density of water [1000 kg/m?]

g = Gravity [9.81 m/s?]

h = Water elevation height at reservoir or power station [m]

v = Friction loss coefficient [s2/m?]

di.n, = Water release decision from powerplant or reservoir [m3/s]

z,: = Filling in reservoir n, [m3]

= Expected profit of residual water [Euro]

= Natural inflow to node [m?/s]

= Overflow from upstream node (reservoir) [m?/s]

= Number of time stages

= Number of nodes, ( N,, number of upstream nodes)

= Daily time step conversion factor (24*3600)/(1000000*3600)

= Time step length (24*3600) [s]

(SRS 2%0@*\4
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2.3 Decision Planning

In this work, we assume that production planners are using an ensemble of
price and inflow scenarios to identify the optimal water release decisions for a
given hydropower system. Despite the availability of an ensemble of scenarios,
enhanced with optimal decisions, making the correct decision is still difficult. The
reason is that we do not know in advance which scenario actually will play out.
Instead, we get a possibly wide range of plausible decisions, dependent on the
input scenario. To resolve the problem of singling out the best decision to make,
given an uncertain future, we apply a two-step procedure. Firstly, for all the
scenarios in the ensemble (s € ), we use the previously trained neural networks
to find the associated optimal release decisions (d € D). This provides a distri-
bution over plausible optimal decisions conditioned on the ensemble data. Only
the release decisions in the first time step are considered, even the deterministic
optimization algorithm have considered the whole planning horizon when gen-
erating training data. Secondly, for each of the release decisions, we realize the
first time step, update the reservoir content (Eq.7), and then expected (mean)
profit for all scenarios is calculated with another trained neural network. In gen-
eral, this means finding the release decisions for the first time step that gives the
highest expected stochastic profit after the first time step has been realized. This
is shown in Eq.8. Since we are using neural networks that have already been
trained in previous steps, the computational requirements are relatively low.

argmax E[r | dy,] = {dy, | d, € DAVA* € D : Elx | d*] < E[r | dy)]} (8
di, €D

To resolve Eq.8 efficiently, the NNs (Fig.1) must be trained to provide a
mapping between inflow-price and the various release decisions. Also needed
is a network that can provide the maximum profit for a given scenario. The
reason for this is that Eq.8 requires that each scenario’s profit is estimated.
From an operational point of view, the use of neural networks replaces the need
for deterministic optimization using time-consuming heuristic methods. In this
work, we study a simple “two-node” system, which requires three neural networks
to be trained (hatch release, production, profit) — more on this in the results
section.

3 Study Area and Available Data

In this research the hydropower system of Kvinesdal, located in southern-
Norway, is used as a case study. A location map, and schematics of the system
is shown in Fig.2. The system consists of two reservoirs and one hydropower
station. The uppermost reservoir, named Tjeldaasvatn, is laying at an average
elevation of 312m above sea level (m.a.s.l). The reservoir is connected to the
downstream reservoir Stampetjonn through an open channel. The water release
out of Tjeldaasvatn is controlled by a hatch that can release up to 1m3/s of



Hydropower Optimization Using Deep Learning 117

@ Hatch Tjeldaas U\

@ Powerstation Kvinesdal a
\
: AN
Reservoir TJeIdaas_ 0, <
d
0, /-\
d;

ir—\ AReservoir
Intake reservoir Catchment area = 6,6 km?

: B Powerstation
Stampetjonn

0 1000 2000 3000 4000 m

Fig. 2. Schematic of the Kvinesdal hydropower river system (southern-Norway).

water. The lowermost reservoir Stampetjonn serves as an intake reservoir to the
Kvinesdal power plant. It is located at an average elevation of 302 m.a.s.l. Both
the upper and lower reservoirs are constructed with overflow safety spillways
that transports water into the old river bed during high water levels (above
upper regulated water heights). During operations, water from the intake reser-
voir is transported through a ~ 1km circular pipe down to the power station
at 38 m.a.s.]l. Kvinesdal power plant has an installed maximum power capacity
of 1.4MW at a water usage of around 0.69 m3/s. In Norway, this is considered
to be a small station. During the period from 2007 until 2018 the power sta-
tion produced energy for more than 90% of the time. This indicates relatively
high water availability for the system. The powerplant is owned and operated by
Agder Energi AS - a Norwegian provider of renewable energy. The plant is con-
nected to the Nordic electricity grid and is part of the Nordic physical electricity
market.

In this research, time series of price and inflow to the Kvinesdal system
was provided from the historical archive of Agder Energi. The historical records
covered the time period from January 1, 1996, until August 31, 2017, and had
a temporal resolution of 24 h. The Pearson correlation (PC) between price and
inflow was calculated to be —0.042, for the daily data over the time period
2007-2018. Data treated with a moving average filter (180 days) had a PC
of 0.041. Based on this, it was assumed that there is neither dependence nor
correlation between the market price and the inflow data. Thus, they can be
treated separately for the rest of this work. It should be noted that the inflow
data used in this work represents the inflow to the whole river system (catchment
area 6.6 km?). In the hydraulic calculations of the river system, local inflow to
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the system must be provided for both the upper and the lower reservoirs. This
was resolved by splitting the inflow data into two time series scaled after the
contributing area to the reservoirs. An effect of this is that both the upper
and lower reservoirs receive local natural inflow at the exact time. Due to this
research being a proof-of-concept, it was chosen to neglect this effect.

4 Results

The methodology used in this research involved training and testing of three
neural networks (NN). These were all designed to make a mapping between the
input (price and inflow of scenario), and output (hatch release, production level,
and total profit) for a scenario. It was decided to use classical multi-perceptron
fully connected (dense) feedforward networks. The input to the networks was
chosen to be forty (thirty-nine for profit) days with inflow, price and the rank
of the price. Besides the time series, rest price and initial fillings of the two
reservoirs were also used as input to the NNs. A total of 116400 input scenarios
with price, inflow, and so on, were prepared by sampling from the Markov chains
fitted to the historical time-series data. All the scenarios were optimized with
the multi-start gradient ascent method and the resulting policies (water release
from the hatch, production level, profit) were used as output values (supervisory
signal) to the neural networks. For hatch release and production level, data only
for the first day of the planning horizon was used as the supervisory signal.

All the input data were normalized to have values between zero and one.
Each neural network used five hidden layers in addition to the input and output
layers. Hyper-parameters, width and depth and choice of activation functions
were found by trial and error. A combination of hyperbolic tangents (tanh),
rectified linear units (relu) and sigmoid activation functions showed the highest
score on the objective criteria. It was decided to use 90 % of the available data
as training for the neural networks and the remaining part for testing. The
networks were trained using the RMSProb gradient algorithm [17] updated with
the back-propagation method, optimizing for Mean Square Error (MSE) between
the predictions and the supervisory data.

Table 1. Values of the objective criteria obtained during training and testing of the
neural networks.

Training Testing

Obj.crit | MSE | P.corr | MAE | Bias | MSE | P.corr | MAE | Bias
Prod 0.014 1 0.937 | 0.066 | -0.001 | 0.025 | 0.889 | 0.089 |-0.001
Hatch |0.012]0.954 | 0.057 |-0.004 | 0.036 | 0.863 | 0.096 |-0.001
Profit | 0.000|0.999 |0.005 | 0.002 |0.000|0.999 |0.005 | 0.002

Table 1 shows the results from the training and testing of the three deep neu-
ral networks (Prod., Hatch, Profit). In addition to MSE, three other objective
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criteria were used to quantify the performance of the NNs, i.e., Pearson corre-
lation coefficient (P.corr), mean absolute error (MAE) and bias (difference in
average). In general, it can be seen that the MSE is below 0.014 for the training
period and below 0.036 for all the three networks in the testing period. The
Pearson correlations are all around 0.94 and above. The MAE is around 0.06,
and lower and bias is under 0.07. It can also be seen that the objective criteria
are in general lower for the testing period. This is as expected since we test with
data that has not been seen by the training algorithm. The results show that it is
possible to make a mapping between inflow and price information and optimum
production patterns for a hydropower system.

Figure3, (a) and (b), illustrates an ensemble of price and inflow forecasts
(scenarios) representative for the Kvinesdal hydropower system. The ensemble
forecast has a planning horizon of forty days and was made available through the
internal forecasting systems used by Agder Energi. The data were generated by
the use of meteorological, hydrological and physically based power system models
(price models). Due to time constraints and page limitations in this paper, it
was chosen to neglect further details on how the forecasts were made. It was
decided to use these data as external test data, assuming that they represent an
actual stochastic forecast.
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Fig. 3. Example of a real world ensemble forecast of inflow (a) and powerprice (b).
Results from the decision planning method is shown in (c) and (d).

The ensemble forecast shown in Fig. 3, (a) and (b), were used as input to the
decision theoretic planning approach described in earlier sections, and mathe-
matically shown in Eq.8. The method first calculates optimum hatch and pro-
duction policies for each scenario using the Prod. and Hatch NNs. The results
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from this calculation is shown in Fig. 3(c). Secondly each of the optimum policies
for the first day is then realized and new values of reservoirs levels are calcu-
lated after the first day. After that, the profit for all scenarios are computed for
each of the policies, and the expectation (average profit) is calculated. The sce-
nario with the highest profit corresponds to the policy that should be chosen as
decision. In Fig. 3(d), the profit expressed as a fraction between zero and one is
shown. It can be seen that it is for scenario 30 that we find the highest expected
profit. In Fig. 3(c), we can see that this scenario has zero policy for both hatch
and production. So the decision for the input ensemble shown in Fig. 3(a) and
Fig. 3(b), would be 0.0 release of water from the upper to the lower reservoir. At
the same time we should not produce since the policy for Prod is zero.

5 Discussion and Conclusions

This paper demonstrates how deep learning can be used together with rela-
tively simple search algorithms to find optimal reservoir operating policies in
hydropower river systems. The method is based on the ISO framework which
uses ensemble input to make a stochastic optimization for a given system. The
findings suggest that deep NNs can learn how to map input (price, inflow, start-
ing reservoir levels) to the optimal production pattern directly. This approach
is from an operational standpoint computationally in-expensive and may be uti-
lized in several ways in the future. First, the NNs may be used to provide starting
policies for metaheuristic optimization of longer time horizons or scenarios with
higher temporal resolutions. This may potentially disseminate the problem of
“curse of dimensionality”. Although, as pointed out by Dariane [13], if the neu-
ral networks are trained indirectly through the use of metaheuristic algorithms,
they may be slow to run for complex systems with long time horizons. Secondly,
historical re-analysis of optimum production patterns is hard to do with classi-
cal methods, due to extreme computational demands, but this is not an issue
when using NNs. Such abilities can be useful when studying the effects of cli-
mate change on hydropower operations since long time series must be used in
climate studies. Further, since the proposed method has a distinction between
the hydraulic simulator and the neural networks, there are no limitations in
what type of constraints that can be included in the model. Such constraints
may be ramping restrictions on how fast water release are allowed to change, it
could also be minimum flow requirements or even identification of optimal water
release for salmon habitat.

One weakness in this work is that the proposed optimization algorithm has
only been tested for one example data set. In the future, the method must be
tested for a larger number of cases and be benchmarked against other stochastic
optimization algorithms. It is a paradox that the real global optimum for many
situations may never be found although we run multiple algorithms on powerful
computers. The methods we apply to the reservoir problem may only be tested
and benchmarked against each other. Further on, the proposed method should
also be tested on more complex hydropower system, with several more reservoirs
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and power stations, to see if it scales. A coarser temporal resolution should also
be used in the analysis.
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