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Abstract. In this paper, we investigate the influence of distance met-
rics on the results of open-set subject classification of text documents.
We utilize the Local Outlier Factor (LOF) algorithm to extend a closed-
set classifier (i.e. multilayer perceptron) with an additional class that
identifies outliers. The analyzed text documents are represented by aver-
aged word embeddings calculated using the fastText method on training
data. Conducting the experiment on two different text corpora we show
how the distance metric chosen for LOF (Euclidean or cosine) and a
transformation of the feature space (vector representation of documents)
both influence the open-set classification results. The general conclusion
seems to be that the cosine distance outperforms the Euclidean distance
in terms of performance of open-set classification of text documents.
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1 Introduction

The classification of texts, i.e. automatically assigning a text to one of prede-
fined subject groups, becomes a tool useful in many areas (like digital libraries,
newspaper repositories, categorization of scientific papers, questions, and answer-
ing systems, selection of tourist offers). However, practical usage of such a tool
requires an extension of classical closed-set classifiers to open-set ones. Since a
classical approach associates a new document to one of the trained classes, even
if the document is actually not related to any of them, it can lead to very spec-
tacular mistakes made by close-set text classification tools, for example assigning
a random text to some class.

Therefore, we propose an extension to the standard closed-set classification
schema. First, we build a standard classification model using the available train-
ing dataset. Next, we utilize the Local Outlier Factor (LOF) [1] algorithm to
extend the result with an additional class that identifies outliers. LOF pro-
vides a measure of dissimilarity (outlierness factor), which proves useful for
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high-dimensional data. Other approaches to open-set classification of text doc-
uments involve the utilization of statistical-based concepts, like inter-quartile
range-based criteria, [13], or similarity estimation with simple threshold-based
decision mechanism applied for the aposteriori probability [2,3]. There are also
approaches based on the usage of convolutional neural networks [11].

Moreover, we analyze how the distance metric chosen for LOF and a trans-
formation of the feature space (vector representation of documents) influence
the open-set classification results.

The paper is organized as follows. Section 2 describes the doc2vec represen-
tation of documents, the method of open-set classification and Local Outlier
Factor algorithm used by this method. In Sect. 4 we discuss the used distance
metrics and methods of feature space transformation. Next section presents the
used corpora, experiments, and results of the comparative study.

2 Open Set Classification

2.1 Doc2vec

Several approaches to representing documents by feature vectors are avail-
able like classical bag-of-words and a number of its modifications. Recently,
word embedding methods gained large popularity. They mostly act as a lookup
table that maps each word into a continuous multidimensional vector space [8].
Word2Vec allows constructing a feature vector of an entire document (doc2vec)
by simple average of word embeddings [5]. Within this paper, we have used a
recent deep learning method – fastText [5].

The main idea behind fastText is to perform word embedding and classifier
learning in parallel. FastText forms the linear model, since it consists of word
embeddings, simple averaging and linear soft-max classifier. Therefore it is very
effective to train and use.

2.2 Classification

Having doc2vec vectors we can train a typical (closed-set) classifier using stan-
dard machine learning algorithms based on the training set. Next, it can be
used to assign any new document (described by doc2vec values) to one of classes
occurring in the training set. In other words, the classifier splits the feature space
into areas related to the trained classes. Hence, they associate a new document
with one of the trained classes (winning class), even if the document is actually
not related to any of the classes (subject categories) known to the classifier.

To overcome this problem we propose post-processing of typical classifier
results. It includes calculation of dissimilarity between the feature vector and
the winning class feature vectors (of all documents from the training set that
belongs to the winning class). It could be done by measuring the outlierness
factor [13]. If the factor is above given threshold we reject the decision made by
the classifier and assign the document to the ’outlier’ class.
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2.3 Outlierness Factor

As an outlierness factor is required in the procedure described above, we pro-
pose to use the Local Outlier Factor (LOF) [1]. It is a measure based on a
weighted Euclidean metric, aiming to find outliers by comparing vectors to their
local neighborhoods. It works by calculating an average distance between a given
point, its neighbors and their (neighbors) neighbors to determine the local den-
sity of points in the given point’s surrounding.

The open-set classification procedure proposed in Sect. 2.2 requires thresholds
for each class. We could set it up assuming that the training data sets are
contaminated by outliers, i.e. they include a given proportion of vectors with
LOF values larger than the threshold. This proportion is called contamination1.

3 Analyzed Distance Metrics and Transformations
of Feature Space

Original LOF [1] is based on Euclidean distance (often called L2 norm). However,
Beyer et al. [6] suggest that L2 norm fails in high dimensions. Whereas, the cosine
distance (mostly in the form of cosine similarity) is widely and successfully used
in the analysis of word2vec data [7], as well as in doc2vec [10]. The cosine distance
is not vulnerable to any scaling of the given vector’s size and it is assumed that
it acts much better in high dimensional space.

The standardization, i.e. removing the mean and scaling to the unit vari-
ance, is a widely used transformation of data in the machine learning. It allows
matching the requirement of normal data distribution that is assumed in many
classification algorithms. It is known in the statistics also as the z-score. It could
be seen as moving and linear scaling of the input data. A mean and a stan-
dard deviation are calculated on training data and later on used during open-set
classification.

The normalization scales the vector to the unit norm. In contrary to the
standardization, it operates on an individual object and does not require any
parameters estimated on other data. Normalization maps each data point onto
unit n-sphere. It has some interesting properties. The cosine distance in original
and normalized space are equal. Moreover, the cosine distance between vectors
is equal to half of the square of Euclidean distance between them. Therefore,
the results of algorithms based on the nearest neighbor (as LOF, for example)
should be almost the same when someone uses cosine distance or Euclidean one
on normalized vectors [12].

4 Evaluation

4.1 Data Sets

To evaluate the performance of the proposed open set classification method and
analyze the influence of distance metrics and feature space transformation in
1 https://scikit-learn.org/0.19/modules/generated/sklearn.neighbors.LocalOutlierFac

tor.html.

https://scikit-learn.org/0.19/modules/generated/sklearn.neighbors.LocalOutlierFactor.html
https://scikit-learn.org/0.19/modules/generated/sklearn.neighbors.LocalOutlierFactor.html
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a real task the text corpora of different subject classes are needed. We have
used two data sets: texts from English newsgroups (20newsgroups) and Polish
Wikipedia (Wiki) articles.

The first corpus (20newsgroups) is a commonly used collection of nearly
20, 000 forum posts2 divided into 20 subject categories. The data were divided
into training and testing sets. However, for the purpose of open set classifica-
tion we need also an outlier data. For this purpose, we have selected following
categories: misc.forsale, talk.politics.misc, talk.politics.guns, talk.politics.mideast,
talk.religion.misc and alt.atheism, then we removed them from the training data.

The second corpus (Wiki) consists of ca. 10, 000 Polish language Wikipedia
articles [9], coming from 34 subject areas. In this case, the outlier data consists
of randomly selected articles from Polish press news [14]. The number of outliers
was equal to the size of a test partition.

4.2 Experiment Overview

The proposed method was evaluated on corpora described in Sect. 4.1. Firstly
(for each corpus), the word2vec model was built using the fastText algorithm
(Sect. 2.1) on the training set. Next, doc2vec feature vectors, as an average of
word2vec values for each word in a document were calculated, forming the feature
vector space. For closed-set classification, the multilayer perceptron (MLP) [4]
with Broyden–Fletcher–Goldfarb–Shanno (BFGS) nonlinear optimization learn-
ing algorithm was used. The MLP model was built on the training set. Then, a
constructed model was examined on both testing sets, labeling all documents to
trained categories (closed-set classification). Later the Local Outlier Factor mea-
sure was used to verify if the assignment to categories was correct and to catch
incorrect labels, marking mismatched data as outliers (open-set classification).

Finally, knowing all true labels from the original data-set, the evaluation of
classification was performed. We measured a number of correct decisions from all
assignments made to a specific class (precision) and a number of correct decisions
from all assignments expected to a specific class (recall). Then, a harmonic mean
of these values, called f1-score was calculated. The results, reported later, are
given as the average of f1-scores for each class weighted by support (the number
of instances in each class). It is important to notice that 50% of the testing data
consists of outliers (for open-set data) so they have important influence on the
final results.

4.3 Results

In a Table 1 we report the f1-score calculated for closed-set and open-set tasks
for 20newsgroups and Wiki corpora. The experiments were performed for 100
dimensional word embeddings and contamination parameter equal to 0.1. The
second column is presented for a reference showing how the closed-set classifier
performs in task dedicated for it (only the closed-set test data were used). Next

2 http://qwone.com/∼jason/20Newsgroups/.

http://qwone.com/~jason/20Newsgroups/
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columns show the results for open-set tasks (the closed-set test data and outliers
are used). It can be noticed (second and third column) that introducing out-
lier data (50% of all documents) to a classical classification method (closed-set
one) results in almost 2.5 time degradation of f1-score. However, the proposed
by authors method (Sect. 2.2) is capable of improving the outcome (the fourth
column) and achieve almost 63% or 54% of f1-score, depending on the outlier
data set.

Next, we have analyzed the influence of feature vectors’ transformation (none,
standardization and normalization) and distance metric (Euclidean and cosine)
on proposed method’s performance (Table 2). It can be noticed that replacing
a standard for LOF Euclidean distance with cosine one leads to the improve-
ment of performance. Additional improvement, but only in case of Wiki cor-
pus, is achieved when standardization is used. As it was mentioned in Sect. 3,
the results for cosine distance with and without normalization are equal to the
results obtained for Euclidean distance with normalization.

We have also tested other distance metrics available in SciPy3 package. The
results are not shown since they were never better than for cosine one and many
times even worse than for Euclidean metric.

Figure 1 shows the relation between contamination parameter of Local Out-
lier Factor (Sect. 2.3) and f1-score for 20newsgroups and Wiki corpus respec-
tively. We have shown (blue lines) the results for cosine and Euclidean distance,
as well as cosine with standardization of vector space. For a reference, which

Table 1. Classification results: f1-score (word2vec dimension: 100, LOF contamination:
0.1)

Dataset Closed-set Open-set

Method Closed-set (MLP) Open-set (MLP + LOF)

20 newsgroups 0.7949 0.3073 0.6292

Wiki 0.8333 0.3119 0.5361

Table 2. Open set classification results: f1-score (word2vec dimension: 100, LOF con-
tamination: 0.1)

Distance Transformation 20newsgroups Wiki

Euclidean - 0.6292 0.5361

Euclidean Standardization 0.6248 0.5358

Euclidean Normalization 0.6512 0.7339

Cosine - 0.6512 0.7335

Cosine Standardization 0.6438 0.7902

Cosine Normalization 0.6512 0.7335

3 https://docs.scipy.org/doc/scipy/reference/spatial.distance.html.

https://docs.scipy.org/doc/scipy/reference/spatial.distance.html
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Fig. 1. f1-score for different values of contamination (cs - closed-set classifier with-
out outliers, cso - closed-set classifier with open set data, e - open-set classifier with
euclidean distance, c - open-set classifier with cosine distance, c+s - open-set classifier
with cosine distance and standardization) (Color figure online)

Fig. 2. f1-score in function of feature vector dimension (cs - closed-set classifier with-
out outliers, cso - closed-set classifier with open set data, e - open-set classifier with
euclidean distance, c - open-set classifier with cosine distance, c+s - open-set classifier
with cosine distance and standardization)

could be interpreted as the bottom and top limit (red lines), we have also pre-
sented f1-scores for the closed-set task performed by the MLP on data with and
without outliers. Obviously, these two do not depend on the contamination value
(LOF is not involved). For the remaining three (open-set classification), when the
values of contamination are rising, the f1-score is improving. Achieving its max-
imum at contamination value equal to 0.05 and 0.1 (only for 20newsgroups and
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pure Euclidean based LOF). After that, there is a decrease. Moreover, it could
be noticed how cosine based LOF outperforms the Euclidean one, regardless of
the data set and contamination value.

Next, we have analyzed the influence of word embedding dimensionality
(range 3 – 1000) on the open-set classification performance. The results are
presented in Fig. 2 for contamination parameter equal to 0.05 for 20newsgroups
and 0.1 for Wiki. The impact of doc2vec dimension for values larger than 10
appears not very significant. This may suggest that fastText algorithm is so effec-
tive in finding well-distinguishing features (word embeddings) that after some
specific dimension there is only insignificant redundancy introduced.

Again, we can notice that cosine distance outperforms the Euclidean one.
However, it is much more significant for Wiki corpus.

5 Conclusion

In this work, we showed how to extend the standard closed-set classifier (MLP
was used during reported experiments) for the open-set classification of text
documents described by doc2vec feature vectors. It is done by utilizing the Local
Outlier Factor on document embeddings. In the experiment, we evaluated the
proposed method on a collection of nearly 20, 000 forum posts in English and
Wikipedia articles in Polish (with 34 subject areas). The results show that the
proposed extension is capable to work effectively in an open set environment.

Moreover, we researched various distance metrics and measured their per-
formance in the task of open-set classification of text documents. Results show
that using the cosine distance metric in LOF procedure we reach highest overall
score on both examined datasets.

We have also studied the effect of two common transformations of feature
vectors - standardization and normalization. In case of one of data sets, standard-
ization allowed to boost results, whereas normalization gives the same results as
a usage of cosine distance.
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