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Preface

This volume contains the conference proceedings of the 32nd edition of the Interna-
tional Conference on Industrial, Engineering and Other Applications of Applied
Intelligent Systems (IEA/AIE), which was held during July 9–11, 2019, in Graz,
Austria.

This annual event always tries to bring together academic and industrial researchers
from all areas of intelligent systems research in order to discuss theoretical foundations
and their application in practice. Without doubt, today many smart, intelligent systems
assist us in our everyday live. Be it the more or less successful smart behavior of our
mobile phone that aims to save battery power so that we have it available for a full day,
autonomous trains connecting airport terminals, or in public transport, recommender
systems drawing our attention to products we might need or might have forgotten to
re-order, or autonomous rovers exploring outer space or hazard sites. The IEA/AIE
conference series has always been a frontier platform from which to disseminate new
technology for implementing intelligent systems, new possible applications, and also
experience reports regarding best practices for the last mile to finally deploy intelligent
systems. Also this year, our international Program Committee with reviewers from 25
countries selected 73 papers out of the 151 registered abstracts for presentation at the
conference and publication in these proceedings. Selecting the 41 full papers and 32
short papers was indeed not an easy process. We want to thank all the reviewers for
their efforts with the reviews and the lively discussions that led to the final acceptance
decisions. Without the authors’ hard work on their research and also the corresponding
submitted manuscripts, there would be no program. Thus, our special thanks go these
authors, both those of the accepted papers and also those we might see at a future
edition of IEA/AIE.

The IEA/AIE 2019 program included three special tracks and three keynote pre-
sentations given by distinguished scientists and practitioners. Our heartfelt thanks go to
Reiner John, Dietmar Jannach, and Louise Travé-Massuyès for their keynotes. We also
want to thank the organizers of the three special tracks on “Automated Driving and
Autonomous Systems,” “Mobile and Autonomous Robotics,” and “AI for Tourism” for
their support. Concluding these acknowledgments, we would like to thank everyone
who helped to make IEA/AIE 2019 a success. This includes all authors, Program
Committee members, reviewers, and keynote speakers, as well as the organizers, and
all the participants of IEA/AIE 2019—the heart and soul of any conference.

May 2019 Franz Wotawa
Gerhard Friedrich

Ingo Pill
Roxane Koitz-Hristov

Moonis Ali
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Session-Based Recommendation:
Challenges and Recent Advances

Dietmar Jannach

University of Klagenfurt, Austria

Abstract. In many applications of recommender systems, a larger fraction of the
user population are first-time users or are not logged in when they use the
service. In these cases, the item suggestions by the recommender cannot be
based on individual long-term preference profiles. Instead, the recommendations
have to be determined based on the observed short-term behavior of the users.
Due to the high practical relevance of session-based recommendation, different
proposals were made in recent years to deal with the particular challenges of the
problem setting. In this talk we will review some of these challenges and pro-
vide a survey on recent advances in the field. A specific focus on the talk will be
on the particularities of the e-commerce domain.

Bio: Dietmar Jannach is a full professor of Information
Systems at the University of Klagenfurt, Austria. Before
joining this university in 2017, he was a professor of
Computer Science at TU Dortmund, Germany. In his
research, he focuses on the application of intelligent
system technology to practical problems and the devel-
opment of methods for building knowledge-intensive
software applications. In the last years, Dietmar Jannach
worked on various practical aspects of recommender
systems. He is the main author of the first textbook on the
topic published by Cambridge University Press in 2010
and was the co-founder of a tech startup that created an
award-winning product for interactive advisory solutions.



The 2nd Wave of AI – Thesis for Success
of AI in Trustworthy, Safety Critical

Mobility Systems

Reiner John

Infineon Technologies AG, Germany

Abstract. In the era of digital transformation, when flexibility and deep
understanding in the operation of complex products becomes the key compet-
itive advantage, Artificial Intelligence (AI) is the accepted method to drive the
digitalization for the transformation of the industry and their industrial products.
These products with highest complexity are based on multi-dimensional
requirements as well as novel components, e.g. dedicated CPUs which sup-
port AI operations in the cloud and at the edge, as well as dedicated sensors with
specialized AI capabilities. One of the most prominent examples is the auto-
motive industry and the products based on high semiconductor content for
functional integration, such as highly automated cars including the related
industrial and manufacturing itself. The change towards more AI driven appli-
cations is present and it is faster and faster emerging in nearly all areas of the
industry and will enable new innovative industrial and manufacturing models.
The key enabler to the certification and uses of the 3rd Generation of AI
methods in safety critical systems is the understanding and the transparence
of the decision-making process. The key hurdle to implement this is the certi-
fication process which is mandatory for safety critical systems in mobility.

Bio: Reiner John received a diploma degree in Elec-
trical Engineering from the University of
Metz/Perpignan, France, in 1984. He started his career
at the Siemens Semiconductor Group in Munich in the
test system development. From 1989 to 1991 he was
responsible for the training of customers in the Siemens
Automation Group. From 1991 to 1996 he joined the
Siemens Automotive Division in Regensburg, and was
responsible for software development processes of
l-controllers. In 1996 he joined the Siemens Semi-
conductors Division and has been working in several
quality- and production management positions. From
2000 to 2006 he was responsible for the Infineon Sili-
con Foundry Taiwan office. Currently he is responsible
for the coordination of public funded projects at Infi-
neon’s R&D Funding Department, including several
large projects related to automated and assisted driving.



Contributions of Diagnostic Reasoning
to the General Demand for AI in the Industry

Louise Travé-Massuyès

Centre National de la Recherche Scientifique (LAAS-CNRS), France

Abstract. AI applications have never been as popular as today. The enthusiasm
of all branches of the industry is in tune and agrees to say that AI technologies
can lift many industrial locks for customer value creation, productivity
improvement, and insight discovery. Huge business opportunities are expected
in this process. Numerous applications are also foreseen in medicine and heath
care, agriculture and environment, transport/mobility, and energy domains.
Faced with this expectation, where do we situate ourselves? In this talk, I will
focus on engineering and process applications and will identify the main
requests and the needs in these domains. I will then focus on my area of
expertise, which is diagnostic reasoning, and explain how existing diagnosis
theories can bring their contribution based on the presentation of some appli-
cations that address specific needs in these domains. I will conclude my talk by
drawing my picture of what is still missing to satisfy the current expectation.

Bio: Louise Travé-Massuyès holds a position of Direc-
trice de Rechercheat Laboratoire d’Analyse et d’Archi-
tecture des Systèmes, Centre National de la Recherche
Scientifique (LAAS-CNRS), Toulouse, France; head
of the Diagnosis and Supervisory Control Team
(DISCO) from 1994 to 2015. Her research interests are
all related to diagnosis reasoning, tackled by
model-based and data-driven approaches. This theme,
which she developed throughout her career, led her to
consider various formalisms to address the family of
problems covered by the diagnosis field. She has been
particularly active in establishing bridges between the
diagnosis communities of Artificial Intelligence and
Automatic Control. She is among the coordinators of the
“USER” Strategic Field, assigned to diagnosis and
health monitoring topics, within the French Aerospace
Valley World Competitiveness Cluster, and serves as the
contact evaluator for the French Research Funding
Agency. She serves as Associate Editor for the
well-known Artificial Intelligence Journal. She is
member of the International Federation of Automatic
Control IFAC Safeprocess Technical Committee.
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Abstract. Weather forecasting is a logical process that consists in eval-
uating the predictions provided by a set of stochastic models, compare
these and take a conclusion about the weather in a given area and a given
interval of time. Meteorological forecasting provides reliable predictions
about the weather within a given interval of time. The automation of
the forecasting process would be helpful in a number of contexts. For
instance, when forecasting about underpopulated or small geographic
areas is out of the human forecasters’ tasks but is central, e.g., for
tourism. In this paper, we start to deal with these challenging tasks
by developing a defeasible reasoner for meteorological forecasting, which
we evaluate against a real-world example with applications to tourism
and holiday planning.

Keywords: Automatic reasoning · Weather forecasting ·
Labelled logical framework · Spindle defeasible automatic reasoner

1 Introduction

Meteorological forecasting has become a commonly required web service and
weather forecasting websites are nowadays among the most visited ones. Pro-
ducing a meteorological forecast is, however, an complex task to perform, that
involves expertise and experience. Typical pipeline for a forecasting starts with
the production of weather computational models. The evolution of the weather
in a given geographic area are provided, and further evaluated with a blend of
specific and general criteria, including accuracy and stability estimates. These
models are not directly accessible online because of their size, often larger than
terabytes. The forecaster relies on the execution of a sophisticated reasoning on
data, comparing the models and evaluating the confidence degree in a range of
possibilities compatible with the models themselves with the above mentioned
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F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 3–11, 2019.
https://doi.org/10.1007/978-3-030-22999-3_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22999-3_1&domain=pdf
https://doi.org/10.1007/978-3-030-22999-3_1


4 M. Cristani et al.

criteria as well. In this paper we propose an implementation method for a deci-
sion support technology that uses non monotonic reasoning to accommodate
conflicting rules in the system, so that the process of decision making not only
results fuzzy, but is also subject to revisions and constrained by confidence. This
reflects the method of production of weather forecasting suggester by experts,
that we involved in the research.

The rest of the paper is organised as follows. In Sect. 2 we formalise a defea-
sible reasoner for meteorological forecasting. Section 3 is devoted to a real-world
example. In Sect. 4 we discuss related work, and in Sect. 5 we draw conclusions1.

2 A Defeasible Reasoner for Meteorological Forecasting

What is commonly intended as “weather forecasting” can be logically model as
a conclusion the forecaster derives from a set of premises, by the application of
some rules.

In this section, we refer a logical framework called MeteoLOG, that formalizes
the hybrid reasoning at the basis of meteorological forecasting. Real world mete-
orological forecasts usually make extensive use of “smoothening” expressions to
represent uncertainty in future meteorological conditions; MeteoLOG, initially
introduced in [6], benefits from three standard logical approaches: defeasible
logic [13], labeled deduction systems [7,16,21,22] and fuzzy frameworks [2,10].

In [6] we introduce the syntax of formulae and of labels, along with a notion of
prevalence, which imports a defeasible flavour into the system. We also provide
an intuitive description of the label-elimination algorithm Tournament, which
represents the basis of the reasoning process that we develop below.

In this paper, we only deal with ground formulas modeling meteorological
forecasting values, which we call Assertional Maps (Assertional Maps (AMs)).
AMs provide quantitative information and they represent the basic piece of
knowledge used for forecasting. In the real world, they are collected worldwide,
from different forecasting sites and through a number of different technologies.
The internationally accepted set of numerical weather conditions revealed in
AMs concerns: Temperature, Pressure, Humidity, Snowfalls, Wind, Precipita-
tions, Visibility.

From an abstract viewpoint, AMs express rough assertions about weather to
be processed and evaluated. They are simply represented by suitable predicates
on space-time coordinates pointing out a numerical weather condition, expressed
in a suitable measuring system.

Formally, an AM is a five-ary predicate Q(x, y, z, τ r, q), where Q is a numer-
ical weather condition, x, y and z represent geographic coordinates, τ r rep-
resents the forecasting time (the interval of the validity of the assertion)
and q is the effective measured value, represented by a 2-dimensional vector
(v, d), where v is the numerical value and d is the direction. For instance,

1 An extended version of this work is available online at https://arxiv.org/abs/1901.
09867.

https://arxiv.org/abs/1901.09867
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Rain(45.43, 11.80, 06/04/2018, 14:05:00CET , 5mm) represents that the asser-
tion Rain on ground level, point of measure (45.43, 11.80) on GPS coordinates,
on 06/04/2018 at 14:05:00CET was 5 mm.

Since we are interested in the reasoning process behind the forecasting, we
now focus on models experts apply to derive information from AM. We formalize
such methods and related notions by means of labels, and import into the formu-
las additional information such as the precision of the method and the detection
time (the instant in which the method has been applied to generate the map).
This information is crucial for the forecaster’s work, since the choice of the (as
much as possible) correct maps is mainly based on methodological information.

Labeled Assertional Maps (LAMs) are obtained by labelling AMs. This for-
mally models the additional information the forecaster have to evaluate and
decide if a rough AM expressing a prediction is admissible for forecasting or not.

Labels represent contextualised methods, i.e., a forecasting method applied to
a data gathering sample, performed in a given instant of time, weighted with an
some accuracy information; they are pairs of the kind 〈λ, τ t〉, where λ represents
a model and τ represents the instant in which the map has been generated.

Each method can be associated with an accuracy value λ.a, a function that
extracts the accuracy information from the method λ. An LAM is then a labeled
formula 〈λ, τ t〉 : Q(x, y, z, τ r, q). Having defined the syntax of MeteoLOG, we
are currently working at the definition of a suitable semantics and a natural
deduction system [3,19] for MeteoLOG.

Tournament is an algorithm that returns a defeasible theory, given an ordered
set of Metarules, a set of accuracies and actual time. Informally, the algorithm
maps assertions into defeasible rules and facts; when it finds possible conflicts
it generates a set of defeasible conflicting rules and then, using the accuracy
information, it generates the priority rules to solve the conflicts so that the
method with best accuracy prevails; in case of even accuracy, the latest LAM
prevails. Once a set of LAMs has been collected and an accuracy set has been
acknowledged, Tournament algorithm starts with a sifting action on the set of
labeled assertions. First, it discharges LAMs that are out of date. Second, it
orders LAMs on the basis of priorities, obtaining some AM for each numerical
weather condition we are interested in. This operation corresponds to a label-
elimination: once priorities have been derived, the majority of information about
the forecasting method became useless. As an output of this step, we obtain a
set of defeasible rules to be given as input to the Reasoner, which derives then
a set of numerical weather condition also called a weather scenario. Priorities
of these generated defeasible conflicting rules are given by a function (named
“supremacy”) that takes into account two conflicting rules so that, depending
on this function definition, the resulting output can differ from both source rules.

Forecasting reasoning can be divided into three steps: (i) the quantitative
forecasting (invisible to the final user) the reasoner generates; (ii) the qualita-
tive forecasting (also invisible to the final user) called in the following sharp
forecasting ; (iii) the qualitative, natural language based forecasting destined to
the final user, called in the following smoothed forecasting. Between the first two
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phases, a mapping between data and a suitable forecasting lexicon occurs (in
other words, a natural language processing phase [23,24]).

Once the final set of reliable assertional maps has been collected,
the forecaster can proceed with data analysis and the releasing of the
weather bulletin. Every one has a wide experience in weather forecast-
ing as a final user. It is well known that weather bulletins are offered in
a friendly form. For example, if the forecaster infers that the probability
that tomorrow it will rain is very small, she doesn’t release the assertion
“Rain(45.43, 11.80, 06/04/2018, 14:05:00CET , 5mm) with probability 15%” but
the understandable natural language sentence “partially cloudy, possible scat-
tered rains”. This final step provides a “smoothing” phase to the output of the
previous one in which some adjectives can be added to give evidence to the
uncertainty of the event. We don’t fully model this final step of weather fore-
casting; nonetheless, we propose an example of a possible automatisation of the
human task, leaving the full development for future work (see Sect. 5).

3 Reference Implementation

To illustrate concretely how the proposed approach can fit a real-life scenario,
let us consider a weather forecast considering the seaside part of Veneto, which
is located in the north-east of Italy and albeit being not a remote area it exploits
several neighbor small touristic places. For the sake of space, but without loss of
generality, we limit the weather forecast to cloud, wind and sea conditions and
to only three points; we label these points North, South and Center, the latter
representing roughly the position of the famous city of Venice (see Fig. 1). Sea
Conditions have only one point, representing the sea in the area. We use only two
forecasting maps and we limit the time-frame to only two values, representing
two and one days after the present: respectively t2, t1, t0. We have as input two
forecasting sources, coming from different forecasting models such as IFS (also
known as ECMWF for European Center Medium Weather Forecast) and GFS
(Global Forecast System), plus the map of observations.

N

C

S

Fig. 1. Some touristic places in Veneto
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In the following, for the sake of space, we will shorten {cloudiness :
α%,Wind : β knots from γ} using a form like {α%, β γ} where N,S,C stands
for North, South, Center respectively. We will also denote “Sea: δ cm wave” as
“Sea: δ”. The first source obtained with the GFS prevision model asserts, using
this shorten form,
at time t0: North:{90%, 18 N}, Center:{90%, 18 N}, South:{90%, 10 N} Sea: 190,
at time t1: North:{90%, 8 N}, Center:{90%, 8 E}, South:{90%, 5 E} Sea: 100,
at time t2: North:{90%, 18 N}, Center:{90%, 8 E}, South:{90%, 5 E} Sea: 100.

The second source obtained with ECMWF asserts,
at time t0: North:{90%, 15 NE}, Center:{90%, 15 NE}, South:{90%, 15 NE} Sea: 160,
at time t1: North:{75%, 5 NE}, Center:{75%, 5 NE}, South:{75%, 5 N} Sea: 90,
at time t2: North:{30%, 5 N}, Center:{30%, 5 N}, South:{30%, 5 N} Sea: 50.

The observation map, which only relates data at t0 states that
at time t0: North:{90%, 15 NE}, Center:{90%, 15 NE}, South:{90%, 15 NE} Sea: 190.

We know from knowledge experts that ECMWF has a better accuracy than GFS:
numerically a(ECMWF, t1) = 0.85, a(ECMWF, t2) = 0.80, a(GFS, t1) = 0.45,
a(GFS, t2) = 0.40. These assertions, using “E” for ECMWF, “G” for GFS, “O”
for observation and “C” for “cloudiness”, “W” for “wind” and “S” for “sea
conditions” can be represented in the proposed formalism as

〈G, t0〉 : C(North, t0, 90) 〈G, t0〉 : C(Center, t0, 90) 〈G, t0〉 : C(South, t0, 90)
〈G, t0〉 : C(North, t1, 90) 〈G, t0〉 : C(Center, t1, 90) 〈G, t0〉 : C(South, t1, 90)
〈G, t0〉 : C(North, t2, 90) 〈G, t0〉 : C(Center, t2, 90) 〈G, t0〉 : C(South, t2, 90)
〈E, t0〉 : C(North, t0, 90) 〈E, t0〉 : C(Center, t0, 90) 〈E, t0〉 : C(South, t0, 90)
〈E, t0〉 : C(North, t1, 75) 〈E, t0〉 : C(Center, t1, 75) 〈E, t0〉 : C(South, t1, 75)
〈E, t0〉 : C(North, t2, 50) 〈E, t0〉 : C(Center, t2, 50) 〈E, t0〉 : C(South, t2, 50)
〈O, t0〉 : C(North, t0, 90) 〈O, t0〉 : C(Center, t0, 90) 〈O, t0〉 : C(South, t0, 90)
〈G, t0〉 : W (North, t0, [N, 18]) 〈G, t0〉 : W (Center, t0, [N, 18]) 〈G, t0〉 : W (South, t0, [N, 10])
〈G, t0〉 : W (North, t1, [N, 8]) 〈G, t0〉 : W (Center, t1, [E, 8]) 〈G, t0〉 : W (South, t1, [E, 5])
〈G, t0〉 : W (North, t2, [N, 8]) 〈G, t0〉 : W (Center, t2, [E, 8]) 〈G, t0〉 : W (South, t2, [E, 5])
〈E, t0〉 : W (North, t0, [NE, 15]) 〈E, t0〉 : W (Center, t0, [NE, 15]) 〈E, t0〉 : W (South, t0, [NE, 15])
〈E, t0〉 : W (North, t1, [NE, 5]) 〈E, t0〉 : W (Center, t1, [NE, 5]) 〈E, t0〉 : W (South, t1, [NE, 5])
〈E, t0〉 : W (North, t2, [N, 5]) 〈E, t0〉 : W (Center, t2, [N, 5]) 〈E, t0〉 : W (South, t2, [N, 5])
〈O, t0〉 : W (North, t0, [NE, 15]) 〈O, t0〉 : W (Center, t0, [NE, 15]) 〈O, t0〉 : W (South, t0, [NE, 15])
〈G, t0〉 : S(Sea, t0, 190) 〈G, t0〉 : S(Sea, t1, 100) 〈G, t0〉 : S(Sea, t2, 100)
〈E, t0〉 : S(Sea, t0, 160) 〈E, t0〉 : S(Sea, t1, 50) 〈E, t0〉 : S(Sea, t2, 10)
〈O, t0〉 : S(Sea, t0, 190)

This is therefore a set of metarules, so after the Translator has done its
elaboration the resulting defeasible rules (see [20] for defeasible rules notation)
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rfcg11 : ⇒ CNgt090 rfcg21 : ⇒ CNgt190 rfcg31 : ⇒ CNgt290 rco11 : → CNt090

rfcg12 : ⇒ CCgt090 rfcg22 : ⇒ CCgt190 rfcg32 : ⇒ CCgt290 rco12 : → CEt090

rfcg13 : ⇒ CSgt090 rfcg23 : ⇒ CSgt190 rfcg33 : ⇒ CSgt290 rco13 : → CSt090

rfce11 : ⇒ CNet090 rfce21 : ⇒ CNet175 rfce31 : ⇒ CNet230

rfce12 : ⇒ CCet090 rfce22 : ⇒ CCet175 rfce32 : ⇒ CCet230

rfce13 : ⇒ CSet090 rfce23 : ⇒ CSet175 rfce33 : ⇒ CSet230

rwg11 : ⇒ WNgt0N18 rwg21 : ⇒ WNgt1N8 rwg31 : ⇒ WNgt2N8 rwo11 : → WNt0NE15

rwg12 : ⇒ WCgt0N18 rwg22 : ⇒ WCgt1E8 rwg32 : ⇒ WCgt2E8 rwo12 : → WCt0NE15

rwg13 : ⇒ WSgt0N10 rwg23 : ⇒ WSgt1E5 rwg33 : ⇒ WSgt2E5 rwo13 : → WSt0NE15

rwe11 : ⇒ WNet1NE15 rwe21 : ⇒ WNet1NE5 rwe31 : ⇒ WNet2N5

rwe12 : ⇒ WCet1NE5 rwe22 : ⇒ WCet1NE5 rwe32 : ⇒ WCet2N5

rwe13 : ⇒ WSet1N5 rwe23 : ⇒ WSet1NE5 rwe33 : ⇒ WSet2N5

rsg11 : ⇒ Seagt0190 rsg21 : ⇒ Seagt1100 rsg31 : ⇒ Seagt2100 rso11 : → Seaot0190

rse11 : ⇒ Seaet0160 rse21 : ⇒ Seaet150 rse31 : ⇒ Seaet210

rcg11 : CNgt190, CNet175 ⇒ CNt188 rce11 : CNgt190, CNet175 ⇒ CNt178

rcg12 : CCgt190, CCet175 ⇒ CCt188 rce12 : CCgt190, CCet175 ⇒ CCt178

rcg13 : CSgt190, CSet175 ⇒ CSt188 rce13 : CSgt190, CSet175 ⇒ CSt178

rwg11 : WNgt1N8,WNet1NE5 ⇒ WNt1N7 rwe11 : WNgt1N8,WNet1NE5 ⇒ WNt1NE6

rwg12 : WCgt1E8,WCet1NE5 ⇒ WCt1E7 rwe12 : WCgt1E8,WCet1NE5 ⇒ WCt1NE6

rwg13 : WSgt1E5,WSet1N5 ⇒ WSt1E5 rwe13 : WSgt1E5,WSet1N5 ⇒ WSt1N5

rsg11 : Seagt1100, Seaet150 ⇒ Seat195 rse11 : Seagt1100, Seaet150 ⇒ Seat165

vc11 : CNt188 ⇒ ¬CNt178 vc12 : CCt188 ⇒ ¬CCt178 vc11 : CSt188 ⇒ ¬CSt178

vc21 : CNt178 ⇒ ¬CNt188 vc22 : CCt178 ⇒ ¬CCt188 vc23 : CSt178 ⇒ ¬CSt178

vw11 : WNt1N7 ⇒ ¬WNt1NE6 vw12 : WCt1E7 ⇒ ¬WCt1NE6 vw11 : WSt1E5 ⇒ ¬WSt1NE5

vw21 : WNt1NE6 ⇒ ¬WNt1N7 vw22 : WCt1NE6 ⇒ ¬WCt1E7 vw23 : WSt1NE5 ⇒ ¬WSt1E5

vs11 : Seat195 ⇒ ¬Seat275 vs21 : Seat175 ⇒ ¬Seat295

rcg21 : CNgt290, CNet230 ⇒ CNt268 rce21 : CNgt290, CNet230 ⇒ CNt238

rcg22 : CCgt290, CCet230 ⇒ CCt268 rce22 : CCgt290, CCet230 ⇒ CCt238

rcg23 : CEgt290, CEet230 ⇒ CEt268 rce23 : CEgt290, CEet230 ⇒ CEt238

rwg21 : WNgt2N8,WNet2N5 ⇒ WNt2NE7 rwe21 : WNgt2N8,WNet2N5 ⇒ WNt2N6

rwg22 : WCgt2E8,WCet2N5 ⇒ WCt2NE7 rwe22 : WCgt2E8,WCet2N5 ⇒ WCt2N6

rwg23 : WSgt2E5,WSet2N5 ⇒ WSt2NE5 rwe23 : WSgt2E5,WSet2N5 ⇒ WSt2N5

rsg21 : Seagt2100, Seaet210 ⇒ Seat280 rse21 : Seagt2100, Seaet210 ⇒ Seat220

vc31 : CNt268 ⇒ ¬CNt238 vc32 : CCt268 ⇒ ¬CCt238 vc31 : CSt268 ⇒ ¬CSt238

vc41 : CNt238 ⇒ ¬CNt268 vc42 : CCt238 ⇒ ¬CCt268 vc43 : CSt238 ⇒ ¬CSt268

vw31 : WNt2NE7 ⇒ ¬WNt2N6 vw32 : WCt2NE7 ⇒ ¬WCt2N6 vw31 : WSt2NE5 ⇒ ¬WSt2N5

vw41 : WNt2N6 ⇒ ¬WNt2NE7 vw42 : WCt2N6 ⇒ ¬WCt2NE7 vw43 : WSt2N5 ⇒ ¬WSt2NE5

vs31 : Seat280 ⇒ ¬Seat220 vs41 : Seat220 ⇒ ¬Seat280

p11 : vc21 〉 rcg11 p12 : rce11 〉 vc11 p13 : vc41 〉 rcg21 p14 : rce21 〉 vc31
p21 : vw21 〉 rwg11 p22 : rwe11 〉 vw11 p23 : vw41 〉 rwg21 p24 : rwe21 〉 vw31
p31 : vc22 〉 rcg12 p32 : rce12 〉 vc12 p33 : vc42 〉 rcg22 p34 : rce22 〉 vc32
p41 : vw22 〉 rwg12 p42 : rwe12 〉 vw12 p43 : vw42 〉 rwg22 p44 : rwe22 〉 vw32
p51 : vc23 〉 rcg13 p52 : rce13 〉 vc13 p53 : vc43 〉 rcg23 p54 : rce23 〉 vc33
p61 : vw23 〉 rwg13 p62 : rwe13 〉 vw13 p63 : vw43 〉 rwg23 p64 : rwe23 〉 vw33
p71 : vs21 〉 rsg11 p72 : rse11 〉 vs11 p73 : vs41 〉 rsg21 p74 : rse21 〉 vs31

Given this theory, a defeasible Reasoner (see [8] for defeasible conclu-
sion notation) concludes +∂CNt178, +∂CCt178, +∂CSt178, +∂WNt1NE6,
+∂WCt1NE6, +∂WSt1N5, +∂Seat165, +∂CNt238, +∂CCt238, +∂CSt238,
+∂WNt2N6, +∂WCt2N6, +∂WSt2N5, +∂Seat220. Therefore, translating
numerical value into words we have the results expressed in Fig. 2.
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at time t1 North : Mostly Cloudy, Light Winds from North East
Center : Mostly Cloudy, Light Winds from North East
South : Mostly Cloudy, Light Winds from North
Sea : Slight

at time t2 North : Partly Cloudy, Light Winds from North
Center : Partly Cloudy, Light Winds from North
South : Partly Cloudy, Light Winds from North
Sea : Calm

Fig. 2. Weather forecast both in words (left) and iconographically (right)

4 Related Work

After the pioneering studies [5,9] and further engineering investigations on the
commercial solutions [17], a first attempt going in the same direction that we
following in this paper appeared in the 1990s [11] and inspired many specialized
studies [4]. The ontological approach and the usage of the Internet of Things
have been applied to forecasting quite recently [1,15] and we acknowledge that
the main technical inspirations of the framework discussed here trace back these
works. Nevertheless the main influences come from non-monotonic reasoning
[12–14,18] and the usage of non-monotonic deduction systems for sensor-based
applications (clearly related to the initial part of the forecasting process) [8,20].

5 Conclusions

In this paper, we propose an approach to support meteoroligists in producing
weather forecasts. The basic work is a reasoning framework able to simulate in
a quite refined way the decision process made by the forecasters in producing
weather bulletins. There are several ways to take this study further.

First of all, though the formalism has been shown to be adequate to represent
knowledge used by forecasters, it still lacks of a general formalisation for seman-
tics and the proof theory, however we can prove it to be sound and complete
against the standard semantics, is not complete with respect to canonical models,
that indeed lack in semantics as well. Regarding the algorithm named Tourna-
ment we will formalize a proof of correctness and an evaluation of the complexity
after the exploitation of the metarules. Defeasible methods are known to be gen-
erally linear in rules but not in metarules, for they explode combinatorially the
controlled priorities; in the specific case, the set of metarules might be treatable
in a lighter way. These aspects are still under investigation. The research team
includes a forecaster of the ARPA Veneto weather forecasting service, one of
the most valuable forecasting service in Italy, who will lead the development of
both the definition of the supremacy function and the Tournament algorithm.
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We also plan to include more specific features in order to improve the precision
of the automatic bulletin, aiming to a completely automatic and (potentially)
unsupervised bulletin generator.
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WoLLIC 2014. LNCS, vol. 8652, pp. 1–19. Springer, Heidelberg (2014). https://
doi.org/10.1007/978-3-662-44145-9 1
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Abstract. Most of existing event prediction approaches consider event
prediction problems within a specific application domain while event pre-
diction is naturally a cross-disciplinary problem. This paper introduces
a generic taxonomy of event prediction approaches. The proposed tax-
onomy, which oversteps the application domain, enables a better under-
standing of event prediction problems and allows conceiving and devel-
oping advanced and context-independent event prediction techniques.

Keywords: Time series · Event prediction · Taxonomy · Data mining

1 Introduction

An event is defined as a timestamped element in a temporal sequence [39]. Exam-
ples of events include earthquakes, flooding, and business failure. Event predic-
tion aims to assess the future aspects of event features, e.g. occurrence time and
probability, frequency, intensity, duration and spatial occurrence. Event predic-
tion problem is encountered in different research and practical domains, and a
large number of event prediction approaches have been proposed in the litera-
ture [46,51,60]. However, most of existing event prediction approaches have been
initially designed and used within a specific application domain [16,17,59] while
event prediction is naturally a cross-disciplinary problem.

Events can be categorized into either simple or complex [24]. A complex event
is a collection of simple or complex events that can be linearly ordered in event
streams or partially ordered in event clouds [24]. In this paper, we distinguish
between two types of complex events. Type 1 of complex events represents a
collection of events where only the collection characteristics are accessible and
measurable. This is due to the fact that the access to the characteristics of
simple events is costly, difficult or non-relevant. Earthquakes are good examples
of this type of complex events. The predicative analysis of Type 1 complex events
can be handled using the classical event prediction approaches. Type 2 complex
events represents a collection of events where the characteristics of simple events
as well as events collection are accessible and measurable. Examples of Type 2
c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 12–26, 2019.
https://doi.org/10.1007/978-3-030-22999-3_2
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complex events include computer system and Internet of Things failures. The
predicative analysis of Type 2 complex events is essentially based on Complex
Event Processing (CEP) techniques [24,58].

The objective of this paper is to identify and classify the main mature and
classical approaches of event prediction. It introduces a generic taxonomy of
event prediction approaches that oversteps application domain. This generic
cross-disciplinary view enables a better understanding of event prediction prob-
lems and opens road for the design and development of advanced and context-
independent techniques. The proposed taxonomy distinguishes first three main
categories of event prediction approaches, namely generative, inferential and
hybrid. Each of these categories contains several event prediction methods, whose
characteristics are presented in this paper.

The paper is organized as follows. Section 2 introduces the taxonomy. Sec-
tions 3–5 detail the main categories of event prediction approaches. Section 6
discusses some existing approaches. Section 7 concludes the paper.

2 General View of the Taxonomy

The taxonomy in Fig. 1 presents a generic classification of event prediction
approaches in time series. This taxonomy includes only classical and mature
approaches that are well established in the literature. Furthermore, this taxonomy
has been constructed based on some commonly studied event types from several
fields, namely finance, geology, hydrology, medicine and computer science. Three
main categories of event prediction approaches can be distinguished in Fig. 1:

– Generative approaches. These approaches build theoretical models of the
system generating the target event and predict future events through simula-
tion. The term generative refers to the strategy adopted by generative science
[18] consisting in the modelling of natural phenomena and social behavior
through mathematical equations [12] or computational agents [21]. They are
adapted to predict events where specific simulation frameworks are accessible,
for instance flood modeling and simulation frameworks [12,14]. Generative
approaches are mature and well proven. These approaches require a strong
expertise in the target event field.

– Inferential approaches. Real world is complex and even though physics
and mathematics have greatly evolved, our knowledge of rules that control
observed phenomena is still superficial [38]. Thus, generative approaches still
deficient in cases where the knowledge of the system generating the event
is insufficient. Inferential approaches fill this gap. These approaches literally
learn and infer patterns from past data.

– Hybrid approaches. These approaches combine models constructed from
observed data with models based on physics laws. Hence, they employ genera-
tive and inferential approaches. The authors in [30] design hybrid approaches
by ‘conceptual approaches’. The basic idea of hybrid approaches is to use
inferential methods to prepare the considerable amount of historical data
required as input to generative methods.

These categories will be further detailed in the rest of this paper:
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3 Generative Approaches to Event Prediction

The flowchart in Fig. 2 illustrates graphically the working principle of generative
approaches. Three main steps can be distinguished. First, the theoretical struc-
ture of the system generating the event is modelled. Second, the obtained model
is calibrated and validated using real-world datasets. This step consists in the
estimation of the model parameters that fit at best the available data. Finally,
simulation is performed, the future states of the system are generated and future
event characteristics are deduced.

Fig. 2. Working principle of generative approaches

There are two main sub-categories of generative approaches:

– Dynamical system modeling. A dynamical system can be described as a
set of states S and a rule of change R that determines the future state of the
system over time T . In other words, the rule of change R : S × T −→ S gives
the consequent states of the system for each s ∈ S. These approaches build
the theoretical model, then construct a computational model that implements
the theoretical mathematical model [12]. In hydrology field, these models are
called hydrodynamic models [37]. Dynamical system modeling approaches
depend on the model robustness. They are mainly applied in weather forecast
and flood prediction.

– Agent-based simulation. These approaches consist in the modelling of the
system components behavior as interacting agents. They are effective when
human social behavior need to be considered [21].

The main difference between these two sub-categories concerns the model
conception foundation. In the first case, differential equations govern the system
evolution, whereas, in the second case, logical statements establish the rules and
interaction between agents [11].

4 Inferential Approaches to Event Prediction

The working principle of inferential approaches is shown in Fig. 3, where three
main steps are involved. First, data is created and analyzed. Second, predictive
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modelling (i.e. inference) is conducted. Inference may be based on expert opinion
or on a quantitative predictive model, as detailed in what follows. Finally, the
model is tested over unseen datasets. The event characteristics are deduced from
obtained results.

There are two main trends within inferential approaches: qualitative and
quantitative. The first case is conducted through human experts while the second
relies on statistical or machine learning techniques.

Fig. 3. Working principle of inferential approaches

4.1 Qualitative Approaches

Qualitative approaches relies on Human expertise. Experts in the target event
field analyze the data in order to deduce common patterns. Then, they construct
mathematical or logical relations between studied variables and event proba-
ble occurrence. These relations are commonly called indexes in finance context.
Unlike generative approaches where each model must have sound theoretical
foundation, qualitative approaches allow subjectivity in the constructed model.
According to [2], subjectivity is accepted when human behavior is under study.

4.2 Quantitative Approaches

Within quantitative approaches, data is processed through algorithms and sta-
tistical techniques. There is a large number of quantitative approaches. The main
difference between them concerns the format of data used to carry out the study.
Hence, quantitative approaches are further subdivided according to data format
into three subgroups, which are detailed in the following paragraphs. We design
by et a target event and by eto the occurrence o of the event et and to its time
of occurrence with o ∈ [1..n]; n is the number of past events considered in the
study.

Matrix Data Structure-Based Approaches. In this case, data has the for-
mat of a matrix. This format is commonly used in statistics. Cases (i.e. observa-
tions or learning set) representing the matrix rows are event instances eto. Matrix
rows can also be control-cases ctz representing random situations that take place
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at time tz such that to �= tz with z ∈ [1..m]; m is the total number of control-
cases. The matrix columns are variables (i.e. features, biomarkers, attributes)
Xk with k ∈ [1..K]; K is the total number of variables. Finally, data used has
the following format: M = (xij) with i ∈ [1..n+m] and j ∈ [1..K]; and xij is the
value of variable Xj for each observation. Approaches dealing with such format
are classification approaches and event frequency analysis approaches.

Classification Approaches. The prediction process involves predictor variables
referenced above as Xk. Classification can be supervised or unsupervised. For
supervised classification, a decision variable D such that D ∈ {Xk} specifies the
predicted outcome. The decision variable can be the event magnitude or simply
a binary valued variable specifying the actual occurrence of the event or not [32].
In unsupervised classification, clusters are deduced and interpreted as prediction
outcomes [32]. Classification techniques for prediction purpose can be applied as
single classifiers [3,47] or as hybrid classifiers [13,15] which is the recent trend in
this area. The authors in [32] give a summary of hybrid classifiers for business
failure prediction.

Event Frequency Analysis Approaches. The event occurrences are described by
a unique random variable or a set of variables Xo. This can be the event inten-
sity (i.e. magnitude for earthquakes) or other characteristics such as the volume
and duration for floods [61]. In this category of approaches, the variable out-
comes are estimated by analysing frequency distribution of event occurrences.
The estimation of outcomes relies on descriptive statistics and consists practi-
cally in approximating the variables distribution then deducing their statistical
descriptions.

There are two cases for this type of approaches: (i) rare events with a focus on
maximum values for Xo (i.e. extreme events) [25]; and (ii) frequent events. For
the first case, extreme value theory has become a reference. It involves the anal-
ysis of the tail of the distribution. For the second case, known distributions such
as Poisson, Gamma or Weibull are considered. Studies extending the extreme
value theory for the multivariate case exist but are rather difficult to apply for
non-statisticians [17].

Temporal Approaches. In temporal approaches, the time dimension is explic-
itly considered. Here, eto will be identified on a set of K time series, each time
series represents a variable X measured at equal intervals over a time period T
such that the time of occurrence of eto, namely to, is included in T (see Fig. 4).
The set of time series which actually represent the studied data is denoted by
ST = {Xk(t); t ∈ T}, k ∈ [1..K]. Temporal approaches may consider unique time
series (i.e. univariate time series) or several time series. Two types of method-
ologies are possible.
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Fig. 4. Target events identification on time series over time interval

Approaches Dealing with Univariate Time Series. In this special case, a unique
time series is under consideration. The event prediction can follow two patterns:

– Time series forecasting and event detection. For this case, time series
values are forecasted. Then the target event is detected. It is important to
note that event prediction on the basis of time series data is different from
time series forecasting. The difference consists in the nature of the predicted
outcome. For event prediction, the outcome is an event, hence the goal is to
identify the time of occurrence of the event through the analysis of the effect
the precursor factors have on time series data. For time series forecasting, the
outcome consists in the future values of the time series. The authors in [54]
applied this approach for computer systems failure prediction.

– Time series event prediction. We refer to time series event [43,45] as a
notable variation in the time series values that characterizes the occurrence
of the target event under study. In this special case, researchers analyze vari-
ations, mainly trends, in time series data, preceding the time series event and
deduce temporal patterns that can be used for prediction.

Approaches Dealing with Multivariate Time Series. Most works under this cat-
egory deduce temporal patterns from multiple time series followed by clustering
or classification of these patterns in order to deduce future events [8,41]. These
approaches adopt the same strategy as with time series event prediction but they
are more adapted to the complex aspect of multivariate time series.

Event Oriented Approaches. When the available data is a collection of
events, event prediction strategy follows a different path, where the central focus
becomes the chronological interrelations between events data and a special tar-
get event, the latter can a simple or complex event. In what follows, we will
detail two cases: the first is event sequence identification, which is adapted for
simple events, and the second is complex event processing which is adapted to
complex events.
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Fig. 5. Graphical illustration of target and secondary events over time

Event Sequence Identification. Within event sequence identification, we consider
a set L of secondary events {esl } with l ∈ [1..L] (see Fig. 5). These events are
events occurring around the target event and can be used to predict the target
event. The secondary event esl occurrences are denoted by {eslz}with z ∈ [1..Zl];
Zl the total number of occurrences for the secondary event with index l. The sec-
ondary event esl is also described by a set of K variables {Xk} with k ∈ [1..K] (the
authors in [59] described these variables as a set feature value pairs). All events
set {eslz} (with l ∈ [1..L] and z ∈ [1..Zl]), in addition to {eti} (with i ∈ [1..n]), are
considered over a common time interval T and temporal sequences are deduced.
These events and the corresponding variables describing each event occurrence
represent the data format for event sequence identification approaches.

This category of approaches is mainly used in online system failure prediction
[34,49] where secondary events are identified from computer log files.

Complex Event Processing. A complex event is a sequence <e1, . . . , em> of dif-
ferent simple events chronologically related. The CEP aim at detecting complex
events on the basis of an event space as a dataset. The CEP solutions has
been applied successfully to predict heart failures [36], where simple events like
symptoms are detected and hence an alert predicting the heart stroke (complex
event) is enabled. Other applications include computer system failure prediction
[6], Internet of things failure prediction [56] and bad traffic prediction [1].

5 Hybrid Approaches to Event Prediction

The working principle of hybrid approaches is given in Fig. 6. As shown in
this figure, hybrid approaches combine steps from generative and inferential
approaches. The starting point is both available historical data (like inferential
approaches) and knowledge about system generating the event (like generative
approaches). The outputs of these two parallel steps are combined into a general
model. The next step consists in model calibration and validation against real-
world datasets (similarly to generative approaches). Finally, simulation of the
future states of the system is performed and the predicted outcome is deduced.



20 F. E. Gmati et al.

Fig. 6. Working principle of hybrid approaches

This category can be further subdivided into two sub-groups:

– Scenario based approaches. These approaches construct a mathematical
model of the system generating the target event. Then, they vary the model
input data according to different possible scenarios extracted from the his-
torical data records. The various outputs of the model represent all possible
results. Scenario based approaches are often seen as solution to uncertainty
issues [28]. A classic example of scenario based approaches is ensemble stream-
flow prediction [23], which is mainly used in flood prediction.

– Mixed data models approaches. These approaches combine models con-
structed from observed data with models based on physics laws. Hence they
employ generative and inferential modeling techniques. The authors in [30]
design this type of approaches by ’conceptual models’. Generally, generative
models involve a considerable amount of historical data, so inferential models,
such as time series modelling techniques, are used to generate the required
input data.

6 Discussion

Table 1 provides some examples illustrating the application of discussed cat-
egories of methods in different application domains. This table shows that
some approaches are devoted to some specific event types. For example, hybrid
approaches are widely applied in hydrology, especially for flood prediction. Event
sequence identification is mainly applied for computer system failure prediction.
This is due to the availability of secondary events through system logs. Multi-
agent simulation requires strong knowledge in computer science and may be too
complex for non-specialists. This explains its application for restrained fields.
Qualitative prediction approaches are well adapted to predict low risk related
events such as in financial context. However, they can be unreliable for major
events such as floods and earthquakes.

The approaches depicted in the taxonomy have several drawbacks. For
instance, generative and hybrid approaches fail to produce a model that gen-
erates exactly the real-world outcomes of the studied systems [38]. Dynamical
system modeling approaches perform the prediction under the assumption that
the system generating the event is deterministic. However errors due to the
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incomplete modeling of the system make this assumption very strong in some
cases. For instance, earthquake prediction studies until now fail to model the
dynamics of tectonic plaques accurately [39].

Within inferential approaches, the authors in [25] argue that in event fre-
quency analysis, fitting event characteristic variables to a known probability law
can lead to inaccurate results [25]. The predictive ability of event frequency anal-
ysis approaches is relatively limited but they can be used to assist the prediction
process by analysing the studied phenomenon. In addition, the authors in [2]
remark that inferential approaches fail to analyze the data holistically and they
mainly focus on a truncated aspect of the data. In addition, they fail to take
into account the system dynamics and interactions between variables [2]. At this
level, one should observe that classification approaches can take into account
interactions between variables. Furthermore stream mining models, prepared to
deal with concept drift, can address system dynamics by evolving the machine
learning model.

The authors in [2] advocate that qualitative approaches are more effective if
they are combined with quantitative analysis, since a holistic consideration of
event context, its dynamics but also temporal evolution by experts may over-
come the restrictive view of data by quantitative approaches. The advantage of
classification based approaches as a prediction technique is the availability of a
range of proven tools and computing packages, making its application open to
large public. However, classification based approaches fail to handle uncertainty
in data and do not take into account preferences in input variables. In addition,
classification based approaches neglect time dimension, as stated in [5]. Further-
more, the approximate time to event occurrence defined by [59] as lead time can
be inaccurately estimated, which is a drawback for risk prevention procedures,
especially concerning major events such as floods and earthquakes. At this level,
we should mention that the proposal of [26] presents some solutions to address
this issue by using composed labels having the form (Event, Time) for predi-
cating event occurrence time and (Event,Intensity,Time) for predicating event
occurrence time and intensity.

An interesting approach to reduce the effect of these shortcomings is to com-
bine classification and pattern identification techniques, as suggested by [5]. In
this respect, the authors in [19,20] combine self-organising maps and tempo-
ral patterns to predict firms failure. More specifically, the authors in [20] use
the term ‘failure trajectory’ to refer to temporal patterns representing the firm
health over time while the author in [19] uses the term ‘failure process’ as a
temporal pattern, and refers to it as a typology of firm behaviour over time. In
both cases the patterns are used to classify firms; hence predict business failure
event. More recently, the authors in [26] introduce rough set based classification
techniques with an explicit support of temporal patterns identification.
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Table 1. Examples of event prediction methods and applications

Category Business

failure

Stock

market

variation

Earthquakes Floods Heart

stroke/Health

events

Computer

System

failure

Internet

of Things

failure

Dynamical system

modelling

[42] [7] [12] [55]

Multi agent simulation [31]

Qualitative prediction [52]

Event frequency analysis [48]

Classification [13,15,29] [47] [3,50] [27]

Temporal patterns

(Univariate)

[44] [4,22,35,40] [16]

Temporal patterns

(Multiple)

[8,57]

Forecasting/Event

detection

[54]

Event sequence

identification

[34,49]

Complex event processing [36] [6] [56]

Hybrid models approaches [9,10]

Scenario based approaches [33,53]

7 Conclusion

This paper introduces a taxonomy of event prediction approaches. It represents
a generic view of event prediction approaches that oversteps the problem con-
sidered and application domain. The proposed taxonomy has several practical
and theoretical benefits. First, it extends the application domain of existing and
new event prediction approaches. Second, opens road for designing and develop-
ing more advanced and context-independent techniques. Third, it helps users in
selecting the appropriate approach to use in a given problem.

Several points need to be investigated in the future. First, the proposed
taxonomy is far from exhaustive. We then intend to extend the present work
by considering additional application domains and event types. Second, several
event prediction approaches can be used for the same event type. Then, it would
be interesting to design a generic guideline or some rules permitting to select
the event prediction method to be used in a given problem, which will reduce
the cognitive effort required from the expert.
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Abstract. Hydrologists are often encountered problem of missing values in a
rainfall and runoff database. They tend to use the normal ratio or distance power
method to deal with the problem of missing data in the rainfall and runoff
database. However, this method is time consuming and most of the time, it is
less accurate. In this paper, two neighbor-based imputation methods namely K-
nearest neighbor (KNN) and Gaussian mixture model based KNN imputation
(GMM-KNN) were explored for gap filling the missing rainfall and runoff
database. Different percentage of missing data entries were inserted randomly
into the database such as 2%, 5%, 10%, 15% and 20% of missing data. Pros and
cons of these two methods were compared and discussed. The selected study
area is Bedup Basin, located at Samarahan Division, Sarawak, East Malaysia. It
is observed that the GMM-KNN imputation method results in the best estima-
tion accuracy for the missing rainfall and runoff database.

Keywords: GMM-KNN � KNN � Imputation � Missing rainfall � Runoff data

1 Introduction

Hydrological missing data poses a challenge in hydrological and environmental
modelling. Hydrologists are often encountered problem of missing values in a rainfall
and runoff database. Rainfall is the quantity of rain that falls in a location over a period
of time [1]. Meanwhile runoff refers as amount of water that discharged in surface
streams. Missing data occurs when data values are not available or incomplete in the
database. The incompleteness of rainfall and runoff data may due to equipment
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malfunctioned, measurement errors and changes to instrumentation over time [2]. If the
missing data is left untreated, it reduces the power and the precision of hydrological
research. These missing data would result in uncertainty particularly water flow
information and it affects the plan ahead of time to deal with extremes such as flood and
climate change.

As floods become increasingly more frequent in Malaysia, the analysis of rainfall
and runoff plays a significant role in the field of climatology and hydrological studies
[3–6]. However, rainfall and runoff data analysis is always challenged by the shortage
of consecutive data at Sarawak rivers. In many instances, while analyzing the hydro-
logical data for Sarawak rivers, there is a shortage of rainfall records of several gauging
stations at Bedup Basin, and most of these records are incomplete. In addition to that, a
study by Ismail et al. [7] concluded that the best data treatment method of a target
station is different from the other target stations in Peninsular Malaysia. Therefore, this
paper explores a suitable technique for handling missing rainfall and runoff data at
Bedup Basin, Sarawak.

The remaining of this work is organized as follows. Section 2 reviews the existing
handling missing data techniques; Sect. 3 presents a case study; Sect. 4 describes the
imputation methods and Sect. 5 reports the experimental results both on KNN and
GMM-KNN imputation methods. Finally, Sect. 6 summarizes the main conclusions.

2 Related Work

Numerous techniques have been proposed to estimate missing values [7–9]. Imputation
is a procedure that is used to fill in missing values with substitutes [9]. The normal ratio
method (NR) and the inverse distance weighting method (IDW) are the two types of the
traditional missing data handling methods. The methods are the most popular approach
for estimation of missing rainfall records. Suhaila et al. [8] adapted the inverse distance
weighting (IDW) method for estimation of missing rainfall data. The study reported
that the target station could be affected most by the nearest stations. Kamaruzaman
et al. [10] have compared different methods such as inverse distance weighted (IDW),
modified correlation weighted (MCW), combination correlation with inverse distance
(CCID) and averaging correlation and inverse distance (ACID) to examine the best
imputation methods for treating daily rainfall at 104 stations in Peninsular Malaysia.
Meanwhile interpolation techniques such as arithmetic average (AA) method, inverse
distance (IDW) method, normal ratio (NR) method and coefficient of correlation
(CC) method were compared in a study by Ismail et al. [7]. There are several short-
comings, such as the overestimation or underestimation of association among variables
and lack of information available from the neighbor stations. If there is no information
could be used from the neighbor stations, the mean on the same day and month but at
different year will be taken as the estimation of the missing values at the missing
entries. Hence, this method is less accurate and time consuming as compared to other
missing data imputation techniques.
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The nearest neighbor stations are progressively being used to estimate the missing
values in the database. Ferrari and Ozaki [11] used the nearest neighbor station to
estimate the missing data based on the statistical imputation and quality control pro-
cedures to model the drought period. Furthermore, Teegavarapu and Chandramouli
[12] used the inverse distance weighting method (IDW) to estimate missing rainfall
values which is based on the values recorded at all other available nearby stations.

Other than that, artificial neural networks (ANNs) have become one of the most
promising tools for treating missing data problem. In a study by Dastorani et al. [13],
artificial neural networks (ANNs) and adaptive neuro-fuzzy inference system (ANFIS)
methods were proposed to predict the missing flow data using the data from neigh-
boring sites. The study revealed that the ANFIS technique demonstrated a superior
prediction of missing flow data in arid land stations. Besides that, Mispan et al. [14]
employed Levenberg-Marquadt back propagation algorithm in predicting missing
stream flow data in Langat River Basin, Malaysia. The training and validation results
are satisfactory; which r values range from 0.91 to 0.97 for flow parameters.

Another approach to treat the missing data problem is using Gaussian mixture
model based KNN (GMM-KNN) method. Ding and Ross [15] have proposed Gaussian
mixture model based KNN (GMM-KNN) imputation method for treating missing
scores in biometric fusion. In the study, Ding and Ross [15] reported that GMM-KNN
method performs better than the other imputation methods such as K-nearest neighbor
(KNN) method, likelihood-based method, Bayesian-based method and multiple
imputation (MI) method at multiple training set sizes and missing rates because it
retains the natural structure of the original dataset. On the other hands, the other
imputation methods such as KNN method did not capture the shape of the original
scores very well. Therefore, the study indicates that the GMM-KNN imputation
method results in the best recognition accuracy in the context of multibiometric fusion.
However, the GMM-KNN imputation method has not been explored in the context of
rainfall and runoff in Malaysia. Therefore, this study intends to explore the estimation
of missing data using hydrological data from neighboring gauging sites in Sarawak and
GMM-KNN imputation method.

3 Material and Method

3.1 Study Area

The study area is located in Sungai Bedup Basin, an upstream of Sadong Basin in
Sarawak as shown in Fig. 1. This basin has a maximum stream length of 10 km and is
situated approximately 80 km from Kuching city.
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Sungai Bedup Basin consists of five rainfall gauging stations and one river stage
gauging station. The details of the gauging stations are presented in the following
Table 1.

3.2 Data

The dataset used in this study consists of five rainfalls and one runoff data that were
collected from Department of Irrigation and Drainage, Sarawak. A daily rainfall and
runoff dataset consisting of 24-month records has been selected to evaluate the per-
formance of imputation methods, as shown in Table 2. The selected dataset is prepared
with some data’s missing. In this work, rate-based schema has been used to randomly
select a specific proportion of the entries and then removed from the complete dataset

Fig. 1. Locality Map of Bedup Basin and the gauging stations [16]

Table 1. Gauging stations of Bedup Basin, Sarawak.

Station name Station number Latitude Longitude Data collected

Bukit Matuh 1005079 001 03 50 110 35 35 Rainfall
Semuja Nonok 1105035 001 06 25 110 35 50 Rainfall
Sungai Busit 1005080 001 05 25 110 34 40 Rainfall
Sungai Merang 1006033 001 05 40 110 36 25 Rainfall
Sungai Teb 1006037 001 03 15 110 37 00 Rainfall
Sungai Bedup 1006028 001 05 10 110 37 50 Runoff

30 P. C. Chiu et al.



[17]. Different percentages of missing data are inserted randomly into the dataset. The
missing percentage varies as 2%, 5%, 10%, 15% and 20% missing of the total data
entries. For each missing entry, a proportion of the rainfall and runoff entries will be
randomly selected and removed from the dataset. According to Little and Rubin’s [18]
missing data mechanism, the missing value in this study has been classified as missing
completely at random (MCAR). The reason is because of the occurrence of missing-
ness in the rainfall and runoff data of the area at Bedup basin is not affected by the data
in that area or any area.

3.3 Data Correlation Between the Investigated Stations

The correlation of daily rainfall and runoff at different stations is important to calculate
the strength of a relationship between the data values. Hence, the correlation between
the daily rainfall and runoff at different nearby stations was investigated (Table 3).

Table 2. Fragment of the data from the gauging stations of Bedup Basin.

Bukit Matuh 
(mm)

Semuja Nonok 
(mm)

Sungai Busit 
(mm)

Sungai Merang 
(mm)

Sungai Teb 
(mm)

Sungai Bedup 
(m3)

1 53.5 35.5 53.5 36 1.28 
40 4.5 11 2 1 1.546 
41 40 ? 39.5 55 1.433 
0 23 26.5 22.5 46.5 1.556 

34.5 0.5 0 0 ? 2.23 
4 ? 34 44.5 30.5 ? 

116.5 ? 7.5 5.5 2 1.764 
0 148.5 ? 119.5 112.5 1.783 
0 0.5 0.5 0.5 0.5 2.789 
0 0.5 0 0 0 2.796 

Missing data

Table 3. Correlation matrix of investigated stations

Bukit
Matuh

Semuja
Nonok

Sungai
Busit

Sungai
Merang

Sungai
Teb

Sungai
Bedup

Bukit Matuh 1.0000 0.0086 0.0043 0.0187 0.0088 0.0545
Semuja Nonok 0.0086 1.0000 0.8139 0.8538 0.7348 0.0956
Sungai Busit 0.0043 0.8130 1.0000 0.8455 0.7897 0.0874

Sungai
Merang

0.0187 0.8544 0.8450 1.0000 0.8191 0.0759

Sungai Teb 0.0088 0.7366 0.7876 0.8166 1.0000 0.1042
Sg Bedup 0.0545 0.0970 0.0865 0.0931 0.1170 1.0000
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As seen in Table 3, the rainfall at the Semuja Nonok is most correlated with the
Sungai Busit, Sungai Merang and Sungai Teb stations respectively. The correlation of
the rainfall at the Bukit Matuh station are relatively lower as compared to the rest of the
rainfall stations. In addition to that, the runoff at the Sg Bedup has low correlation with
all the other rainfall stations, within the range of 0.0545 to 0.1042. Generally, the
rainfall and runoff correlation values in different stations are positively correlated with
their respective stations.

3.4 Performance Measures

In this study, the root mean square error (RMSE) and the mean absolute error
(MAE) are used to evaluate the performance of GMM-KNN and KNN imputation
methods. The root mean square error (RMSE) calculates the average square errors of
the treated datasets and the error is measured by Eq. (1).

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PN
i¼1 Oi � Tið Þ2

N

s

ð1Þ

The mean absolute error (MAE) provides the average error in the treated datasets.
The error is calculated based on Eq. (2).

MAE ¼ 1
N

X

N

i¼1

Oi � Tij j ð2Þ

N = total number of observations
O = actual values of observation
T = imputed values.

4 Imputation Methods

4.1 K-Nearest Neighbor Imputation

In context of limited data availability such as time series of rainfall and runoff at Sungai
Bedup Basin, this study uses the nearest neighbor stations to estimate the missing
values of the basin’s datasets. Among the nearest neighbor imputation algorithms, K-
Nearest Neighbor (KNN) imputation is one of the easiest and efficient methods used to
fill in the missing values in the datasets [19].

In this work, the built-in KNN imputation from Matlab is adopted in this study.
KNN imputes missing data using nearest-neighbor method. KNN replaces the missing
values with a weighted mean of the k nearest-neighbor columns. The weights are
inversely proportional to the distances from the neighboring columns in terms of
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Euclidean distance. In this study, k = 5 is found to provide the best imputation
accuracy in the dataset (not shown here).

4.2 Gaussian Mixture Model Based KNN Imputation (GMM-KNN)

Another efficient nearest neighbor imputation is Gaussian mixture model based KNN
imputation (GMM-KNN). The GMM-KNN is proposed by Ding and Ross [15] in their
study on handling missing scores in biometric fusion. Two main steps are essential in
GMM imputation, that are the density estimation using the GMM assumption and the
imputation itself based on this estimated density. For the density estimation, a simu-
lated dataset (s), Dsim is generated from Gaussian mixture distribution. The dataset,
Dsim is simulated from a multivariate normal distribution and then fit a GMM to the
data using Matlab. If the Dsim = 10, the density estimation will return a GMM with a
number of estimated parameters such as ten distinct means, covariances matrices and
component proportions to the data. Then KNN imputation process can be used based
on the generated Gaussian mixture distribution. The key idea of GMM-KNN is to find
the most similar vectors as ‘‘donors’’ in the training set. The Euclidean distance
measurement d is employed to find the ‘‘nearest’’ donors for the incomplete score
vectors. The GMM-KNN scheme can be summarized in the following steps, as shown
in Algorithm 1 [15]. According to our analysis (not shown here), generally, k = 5 and
Dsim = 1 provide the best imputation accuracy on the dataset in terms of RMSE, MAE
and computational time.

Algorithm 1 Gaussian Mixture Model KNN imputation (GMM-KNN)
1. Use the estimated parameters of GMM, to simulate a dataset Dsim,

having a similar or larger size than Dori

2. For each observation x, apply the distance function d to find k = 5 
nearest neighbours in the simulated set Dsim

3. The missing variables x, are imputed by the average of correspond-
ing variables from the nearest neighbours taken from Dsim

where Dsim = simulated dataset (s) that generated from Gaussian mixture distribution 
Dori =  original dataset 

5 Results and Discussion

This study uses the GMM-KNN and KNN methods to impute the missing values in a
rainfall and runoff database from East Malaysia. The root mean square error (RMSE)
and mean absolute error (MAE) are used to evaluate the performance of GMM-KNN
and KNN imputation methods.

Figures 2 and 3 illustrates the imputation performances of GMM-KNN and KNN
models at different percentages of missing data.
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Generally, the GMM-KNN models perform better than KNN model at different
missing rainfall and runoff entries, which support the findings by Ding and Ross [15].
As seen in Fig. 2(a), GMM-KNN imputation provides quite accurate predictions at the
missing entry of 2%, 5%, 10%, 15% and 20% with the low root mean square error
(RMSE), ranges between 0 to 1.8 mm. In addition to this, the observed data points are
close to the GMM-KNN model’s predicted values at the missing entries between 2% to
10% of missing values in the datasets. However, there are slightly increase in the
rainfall value of RMSE for KNN imputation method compared to GMM-KNN.

In Fig. 2(b), the comparison of mean absolute error (MAE) at various percentage of
missing data demonstrated that KNN imputation generates higher MAE in rainfall

Fig. 2. Comparison of RMSE and MAE plots using GMM-KNN and KNN imputation at
various percentage of missing rainfall data
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values at the missing entries of 2%, 5%, 10%, 15% and 20% as compared to GMM-
KNN imputation. In contrast, GMM-KNN offers the best performances at multiple
missing entries, with the MAE values range between 0.004 mm to 0.167 mm. Since the
GMM-KNN imputation uses a simulated dataset Dsim that is synthetically generated for
the donor imputation pool, GMM-KNN has a better chance of finding the closest from

Fig. 3. Comparison of RMSE and MAE plots using GMM-KNN and KNN imputation at
various percentage of missing runoff data
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the nearest neighbor. However, it is revealed that the values of RMSE and MAE of
both methods are not linearly increased with the increasing of the amount of miss-
ingness. This could be due to the reason that the methods are not sensitive to the
proportion of the missing values in the datasets, as reported by Suhaila et al. in the
estimation of missing rainfall data [8].

In addition to that, a study has been conducted by Kamaruzaman et al. [10] using
weighting methods for treating missing daily rainfall data at the missing percentage of
10% within the context of Peninsular Malaysia. Kamaruzaman et al. [10] reported that
ACID method obtained good results in the test statistic for treating missing daily
rainfall data in terms of RMSE and MAE with an average of 12.78 and 6.28 respec-
tively. As compared to the findings by Kamaruzaman et al. [10], the performance of
GMM-KNN imputation has improved in terms of RMSE and MAE, where the error
values decreased by an average of 11 mm and 6 mm respectively. Furthermore, Ismail
et al. [7] revealed that IDW method is to be the best missing data estimation method
among the interpolation techniques for most of the rainfall stations located at
Terengganu, Malaysia. For example, Ismail et al. [7] reported the values of RMSE and
MAE for station TRb range between 12.765 mm to 14.76 mm and between 6.042 mm
to 6.704 mm respectively. Comparison of this study to the study by Ismail et al. [7]
shows that GMM-KNN method has lower values of RMSE and MAE, where the error
values decreased by an average of 6.97 mm and 3.78 mm respectively at multiple
missing rainfall entries. Hence, it is clearly shown that GMM-KNN imputation is the
best method for finding the missing rainfall entries at Bedup Basin station.

Meanwhile the example of plots of RMSE and MAE for the runoff missing data are
shown in Fig. 3. In Fig. 3(a) and (b), it is observed that the GMM-KNN imputation
results in a low value of RMSE, with the range of 0.04 to 0.15 m3 and MAE, with the
range of 0.004 to 0.04 m3 at all the missing entries. One possible reason is that a good
density GMM model positively increases the accuracy of the neighbor-based imputa-
tion method.

However, KNN imputation has an increased runoff value of RMSE and MAE when
the percentages of missing entries increase. Besides that, KNN imputation has high
values of RMSE and MAE, between the range of 0.8 to 6.6 m3 and the range of 0.08 to
1.7 m3 respectively. This may be due to the low correlation between the runoff data and
the rainfall data of the target stations. Since KNN imputation is based on nearest
neighbor method, the accuracy of KNN imputation could highly affected by the cor-
relation of the nearby target stations. As a result, the accuracy of the KNN decreased
gradually with the decreased value of correlation between the runoff and the rainfall
data. A closer inspection revealed that the decreased value of the correlation between
the data could be due to the proportions of missing data. The proportions of missing
values that contain more relevance to the target station could lead to overestimate and
underestimate the missingness. Therefore, GMM-KNN imputation provides a much
better performance for filling rainfall and runoff missing entries than the KNN impu-
tation at Bedup Basin station.
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6 Conclusion

In this study, the daily rainfall and runoff data at six gauging stations located in Bedup
Basin was considered. The GMM-KNN and KNN methods were applied to fill the
missing entries at different percentage of rainfall and runoff missing entries. The results
demonstrated that GMM-KNN method performs better than KNN method and it is
suitable to be applied for finding the missing rainfall and runoff database.

However, the drawback of GMM-KNN imputation is GMM may fail to work if the
dimensionality of the problem is too high. For future work, it is recommended to
consider hybrid GMM with other missing data estimation techniques on real world
missing datasets.
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Abstract. We consider the unsolved problem of Distance Estimation
(DE) when the inputs are the x and y coordinates (i.e., the latitudinal
and longitudinal positions) of the points under consideration, and the
elevation/altitudes of the points specified, for example, in terms of their
z coordinates (3DDE). The aim of the problem is to yield an accurate
value for the real (road) distance between the points specified by all
the three coordinates of the cities in question (This is a typical problem
encountered in a GISs and GPSs.). In our setting, the distance between
any pair of cities is assumed to be computed by merely having access to
the coordinates and known inter-city distances of a small subset of the
cities, where these are also specified in terms of their 3D coordinates.
The 2D variant of the problem has, typically, been tackled by utilizing
parametric functions called “Distance Estimation Functions” (DEFs). To
solve the 3D problem, we resort to the Adaptive Tertiary Search (ATS)
strategy, proposed by Oommen et al., to affect the learning. By utilizing
the information provided in the 3D coordinates of the nodes and the
true road distances from this subset, we propose a scheme to estimate
the inter-nodal distances. In this regard, we use the ATS strategy to
calculate the best parameters for the DEF. While “Goodness-of-Fit”
(GoF) functions can be used to show that the results are competitive, we
show that they are rather not necessary to compute the parameters. Our
results demonstrate the power of the scheme, even though we completely
move away from the traditional GoF-based paradigm that has been used
for four decades. Our results conclude that the 3DDE yields results that
are far superior to those obtained by the corresponding 2DDE.
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1 Introduction

In this paper, we consider the problem of estimating the real (road) distances
between points (cities), where the inputs are the x and y coordinates of the
points under consideration, and their z coordinates. We refer to this problem
as 3DDE. This problem is much more complicated than the corresponding 2D
problem that has been studied for a few decades (the 2DDE), because in hilly
terrains, estimating the road distances is more complex than on flat domains.

Historically, the input to Distance Estimation (DE) problems are, typically,
the start and end locations in the form of x and y co-ordinates of the locations
in the Cartesian plain, or the latitude and longitude in the geographic region.
However, determining the actual “road distances” (the physical distance to be
traveled on the “roads” built in the community) for an area, is more challenging.
These road distances, also synonymously known as traveling distances or “true”
distances, can depend on the network, the terrain, the geographical impediments
like rivers or canyons, and of course, the direct distance between the respective
points – which serves as a lower bound for the “true” distances. The 2DDE and
3DDE problems involve finding the best estimator for these true distances.

This problem has been studied for over four decades, and its solutions have
been used in many practical applications, such as in developing vehicle scheduling
software, vehicle routing, and in partitioning districts for fire-fighters [1,2,7].

Legacy Methods: Distance Estimation Functions. To historically do DE,
one typically resorts to Distance Estimating Functions (DEFs) [5] which are
simultaneously good estimators, characterized by low computations. All these
DEFs involved parameters whose values are obtained by a “training” phase to
best fit the data of the system being characterized, with some “true” known a
priori road distances. The accuracy of the estimations depends on the DEF, the
system and the available data.

Our Proposed Approach. In this paper, we apply a new method for deter-
mining the DEF, earlier pioneered in [3], namely the Adaptive Tertiary Search
(ATS) [6]. The ATS uses Learning Automata (LA) to perform a stochastic search
“on a line” to determine the parameter sought for. Our most “daring” step is
to completely move away from invoking Goodness-of-Fit (GoF) criteria for the
DEFs as has been done for more than four decades [8,9].

2 Distance Estimation: Core Concepts

DE is a topic that has been extensively studied for more than four decades. Due
to space limitations, it is impossible to survey the field here. But we refer the
reader to [3] and [4], where it has been surveyed in greater detail.

DE is, typically, done by determining the appropriate DEF, which is a map-
ping from Rd ×Rd to R. It returns the estimate of the true distance. The inputs
to the DEF are the locations of the two points, and it produces an estimate of
the distance between them by incorporating the set of parameters into the DEF.
This set of parameters is learnt so that the DEF best represents the space.
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Definition 1. A Distance Estimation Function (DEF) is defined as a
function π(P1, P2|Λ) : Rd × Rd −→ R, in which P1 = 〈x1, x2, ..., xd〉 and
P2 = 〈y1, y2, ..., yd〉 are points in Rd, and Λ is a set of parameters characterizing
π, learnt using a set of training points with known true inter-point distances.

This set, Λ is, typically, learnt by minimizing a GoF function which is used
to measure how well a region is represented by the DEF. Central to DE is the
concept of GoF functions which are measures of how good a DEF estimates the
true (but unknown) distances. Several GoF functions have been utilized in the
literature, and the most common one is the sum of Square Deviation (SD).

The most common types of DEFs are those based on the family of Lp norms,
traditionally used for computing distances:

Lp(X) =

(
n∑

i=1

(|xi|p
)1/p

. (1)

The various well-known Lp norms have been used as stepping stones to design
DEFs as seen in [5]. The input to these functions are the co-ordinates of the
input vectors, X and Y . These DEFs are first trained on the subset of the co-
ordinates of the cities and their known (region-based) true distances, and this
yields the “best” parameters for the DEF given the training data. Thereafter,
the DEF can be used for DE for other unknown inter-city distances.

3 The Adaptive Tertiary Search and Its Use in DE

The solution that we propose for DE is based on a scheme relevant to the Stochas-
tic Point Location (SPL) problem. To formulate the SPL, we assume that there
is a Learning Mechanism (LM) whose task is to determine the optimal value of
some variable (or parameter), λ. We assume that there is an optimal choice for
λ - an unknown value, say λ∗ ∈ [0, 1]. As in [3], in this paper, we shall use the
ATS [6] to solve the DE problem, although we could have used other solutions.

Table 1. The decision table for the ATS scheme.

O1 O2 O3 New sub-interval

Inside Left Left Δ1

Left Left Left Δ1

Right Inside Left Δ2

Right Left Left Δ1 ∪ Δ2

Right Right Inside Δ3

Right Right Left Δ2 ∪ Δ3

Right Right Right Δ3
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To determine λ∗ within the resolution of accuracy, the original search interval
is divided into three equal and disjoint subintervals, Δi, where i = 1...3. The
subintervals are searched using a two-action LA. The LA returns the λ(n), the
estimated position of λ∗ from that subinterval Oi ∈ {Left,Right, Inside}. From
these, a new search interval is obtained based on the table given in Table 1. This
is repeated until the search interval is smaller than the resolution of accuracy.
The search interval will yield the required resolution within a finite number of
epochs because the size of the search interval is decreasing [6]. After the interval
is small enough, the midpoint of the final interval is the estimate for λ∗.

3.1 Updating Search Intervals

Let us first consider the case where the DEF has two parameters, say k and p.
The strategy for our search will be to use the ATS to determine the best value
for k and p, say k∗ and p∗, respectively. It is crucial that the order of updating
the search intervals in the k and p spaces is considered when determining these
multiple parameters. If this is not done correctly, it may result in the premature
reduction of a search interval. The order of executing the searching, and the
pruning of the intervals must also be maintained while searching for the two
parameters, k and p, simultaneously. Thus, all the subintervals must be searched
before the intervals are updated simultaneously, as shown in [3] and [4].

The set of LA operate in the same manner as in [6], except for how it deals
with the additional parameters. When the LA is learning information about how
it should update the value for k, it uses values of p from within its current search
interval and vice versa. As a result, each LA operates with the knowledge of the
current search interval of all the other parameters, as explained in [3] and [4].

This process of searching for multiple parameters can be done in parallel by
assuming that for each learning loop, the other parameter’s value is either the
maximum or the minimum of its current search interval. This is a consequence
of the monotonicity of the DEFs, as discussed in Sect. 3.3.

3.2 The Corresponding LA

Each LA is provided with two inputs, namely the parameter that it is searching
for, and all the search intervals, and yields as its output the relative location of
the parameter in question. It does this by producing a decision (Left, Right or
Inside) based on its final belief after communicating with its Environment.

The LA starts out with a uniform belief, 50%, for both “Left” and “Right”.
It then makes a decision based on its current belief. If the decision is “Left”, then
the LA picks a point in the left half of the interval at random; otherwise (i.e.,
the decision is “Right”) the point is chosen from the right half of the interval.
Once the decision is made, the LA asks the Environment for a response. The
LA uses the Linear Reward-Inaction (LRI) update scheme, and so the current
belief is only updated if the Environment’s response is positive.

The LA and the Environment repeat this loop for a large number, say N∞,
of iterations. After they are done communicating, the LA produces its output as
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per the LA algorithm briefly described below, but omitted here in the interest
of space. It is found in [3] and [4]. If the LA’s belief of “Right” is greater than
1−ε, the parameter in question is to the right side of the current search interval,
and so its output is “Right”. Conversely, if the belief of “Left” is greater than
1 − ε, the LA’s final decision is “Left”. If neither of these cases emerge, the LA
does not have a belief greater than 1 − ε that the parameter is to the “Right”
or “Left”, and in this case, the LA decides that the parameter’s optimal value
is “Inside” the present interval. Again, the entire algorithm is formally given in
[3] and [4] (omitted here in the interest of space).

3.3 The Corresponding Environment

Each LA requires feedback from a specific Environment. This feedback informs
the LA if it has made the correct decision, i.e., choosing the right or left half of
the subinterval. It is easy to obtain this answer because it only involves a single
parameter at a time. To further explain this, consider the DEFs below:

F (k, p) = k · F1(X1,X2, p), and where, (2)

F1(X1,X2, p) =

(
d∑

i=1

|x1i − x2i|p
)1/p

. (3)

Although nothing specific can be said about the monotonicity characteristics of
F (k, p), we see from Eq. (2) that by virtue of the fact that it is always positive
and that it can be factored, it is monotonically increasing with k for any fixed
value, p. Similarly, from Eq. (3), since F1(X1,X2, p) is not a function of k, it is
monotonically decreasing with p for any fixed value of k. These properties allow
the Oracle to respond accordingly when finding k, and for the corresponding LA
to move in the desired direction (i.e., “Left” or “Right”) in the space that only
involves the single parameter k. The contrary monotonicity properties allow the
Oracle to respond according to a corresponding algorithm (EnvironmentRespon-
seP, explained in1 in [3] and [4]) when determining p, and for the corresponding
LA to move in the desired direction in the space that involves only p.

4 Testing and Results: 3-Dimensional Environments

As opposed to the theory and results presented in the predecessor paper [3],
in this paper, we have considered the problem of DE in three dimensions, i.e.,
3DDE. To permit us to do testing of 3DDE, since real-life data is currently not
available2, we have resorted to utilizing “realistic” artificially-constructed data.
Data of this type will give us a better understanding of how the DE method
1 The proofs of the relevant claims are also included in these publications.
2 The use of a third dimension (the altitude) could be especially beneficial if the region

in question has a predominantly hilly or mountainous terrain, as in Perugia, Italy,
or Zermatt and Switzerland.
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behaves. Using the artificially-constructed data, we have compared the results
from the 3DDE using the two dimensional method presented in [3]. From these
comparisons, we are able to show which method is superior in these situations.

4.1 Experimental Setup

To compare the 3DDE with the typical two dimensional DE (2DDE), we used the
ATS in combination with the weighted Lp DEF chosen because it has been well
studied for DE and is very versatile. It can also out-perform many other DEFs in
networks of differing structures. Finally, it possesses a simplicity that generally
performs well when one considers that it is a DEF with only two variables. The
metrics we used were the Normalized Absolute-value Difference (NAD), the sum
of Square Deviation (SD), the Relative Absolute-value Difference (RAD) and
Expected Percent (EP) errors which are recommended in the literature.

All of the data sets consisted of 100 points, representing the cities. This
value was chosen based on the common data set sizes in the literature. The
distance between the intermediate points, D, was another parameter that had
to be defined. We used the value D = 0.05, which was based on the largest rate
of change of the terrain and the desired accuracy for the inter-point distances.
This inter-point distance was small enough to account for the features on all the
surfaces considered in this paper. Further, both the 2D and 3DDE methods used
the same data sets. The only difference for the 2DDE method was that it did
not incorporate the third dimension.

For both the noiseless and the noisy data, there were three types of surfaces
(given below) used to construct the data sets. The first type was a single hill,
an example of which is shown in Fig. 1 (left). Five different single Gaussian hill
surfaces, N(0.5, σ), were constructed to determine the accuracy of the DE of
both “easy” and “hard” terrains. The parameters for these surfaces are shown
in Table 2. The second type of surface used was a valley. This consisted of two
Gaussian hills, N(0, σ1) + N(1, σ2) located at opposite corners of the terrain,
which had a 1 × 1 unit base. An example of this is shown in Fig. 1 (center).
Again, the steepness of the valley was varied according to the values in Table 2.
The last surface consisted of two Gaussian hills located side-by-side, N(μ1, σ1)+
N(μ2, σ2). This is, clearly, the most complete surface and is shown in Fig. 1

Fig. 1. Example of 3D Surfaces used in our experiments.
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(right). The differences between the two hill surfaces are outlined in Table 2. For
this scenario, the steepness was also changed.

4.2 Results for Noisy Surfaces

The results of the 3DDE was compared to the 2DDE over 20 runs. Further, the
level of noise used was different for each run.

Table 2. Parameters of the 3D testing surfaces used in our experiments.

Surface: Single hill Valley Two hills

Number Mean
(μ)

Variance
(σ2)

Means
(μ1, μ2)

Variances
(σ2

1 , σ
2
2)

Means
(μ1, μ2)

Variances
(σ2

1 , σ2
2)

1 (0.5) (0.3) (0.0, 1.0) (0.02, 0.02) (0.2, 0.8) (0.09, 0.09)

2 (0.5) (0.2) (0.0, 1.0) (0.05, 0.05) (0.2, 0.8) (0.09, 0.07)

3 (0.5) (0.1) (0.0, 1.0) (0.09, 0.09) (0.2, 0.8) (0.07, 0.07)

4 (0.5) (0.09) (0.0, 1.0) (0.12, 0.12) (0.2, 0.8) (0.07, 0.05)

5 (0.5) (0.08) (0.0, 1.0) (0.15, 0.15) (0.2, 0.8) (0.05, 0.05)

Single Hill Surfaces: Table 3 shows the errors for the surfaces containing a sin-
gle hill. These surfaces are in order from the flattest to the steepest. The first
single hill surface had a value of σ2 = 0.3. This was a relatively flat hill where
the z-component was irrelevant, and as a result, the 2DDE marginally out-
performed the 3DDE. The 3DDE method had a slight improvement to about
8.8% when σ2 = 0.2, while the 2DDE error increased to over 9% error. When
σ2 was increased to values greater than or equal to 0.1, the 2DDE produced an

Table 3. Results for 20 runs of 2D ATS and 3D ATS on noisy single hill surfaces.

Name σ2 Hill-1 0.3 Hill-2 0.2 Hill-3 0.1 Hill-4 0.09 Hill-5 0.08

3D 3D 3D 3D 3D

SD 3.05 3.13 8.01 12.26 23.16

NAD 40.09 38.46 56.36 63.70 77.81

RAD 0.0950 0.0871 0.1369 0.1726 0.2135

EP 0.0922 0.0884 0.1296 0.1464 0.1789

2D 2D 2D 2D 2D

SD 2.24 3.78 32.89 30.91 79.61

NAD 36.05 44.28 145.42 147.94 209.79

RAD 0.0787 0.0933 0.2722 0.2608 0.3627

EP 0.0829 0.1018 0.3343 0.3401 0.4823
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error greater than 26%. For the 3DDE, all the errors were less than 21%. One
observes that errors obtained increased with the steepness of the hill.

Valley Surfaces: The results of the 2DDE and 3DDE on the valley surfaces with
noisy distances are summarized in Table 4. For the valley surfaces, the 2DDE
and the 3DDE have the closest performance on the valley with the steepest
sidewalls. The 2DDE had errors of 13%, and the 3DDE had an expected error
for an estimated distance and the overall error of 11% and 15% respectively. As
the valleys flattened out, the RAD and EP errors for the 2DDE increased to 35%
and 40% respectively. Thereafter, the 2DDE improved as the valleys continued
to flatten. For the flattest valley, the 2DDE had errors of 18% and 20%. The
3DDE decreased to a maximum of 5%. When σ2 > 0.02, the errors were all
between 12% and 9%. The reader must observe the superiority of the 3DDE.

Table 4. Results for 20 runs of 2D ATS and 3D ATS on various noisy valley surfaces.

Name σ2 Valley-1 0.02 Valley-2 0.05 Valley-3 0.09 Valley-4 0.12 Valley-5 0.15

3D 3D 3D 3D 3D

SD 21.63 5.93 7.39 4.29 3.56

NAD 49.40 46.24 48.27 45.99 42.40

RAD 0.1469 0.1128 0.1196 0.1012 0.0915

EP 0.1136 0.1063 0.1110 0.1057 0.0975

2D 2D 2D 2D 2D

SD 17.23 31.42 53.60 26.22 12.80

NAD 57.95 146.90 174.09 136.31 86.96

RAD 0.1318 0.3036 0.3593 0.2863 0.1784

EP 0.1332 0.3377 0.4002 0.3133 0.1999

Table 5. Results for 20 runs of 2D ATS and 3D ATS on noisy surfaces with two hills.

Name
(σ2

1 , σ2
2)

Two Hills-1
(0.09, 0.09)

Two Hills-2
(0.09, 0.07)

Two Hills-3
(0.07, 0.07)

Two Hills-4
(0.07, 0.05)

Two Hills-5
(0.05, 0.05)

3D 3D 3D 3D 3D

RAD 0.1728 0.1635 0.1637 0.2238 0.2546

EP 0.1553 0.1552 0.1529 0.1957 0.2239

2D 2D 2D 2D 2D

RAD 0.3236 0.3810 0.6673 0.7219 0.8441

EP 0.4029 0.4738 0.7499 0.8736 1.0960
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Two Hill Surfaces: Table 5 shows the results for the noisy distances on the
surface with two hills. The surfaces are arranged, based on the mean height of
the two hills from the shortest to the highest.

The 3DDE had RAD and EP errors ranging from 25% to 15%. The terrains
with the smallest error contained hills where σ2

1 = 0.09, σ2
2 = 0.07 and σ2

1 = 0.07,
σ2
2 = 0.07. The largest error of 25% for the 3DDE was caused by estimating

distances for the surface with the two steepest hills, σ2
1 = 0.05 and σ2

2 = 0.05.
This surface also forced the 2DDE to produce its largest error of 109%, which is
actually unacceptable, and which clearly advocates the use of the 3DDE domain.
In fact, the smallest error that the 2DDE produced for the surfaces with two
hills was 32%, which was for the flattest hills.

4.3 Discussion

Results for Noisy Surfaces: The discussion, for results for noisy surfaces, will be
focused on the RAD errors. These errors, for both the 2DDE and the 3DDE, are
plotted against the steepness of the surface in Fig. 2(a)–(c). The flatter surfaces
are on the right of each plot while the steeper surfaces are on the left.

Fig. 2. Plot of RAD errors versus the steepness of the terrain for (a) the noisy single
hill data sets, (b) the noisy valley data sets, and (c) the noisy two hill data sets.

Single Hill Surfaces: Both the 3DDE and the 2DDE had the same trend for
the single hill surfaces. They both perform better for the flatter surfaces.

Valley Surfaces: The 3DDE had little variance in the errors. They ranged from
15% to 9%, with the steepest valley having the largest errors, and the flattest
valley having the lowest errors. All of the noisy 3DDE errors were larger than
their noiseless counterparts. The 2DDE did not, however, follow a linear trend.
It performed best on the steepest valley, and the flattest valley.

Two Hill Surfaces: Just as for the noiseless data, the surfaces with two hills
were the hardest for both methods to produce accurate estimates. Both per-
formed best on the flatter hills, and worst on the steepest.

To get a closer look at where the errors were coming from, Fig. 4 shows the
distribution of errors on noiseless and noisy data sets respectively. Each figure
contains 500 points. The errors are represented by how red each point is. The
black points contain the smallest errors while the red, the highest (Fig. 3).
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Fig. 3. The distribution of the errors for the noiseless 3D data sets. In 3a (left) the error
distribution for a noiseless hill surface is shown, 3b (center) shows the error distribution
for two hills, and 3c (right) shows the distribution for a valley. (Color figure online)

Fig. 4. The distribution of the errors for the noisy 3D data sets. In 4a (left) the error
distribution for a noisy hill surface is shown, 4b (center) shows the error distribution
for two hills, and 4c (right) shows the distribution for a valley. (Color figure online)

The trends for both the noiseless and noisy data sets were the same. For
surfaces with one and two hills, the ATS favored the tops of the hills. As opposed
to this, for the valley surfaces, the ATS produces the best estimates at the bottom
of the valley.

5 Conclusions

In this paper, we have considered the Distance Estimation (DE) problem that has
been studied for almost four decades. This paper has generalized the problem
studied to-date to also permit the input to be the elevation/altitudes of the
points – their z coordinates (3DDE). To the best of our knowledge, this is the
first and pioneering attempt to solving 3DDE, the DE problem in which the
inputs are all the three coordinates of the cities. Further, we have assumed that
the distance between any pair of cities is to be computed by merely having access
to the coordinates and known inter-city distances of a small subset of the cities.

Our solution departs from the legacy methods in that we ignore the use of
so-called “Goodness-of-Fit” (GoF) functions. Rather, we have used the field of
Learning Automata (LA) and in particular, the Adaptive Teriary Search (ATS)
used to solve the Stochastic Point Location (SPL) problem. The results obtained
also lead us to conclude that the pioneering application of the ATS to the 3DDE
yields results that are far superior to those obtained by the corresponding 2DDE.
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Abstract. Multi-class classification problem is research challenge in many
applications. Listing companies’ statuses are signals on different risk levels in
China’s stock markets. The prediction of the listing statuses is complex problem
due to imbalance in the data, due to different values and features. In the literature
when the list status is divided into two categories for simple measurements using
binary classification model, accurate risk management cannot achieved cor-
rectly. In this work, we have used SMOTE and wrapper feature selection to
reprocess data. Accordingly, we have proposed an algorithm named as Twin-
KSVC (twin multi-class support vector machine) which is used for multi-class
classification problem by “1-versus-1-versus-rest” structure. Our experiments
tested on large sample of data set; show that we could achieve better perfor-
mance, in comparison with other approach. We have tested our algorithm on
different strategies of feature selection for comparison purposes.

Keywords: Multi-class � Classification � Listing-status prediction �
Twin-KSVC � SMOTE � Wrapper feature selection

1 Introduction

The Chinese stock market was reopened in 1990. It is a non-profit organization directly
administered by the China Securities Regulatory Commission (CSRC). Much of the
regulatory framework for the listing of equity issues is administrative, instead of
market-based. When a listed company has unusual financial or other specific condi-
tions, the company’s stock will receive special treatment (ST) label as a risk warning
label [1]. In our study, there are four listing-status groups which are denoted by A, B,
D, and X, respectively. A is considered as a normal company; B is considered as a
company with risk warning; D is considered as a company with another risk warning;
X is considered as a delisted company. Correctly predicting the listing status of a listed
company is very important for the company’s stakeholders. Our goal is to predict
changes in the company’s listing status to help investors manage their stock portfolio
risk and help creditors, suppliers, and customers accurately assess the company’s credit
risk [2–4].
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For correctly predicting the listing status of a listed company, we need to establish
classification models in machine learning. SVM [5] is aa supervised learning method
that is often used for binary classification problems. SVM solves quadratic program-
ming problems (QPPs), ensuring that an optimal solution is obtained. It is well known
that the complexity of the usual SVM is O(n^3), where n is the total size of training
data. To reduce the computational cost of SVM, Jayadeva et al. proposed a twin
support vector machine (TWSVM) [6], which solves two smaller-sized QPPs instead of
a complex QPP in a traditional SVM. Thus, the running time of TWSVM is four times
faster than the usual SVM. As the data used in our paper, there are four listing-status
groups need to classify. The twin multi-class support vector machine (Twin-KSVC) is
a novel machine learning algorithm based in SVM, which aims at finding two non-
parallel planes for multi-class. Since the data used is imbalanced data which has many
features, we need to preprocess the data to reduce the feature space and time cost [7–
13]. In this study, SMOTE [14, 15] and wrapper feature selection [16–19] are used for
data preprocessing.

The paper is organized as follows: Sect. 1 is the introduction. Section 2 briefs on
SMOTE, feature selection, support vector machine, twin support vector machine, and
twin support vector machine, and give the corresponding algorithm. Section 3 intro-
duces the proposed method with an experimental framework and corresponding
algorithm. Section 4 is the experiment of actual data. Conclusion and future work are
given in Sect. 5.

2 Related Research

In this section, we give a review for SMOTE, feature selection, support vector machine,
twin support vector machine, and twin support vector machine formulations.

2.1 SMOTE

Preprocess data to reduce the feature space and time cost is important task in data
analytics. SMOTE and wrapper feature selection are used for data preprocessing, in this
paper. Over-sampling in data analysis are techniques used to adjust the class distri-
bution of data set. And the most common technique is known as Synthetic Minority
Over-sampling Technique (SMOTE) which is an improved scheme based on the ran-
dom oversampling algorithm. The minority class is over-sampled by creating synthetic
examples rather than by simple copy [20].
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The algorithm flow is as follow:

Algorithm 1. SMOTE
Input: Training set , the number of nearest neighbors k.
Output: Set of synthetic samples
1. For each minority sample x, the distance from all samples in the minority 

sample set is calculated by Euclidean distance to obtain its k-nearest neigh-
bors.

2. Amount of synthetic samples is set according to the sample imbalance 
ratio.

3. For each minority sample x, neighbor samples are randomly selected from 
k-nearest neighbors.  

4. Create synthetic samples randomly by (1)

xnew ¼ xþ rand 0; 1ð Þ � �x� xð Þ ð1Þ

2.2 Feature Selection

Feature selection is a process by selecting a subset of original attributes to reduce the
feature space, optimally. Feature selection includes the three main categories: filters,
wrappers and embedded methods. Filter methods can process high-dimensional data
sets easily and fast. However, these methods ignore the interaction with the classifier
and feature dependencies. Wrapper methods include the interaction between features
and the classifier. Wrapper methods have high computational costs. Embedded meth-
ods combine the advantages of the both previous methods. However, not all classifiers
can be easily adjusted to embed the search for the optimal feature subset. In our study,
we utilize sequential forward selection (SFS) which is a simple searching approach of
wrapper to search for the optimal feature subset with the minimum error on the training
set from the classification model.

Sequential feature selection algorithms are a family of greedy search algorithms
that are used to reduce an initial d-dimensional feature space to a k-dimensional feature
subspace where k < d. The algorithm flow is as follow:

Algorithm 2. SFS
Input: The empty set , d-dimensional feature x
Output: New selected features
1. Start with the empty set 
2. Select the next best feature
3. Update 
4. Go to 2 end for is met.
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2.3 Support Vector Machine

SVM is a new machine learning technique which solves QPPs, ensuring that an optimal
solution is obtained. SVM is primarily a classier method that performs classification
tasks by constructing hyper-planes in a multidimensional space that separates cases of
different class labels.

Consider a binary classification problem, given a training set T = {(x1; y1), (x2; y2),
� � � ; ðxl; ylÞ}, where xi 2 Rn and yi 2 f�1; 1g. The hyper-plane is denoted as
xTwþ b ¼ 0, in order to get high accuracy and maximum classification margin, it can
be rewritten as: yi w � xi � bð Þ� 1; i ¼ 1; 2 � � � l: The distance between these two hyper-
planes is 2= wk k, so to maximize the distance between the planes we need to minimize
wk k [21], to reach optimal solution as shown in Eq. (2):

min
w;b

u wð Þ ¼ 1
2 wTwð Þ

s:t:8i : yiðxiwþ bÞ� 1:
ð2Þ

Lagrange function is to achieve the minimum cost function:

L w; b; kð Þ ¼ 1
2

wTw
� ��Xk

i¼1

kiðyi xiwþ bð Þ � 1Þ ð3Þ

2.4 Twin Support Vector Machine

Twin support vector machine (TWSVM) generates two nonparallel planes for binary
classification. The goal of TWSVM is to optimize a pair of QPPs by generating two
nonparallel planes that each hyper-plane is nearer to one class as far as possible from
the other class. Therefore, TWSVM solves a pair of smaller QPPs instead of a complex
QPP in a traditional SVM. The complexity of the usual SVM is no more than O(n^3),
TWSVM solves two problems, if each of data is approximately equal to n/2, and the
complexity of TWSVM is Oð2 � ðn=2Þ^3Þ ¼ Oðn^3=4Þ. Thus, the running time of
TWSVM is four times faster than the usual SVM.

Consider a binary classification problem, training set is redefine as A ¼ Aþ ; e1ð Þ
and B ¼ B�; e2ð Þ,which are expressed as positive and negative class data samples,
respectively. The core is to construct two nonparallel hyper-planes in n-dimension
input space: xTw1 þ b1 ¼ 0 and xTw2 þ b2 ¼ 0.

The two nonparallel hyper-planes are obtained by solving the following pair of
QPPs:

min
w1;b1;e

1
2 Aw1 þ b1k k2 þ c1eT2 e

s:t: � Bw1 þ e2b1ð Þþ e� e2; e� 0
ð4Þ
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and

min
w2;b2;g

1
2 Bw2 þ b2k k2 þ c2eT1g

s:t: � Aw2 þ e1b2ð Þþg� e1; g� 0
ð5Þ

where c1; c2 are penalty parameters. e, g are slack variables. e1; e2 are vectors of ones
of appropriate dimensions.

Class i ¼ arg min
k¼1;2

xTwi þ bi
�� �� ð6Þ

The test data sample is calculated from two nonparallel hyper-plane by (6) and is
assigned to the class from which its distance is closer.

2.5 Twin Multi-class Support Vector Machine

Compared to TWSVM, the twin multi-class support vector machine (Twin-KSVC) can
handle multi-class by generating two nonparallel planes for two certain classes of
multi-class data. Each nonparallel planes is nearer to one class and is as far as possible
from the remaining class.

Training set is redefine as A ¼ Aþ ; e1ð Þ, B ¼ B�; e2ð Þ and C ¼ C; e3ð Þ. which are
expressed as positive and negative class data samples and remaining class. The two
nonparallel hyper-planes are: xTw1 þ b1 ¼ 0 and xTw2 þ b2 ¼ 0.

The two nonparallel hyper-planes are obtained by solving the following pair of
QPPs:

min
w1;b1;e;g

1
2 Aw1 þ b1k k2 þ c1eT2 eþ c2eT3g

s:t: � Bw1 þ e2b1ð Þþ e� e2;

� Cw1 þ e3b1ð Þþg� e3ð1� �Þ;
e� 0; g� 0

ð7Þ

and

min
w2;b2;e�;g�

1
2 Bw2 þ b2k k2 þ c3eT1 e

� þ c4eT3g
�

s:t: Aw2 þ e1b2ð Þþ e� � e1;

Cw2 þ e3b2ð Þþg� � e3ð1� �Þ;
e� � 0; g� � 0

ð8Þ

where c1; c2; c3; c4 are penalty parameters. e, g; e�;g� are slack variables. e1; e2; e3 are
vectors of ones of appropriate dimensions.
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To solve this problem by introducing the Lagrange function:

max
a

eT4a
TRrðSTSÞ�1RT

r a

s:t: 0� a�H,
ð9Þ

and

max
b

eT5b
TSrðRTRÞ�1STr b

s:t: 0� b�M,
ð10Þ

where S ¼ A e1½ �; R ¼ B e2½ �;D ¼ C e3½ �; Rr ¼ R;D½ �; Sr ¼ S;D½ �,

H ¼ c1e2; c2e3½ �; M ¼ c3e1; c4e3½ �; e4 ¼ e2; e3 1� �ð Þ½ �; e5 ¼ e1; e3 1� �ð Þ½ �:

We can obtain the augmented vector by (11) and (12):

w1

b1

� �
¼ �ðSTSÞ�1RT

r a ð11Þ

and

w2

b2

� �
¼ ðRTRÞ�1STr b ð12Þ

For a new test data xi, we label it by the following decision function:

f xið Þ ¼
1; wT

1 xi þ b1 [ � 1þ �
�1; wT

2 xi þ b2\1� �
0; else

8<
:

3 Proposed Method

3.1 Experimental Framework

Our framework is shown in Fig. 1. The row data is separated into training data and
testing data.
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3.2 Algorithm

We obtain the training data and testing data algorithm based on the framework of
training and testing the multi-class classification models.

The algorithm flow is as follow:

Fig. 1. The framework of training and testing on multi-class classification models.

Algorithm 3.Training data with 1-vs-1-vs-rest Twin-KSVC
Input: Training data set with N features, labels 
Output: k(k-1)/2 classifiers 

1. Transform the training data to k(k-1)/2 1-vs-1-vs-rest new classes.
2. Rank the N feature using feature selection in each class, and select the top-ranked 

 features based on ranking.
3. Use SMOTE to balance data in each class.
4. Compute the k(k-1)/2 classifiers using Twin-KSVC.

Algorithm 4. Predict testing data 
Input: Testing data set with N features, labels k(k-1)/2 

rankings
Output: predict data and performance evaluation 

1. Generate k(k-1)/2 testing data with different rankings.
2. Compute the k(k-1)/2 predicted testing data and get total votes for each class.
3. The given testing point xi will be assigned to the label that gets the most votes.
4. Compare predicted results with actual results to obtain performance evalua-

tion
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4 Experiment

4.1 Dataset

We use data related to China Stock Market and Accounting Research Database
(CSMARD) from the GTA database. There are a total of 18619 company-year
observations dating from 1999 to 2011. The number of observations of different listing
statuses in each observed years is shown in Fig. 1. And each observation retains 208
features and one class label.

There are four different listing statuses in the dataset which include “A”, “B”, “D”

and “X”. Most of the companies which are in listing status “A” generally tend to
continue to be in the same status instead of being changed to another status. And most
of the companies in listing status “B” also generally continue to be in the same status
but some of them rise to “A” due to improved business conditions. The companies in
listing status “D” may continue to be in the same status or rise to “A” or “B” but few of
them may slip to “X”. Through Fig. 2, we know that the data is imbalanced multiclass
data. And “X” status is only a small percentage of the overall data. Therefore, it is
extremely difficult to correctly predict “X”.

4.2 Experimental Settings

The dataset is separated into a training set and a testing set. The training set includes the
data from 1998 to 2006, and the testing set includes the data from 2007 to 2010.
Because the data utilized is a multiclass dataset, so we transform the training data with
four different classes to six 1-vs-1-vs-rest new classes. Each class is handled by SFS
and SMOTE. In our study, we select the number of features taking each value in set
{4, 6, 8, 10}. The average accuracy of feature selection is shown in Table 1. The linear

Fig. 2. The number of observations of different listing statuses in each observed years.
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Twin-KSVC and the nonlinear Twin-KSVC both are used respectively for prediction.
We utilize Radial basis function kernel (RBF) as the kernel of nonlinear Twin-KSVC.
Radial basis function kernel is shown by (13),

K x; x�ð Þ ¼ expð� x� x�k k2
2r2

Þ ð13Þ

where x� x�k k2 is recognized as the squared Euclidean distance between the two
feature vectors where r is a free parameter.

4.3 Measurements of the Evaluation

Because we use multi-class data, in addition to the traditional measurements of the
evaluation (Accuracy, Precision, Recall & F1), the related formula is shown in (14)–
(17). We utilize Cohen’s kappa (CK) measures and Macro-averaged F1 (MF1) mea-
sures that are used on multi-class problems. Cohen’s kappa measure is a statistic which
is consistency measurement of the evaluator with qualitative projects. Macro-averaged
F1 is arithmetic mean of each class F1 value. CK and MF1 are shown in (18)–(19). The
confusion matrix is shown in Table 2.

Accuracy ¼ TPþ TN
TPþFPþ TNþFN

ð14Þ

Precision ¼ TP
TPþFP

ð15Þ

Recall ¼ TP
TPþFN

ð16Þ

F1 ¼ 2 � Precision � Recall
PrecisionþRecall

ð17Þ

pe ¼ TPþFPð Þ � TPþFNð Þþ FNþTNð Þ � FPþTNð Þ
TPþFPþ TNþFNð Þ2

CK ¼ Accuracy�pe�
1�pe

ð18Þ

MF1 ¼ 1
k

Xk
i¼1

F1i ð19Þ

Table 1. The average accuracy of feature selection

The number of features 4 6 8 10

Average-score 0.8976 0.9048 0.9067 0.9076
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4.4 Experiment Result

Table 3 shows the results of Average accuracy, MF1, CK using Twin-KSVC and RBF
Twin-KSVC method. Figure 3 shows the comparisons among these computed values.
According to these results, we can realize, when the number of selected features is set
to six using Twin-KSVC, the average accuracy is maximum with 0.90. Although the
minimum value is 0.82, the divergence between the maximum value and the minimum
value are not so big. Although the accuracy is somehow satisfactory, it cannot indicate
the performance between these frameworks. So we still need to refer to MF1 and CK
values because of imbalanced data. The maximum result of MF1 is 0.38 when the
number of selected features is set to eight and ten using RBF Twin-KSVC. The
maximum result of CK is 0.35 when the number of selected features is set to four using
Twin-KSVC. Although the maximum values of MF1 and CK are not in same number
of selected features, the divergence between the maximum value and the minimum
value are not so big, like the average accuracy shown in Table 3 and Fig. 3.

Although the divergence of average accuracy, MF1 and CK are not so big, for the
prediction of the results, it is important that prediction of the listing status “D” and “X”
of a listed company, is correct. As previously explained, the few of “D” may slip to
“X”. So when we get total votes for each class after computing the predicted testing
data, the four listing-status groups are predicted in the same fashion.

As we give priority to the sequence in “X”, “D”, “B”, “A”. In Table 4 and Fig. 4,
the maximum result of the accuracy of “D” is 77% when the number of selected
features is set to six using RBF Twin-KSVC. The maximum result of the accuracy of
“X” is 11% when the number of selected features is set to eight and ten using Twin-
KSVC. The maximum result of the accuracy of “B” is 23% when the number of
selected features is set to four using RBF Twin-KSVC. The maximum result of the
accuracy of “A” is 97% when the number of selected features is set to eight and ten
using Twin-KSVC.

Table 2. Confusion matrix

Actual positive Actual negative

Predict positive TP FP
Predict negative FN TN

Table 3. Average accuracy, MF1, CK of Twin-KSVC and RBF Twin-KSVC

The number of features 4 6 8 10

Twin-KSVC Accuracy 0.88 0.90 0.89 0.89
MF1 0.33 0.36 0.32 0.33
CK 0.35 0.34 0.30 0.32

RBF Twin-KSVC Accuracy 0.88 0.83 0.84 0.82
MF1 0.37 0.35 0.38 0.38
CK 0.31 0.32 0.33 0.33
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This study is based on the work reported in [2], which has used three different types
of multiclass classification models with LSSVM to predict listing status in order to
achieve better performance. In [2], the maximum result of accuracy of “X” is 44.8% in
OVO, the maximum result of accuracy of “D” is 49.8%, the maximum result of
accuracy of “B” is 68.6% in OVAPES, and the maximum result of accuracy of “A” is
84.6% in OVAPES. In comparison to [2] we can say our results could achieve better
performance using Twin-KSVC.

Fig. 3. The Accuracy, MF1, CK, of the four different classes.

Table 4. Classification accuracy on four different classes

The number of
features

4 6 8 10

Twin-KSVC A 0.95 0.97 0.97 0.97
B 0 0.07 0.08 0.16
D 0.55 0.34 0.1 0.08
X 0.04 0.04 0.11 0.11

RBF Twin-KSVC A 0.95 0.87 0.89 0.87
B 0.23 0.06 0.14 0.15
D 0.23 0.77 0.62 0.7
X 0 0.04 0.04 0.04
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5 Conclusion and Future Work

In this study, we consider listing status transitions of Chinese listed companies as a
multi-class classification problem. To solve this problem, we use a new algorithm
Twin-KSVC which is used for the multi-class classification problem by “1-versus-1-
versus-rest” structure. We also use SMOTE and wrapper feature selection to reprocess
data. This is because the good quality of the algorithm of Twin-KSVC. In addition, the
running time of Twin-KSVC is faster than the LSSVM.

From Fig. 4, it is shown that no framework and setting can achieve maximum
classification accuracy for all four listing statuses. According to the experimental
results, in comparison to [2], the accuracy of “D” has improved dramatically from
49.8% to 77%, and the accuracy of “A” also has improved slightly from 84.6% to 97%.
Because of the difficulty of distinguishing between the characteristics of companies in
class “B” and class “D”, and few number of “D” may slip to “X”. We give priority to
“D” when results are predicted to be the same amount to help investors avoid the
greater risks of their stock portfolios. In comparison to [2], there are two reasons why
the accuracy of the listing status “X” is extremely few. One possible reason is that there
are few observations of delisted companies. Another possible reason is that the listed
companies may not be given a delisting risk warning on China’s stock due to their
financial performance but rather because of operations risk and negative audits from
accounting agencies. So the prediction of “X” is difficult. In this study, the accuracy of
“B” and “X” is not very satisfactory.

In future work, we will use more new data to perfect the classifier on other method
like a KNN-weighted multi-class twin support vector machine (KMTSVM) to increase
the accuracy of “B” and “D”. Also, we think another voting method can be investigated
to increase the accuracy.

Fig. 4. Classification accuracy on four different classes
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Abstract. Reliable query execution time prediction is a desirable fea-
ture for modern databases because it can greatly help ease the database
administration work and is the foundation of various database manage-
ment/automation tools. Most exiting studies on modeling query execu-
tion time assume that each individual query is executed as serialized
steps. However, with the increasing data volume and the demand for
low query latency, large-scale databases have been adopting the mas-
sive parallel processing (MPP) architecture. In this paper, we present a
novel machine learning based approach for building a robust model to
estimate query execution time by considering both query-based statis-
tics and real-time system attributes. The experiment results demonstrate
our approach is able to reliably predict query execution time in both idle
and noisy environments at random levels of concurrency. In addition, we
found that both query and system factors are crucial in making stable
predictions.

Keywords: Query execution · Machine learning · Concurrent

1 Introduction

Commercial databases hold companies’ most critical information and need to be
maintained at high-availability with stable-latency at all times. They need to be
installed and tuned very carefully (e.g., fault tolerance, knob setting, resource
pool setting, etc.). Nevertheless, no matter how comprehensive a database has
been tuned, it is still challenging to maintain stable-latency [2]. In real world
scenarios, databases receive various queries with a wide range of complexities at
any given time. Some of those queries are sub-optimal and even do not make
much sense, and may cause a database to execute with unexpected long latency
and fail to guarantee service quality [4]. In those cases, database administrators
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usually do not have much control and have no clue how to adjust databases in
time to deal with the problem.

The situation becomes worse when a database is loaded with concurrent
workloads [11], in which we can frequently observe significant degradation of
query performance resulting in serious consequences. For example, a sub-second
dashboard query may be slowed down to dozens of seconds or even minutes
resulting in poor user experience [16]; a system with periodical ETL process
can break if the report generation query failed to finish within the interval of
two consecutive ETL jobs [9]; with Software as a Service (SaaS) providers the
service-level agreement (SLA) can break and result in severe revenue loss [13];
etc. The degradation can be due to resource contention, as concurrent queries
may compete on the same resources - disk I/O, network, memory, threads, etc
[17]; the degradation can also be caused by less available resources that lead
to lower execution parallelism or spills [6]. The following is a classic disastrous
case. When a poorly written query (usually generated by dashboard/business
intelligence (BI) tool) is sent to the database unintentionally, the query can
consume most resources in the system, especially modern analytical databases
with extensive distributed/parallelized query execution engines [18]. The whole
database performance can be significantly impacted. Even worse. The query may
take very long time to run or “never” finish. A typical solution is to allocate
dedicated/cascaded resource pools, where short queries and long-run queries
have different dedicated pools [10], while short queries can be evicted to the long-
run pool if they does not finish within a predefined time threshold. Nevertheless,
such solution can only work well if the workload is to some extent known or
predictable. In addition, significant resources can be wasted on those queries
that need to be evicted and cascaded to a different pool.

The above problem can be much better solved if query execution time can be
somewhat predicted. Many researches have been done in estimating area [1,5,
15,20,21]. Existing works on estimating the running time of concurrent queries
either limit the concurrent query workload to a given set of queries or assume
that the execution of each query is serialized. However, in modern analytical
database platforms built on massively parallel processing (MPP) architecture.

This study takes a first step to explore the possibility to estimate dynamic
workload on Vertica analytic platform [12], a column-oriented relational database
system built on the MPP architecture, and is commercialized from the C-Store
project [19]. Our goal is to achieve reliable estimations of the running time of any
arbitrary query at various levels of concurrency. We adopted a data driven app-
roach and applied machine learning to automatically construct a query execution
time estimator.

2 Method

In this section, we explain our machine learning approach for building a model
to infer query execution time under mixing workloads with high concurrency.
We used Random Forest [7,8,14] to build an ensemble regressor whose inputs
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include the features describing the states of the operating system and the features
extracted from the query plan generated by the Vertica Database for each query.

Constructing appropriate features is essential to building a good prediction
model. The Vertica database uses a data flow based cost model, due to its sim-
plicity and robustness. A query is decomposed into a set of operators, which are
arranged into a operation tree. Each operator is responsible for running a certain
algorithm to perform a sub-task. The Vertica database can estimate the amount
resources needed by an operator to process a data flow, The resources are clas-
sified into four categories: CPU, Memory, Disk, Network. The Vertica database
chooses the best query plan based on the previous mentioned cost model. The
execution engine of Vertica is multi-threaded and streamed into a pipeline based
on the chosen query plan. More than one operator can run simultaneously at any
given time. By using the information from the cost model, we are able to learn
the relationship between the required resources and its corresponding execution
time. However, this approach only works in single-thread settings, since such
features only describes the query itself. When multiple queries are run concur-
rently, the execution of each query will be significantly affected by others. Thus,
we introduced the following system level features to characterize the system wise
workload:

1. CPU circles: the number of CPU circles requested by an operator.
2. Memory Data: the memory size required by an operate.
3. Network Data: the amount of data need to be transferred via network by

an operator.
4. Disk Data: the amount of data to be split out to disk by an operator.
5. Optimizer Cost: the cost estimated by the Vertica Optimizer.
6. Input Rows: the row count of the related tables to be scanned.
7. Estimated Output Rows: the estimated row count of output rows, which

is calculated based on Cardinality.
8. CPU utilization: the percentage of CPU utilization. If there are multiple

CPUs, we take the average.
9. Query Concurrency: the number of queries running concurrently.

3 Experiments

The experiments were carried out using the Vertica database. The Vertica
database ran on a single cluster of three independent nodes. We used all 22
TPC-H query templates [3] to randomly generate 22000 queries (1000 for each
query template) with 10 GB standard TPC-H data. The data was collected by
running those 22000 queries at each of the 20 concurrency levels. For a given
concurrency level of K (1 ≤ K ≤ 20), we concurrently run K sessions and each
session continuously executes queries randomly sampled from the 22000 queries
generated above. We conducted the experiments in two environments. One of
them is a “stand-alone” environment where only our experiments are allowed
to run, and the other is a “noisy” environment where there are other unknown
applications running simultaneously with our experiments. The running time
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variations are high for queries generated across all query templates and are also
high within queries generated from the same query template. Hence, it is chal-
lenging to accurately and robustly estimate query execution time. For all the
experiments reported below, we split the data into two parts: 70 % of queries
as the training data and the rest as the test data. Below we first discuss the
results of using individual features in making predictions (Sect. 3.1), which give
us some intuitions about their contributions, and then report the results of using
all features (Sect. 3.2).

3.1 Query Execution Time Prediction Using Individual Features

This experiment was carried out in a “stand-alone” environment. Table 1 lists
the mean relative errors of using individual features in query execution time pre-
diction. The relative error of a prediction is calculated as |Tpredict−Ttruth|/Ttruth

where Tpredict is the predicted time and Ttruth is the ground truth. The log rel-
ative error is calculated as log(Tpredict/Ttruth). A zero log relative error means
Tpredict = Ttruth. In Table 1, we divide the test data into five tiers based on their
real execution time (e.g., the first tier is the fastest 20% queries, and the last
tier is the slowest 20% queries). More specifically, the execution time ranges of
the queries are (0, 3.4 s) in Tier 1, [3.4 s, 7.1 s] in Tier 2, [7.1 s, 12.4 s] in Tier 3,
[12.4 s, 23.2 s] in Tier 4, and (23.2 s, +∞) in Tier 5. Table 1 show that individ-
ual features perform poorly under mixing workloads. The overall relative error
across tiers ranges from 0.86 to 2.84, which means the predicted execution time
of a 10-minute query can range from 1 min to 38 min. Since we used the Mean
Square Error as the cost function to optimize the parameters of the query exe-
cution prediction model, the trained model focuses more on slow queries, which
contribute more significantly to the overall error than short queries. This leads
to extremely unstable predictions on short-run queries. We also observe that the
model actually performs best for middle-run-time queries and its performance
drops more for queries that need longer time to run.

3.2 Results of Integrating Multiple Features

To deal with the unstable problem with using individual features to make pre-
dictions, we explore the approach of integrating multiple features, which takes
slightly more computational resources. This experiment was carried out in a
“stand-alone” environment. Shown in Table 2, the mean relative error of stand-
alone is 0.156, which is about five times better than the best results achievable
by using individual features. The variation between different tiers is also sig-
nificantly smaller, which indicating the model performs robustly for a variety
of queries. Figure 1(a) shows that most of the log relative errors are close to
zero (zero means a prediction is identical to the ground truth), and few per-
centages of them are larger than 0.5. Higher concurrency level also makes it
more challenging to accurately predict query execution time (see Table 3). To
investigate the benefits of using the “system-level” information, we performed
an experiment that used only the intrinsic features (i.e., features derived from a
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Table 1. The rest results of the models using individual feature in a “stand-alone”
environment. The queries are grouped into 5 tiers based on their execution time. See
the main text for detailed explanations.

Tier Optimizer cost CPU cycles Memory data Network data CPU utilization

1 2.02 2.16 2.07 10.23 5.74

2 1.06 1.05 1.07 2.37 1.47

3 0.36 0.38 0.39 0.80 1.00

4 0.41 0.39 0.41 0.16 0.42

5 0.43 0.43 0.42 0.57 0.49

Overall 0.86 0.88 0.87 2.82 1.82

Tier Disk data Input rows Output rows Query concurrency

1 10.35 3.03 3.42 5.35

2 2.34 1.00 0.99 1.39

3 0.77 0.37 0.34 0.97

4 0.15 0.42 0.48 0.43

5 0.57 0.43 0.45 0.47

Overall 2.84 1.05 1.13 1.72

query, excluding Query Concurrency and CPU Utilization). As shown in Table 2,
the results are a little better than those of using individual features, however,
are significantly worse those those of integrating all features. Thus, including
the “system-level” features is essential to the accurate estimation. The above
results clearly show that integrating multiple features, as we designed, can sig-
nificantly improve robustness and accuracy of predictions across a wide spectrum
of queries.

Table 2. The test results of the model using all features in a “stand-alone” environ-
ment. The queries were grouped into tiers in the same way to Table 1.

Tier Mean relative error all features Mean relative error intrinsic only

1 0.169 1.911

2 0.158 0.994

3 0.161 0.379

4 0.156 0.438

5 0.137 0.439

Overall 0.156 0.832

3.3 Noisy Environment

Most previous works conducted their experiments in “stand-alone” environ-
ments. Neglecting the effects of system status can lead to inferior performances.
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Fig. 1. Histogram of the log relative errors of the model integrating all features in a
(a) “stand-alone” and (b) “noisy“environment.

Table 3. The test results of the model integrating all features in a “stand-alone”
environment. The results are grouped into their corresponding concurrency levels.

Concurrency Mean relative error Concurrency level Mean relative error level

1 0.024 11 0.181

3 0.119 13 0.212

5 0.094 15 0.560

7 0.229 17 0.331

9 0.203 19 0.260

10 0.186 20 0.307

When a system is busy due to whatever reasons, it will slow down the execu-
tion of database. By considering the “system-level” features, our approach can
perform more robust than others. To test the robustness of our approach, we
did another experiment on a public server where other users may run unknown
applications on it. We call this a “noisy environment” because the data is more
noisy. Shown in Fig. 1(b), the distribution of the relative error in a “noisy” envi-
ronment spreads out more than that in a “stand-alone” environment, but still
concentrating around 0. One encouraging observation is that the mean relative
errors of short-run queries is under 0.4 even in a “noisy” condition, and the
performance of our approach on long-run queries is only slightly affected by
unknown “noise” in the environment.

4 Conclusion

In this paper, we present a data-driven method that applies Random Forest to
build model for predicting query execution time under mixing workloads. Tested
on a commercial database Vertica, we demonstrate that our approach is able to
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robustly and accurately estimate the running time under various levels of work-
loads and concurrency. We designed a set of features include the intrinsic ones,
which can be extracted from each query (or the execution plan of each query),
and the system-level ones (e.g., CPU Utilization and Query Concurrency). Our
experiments show that each individual feature is not enough for accurately esti-
mation the query execution time because each feature alone does not provide
enough information about actual multi-thread query execution. Our experiments
also show that the system-level features can be used to significantly stabilize and
improve the performance of our approach. Combining the intrinsic and system-
level features together in a Random Forest fashion, we are able to model the
query execution characteristics well even in a noisy environment. In future, we
plan to incorporate our approach into real database systems to help allocate
queries into different resource pools based on the estimated query execution
time, and detect poorly written queries before execution.
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Abstract. The pertinent problem of Traveling Time Estimation (TTE)
is to estimate the travel time, given a start location and a destination,
solely based on the coordinates of the points under consideration. This
is typically solved by fitting a function based on a sequence of obser-
vations. However, it can be expensive or slow to obtain labeled data or
measurements to calibrate the estimation function. Active Learning tries
to alleviate this problem by actively selecting samples that minimize the
total number of samples needed to do accurate inference. Probabilistic
Programming Languages (PPL) give us the opportunities to apply pow-
erful Bayesian inference to model problems that involve uncertainties. In
this paper we combine Thompson Sampling with Probabilistic Program-
ming to perform Active Learning in the Travel Time Estimation setting,
outperforming traditional active learning methods.

Keywords: Thompson Sampling · Distance Estimation ·
Probabilistic Programming · Active Learning · Travel Time Estimation

1 Introduction

An important part of traveling is estimating travel time. Without knowing the
time it will take to travel between two locations it can be difficult to plan ahead
and ensure that things go according to plan. Many services already provide good
estimates for well-known scenarios such as car travel and public transportation.
For these services, estimates are typically based on first determining a route and
then adding up the individual components of that route to obtain the total travel
time.

However, in many situations, the navigation system may fail to provide ade-
quate information to form a route, leaving it unable to provide travel time esti-
mates. These situations could occur for instance when hiking cross country or
when traveling in areas where shortcuts and obstacles that do not appear on
maps are frequent, such as in urban city centers. An alternative approach is
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to focus on estimating the true road distance. While this is an interesting app-
roach, the data required for estimation is significantly harder to gather. Not only
does one need a timekeeping device, one also need some way to accurately track
velocity. We avoid this by instead focusing on the actual time it takes to travel
between two points.

Definition 1. A Travel Time Estimation Function (TTEF) is a function
, where a is the start location, b is the destination, and θ is the

parameters learned from the observations.

The challenge is thus to determine θ by observing the actual travel time
between locations and generalize from those observations. To minimize this cal-
ibration cost, the number of observations should be kept at a minimum. An
important task is therefore to gather information in such a manner that each
observation maximizes the gain in estimation accuracy. The objective of this
paper is to address the calibration of TTEFs using as few data points as possi-
ble. We achieve this by formulating the problem as an Active Learning problem.

1.1 Active Learning

Active Learning (AL) has emerged as an effective tool for bridging supervised
learning and unsupervised learning [2,12]. The settings where supervised learning
thrive are those abundant with labeled data, for instance sentiment analysis for
movie reviews where the reviews typically have been assigned e.g. a star-rating
by the reviewer, allowing the collection of large amounts of labeled data [9].

This is in contrast to other fields such as medical imaging, where one often
need human experts to manually label the data. In such cases, it becomes perti-
nent with learning algorithms that maximize the information gained from each
labeled example. An active learner operates by carefully selecting the most ben-
eficial example to be labeled, with the result that fewer examples have to be
labeled in total, while simultaneously performing as well as a passive learner,
i.e., a learner that simply observes the labeled examples.

The active learning paradigm can roughly be divided into two parts based
on the nature of the unsupervised examples, it is either pool-based where all
the examples are available without a label, or stream-based where the examples
are given as a stream, feeding one example at a time. In our novel variant of
the TTE, the data is neither stream based nor pool based, it is instead a hybrid
between the two types of AL. In TTE the learner is faced with a stream of pools,
where the learner may only select one example from each pool, discarding the
rest, as clarified below.

1.2 Active Learning in Travel Time Estimation

We define the data generating process of TTE as follows. An observer is standing
on a location at=1 and then has to select a destination from a set or pool of n
distinct locations, Dt=2 = {d1, d2, . . . , dn}. Once a destination at=2 ∈ Dt=2 is
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selected the observer travel from at=1 to at=2 and record the travel time δ1.
This process is then repeated with at=2 as the new starting location. A new
destination at=3 needs to be selected, now from Dt=3, and we obtain δ2 – the
travel time between at=2 and at=3. An important factor that makes TTE more
difficult is that the observation δt does not only depend on at but on at−1 as
well.

1.3 Probabilistic Programming

Probabilistic Programming (PP) is an attempt to close the representation gap
between the much celebrated probabilistic graphical models (PGM) such as
Bayesian Networks and Markov Networks and the more specialized algorithms
that are typically represented as a mixture of pseudo code, natural language,
and mathematics. The idea is to formulate the entire model, from sample gen-
eration to the joint distribution in a unified representation framework, and let
the underlying architecture handle the inference. This alleviates the need for
highly specialized algorithms and lets the designer focus on designing a correct
model, rather than focusing on models that are easy to do inference on. With
the advances in computational power, a wide array of PPL have appeared in
the literature. In this paper we employ PyMC3 [11], which is built on top of the
Theano framework [15].

1.4 Paper Contributions

In this paper, we demonstrate the effectiveness of using Probabilistic Program-
ming to solve the TTE problem, while simultaneously applying Thompson Sam-
pling based Active Learning to minimize the number of observations required.
To further investigate the effectiveness of this approach we also show that it
performs comparable to traditional baselines for active learning on a well know
regression problem [4].

2 Related Work

2.1 Active Learning

The highly effective Query By Committee (QBC) [4,13] algorithm is based on
the premise that a committee of unique learners label each potential data point.
That is, in a pool-based setting each data point in the pool is labeled by each
learner. The next data point to obtain a label for is simply the data point where
the learners disagree the most. For the simple case with binary labeled points
and two learners, any point where the two learners disagree is considered as
the next query point. In cases where the labels are real-valued, an alternative
approach is to select the point that is expected to reduce prediction error the
most [4]. For real-valued regression problems, the data point that maximizes the
variance of the training set after being added is selected [3].
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A critical aspect of the QBC algorithm is the disagreement between the
learners. In the original work [13] a randomized algorithm was used. However, a
more general approach is to train the same algorithm on different subsets of the
data, as in query by bagging and query by boosting [8].

Bandit based active learning is a well-explored area of research [1,5,10], but
this class of approaches is ill-suited to the TTE problems due to the simple fact
that they require a pool based approach where one can track the uncertainty for
each possible query-point as part of the active learning.

2.2 Distance Estimation

The field of Distance Estimation (DE) has primarily been dominated by the
use of parameterized functions of a simple yet effective form. These functions
are then calibrated using a set of inter-connected points and their distances [7]
by maximizing the Goodness of Fit (GoF) between the observed values and the
underlying function. Recently, an Adaptive Tertiary Search (ATS) based method
that does not explicitly depend on GoF was proposed [6]. Instead, this method
depends on the sign between the estimated distance and the actual, observed
distance, and can thus be seen as a form of gradient descent.

To be consistent with previous work we will restrict ourself to the family of
Weighted LP functions:

W-Lp(X) = k(
∑

|xi|p)1/p

where k is the linear weight, and p ∈ R+ denotes the p-norm.

3 Active Learning with Thompson Sampling for Travel
Time Estimation

The principle of Thompson Sampling (TS) can be summarized as follows. Given
a distribution π(θ) over a parameter θ to be estimated, we sample an instance
s from π(θ). We then assume that s is, in fact, the correct underlying value for
θ. Thus, we explore by assuming that s is optimal and gather information Is
that we use to update the distribution over πt+1(θ | Is). Consequently, we also
exploit our previous knowledge as the distribution over θ gets sharper towards
the optimal value as t increases.

In the context of active learning in a probabilistic program, the objective of
TS is to convince the maximum a-posteriori (MAP) model Mmap that the TS
sampled model Mts is optimal by selecting the observation o ∈ O such that the
difference between Mmap(o) and Mts(o) is minimized after observing o.

In contrast, QBC is based on generating a committee M
(i)
map, i = 1, 2, . . . ,m

where each MAP estimate is based on a different subset of the data. This inher-
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ently means that the quality of an individual committee M
(i)
map is worse than

the MAP estimate of a TS model Mmap that employs all available data.

Algorithm 1. The TS-PPL algorithm
Result: A program P (T ) based on T observations.
Set a prior program P (0);
for t = 1, 2, . . . , T do

Mmap(t) = MAP(P (t − 1));
Mts(t) ∼ P (t − 1));
o(t) = argmaxoi∈O(t)[Mmap(oi; t) − Mts(oi; t)]

2;
y(t) = Query(o(t))
P (t) = P (t − 1) ← o(t), y(t)

end

4 Experiments

To demonstrate the efficiency of TS-PPL we apply it to two different problems.
First, we investigate the performance for learning real-valued functions as done
in [2]. Second, we investigate how it perform in the Travel Time Estimation
problem. The metric of interest for the experiments will be the head-to-head
results generated from identical experimental data and model. That is, the trials
will be identical except the choice of observations to label. The objective function
is to minimize the error on a separate hold-out set and thus, the cumulative error
ET is the sum of errors from t = 0 to t = T . The head-to-head metric between A
and B is therefore the fraction of trials where scheme A have a lower cumulative
error than B at the reported time-step t, i.e.

∑N
i=0 1[E(i)

t (A) < E
(i)
t (B)]/N .

4.1 Active Learning of Real-Valued Functions

The objective in a real-valued function is to minimize the generalization error
between the learned function and the underlying true function, e.g. the difference
in the area under the curve. We will now test TS-PPL with a standard function
learning experimental setup [2], that have an underlying true function as shown
in Eq. 1, with z = x−0.2

0.4 , a = 1, b = −1, c = 0 and ε ∼ N(0, 0.12).

f(x) = ax2 + bx + c + δ
z3 − 3z√

6
+ ε (1)

Algorithm 2. The PP for the function regression problem
a ∼ N(μ = 1, σ = 2)
b ∼ N(μ = 1, σ = 2)
c ∼ N(μ = 1, σ = 2)
s ∼ |N(μ = 0, σ = 10)|
μt = ax2 + bx + c
yobs ∼ N(μ = μt, σ = s | y)
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The available observations are drawn from N(0.2, 0.42) and presents a seri-
ous challenge for QBC to outperform due to the Signal-To-Noise Ratio (SNR)
of 0.42/0.32 = 1.8 shift between the underlying function and the test distribu-
tion that the candidate points are drawn from. In Table 1 we observe that the
standard QBC outperform the TS-PPL algorithm when the assumed function
type is approximately correct (δ = 0.005). However, it is outperformed when
the difference between the assumed model and the underlying model is large
(δ = 0.05).

Table 1. The result of head-to-head comparisons between the different methods based
on 5k trials in the function approximation scenario. The data is given in the format
X/Y where X is the fractions of wins in head-to-head matches from t = 20 and Y is
the fraction of wins from t = 40.

δ arms= 5 arms = 10 arms= 20 arms= 100

TS vs QBC 0.05 0.56/0.50 0.48/0.43 0.55/0.42 0.56/0.53

TS vs Passive 0.05 0.58/0.57 0.69/0.61 0.66/0.64 0.84/0.83

QBC vs Passive 0.05 0.57/0.61 0.65/0.64 0.62/0.65 0.76/0.75

TS vs QBC 0.005 0.49/0.48 0.46/0.45 0.41/0.41 0.51/0.51

TS vs Passive 0.005 0.55/0.64 0.71/0.67 0.72/0.69 0.71/0.72

QBC vs Passive 0.005 0.58/0.62 0.68/0.69 0.77/0.73 0.68/0.71

4.2 Travel Time Estimation

Similar to [6], we conduct the TTE experiments on publicly available data
from the TSPLIB Symmetric Traveling Salesman Problem Instances (MP-
TESTDATA) [14] with N=29. The O(t) = {(xi, yi)}n pairs available for obser-
vations at time t is drawn from xi ∼ U(0, xmax), yi ∼ U(0, ymax) where
xmax = 2300 and ymax = 1900. The purpose is to draw the observations uni-
formly from the entire dataset.

The oracle computes the travel time from a to b, denoted Q(a, b), as

||a → p||L1 + TravelTime(p, q) + ||q → b||L1 (2)

where p, q is the closest points in the dataset to a and b respectively and
TravelTime(p, q) is provided by the dataset.

The PP used is defined as a Bayesian prior over the W-Lp model from [6].
and is as follows:

Algorithm 3. The PP for the Travel Time problem
k ∼ N(μ = 1, σ = 2)
p ∼ N(μ = 1, σ = 2)
s ∼ |N(μ = 0, σ = 50)|
μt = k ||li − li−1||p
y ∼ N(μ = μt, σ = s | t1, . . . , tn)
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Table 2. The result of head-to-head comparisons between the different methods based
on 5k trials. The data is given in the format X/Y where X is the fractions of wins in
head-to-head matches from t = 20 and Y is the fraction of wins from t = 40.

arms= 2 arms= 5 arms= 10

TS-PPL vs QBC 0.65/0.64 0.54/0.58 0.61/0.61

TS-PPL vs Passive 0.55/0.58 0.70/0.71 0.72/0.72

QBC vs Passive 0.45/0.46 0.64/0.57 0.72/0.65

arms= 20 arms= 50 arms= 100

TS-PPL vs QBC 0.64/0.62 0.66/0.64 0.50/0.57

TS-PPL vs Passive 0.70/0.70 0.63/0.70 0.69/0.66

QBC vs Passive 0.60/0.60 0.57/0.62 0.69/0.60

The results for comparing between OBC and TS-PPL is found in Table 2.
From the results, it is quite clear that TS-PPL outperforms QBC as well as
Passive for the TTE problem achieving near 10% better results. This indicates
that when the problem is not a simple regression problem, anchoring the selec-
tion process in the MAP estimate, as done in TS, gives a better trade-off than
anchoring in the variance over a committee.

5 Conclusion

We have proposed TS-PPL an effective scheme for performing Active Learning
in Probabilistic Programs. We have shown that TS-PPL can be applied to both
a standard regression problem and a more complex problem in the Travel Time
Estimation problem. Our method significantly outperforms the strong baseline
of Query by Committee as well as passive learning for Travel Time Estimation.
TS-PPL further gives competitive results in the case of regression.
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Abstract. Recently, many research results have indicated that diversity is the
most important characteristic of crowd-based applications. However, it is a point
estimates-based finding in which single values are used as the representation of
individual predictions on a real-life cognition task. This paper presents a study
on how cardinality and diversity influence the quality of collective prediction
using interval estimates. By means of computational experiments, we have
found that these factors positively influence the quality of collective prediction.
Besides, the results also indicate that the hypothesis “the higher the diversity,
the better the quality of collective prediction” is true. Furthermore, the findings
also reveal a cardinality threshold in which its increase does not significantly
influence the quality of collective prediction.

Keywords: Wisdom of crowds � Collective intelligence � Interval estimates

1 Introduction

Recently, many research results have indicated that using the wisdom of crowds is an
efficient approach to solving some difficult cognition tasks in the real world [1, 11, 14].
Even the results in [5] have shown that the crowd-based predictions could outperform
those produced by traditional forecasting methods. However, they are point estimates-
based findings in which single values are used as representations of individual pre-
diction on a given task. Moreover, in practice, it is hard for members to provide
individual predictions in the form of single values. For example, a sale expert can find
it is easy to give a prediction on the growth of sales in the form of an interval value
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such as from 3% to 5%. From this fact, in order to differentiate this case from the
former one, we called it interval estimates. Notice that we do not take into consider-
ation the case in which the proper value is an interval as in the task of temperature
forecasting for a specific region on the next day.

The general research problem of the wisdom of crowds is as follows: for a given
task T - cognition task, a number of autonomous members, who are invited for pro-
viding individual predictions on T. These members can be humans or even agent
systems. In addition, they are often diverse in backgrounds, knowledge bases, etc.
Moreover, we consider the unified representations of individual predictions are interval
values. The proper value, which is a single value, will be treated as an interval whose
lower and upper values are identical. From a set of interval values (individual pre-
dictions), some aggregation methods have been invoked to determine a consistent one,
(called collective prediction). This consistent prediction is often considered as a rep-
resentative of the collective as a whole. Referring to [7], many methods have been
proposed for integrating individual predictions. They aim at aggregating interval pre-
dictions into a single value (similar to the case of point estimates) based on the
unweighted or weighted average of their midpoints. Meanwhile, in this work, the
output of the aggregation method is still an interval value and the criteria proposed in
Nguyen [16] will be taken into account for such a task.

Recently, many publications have revealed the positive role of diversity in the
emergence of Collective Intelligence [1, 4, 11, 13]. In fact, it can be seen that diverse
collective members will have new perspectives, new information, etc. about the given
problem and collective knowledge is often larger than the “normal sum” of individual
knowledge [8]. In addition, the correlated errors among individual predictions can be
reduced if collective members are diverse [6]. However, these findings are based on
point estimates. This positive effectiveness leads to a natural question: how diversity
influences collective prediction in case of interval estimates? For this aim, the com-
putational experiments will be conducted to determine the relationship between
diversity and the quality of collective prediction. Concretely, we suppose collectives
having the same cardinality but varying in diversity level. In other words, we will try to
prove the following hypothesis “the higher the diversity, the better the quality of
collective prediction.” Beyond the impact of diversity, the problem of maintaining
diversity in a collective is also an important issue. Recent studies on point estimates
have shown that the common approach that can be used to enhance the diversity of a
collective is expanding cardinality [2, 3, 15]. Taking into account this characteristic, we
also focus on how cardinality influences the quality of collective prediction using
interval estimates. In the current literature, these problems have not been widely
devoted.

The structure of the paper is as follows: Some basic notions are described in
Sect. 2. Section 3 presents the research model and hypotheses. Computational exper-
iments on the impact of cardinality and diversity on the quality of collective prediction
will be reported in Sect. 4. The last section concludes the paper and discusses some
further research.
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2 Background

2.1 Collective Prediction Determination

In this work, by collective we denote a set of interval values (called individual pre-
dictions) provided by a number of collective members who are often autonomous
members on the same cognition task. The representation of individual predictions in a
collective is described as follows: X ¼ x1; x2; . . .; xnf g where n represents the size of
collective X (called cardinality). In this paper, we assume the structure of predictions is
an interval. In particular, each prediction in a collective is described as follows: 8xi 2
X : xi ¼ xi�; x�i

� �
where xi� and x�i present the lower and the upper bounds of individual

prediction xi. The distance between predictions is measured using the following
formula [16]:

d xi; xj
� � ¼ x�i � x�j

��� ���þ xi� � xj�
�� ��

2

where d xi; xj
� � 2 <þ .

In general, the aggregation methods worked out previously for interval estimates
are mainly based on the midpoints of interval predictions [7]. These methods aim at
aggregating interval predictions to a single value based on the unweighted or weighted
average of their midpoints. Meanwhile, in this work, the output of the aggregation
method is still an interval prediction. For such a task, the criteria mentioned in [16]
(1-Optimality, 2-Optimality) are taken into consideration.

2.2 Collective Prediction Measures

With estimating tasks, the most important measure that can be used to reflect the
quality of collective prediction is the accuracy of collective prediction [9, 10]. How-
ever, with applications of the Wisdom of Crowds, it is well-known the outperformance
of a collective as a whole over collective members in finding solutions to a given
problem. Therefore, the best collective prediction is the one that outperforms all
individual predictions in a collective [15]. The measures of the quality of collective
prediction used in this work are as follows:

Definition 1. The quality of collective prediction can be measured based on:

• The accuracy of collective prediction [9]:

Diff Xð Þ ¼ 1� d r; xð Þ

• The relationship between accuracies of collective prediction and individual
predictions
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WR Xð Þ ¼ 1
n

Xn
i¼1

f r; x; xið Þ

where f r; x; xið Þ ¼ 1; if d r; xð Þ\d r; xið Þ
0; otherwise

�

3 Research Model and Hypotheses

In group decision making, it can be seen that the more consistent the individual
opinions (or preferences), the higher the quality of collective opinion. However, in
Collective Intelligence, diversity has been proven to be useful in improving to better
collective predictions [14]. Besides, by enlarging the cardinality, one can maintain the
diversity of a collective because the diversity of a collective will potentially enhance as
the cardinality increases. As mentioned earlier, however, these findings are based on
point estimates. Therefore, in this work, we investigate how these factors influence
collective prediction using interval estimates. Notice that we only take into consider-
ation diversity of individual predictions in a collective and the pairwise distances
between individual predictions in a collective are taken into account for its measure [9].
The definition is described in the following formula:

c Xð Þ ¼
1

n n�1ð Þ
Pn
i¼1

d xi;Xð Þ; for n[ 1

0; otherwise

8<
:

where d xi; xj
� �

represents the distance between xi and xj and d xi;Xð Þ ¼ Pn
j¼1

d xi; xj
� �

represents the sum of distances from prediction xi to predictions of collective X.
According to the findings in the case of point estimates, in the remaining parts of

the paper we will try to prove the following hypotheses:
H1: The increase in the quality of collective prediction is a consequence of an

increase in the cardinality.
H2: The higher the diversity, the better the quality of collective prediction.

In the remaining part of the paper, we will conduct computational experiments to
prove these hypotheses.
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4 The Impact of Cardinality and Diversity on Collective
Prediction

4.1 Settings

This section presents computational experiments to study the influence of factors such
as cardinality and diversity on collective prediction. For this aim, the experiments are
conducted with the following assumptions:

• 8xi 2 U : d r; xið Þ� @
• r ¼ r�; r�h ið Þ, where r� ¼ r�ð Þ
• 8xi 2 U : xi� � r� � @j jð Þ ^ x�i � r� þ @j j� �

According to the first assumption, we assume a predefined threshold (@) in which
the distance from the proper value to potential predictions in set U does not exceed.
Meanwhile, the second one means that the proper value will be treated as an interval in
which the lower and upper bounds are identical. Meanwhile, the third assumption
describes the potential lower and upper bounds of each interval prediction. In the
following experiments, we assume that the value of @ is equal to 500 and the proper
value is 1000. The proper value and the lowest and highest predictions can be treated as
interval values as follows: 1000; 1000h i, 500; 500h i, and 1500; 1500h i respectively.
Moreover, we also assume that the length of each interval prediction does not exceed
10% of @ (that is 8xi 2 U : xi� � x�i

�� ��� 50). By this assumption, we will ignore the
phenomenon of which collective members have little information about the proper
value of the given problem, can lead to suboptimal collective predictions. For example,
a sale expert reports that the sales will grow by 4.5%–4.7%. In this case, it is likely she
has much evidence about the growth of sales. However, if someone reports that the
sales will grow by 0%–30%, then she seems to know very little about the growth of
sales.

4.2 The Relationship Between Diversity and the Quality of Collective
Prediction

This section presents an influence analysis of diversity on the quality of collective
prediction using computational experiments. We assume that collectives are identical
cardinality but are various diversity levels. Similar to the previous settings, the car-
dinalities 29, 129, and 229 will be used. For each cardinality value, we performed some
prior computational experiments to determine the corresponding diversity levels. In this
section, we use five levels of diversity as follows: Div1: c Xð Þ� 0:0ð Þ ^ c Xð Þ\0:1ð Þ;
Div2: c Xð Þ� 0:1ð Þ ^ c Xð Þ\0:2ð Þ; Div3: c Xð Þ� 0:2ð Þ ^ c Xð Þ\0:3ð Þ; Div4: c Xð Þð
� 0:3Þ ^ c Xð Þ\0:4ð Þ; Div5: c Xð Þ� 0:4ð Þ ^ c Xð Þ\0:5ð Þ.

This subsection will try to show the positive influence of diversity on the quality of
collective prediction. The experimental results are described in Fig. 1.
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As we expected, diversity positively influences the quality of collective prediction.
The difference between the qualities of collective predictions in the case collectives
have the same cardinality but vary in diversity is statistically significant (according to
the Mann-Whitney U test). In all cases, the p values are less than the significance level
0.05. The statistical analysis also did not find a significant difference on between the
qualities of collective predictions for collectives having the same diversity level but
having different cardinality values. For WR measure, we have also found the similar
result. From these findings, it can be seen that to achieve a better collective prediction,
instead of being to be large, a collective should be enough diverse. From this fact, it can
be stated that maintaining diversity in a collective is an important issue. In the next
section, we focus on determining the impact of cardinality on the diversity of a col-
lective. In addition, in the previous section, we have found that cardinality is positively
associated with the quality of collective prediction.

4.3 The Relationship Between Cardinality and the Quality of Collective
Prediction

As aforementioned, in order to maintain the diversity in a collective, cardinality is
considered as an effective factor for such a task. It is because when the cardinality
increases, the diversity of individual predictions and the variety of backgrounds will be
able to enhance. Accordingly, we will study the relationship between the cardinality
and the quality of collective prediction. For this aim, the cardinality will be increased
from 9 to 1009 (each step by 10 elements).

Diff WR

Fig. 1. Diff and WR of collectives with cardinalities 29, 129 and 229

Fig. 2. Diff and WR of collectives with cardinalities increased from 9 to 1009
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Notice that, with each setting, we run 100-repetition and the results reported in
Fig. 2 are the average of 100 corresponding values. As we expected, when we increase
the cardinality, the quality of collective prediction will be improved. Moreover, the
increase of cardinality does not significantly affect the quality of collective prediction,
if the cardinality is “large enough.” According to the previous settings, the potential
individual predictions will belong to [500, 1500]. Based on the computational result for
point estimates, the cardinality needed to achieve a reliable prediction with 95%
confidence interval and ±50 is about 129. Taking into account this cardinality as a
“large enough” value, we perform a statistical test to check the significant difference
between the qualities of collective predictions with some selected cardinalities. For
such a task, the Mann-Whitney test, a nonparametric test, is used with cardinalities of
29, 129, 229 and 329. Regarding Diff measure, we have found significant differences
between the qualities of collectives of 29 and collectives of 129, 229, and 329.
However, the differences between collectives of 129 and collectives of 229, and 329 are
not statistically significant (p-values are much higher than 0.05). For WR measure, we
have also found the similar result.

Furthermore, we computed the values of R2 in the relationship between the log of
cardinality and the quality of collective prediction. Accordingly, the values of R2

increase up to the cardinality of 129 (i.e., 0.94 for Diff measure and 0.95 for WR
measure). For cardinalities of 229, 329, etc. the values of R2 are decreased (for both
Diff and WR measures). From these results, it can be stated that with some restrictions,
the hypothesis “The increase in the quality of collective prediction is caused by an
increase in the cardinality” is true. However, the results also show that when the
cardinality is large enough, its increase does not cause any significant impact on the
quality of collective prediction.

5 Conclusion

From the prominent role of diversity in Collective Intelligence in case of point esti-
mates, this paper has presented an influence analysis of diversity and cardinality on the
quality of collective prediction using interval estimates. Regarding the impact of car-
dinality, the experimental results have shown that expanding cardinality is an effective
approach to improving the quality of collective prediction. Besides, they also revealed a
cardinality threshold in which the quality of collective prediction is not significant
increase as the cardinality increases. Regarding the impact of diversity, the computa-
tional experiment has been conducted by considering collectives are identical cardi-
nality but are various diversity levels. The findings have indicated that diversity plays a
major role in improving the quality of collective predictions. In conclusion, with some
restrictions, it can be noted that the hypothesis “the higher the diversity, the better the
quality of collective prediction” is true.

In the future work, we intend to evaluate the performance of different aggregation
methods used for collective prediction determination. The impact of other criteria such
as independence, decentralization will also be investigated. For such a task, methods
for solving conflicts proposed in [12] will be taken into consideration. We also
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concentrate on the diversity of members that can be considered as an efficient approach
to fostering the diversity of individual predictions.

Acknowledgment. This paper is partially funded by Vietnam National University Ho Chi Minh
City (VNU-HCM) under grant number C2018-26-09.
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Abstract. Our understanding and ability to effectively monitor and
manage coastal ecosystems are severely limited by observation methods.
Automatic recognition of species in natural environment is a promising
tool which would revolutionize video and image analysis for a wide range
of applications in marine ecology. However, classifying fish from images
captured by underwater cameras is in general very challenging due to
noise and illumination variations in water. Previous classification meth-
ods in the literature relies on filtering the images to separate the fish
from the background or sharpening the images by removing background
noise. This pre-filtering process may negatively impact the classifica-
tion accuracy. In this work, we propose a Convolutional Neural Network
(CNN) using the Squeeze-and-Excitation (SE) architecture for classi-
fying images of fish without pre-filtering. Different from conventional
schemes, this scheme is divided into two steps. The first step is to train
the fish classifier via a public data set, i.e., Fish4Knowledge, without
using image augmentation, named as pre-training. The second step is to
train the classifier based on a new data set consisting of species that we
are interested in for classification, named as post-training. The weights
obtained from pre-training are applied to post-training as a priori. This
is also known as transfer learning. Our solution achieves the state-of-
the-art accuracy of 99.27% accuracy on the pre-training. The accuracy
on the post-training is 83.68%. Experiments on the post-training with
image augmentation yields an accuracy of 87.74%, indicating that the
solution is viable with a larger data set.
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Squeeze-and-Excitation · Temperate species · Natural environment

c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 89–101, 2019.
https://doi.org/10.1007/978-3-030-22999-3_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22999-3_9&domain=pdf
https://doi.org/10.1007/978-3-030-22999-3_9


90 E. Olsvik et al.

1 Introduction

Coastal marine ecosystems are highly complex, productive, and important
spawning, nursing and feeding areas for numerous of fish species, but study-
ing such biodiversity is often logistically challenging and time-consuming [13,16].
With the recent advancement in cost-effective high definition underwater camera
technologies, large volumes of observations from remote areas are now allowing
us to test predictions about species’ cryptic behaviour, fundamental ecological
processes and environmental changes [12]. Yet, video data analysis is extremely
labour intensive and only a fraction of the available recordings can be ana-
lyzed manually, greatly limiting the utility of the data. In addition, accuracy
of visual-based assessments is highly dependent on conditions in the underwa-
ter environment (depth, light, background noise) and taxonomical expertise in
interpreting the videos [1].

Computer vision solutions have been increasingly applied to marine ecology
to tackle these problems [6,9,14]. One such solution, the commercial product
CatchMeter [17], consists of a light box with a camera that photographs and
classify the fish as well as provide a length estimate. Fish are recognized by
utilizing a threshold for detecting the outline of fish in the images and has a
very high classification accuracy of 98.8%. However, the fish are photographed
in a relatively structured environment, which has limited applicability in studies
of natural behaviour in the wild.

A specific Convolutional Neural Network (CNN) called Fast R-CNN stands
out as it applies object detection to extract only the fish from images taken from
natural environment, actively ignoring background noise [9]. The approach starts
by pre-training an AlexNet [8] on the ImageNet database. The AlexNet is then
modified to train on a subset of the Fish4Knowledge data set [5]. As the final
step, the Fast R-CNN takes the pre-trained weights and region proposals made
by AlexNet as input, and achieves a mean average precision of 81.4%. In another
solution [6], pre-training is applied to a CNN similar to AlexNet. The network
consists of five convolutional layers and three fully-connected layers. Pre-training
is performed using 1000 images from 1000 categories from the ImageNet data
set, and the learned weights are then applied to a CNN after adapting it to
the Fish4Knowledge data set. Post-training is then performed using as few as
50 images per category and 10 categories from the Fish4Knowledge data set.
The images from the Fish4Knowledge data set are pre-processed using image
de-noising. The accuracy achieved on the 1420 test images is 85.08% using very
small amounts of data.

The highest reported accuracy for the Fish4Knowledge data set so far is
98.64%. The result was achieved by first applying filters to the original images
to extract the shape of the fish and remove the background, and then use a
CNN with a Support Vector Machine (SVM) classifier function [14]. The net-
work is named DeepFish, which consists of three standard convolution layers and
three fully-connected layers. In addition, previous solutions usually apply a pre-
processing of the images in order to remove the noise in the targeted image as
much as possible, and to outline the area where fish are located [6,14]. Although
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this process can indeed improve the system performance, the set of filters must
be chosen carefully, as it may result in a negative performance impact in a live
and dynamic scenario. Useful object background information may unintention-
ally be removed during the segmentation pre-processing, such as indicated by
comparison of background discarding Fast R-CNN and background encoding
YOLO in [15]. Considering the noise tolerant nature of CNN with Squeeze-and-
Excitation (SE) architecture, it could be an advantage to use the original image
to maintain maximum information content.

In this paper, we further explore CNN using the most recent SE architecture,
which, to the best of our knowledge, has not previously been utilized in fish
classification. In addition to the learning algorithm, we also collect a new data
set of temperate fish species in this work. Clearly, the Fish4Knowledge data set
is currently limited to tropical fish species. If a CNN is trained on this data set
alone, it may not be able to classify fish species in other ecosystems. Therefore,
the trained model based on the Fish4Knowledge needs to be further tuned and
validated to fit specific ecosystems of interest. Our approach is to first pre-
train the network on the Fish4Knowledge data set to learn generic fish features,
and then the learned weights from pre-training are adopted as a starting point
for further training on the new data set containing images of temperate fish
species, which is called post-training. This two-step process is known as transfer
learning [18]. The solution based on SE-architecture requires no pre-processing
of images, except re-sizing to the appropriate CNN input size.

The remainder of the paper is structured as follows. Section 2 describes the
data sets used to train the neural network, and then the detailed network
structure and configurations are presented. Section 3 discusses the experimen-
tal results for the CNN approach before the work is summarized in the last
section.

2 Data Sets and Deep Learning Approaches

2.1 The Data Sets

Two data sets were used in the test, the Fish4Knowledge data set [9] and
a Norwegian data set with temperate species collected by the research team.
Fish4Knowledge is used in pre-training of the neural network, while the tem-
perate data set is used in the post-training. Some differences between the data
sets are: (1) The Fish4Knowledge has in addition to the fish images catego-
rized images in trajectories, e.g. a sequence of images taken from the same video
sequence or stream. (2) The temperate data set has in addition to the other
species a separate folder for male and female Symphodus melops (S. melops).
Some individuals of male S. melops have also been tracked and captured by
camera multiple times.

Fish4Knowledge. The Fish4Knowledge data set is a collection of images,
extracted from underwater videos of fish, off the coast of Taiwan. There is a
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total of 27230 images cataloged into 23 different species. The top 15 species
accounts for 97% of the images, and the single top species accounts for around
44% of the images. The number of images for each species range from 25 to
12112 between the species. This creates a very imbalanced data set. Further, the
images size ranges from approximately 30×30 pixels to approximately 250×250
pixels. Another observation in the data set, is that most of the images are taken
from a viewpoint along the anteroposterior axis, or slightly tilted from that axis.
In that subset of images, most of these images are from the left or right lateral
side, exposing the whole dorsoventral body plan in the image. There are some
images from the anterior view, but few from the posterior end. Among all the
images there were not many images from the true dorsal viewpoint. Most of the
selected species have a compressed body plan, e.g. dorsoventral elongate. This
creates a very distinct shape when the images are taken from a lateral view-
point. Hence, images taken from the dorsal view creates a thin, short shape. The
images also have a background that is relatively light, enhancing the silhouette
of the fish.

Fig. 1. Distribution of the temperate species data set.

Temperate Fish Species. The temperate data set consists of an image collec-
tion of some of the most abundant fish species in Northern Europe. The video
recordings were sampled by scientists at the Institute of Marine Research (IMR)
in Norway in two different occasions. One part is from video recordings taken
from May to June 2015 in a remote and shallow bay on the Austevoll archipelago
(Norway, North Sea). GoPro Hero4+ (black) cameras were deployed at 2–5 m
of depth around small reef sites to record the nesting behaviour of Symphodus
melops. Recording conditions varied between sites and days, especially in sun
exposure and background noise. All videos were recorded in full HD resolution
of 1920 × 1080 pixels with default settings. Colourful males of S. melops build
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nests to attract females who lay their eggs for the males to care for until they
hatch [2]. The females are brown in colour and easily distinguished from nest-
ing males. Some males employ a strategy to look indistinguishable from females
and do not build nests, but instead sneak’ on other males’ nest [3]. Because
of the morphological appearances of the different sexes, nest-building males are
labelled as “males” in the data set (accounting for approximately 17% of the
images in the data set), while females and sneaker males are labelled as “females”
(accounting for about 36%). Two other wrasse species from these videos were
also categorized. The second part of the data set was collected with stereo baited
remote underwater video (stereo-BRUV). The stereo-BRUV consists of two cal-
ibrated GoPro Hero4+ (black) cameras. The cameras were deployed between 8
and 35 m in 2 coastal areas of Norway: south-estern coast (county of Aust-Agder)
and mid-western coast (county of Trøndelag). The stereo-BRUV data sampling
is normally used for monitoring marine biodiversity [10] and temporal trends in
fish assemblages [11]. A single video frame often contains more than one fish (of
same species and/or different species). Differences in depth, visibility, habitat,
distance from camera and angle of the fish secured a high variability in pictures
of each species. Except from the spiny dogfish (Squalus acanthias), the five other
species were from the family Gadidae (Gadus morhua, Pollachius virens, Pol-
lachius pollachius, Molva molva and Malanogrammus aeglefinus). Overall, the
Norwegian temperate data set has a higher image noise (visibility, background,
resolution) and variability of angle of the fish compared with the Fish4Knowledge
data set. This is expected to reduce the classification accuracy, but be more real-
istic for analysis of observations in the natural environment. Figure 1 illustrates
a snapshot of the data set.

2.2 CNN-SENet Structure

A CNN-SENet, is a Convolutional Neural Network with an added squeeze and
excitation (SE) architectural element, that re-calibrates channel wise-feature
responses adaptively [4]. The architecture of the CNN-SENet, depicted in Fig. 2,
is configured with the following parameters. Image size in height (H), width
(W ) and depth channels; the number of learnable filters (F ); the batch size (B)
(default 16), the filter size (S), and reduction ratio (r) as described in [4]. Lastly
the number of fish species classifications needs to be added, as parameter C.
The input layer takes image of size 200 × 200 with a depth of 3 color channels,
R, G, and B. The output is batch normalized before entering the Squeeze-and-
Excitation function, called SE block, depicted in Fig. 3. The SE block performs a
feature re-calibration through the (1) squeeze operation preventing the network
from becoming channel-dependent. This exploits contextual information outside
the receptive field and is achieved by doing global average pooling on each input
channel before reshaping, and (2) the excitation operation that utilizes the out-
put from the squeeze function by fully capture channel-wise dependencies. This is
achieved by the two fully-connected (FC) layers sandwiching the reduction layer,
and finally a sigmoid activation layer. Before exiting the SE block, the output
from the excitation function is multiplied with the original batch normalized
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output. This multiplied output is then added to a ReLU layer performing an
element-wise activation function, rendering the dimension size unchanged. The
output is then sent to a Max Pooling layer, that uses a 2× 2 filter to reduce and
re-size the height and width spatially, rendering an output of 98× 98× 32. This
core portion of the network is stacked to the size of the kernel size, in this case
the size of five. The first iteration has a convolutional layer of 32 filters in 5× 5.
The second and third has 64 filters in 3× 3, the forth 128 filter in 2× 2, and the
fifth 256 filters in 2 × 2, with all layers applying a horizontal and vertical stride
of 1.

Furthermore, the network has 3 FC layers. The first, with 256 neurons, takes
the output from the last convolutional layer that is first flattened. The output
is then batch normalized before sent to the second FC layer, with 256 neurons.
A reduction function is applied after the output from the FC layer is batch
normalized. Before entering the last FC layer, with C neurons, a dropout layer
of 50% is applied. The final layer, softmax, applies a classifier function to obtain
the probability distribution for each class per input image, using a categorical
cross-entropy with the Adam optimizer [7].

Fig. 2. CNN-SENet architecture.

In CNN-SENet, there are certain parameters that need to be configured,
including dropout percentage, learning rate, and batch normalization, that are
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Fig. 3. Squeeze-and-Excitation block.

discussed presently. The parameters are configured based on trial-and-error
method. For the dropout percentage, clearly, the higher the dropout, the more
the information is lost during training because forward- and back-propagation
are carried out only on the remaining neurons after dropout is applied. Different
percentages of the dropout are tested, and 50% is configured in this study due
to the better overall performance achieved. The learning rates when using the
Adam optimizer should be tuned to further optimize the network. After numer-
ous trials, the learning rate is configured as 0.001 without decay. For batch
normalization, it has been tested and the results with batch normalization is
slightly better than without it. In more details, the accuracy on the testing set
without batch normalization is 98.35%, while the accuracy with batch normal-
ization is 99.27%. With the above parameters, the model trains faster and has
a higher validation accuracy, that concludes the architecture of CNN-SENet.

To compare CNN-SENet with DeepFish, Table 1 illustrates the main differ-
ences between the two. Clearly, CNN-SENet has a more sophisticated structure
than DeepFish.

Table 1. Differences between CNN-SENet and DeepFish.

CNN-SENet DeepFish

Image size 200 × 200 47 × 47

Testing samples 4126 3098

Network architecture Basic with SE blocks Basic

Classifier Softmax SVM

Convolutional layers 5 3
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3 Experiments and Results

Accuracy and performance of the new fish classification CNN-SENet is quantified
and compared with the state-of-the-art networks represented by Inception-V3,
ResNet-50 and Inception-ResNet-V2. Additionally, a simplified version of the
CNN-SENet, without the Squeeze-and-Excitation blocks, is included to explore
how the spatial relationship between fish image colors and other feature layers
affect results [4].

3.1 Experiments

Three different experiments were performed. Pre-training with Fish4Knowledge,
post-training with the new temperate Fish Species data set described in Sub-
sect. 2.1 and post-training with an extended version of the new data set using
image augmentation techniques. For all three experiments, the applicable data
set was divided into 70% training images, 15% validation images and 15% testing
images. Both training and validation images are integral parts of the training
process, while the testing images were kept out-of-the-loop for independent ver-
ification of the “end product”.

All benchmarked networks are trained for 50 epochs with images adapted to
their input image size of 200 × 200 RGB pixels, with the notable exception of
the 299 × 299 RGB pixels required by Inception-ResNet-V2.

Pre-training. Pre-training was performed using a data set consisting of 19149
Fish4Knowledge images, with an additional 4126 images for verification and
4126 images reserved for testing. The selected training configuration consists
of a single run with 50 training epochs and a batch size of 16. Results from
pre-training are evaluated using weights from the epoch with highest validation
accuracy, and not necessarily the final epoch.

Table 2. Testing accuracy and time per epoch on pre-training.

Network Testing accuracy Time one epoch

Inception-V3 99.18% 923 s

ResNet-50 98.86% 646 s

Inception-ResNet-V2 98.59% 2221 s

CNN-SENet 99.27% 197 s

CNN-SENet without Squeeze-and-Excitation 99.15% 159 s

Post-training. Post-training was performed using 712 images of four fish classes
from the temperate fish species data set described in Sect. 2.1. An additional 155
images was used for verification during training, and a subset of 155 images of the
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Fig. 4. Confusion matrix for Fish4Knowledge data set pre-training with CNN-SENet.

same classes were reserved for testing. Corkwing wrasse (male), Corkwing wrasse
(female), Pollach and Coalfish were selected for the experiment as a reasonable
number of images of different individuals under varying conditions was available
for these species.

The post-training process consists of 50 epochs and a batch size of 8. The
batch size was reduced, compared to pre-training, to compensate for the rela-
tively small number of available temperate fish images. Weights from the pre-
training step are loaded before initiating post-training, and post-training accu-
racy is evaluated using the weights from the final epoch.

The rationale for this post-training method is to make use of the more or
less generic fish identification features learned from the large Fish4Knowledge
data set. Post-training will then start with the network in a “fish-class-sensitive”
state and proceed by learning specific features of the temperate species on top
of this.



98 E. Olsvik et al.

Fig. 5. Confusion matrix for temperate data set post-training with CNN-SENet.

Fish4Knowledge consists of images of 23 different classes. The selected subset
of the temperate data set consists of 4 classes. To prepare the loaded pre-trained
model for post-training, the last fully connected (FC) layer with 23 output neu-
rons, suitable for 23 fish classes, is replaced with a similar layer with 4 output
neurons.

Table 3. Average testing accuracy over 10 runs and time per epoch on post-training.

Network Testing accuracy Time one epoch

Inception-V3 85.42% 33 s

ResNet-50 82.39% 47 s

Inception-ResNet-V2 78.84% 91 s

CNN-SENet 83.68% 9 s

CNN-SENet without Squeeze-and-Excitation 82.32% 7 s

Post-training with Image Augmentation. Data augmentation techniques
in machine learning aims at reducing overfitting problems by expanding a data
set (base set) by introducing label-preserving transformations. For an image data
set, this means that transformed copies of the original images in the base set are
produced. These additional training data enables a network under training to
learn more generic features, by reducing sensitivity to augmentation operations
that transforms the image but not severely the characterizing visual features of
for example a fish [8].
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The main algorithm flow is the same as for the post-training version, but
the data set was expanded by using the following transformation operations.
Images are rotated randomly within a specific range, according to an uniform
distribution. Images are vertically and horizontally shifted a random fraction of
the image size. Scaling and shearing transformations are applied randomly, and
lastly half of the images are flipped horizontally.

3.2 Results

Pre-training. Results from pre-training on Fish4Knowledge are presented in
Table 2. The testing accuracy is on par with or exceeds the level of accuracy
achieved with previous state-of-art solutions described in Sect. 1.

CNN-SENet with Squeeze-and-Excitation achieves 99.15% test accuracy,
almost identical results as the Inception-V3 algorithm when it comes to accuracy.
However, the run time for each epoch is roughly three times larger for Inception-
V3. The training-runtime is expected to be reflected in prediction. CNN-SENet
without Squeeze-and-Excitation is faster than the SE-version, but also slightly
less accurate during these tests.

Inception-ResNet-V2 achieves the lowest test accuracy and also the highest
time consumed for each epoch during training. The required input image size
is 299 × 299, compared to 200 × 200 for the other networks under test. As the
required resolution is higher than the resolution of most Fish4Knowledge images,
the necessary upscaling process may negatively affect accuracy. Additionally, the
larger input size also dramatically increases the computational complexity and
leads to longer time on each epoch.

A confusion matrix for the CNN-SENet pre-training run is included as shown
in Fig. 4. Fish 01 seems to attract more wrong predictions than the other species.
The reason for this is unknown, but the imbalance in the data set could explain
some of the behavior, as the ability to learn Fish 01 will be more rewarding
during training as it occurs more frequently.

Post-training with and Without Image Augmentation. Results from the
post-training experiment indicates that this is a more challenging image recog-
nition task. Without image augmentation, the highest average testing accuracy
achieved was 85.42% using the Inception-V3 CNN algorithm as listed in Table 3.
CNN-SENet performance is few percent below, but with a significantly better
training time for each epoch. All bench-marked algorithms show significantly
reduced accuracy compared to the results from pre-training. The temperate
species data set used for post-training is challenging, in the sense that it contains
few images overall. The data set also consists of pictures of fish under low visibil-
ity conditions, and situations where the fish silhouette is not always prominent.
A confusion matrix for the CNN-SENet post-training run is included as shown
in Fig. 5.

Image augmentation, as described in Sect. 3.1, improves the results for post-
training for all benchmarked algorithms, as shown in Table 4. The ResNet-50
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Table 4. Average testing accuracy over 10 runs on post-training with image augmen-
tation.

Network Testing accuracy

Inception-V3 88.45%

ResNet-50 90.20%

Inception-ResNet-V2 82.39%

CNN-SENet 87.74%

CNN-SENet without Squeeze-and-Excitation 83.55%

network reaches just above 90% testing accuracy. CNN-SENet accuracy increases
approximately four percentage points compared to post-training without image
augmentation. The training time for each epoch does not change notably using
image augmentation, so the metric was omitted from Table 4.

4 Conclusions

We propose a Convolutional Neural Network implementing the Squeeze-and-
Excitation (CNN-SE) architecture, which is specifically tuned and trained for
biometric classification of fish. The experimental results show that CNN-SENet
achieves the state-of-the-art accuracy of 99.27% on the Fish4Knowledge data
set without any data augmentation or image pre-processing. For post-training,
where the CNN-SENet is specialized for recognizing temperate fish species, the
achieved average accuracy is 83.68%. The lower accuracy can be explained by the
small size of the new temperate species data set combined with high variation
in image data. For both approaches, CNN-SENet with SE blocks has a higher
accuracy than without the SE blocks, indicating that SE has a positive effect on
accuracy. In conclusion, we show that CNN with SE architecture is a powerful
and effective tool for automatic analysis of fish images taken in the wild, but
future work should make use of much larger and well-labelled data sets.
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Abstract. In this paper, we investigate the influence of distance met-
rics on the results of open-set subject classification of text documents.
We utilize the Local Outlier Factor (LOF) algorithm to extend a closed-
set classifier (i.e. multilayer perceptron) with an additional class that
identifies outliers. The analyzed text documents are represented by aver-
aged word embeddings calculated using the fastText method on training
data. Conducting the experiment on two different text corpora we show
how the distance metric chosen for LOF (Euclidean or cosine) and a
transformation of the feature space (vector representation of documents)
both influence the open-set classification results. The general conclusion
seems to be that the cosine distance outperforms the Euclidean distance
in terms of performance of open-set classification of text documents.

Keywords: Text mining · Subject classification ·
Open-set classification · Word embedding · fastText ·
Local Outlier Factor · Cosine distance · Standarization

1 Introduction

The classification of texts, i.e. automatically assigning a text to one of prede-
fined subject groups, becomes a tool useful in many areas (like digital libraries,
newspaper repositories, categorization of scientific papers, questions, and answer-
ing systems, selection of tourist offers). However, practical usage of such a tool
requires an extension of classical closed-set classifiers to open-set ones. Since a
classical approach associates a new document to one of the trained classes, even
if the document is actually not related to any of them, it can lead to very spec-
tacular mistakes made by close-set text classification tools, for example assigning
a random text to some class.

Therefore, we propose an extension to the standard closed-set classification
schema. First, we build a standard classification model using the available train-
ing dataset. Next, we utilize the Local Outlier Factor (LOF) [1] algorithm to
extend the result with an additional class that identifies outliers. LOF pro-
vides a measure of dissimilarity (outlierness factor), which proves useful for
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high-dimensional data. Other approaches to open-set classification of text doc-
uments involve the utilization of statistical-based concepts, like inter-quartile
range-based criteria, [13], or similarity estimation with simple threshold-based
decision mechanism applied for the aposteriori probability [2,3]. There are also
approaches based on the usage of convolutional neural networks [11].

Moreover, we analyze how the distance metric chosen for LOF and a trans-
formation of the feature space (vector representation of documents) influence
the open-set classification results.

The paper is organized as follows. Section 2 describes the doc2vec represen-
tation of documents, the method of open-set classification and Local Outlier
Factor algorithm used by this method. In Sect. 4 we discuss the used distance
metrics and methods of feature space transformation. Next section presents the
used corpora, experiments, and results of the comparative study.

2 Open Set Classification

2.1 Doc2vec

Several approaches to representing documents by feature vectors are avail-
able like classical bag-of-words and a number of its modifications. Recently,
word embedding methods gained large popularity. They mostly act as a lookup
table that maps each word into a continuous multidimensional vector space [8].
Word2Vec allows constructing a feature vector of an entire document (doc2vec)
by simple average of word embeddings [5]. Within this paper, we have used a
recent deep learning method – fastText [5].

The main idea behind fastText is to perform word embedding and classifier
learning in parallel. FastText forms the linear model, since it consists of word
embeddings, simple averaging and linear soft-max classifier. Therefore it is very
effective to train and use.

2.2 Classification

Having doc2vec vectors we can train a typical (closed-set) classifier using stan-
dard machine learning algorithms based on the training set. Next, it can be
used to assign any new document (described by doc2vec values) to one of classes
occurring in the training set. In other words, the classifier splits the feature space
into areas related to the trained classes. Hence, they associate a new document
with one of the trained classes (winning class), even if the document is actually
not related to any of the classes (subject categories) known to the classifier.

To overcome this problem we propose post-processing of typical classifier
results. It includes calculation of dissimilarity between the feature vector and
the winning class feature vectors (of all documents from the training set that
belongs to the winning class). It could be done by measuring the outlierness
factor [13]. If the factor is above given threshold we reject the decision made by
the classifier and assign the document to the ’outlier’ class.
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2.3 Outlierness Factor

As an outlierness factor is required in the procedure described above, we pro-
pose to use the Local Outlier Factor (LOF) [1]. It is a measure based on a
weighted Euclidean metric, aiming to find outliers by comparing vectors to their
local neighborhoods. It works by calculating an average distance between a given
point, its neighbors and their (neighbors) neighbors to determine the local den-
sity of points in the given point’s surrounding.

The open-set classification procedure proposed in Sect. 2.2 requires thresholds
for each class. We could set it up assuming that the training data sets are
contaminated by outliers, i.e. they include a given proportion of vectors with
LOF values larger than the threshold. This proportion is called contamination1.

3 Analyzed Distance Metrics and Transformations
of Feature Space

Original LOF [1] is based on Euclidean distance (often called L2 norm). However,
Beyer et al. [6] suggest that L2 norm fails in high dimensions. Whereas, the cosine
distance (mostly in the form of cosine similarity) is widely and successfully used
in the analysis of word2vec data [7], as well as in doc2vec [10]. The cosine distance
is not vulnerable to any scaling of the given vector’s size and it is assumed that
it acts much better in high dimensional space.

The standardization, i.e. removing the mean and scaling to the unit vari-
ance, is a widely used transformation of data in the machine learning. It allows
matching the requirement of normal data distribution that is assumed in many
classification algorithms. It is known in the statistics also as the z-score. It could
be seen as moving and linear scaling of the input data. A mean and a stan-
dard deviation are calculated on training data and later on used during open-set
classification.

The normalization scales the vector to the unit norm. In contrary to the
standardization, it operates on an individual object and does not require any
parameters estimated on other data. Normalization maps each data point onto
unit n-sphere. It has some interesting properties. The cosine distance in original
and normalized space are equal. Moreover, the cosine distance between vectors
is equal to half of the square of Euclidean distance between them. Therefore,
the results of algorithms based on the nearest neighbor (as LOF, for example)
should be almost the same when someone uses cosine distance or Euclidean one
on normalized vectors [12].

4 Evaluation

4.1 Data Sets

To evaluate the performance of the proposed open set classification method and
analyze the influence of distance metrics and feature space transformation in
1 https://scikit-learn.org/0.19/modules/generated/sklearn.neighbors.LocalOutlierFac

tor.html.

https://scikit-learn.org/0.19/modules/generated/sklearn.neighbors.LocalOutlierFactor.html
https://scikit-learn.org/0.19/modules/generated/sklearn.neighbors.LocalOutlierFactor.html
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a real task the text corpora of different subject classes are needed. We have
used two data sets: texts from English newsgroups (20newsgroups) and Polish
Wikipedia (Wiki) articles.

The first corpus (20newsgroups) is a commonly used collection of nearly
20, 000 forum posts2 divided into 20 subject categories. The data were divided
into training and testing sets. However, for the purpose of open set classifica-
tion we need also an outlier data. For this purpose, we have selected following
categories: misc.forsale, talk.politics.misc, talk.politics.guns, talk.politics.mideast,
talk.religion.misc and alt.atheism, then we removed them from the training data.

The second corpus (Wiki) consists of ca. 10, 000 Polish language Wikipedia
articles [9], coming from 34 subject areas. In this case, the outlier data consists
of randomly selected articles from Polish press news [14]. The number of outliers
was equal to the size of a test partition.

4.2 Experiment Overview

The proposed method was evaluated on corpora described in Sect. 4.1. Firstly
(for each corpus), the word2vec model was built using the fastText algorithm
(Sect. 2.1) on the training set. Next, doc2vec feature vectors, as an average of
word2vec values for each word in a document were calculated, forming the feature
vector space. For closed-set classification, the multilayer perceptron (MLP) [4]
with Broyden–Fletcher–Goldfarb–Shanno (BFGS) nonlinear optimization learn-
ing algorithm was used. The MLP model was built on the training set. Then, a
constructed model was examined on both testing sets, labeling all documents to
trained categories (closed-set classification). Later the Local Outlier Factor mea-
sure was used to verify if the assignment to categories was correct and to catch
incorrect labels, marking mismatched data as outliers (open-set classification).

Finally, knowing all true labels from the original data-set, the evaluation of
classification was performed. We measured a number of correct decisions from all
assignments made to a specific class (precision) and a number of correct decisions
from all assignments expected to a specific class (recall). Then, a harmonic mean
of these values, called f1-score was calculated. The results, reported later, are
given as the average of f1-scores for each class weighted by support (the number
of instances in each class). It is important to notice that 50% of the testing data
consists of outliers (for open-set data) so they have important influence on the
final results.

4.3 Results

In a Table 1 we report the f1-score calculated for closed-set and open-set tasks
for 20newsgroups and Wiki corpora. The experiments were performed for 100
dimensional word embeddings and contamination parameter equal to 0.1. The
second column is presented for a reference showing how the closed-set classifier
performs in task dedicated for it (only the closed-set test data were used). Next

2 http://qwone.com/∼jason/20Newsgroups/.

http://qwone.com/~jason/20Newsgroups/
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columns show the results for open-set tasks (the closed-set test data and outliers
are used). It can be noticed (second and third column) that introducing out-
lier data (50% of all documents) to a classical classification method (closed-set
one) results in almost 2.5 time degradation of f1-score. However, the proposed
by authors method (Sect. 2.2) is capable of improving the outcome (the fourth
column) and achieve almost 63% or 54% of f1-score, depending on the outlier
data set.

Next, we have analyzed the influence of feature vectors’ transformation (none,
standardization and normalization) and distance metric (Euclidean and cosine)
on proposed method’s performance (Table 2). It can be noticed that replacing
a standard for LOF Euclidean distance with cosine one leads to the improve-
ment of performance. Additional improvement, but only in case of Wiki cor-
pus, is achieved when standardization is used. As it was mentioned in Sect. 3,
the results for cosine distance with and without normalization are equal to the
results obtained for Euclidean distance with normalization.

We have also tested other distance metrics available in SciPy3 package. The
results are not shown since they were never better than for cosine one and many
times even worse than for Euclidean metric.

Figure 1 shows the relation between contamination parameter of Local Out-
lier Factor (Sect. 2.3) and f1-score for 20newsgroups and Wiki corpus respec-
tively. We have shown (blue lines) the results for cosine and Euclidean distance,
as well as cosine with standardization of vector space. For a reference, which

Table 1. Classification results: f1-score (word2vec dimension: 100, LOF contamination:
0.1)

Dataset Closed-set Open-set

Method Closed-set (MLP) Open-set (MLP + LOF)

20 newsgroups 0.7949 0.3073 0.6292

Wiki 0.8333 0.3119 0.5361

Table 2. Open set classification results: f1-score (word2vec dimension: 100, LOF con-
tamination: 0.1)

Distance Transformation 20newsgroups Wiki

Euclidean - 0.6292 0.5361

Euclidean Standardization 0.6248 0.5358

Euclidean Normalization 0.6512 0.7339

Cosine - 0.6512 0.7335

Cosine Standardization 0.6438 0.7902

Cosine Normalization 0.6512 0.7335

3 https://docs.scipy.org/doc/scipy/reference/spatial.distance.html.

https://docs.scipy.org/doc/scipy/reference/spatial.distance.html
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Fig. 1. f1-score for different values of contamination (cs - closed-set classifier with-
out outliers, cso - closed-set classifier with open set data, e - open-set classifier with
euclidean distance, c - open-set classifier with cosine distance, c+s - open-set classifier
with cosine distance and standardization) (Color figure online)

Fig. 2. f1-score in function of feature vector dimension (cs - closed-set classifier with-
out outliers, cso - closed-set classifier with open set data, e - open-set classifier with
euclidean distance, c - open-set classifier with cosine distance, c+s - open-set classifier
with cosine distance and standardization)

could be interpreted as the bottom and top limit (red lines), we have also pre-
sented f1-scores for the closed-set task performed by the MLP on data with and
without outliers. Obviously, these two do not depend on the contamination value
(LOF is not involved). For the remaining three (open-set classification), when the
values of contamination are rising, the f1-score is improving. Achieving its max-
imum at contamination value equal to 0.05 and 0.1 (only for 20newsgroups and
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pure Euclidean based LOF). After that, there is a decrease. Moreover, it could
be noticed how cosine based LOF outperforms the Euclidean one, regardless of
the data set and contamination value.

Next, we have analyzed the influence of word embedding dimensionality
(range 3 – 1000) on the open-set classification performance. The results are
presented in Fig. 2 for contamination parameter equal to 0.05 for 20newsgroups
and 0.1 for Wiki. The impact of doc2vec dimension for values larger than 10
appears not very significant. This may suggest that fastText algorithm is so effec-
tive in finding well-distinguishing features (word embeddings) that after some
specific dimension there is only insignificant redundancy introduced.

Again, we can notice that cosine distance outperforms the Euclidean one.
However, it is much more significant for Wiki corpus.

5 Conclusion

In this work, we showed how to extend the standard closed-set classifier (MLP
was used during reported experiments) for the open-set classification of text
documents described by doc2vec feature vectors. It is done by utilizing the Local
Outlier Factor on document embeddings. In the experiment, we evaluated the
proposed method on a collection of nearly 20, 000 forum posts in English and
Wikipedia articles in Polish (with 34 subject areas). The results show that the
proposed extension is capable to work effectively in an open set environment.

Moreover, we researched various distance metrics and measured their per-
formance in the task of open-set classification of text documents. Results show
that using the cosine distance metric in LOF procedure we reach highest overall
score on both examined datasets.

We have also studied the effect of two common transformations of feature
vectors - standardization and normalization. In case of one of data sets, standard-
ization allowed to boost results, whereas normalization gives the same results as
a usage of cosine distance.
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Abstract. This paper demonstrates how deep learning can be used to
find optimal reservoir operating policies in hydropower river systems.
The method that we propose is based on the implicit stochastic opti-
mization (ISO) framework, using direct policy search methods combined
with deep neural networks (DNN). The findings from a real-world two-
reservoir hydropower system in southern Norway suggest that DNNs can
learn how to map input (price, inflow, starting reservoir levels) to the
optimal production pattern directly. Due to the speed of evaluating the
DNN, this approach is from an operational standpoint computationally
inexpensive and may potentially address the long-standing problem of
high dimensionality in hydropower optimization. Further on, our method
may be used as an input for decision-theoretic planning, suggesting the
policy that will give the highest expected profit. The approach also per-
mits for a broader use of pre-trained neural networks in historical reanal-
ysis of production patterns and studies of climate change effects.

Keywords: Scheduling · Markov · Hydrology · Reservoir · Energy ·
Water

1 Introduction

Operations of a multi-reservoir hydropower river system are challenging in many
aspects. Depending on the system configuration, production planners must con-
sider factors such as price developments, flooding risks, environmental con-
straints, and hydrological information, before they can decide upon the schedule
of the hydropower production. Further on, forecasts of future inflow and price
are highly uncertain. Additionally, the dynamics of a power system is non-linear.
These properties make it difficult to optimize reservoir management. Indeed, the
core of the problem involves a complex high-dimensional non-convex state space
search. To cope with this complexity, researchers have for many decades devel-
oped optimization algorithms that can be used for decision support in daily
hydropower operations [1]. Among the many techniques available, various linear
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and dynamic programming based methods seem to have gained a momentum
compared to other methods. Some examples of these methods are linear pro-
gramming (LP) [2,3], non-linear programming (NLP) [4,5] and dynamic pro-
gramming (DP) [6,7].

Unfortunately, traditional methods have severe weaknesses. Most notably are
the well know problems referred to as the “curse of dimensionality and modeling”
[13]. Linear programming schemes, for instance, face difficulties with uncertain
information, requiring extensive Monte Carlo simulation. Furthermore, it is dif-
ficult to capture non-linear relationships, e.g., the hydraulic head may not be
represented correctly. Further, computational complexity multiplies with both
the number of system components and the extent of the time horizon. Dynamic
programming, on the other hand, handles input uncertainty. They scale linearly
in the time dimension and capture non-linear and uncertain relationships. Such
schemes generally require that models and system dynamics are fully known,
at least at a probabilistic level. Further, computational complexity grows expo-
nentially with the number of system components, making this class of schemes
incapable of modeling larger systems in full complexity and detail. Temporal res-
olutions are often coarse (weekly, monthly), which results in an underestimation
of flooding in smaller and steep catchments, resulting in sub-optimal solutions.
Finally, in an operational setting, computation time is crucial for decision mak-
ing, since the allocation of production units are synchronized with the physical
markets. Due to their high computational demand, the classical techniques are
slow to run, which is unpractical in time-constrained operations.

Several authors have applied meta-heuristic methods to mitigate some of
these challenges. A recent paper [8] applies the so-called Firefly algorithm (FA)
to the hydropower optimization problem. The algorithm is motivated by the
grouping behavior of fireflies and has strong similarities to the particle swarm
method [13]. The firefly technique is applied to the reservoir operation prob-
lem, and the authors claim that the Firefly algorithm is superior compared to
genetic algorithms (GA). Another modern meta-heuristic method is the invasive
weed optimization (IWO) algorithm [15]. IWO is a novel evolutionary algorithm
inspired by colonizing weeds. Other methods include search algorithms such as
gradient ascent/descent and simulated annealing. For more on this see [1,15,16]
and citations therein.

Machine learning (ML) has further been used in water resources manage-
ment. Labadie [1] refers to work starting in the 1970s shaping ideas on how to
incorporate various ML concepts into the reservoir management problem. After
that, a wide range of methodologies have appeared in the literature trying to
improve either deterministic or stochastic methods. For example, DeRigo tried
to use neural networks to estimate the Bellman function in stochastic dynamic
programming [9]. Lee [10] demonstrated how the Q-Learning method in rein-
forcement learning was used on a two-reservoir river system. They claim that the
method outperformed more classical techniques. Such an approach was further
investigated and modified by [11] who used a tree-based reinforcement learning
algorithm trying to identify optimal water reservoir operation for the Lake Como
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river system in Italy. The results showed improved performance compared to tra-
ditional (stochastic) DP methods. More recently Dariane used neural networks
and reinforcement learning in combination with a meta-heuristic method (par-
ticle swarm) to optimize a river-system in Iran [13]. Lately, Sangiorgo used a
NN-based ISO technique to optimize the Nile multi-reservoir system [14]. The
results demonstrated among other things that NNs can reduce computational
demand, facilitating real-time operation.

From the literature cited, we can see that different ML techniques have been
applied to reservoir management problems around the world. Nevertheless, the
application of these techniques to river systems located in the Nordic region is
absent in the literature. The reason for this is not apparent, but in the Nordics,
all power stations are connected to a competitive electricity market; thus both
price and inflow must be accounted for in the optimization procedure. To our
knowledge, the inclusion of price and inflow in an ML-based optimization algo-
rithm has not been investigated before, for the Nordic region. It should be noted
that the industry has used decision support tools based on the well-known LP
and DP methods for more than a decade [3].

In this research we propose a modified ISO framework that has similari-
ties to the work of [1,12–14]. Our method combines the use of historical data,
synthetic time series, meta-heuristic optimization based on multi-start gradient
ascent, and neural networks (NN), in an intricate interplay, explained in the
next section. The ISO framework was chosen for several reasons. First of all,
the hydraulics of a hydropower river system is strongly non-linear, so it was
desirable with a method that could handle non-linearities in the optimization
step. It is known that LP can find global optima for linear problems, but if the
problem is not linear in the first place, then it may be questioned whether LP
methods find “real-life” global optima. One of the advantages NNs provide in
this setting is their low computational demand in operation after training has
been completed. With proper tuning, they can run sufficiently fast on almost
any device. Lastly, due to inflow and price forecasts being highly uncertain, our
method must be able to deal with stochastic input. Our unique combination of
methods supports the inclusion of price and inflow in the optimization and the
use of neural networks in a theoretical decision planning concept. The method
handles uncertainty (ensemble of price and inflow) and is based on a continu-
ous model (as opposed to a discrete representation of states and actions). Such
an approach has to our knowledge not been tested on a multi-reservoir system
previously.

The rest of this paper is organized as follows. We first describe, in detail, the
mathematical methods we propose using to resolve the hydropower optimization
problem. Then we present the study area and available data used for evaluating
the method. Finally, we discuss our results and provide conclusions and pointers
for further research.
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2 Method

The objective of this research is to develop a stochastic hydropower optimization
algorithm that can maximize expected profit given an ensemble of forecasts
of future reservoir inflow and market price. All relevant constraints and initial
conditions must be taken into account. To do this we apply a modified version
of the implicit stochastic optimization (ISO) method described in [1,12–14].
Figure 1 illustrates the components of our proposed architecture, inspired by the
ISO framework.

Fig. 1. Schematics of our implicit stochastic optimization (ISO) architecture, drawing
upon previous work on ISO [1,12–14].

The first step in the method is to build Markov chains (MC) from the histor-
ical data of price and inflow. After that, we can sample from the Markov chains
to generate an unlimited amount of scenarios with a given temporal resolution
(e.g., hourly or daily) and planning horizon (e.g., 40 days). For each of these sce-
narios of price and inflow, we use a multi-start gradient ascent method to find
the optimal operating policies. The reason for choosing this method was that it
is a commonly used method in ML, it can find close to near-optimal solutions
for many different problems, and it is easy to implement. It should be noted
that any other deterministic optimization method can be used for this purpose
(e.g., meta-heuristic methods). After a large number of scenarios have been gen-
erated and optimal operating policies for these scenarios have been found, we
can use this input to train deep neural networks. In this work, we use dense
multi-layer perceptron networks to make a mapping between the input scenario
and the optimal operating policies. This mapping can then be used in a two-step
procedure we refer to as “Decision planning”. In all brevity, the first step of the
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decision planning is to use the DNNs to get a first estimate of the optimal policy
for each of the ensemble of scenarios. Second, for each of the decisions found, we
simulate the effect of this decision in one time step. Then we find the expected
profit for the rest of the time horizon using another DNN. This allows us to
effectively identify robust near-optimal strategies, as detailed in the following.

2.1 Time Series Generation with Markov Chains

For our time series generation module, we assume that there exist historical data
of price and inflow for the hydropower system under consideration. The data are
reported with a specified temporal resolution (e.g., daily time steps), but are
continuous-valued. Based on the spread (min, max) and from visual inspection,
the discrete time continuous-valued data may be turned into a discrete-valued
sequence. From this we can compute the one-step state-transition probability
matrix, defining a Markov Chain (MC) [16]. We use this matrix to sample an
arbitrary amount of time sequences for training the DNN. To make the train-
ing data more diverse, we further added uniform noise to the discrete values,
rendering the sampled sequences continuous-valued.

We define a scenario to be a discrete-time-continuous-valued sequence of a
specified time horizon (T, e.g., 40 days) with price and inflow data. Besides this,
a scenario also consists of initial reservoir levels as well as the expected power
price at the end of the planning horizon (named rest price throughout the rest
of this paper). An ensemble of such scenarios is illustrated in Fig. 3.

2.2 Deterministic Optimization of Operation Policies

For each of the scenarios sampled from the MCs, the optimal deterministic oper-
ating policy (i.e., water release decisions) must be identified. In this work, we
decided to use a multi-start, one-at-a-time empirical gradient ascent method [16].

∇F =
(
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The method involves finding the empirical gradient illustrated in Eq. 1 chang-
ing one parameter (hatch release or production level) for one time step at a time.
After that, we check the change in profit and then resetting it back to original
before checking next time step. After all time steps have been tested we find the
time step with the highest change in total profit. After this, we repeat it all over.
This procedure is then started with several different initial values of the policies
(hatch release and production level).

Equations 2 to 7 defines the deterministic optimization problem that must
be resolved for each of the scenarios (s). For each hydraulic node in the system
(n), profit (π) is calculated as the income (et ∗ wt), then subtracting the oper-
ational costs (c). We also model the effect of an operation policy that violates
operational constraints such as minimum reservoir levels, or start-stop costs of
machinery. In practice, this would also include minimum flow requirements and
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other environmental constraints, but this is not included in this work. The value
of the remaining water (I) in the reservoirs, at the end of the planning horizon,
is estimated assuming a rest price (eT+1), and an average reservoir height. The
value is added to the total profit for each of the hydraulic nodes (power station
or reservoir) in the system. This optimization (maximization) is carried out for
each scenario (s) in the ensemble.

Max(F ), F =
N∑

n=1

πn,s(d) (2)

πn,s(d) =

{∑T
t=1

(
et wt − ct

)
+ I(xT+1, wT+1, eT+1) if powerstation∑T

t=1

( − ct

)
+ I(xT+1, wT+1, eT+1) if reservoir

(3)

Subject to:

wt = κ(ηρg(h(xt) − hps − γd2t,n)dt,n) (4)

dmin,n ≤ dt ≤ dmax,n (5)

xn,min ≤ xn,t ≤ xn,max (6)

xn,t = xn,t−1 − δdt,n + δ

Nu∑
j=1

(oj,t + qj,t + dj,(t−τ)) (7)

where:

et = Price for energy [Euro/MWh]
eT+1 = Rest price: expected price after the planning horizon [Euro/MWh]
wt = Power production [MWh]
ct = Costs for violating reservoir levels, or start-stop [Euro]
η = Turbine and generator efficiency [fraction, unit free]
ρ = Density of water [1000 kg/m2]
g = Gravity [9.81 m/s2]
h = Water elevation height at reservoir or power station [m]
γ = Friction loss coefficient [s2/m5]
dt,n = Water release decision from powerplant or reservoir [m3/s]
xn,t = Filling in reservoir n, [m3]
I = Expected profit of residual water [Euro]
q = Natural inflow to node [m3/s]
o = Overflow from upstream node (reservoir) [m3/s]
T = Number of time stages
N = Number of nodes, ( Nu number of upstream nodes)
κ = Daily time step conversion factor (24*3600)/(1000000*3600)
δ = Time step length (24*3600) [s]
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2.3 Decision Planning

In this work, we assume that production planners are using an ensemble of
price and inflow scenarios to identify the optimal water release decisions for a
given hydropower system. Despite the availability of an ensemble of scenarios,
enhanced with optimal decisions, making the correct decision is still difficult. The
reason is that we do not know in advance which scenario actually will play out.
Instead, we get a possibly wide range of plausible decisions, dependent on the
input scenario. To resolve the problem of singling out the best decision to make,
given an uncertain future, we apply a two-step procedure. Firstly, for all the
scenarios in the ensemble (s ∈ S), we use the previously trained neural networks
to find the associated optimal release decisions (d ∈ D). This provides a distri-
bution over plausible optimal decisions conditioned on the ensemble data. Only
the release decisions in the first time step are considered, even the deterministic
optimization algorithm have considered the whole planning horizon when gen-
erating training data. Secondly, for each of the release decisions, we realize the
first time step, update the reservoir content (Eq. 7), and then expected (mean)
profit for all scenarios is calculated with another trained neural network. In gen-
eral, this means finding the release decisions for the first time step that gives the
highest expected stochastic profit after the first time step has been realized. This
is shown in Eq. 8. Since we are using neural networks that have already been
trained in previous steps, the computational requirements are relatively low.

argmax
dt1∈D

E[π | dt1 ] = {dt1 | dt1 ∈ D ∧ ∀d∗ ∈ D : E[π | d∗] ≤ E[π | dt1 ]} (8)

To resolve Eq. 8 efficiently, the NNs (Fig. 1) must be trained to provide a
mapping between inflow-price and the various release decisions. Also needed
is a network that can provide the maximum profit for a given scenario. The
reason for this is that Eq. 8 requires that each scenario’s profit is estimated.
From an operational point of view, the use of neural networks replaces the need
for deterministic optimization using time-consuming heuristic methods. In this
work, we study a simple “two-node” system, which requires three neural networks
to be trained (hatch release, production, profit) − more on this in the results
section.

3 Study Area and Available Data

In this research the hydropower system of Kvinesdal, located in southern-
Norway, is used as a case study. A location map, and schematics of the system
is shown in Fig. 2. The system consists of two reservoirs and one hydropower
station. The uppermost reservoir, named Tjeldaasvatn, is laying at an average
elevation of 312 m above sea level (m.a.s.l). The reservoir is connected to the
downstream reservoir Stampetjonn through an open channel. The water release
out of Tjeldaasvatn is controlled by a hatch that can release up to 1 m3/s of
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Fig. 2. Schematic of the Kvinesdal hydropower river system (southern-Norway).

water. The lowermost reservoir Stampetjonn serves as an intake reservoir to the
Kvinesdal power plant. It is located at an average elevation of 302 m.a.s.l. Both
the upper and lower reservoirs are constructed with overflow safety spillways
that transports water into the old river bed during high water levels (above
upper regulated water heights). During operations, water from the intake reser-
voir is transported through a ∼ 1 km circular pipe down to the power station
at 38 m.a.s.l. Kvinesdal power plant has an installed maximum power capacity
of 1.4 MW at a water usage of around 0.69 m3/s. In Norway, this is considered
to be a small station. During the period from 2007 until 2018 the power sta-
tion produced energy for more than 90% of the time. This indicates relatively
high water availability for the system. The powerplant is owned and operated by
Agder Energi AS - a Norwegian provider of renewable energy. The plant is con-
nected to the Nordic electricity grid and is part of the Nordic physical electricity
market.

In this research, time series of price and inflow to the Kvinesdal system
was provided from the historical archive of Agder Energi. The historical records
covered the time period from January 1, 1996, until August 31, 2017, and had
a temporal resolution of 24 h. The Pearson correlation (PC) between price and
inflow was calculated to be −0.042, for the daily data over the time period
2007–2018. Data treated with a moving average filter (180 days) had a PC
of 0.041. Based on this, it was assumed that there is neither dependence nor
correlation between the market price and the inflow data. Thus, they can be
treated separately for the rest of this work. It should be noted that the inflow
data used in this work represents the inflow to the whole river system (catchment
area 6.6 km2). In the hydraulic calculations of the river system, local inflow to
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the system must be provided for both the upper and the lower reservoirs. This
was resolved by splitting the inflow data into two time series scaled after the
contributing area to the reservoirs. An effect of this is that both the upper
and lower reservoirs receive local natural inflow at the exact time. Due to this
research being a proof-of-concept, it was chosen to neglect this effect.

4 Results

The methodology used in this research involved training and testing of three
neural networks (NN). These were all designed to make a mapping between the
input (price and inflow of scenario), and output (hatch release, production level,
and total profit) for a scenario. It was decided to use classical multi-perceptron
fully connected (dense) feedforward networks. The input to the networks was
chosen to be forty (thirty-nine for profit) days with inflow, price and the rank
of the price. Besides the time series, rest price and initial fillings of the two
reservoirs were also used as input to the NNs. A total of 116400 input scenarios
with price, inflow, and so on, were prepared by sampling from the Markov chains
fitted to the historical time-series data. All the scenarios were optimized with
the multi-start gradient ascent method and the resulting policies (water release
from the hatch, production level, profit) were used as output values (supervisory
signal) to the neural networks. For hatch release and production level, data only
for the first day of the planning horizon was used as the supervisory signal.

All the input data were normalized to have values between zero and one.
Each neural network used five hidden layers in addition to the input and output
layers. Hyper-parameters, width and depth and choice of activation functions
were found by trial and error. A combination of hyperbolic tangents (tanh),
rectified linear units (relu) and sigmoid activation functions showed the highest
score on the objective criteria. It was decided to use 90 % of the available data
as training for the neural networks and the remaining part for testing. The
networks were trained using the RMSProb gradient algorithm [17] updated with
the back-propagation method, optimizing for Mean Square Error (MSE) between
the predictions and the supervisory data.

Table 1. Values of the objective criteria obtained during training and testing of the
neural networks.

Training Testing

Obj.crit MSE P.corr MAE Bias MSE P.corr MAE Bias

Prod 0.014 0.937 0.066 -0.001 0.025 0.889 0.089 -0.001

Hatch 0.012 0.954 0.057 -0.004 0.036 0.863 0.096 -0.001

Profit 0.000 0.999 0.005 0.002 0.000 0.999 0.005 0.002

Table 1 shows the results from the training and testing of the three deep neu-
ral networks (Prod., Hatch, Profit). In addition to MSE, three other objective
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criteria were used to quantify the performance of the NNs, i.e., Pearson corre-
lation coefficient (P.corr), mean absolute error (MAE) and bias (difference in
average). In general, it can be seen that the MSE is below 0.014 for the training
period and below 0.036 for all the three networks in the testing period. The
Pearson correlations are all around 0.94 and above. The MAE is around 0.06,
and lower and bias is under 0.07. It can also be seen that the objective criteria
are in general lower for the testing period. This is as expected since we test with
data that has not been seen by the training algorithm. The results show that it is
possible to make a mapping between inflow and price information and optimum
production patterns for a hydropower system.

Figure 3, (a) and (b), illustrates an ensemble of price and inflow forecasts
(scenarios) representative for the Kvinesdal hydropower system. The ensemble
forecast has a planning horizon of forty days and was made available through the
internal forecasting systems used by Agder Energi. The data were generated by
the use of meteorological, hydrological and physically based power system models
(price models). Due to time constraints and page limitations in this paper, it
was chosen to neglect further details on how the forecasts were made. It was
decided to use these data as external test data, assuming that they represent an
actual stochastic forecast.

Fig. 3. Example of a real world ensemble forecast of inflow (a) and powerprice (b).
Results from the decision planning method is shown in (c) and (d).

The ensemble forecast shown in Fig. 3, (a) and (b), were used as input to the
decision theoretic planning approach described in earlier sections, and mathe-
matically shown in Eq. 8. The method first calculates optimum hatch and pro-
duction policies for each scenario using the Prod. and Hatch NNs. The results
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from this calculation is shown in Fig. 3(c). Secondly each of the optimum policies
for the first day is then realized and new values of reservoirs levels are calcu-
lated after the first day. After that, the profit for all scenarios are computed for
each of the policies, and the expectation (average profit) is calculated. The sce-
nario with the highest profit corresponds to the policy that should be chosen as
decision. In Fig. 3(d), the profit expressed as a fraction between zero and one is
shown. It can be seen that it is for scenario 30 that we find the highest expected
profit. In Fig. 3(c), we can see that this scenario has zero policy for both hatch
and production. So the decision for the input ensemble shown in Fig. 3(a) and
Fig. 3(b), would be 0.0 release of water from the upper to the lower reservoir. At
the same time we should not produce since the policy for Prod is zero.

5 Discussion and Conclusions

This paper demonstrates how deep learning can be used together with rela-
tively simple search algorithms to find optimal reservoir operating policies in
hydropower river systems. The method is based on the ISO framework which
uses ensemble input to make a stochastic optimization for a given system. The
findings suggest that deep NNs can learn how to map input (price, inflow, start-
ing reservoir levels) to the optimal production pattern directly. This approach
is from an operational standpoint computationally in-expensive and may be uti-
lized in several ways in the future. First, the NNs may be used to provide starting
policies for metaheuristic optimization of longer time horizons or scenarios with
higher temporal resolutions. This may potentially disseminate the problem of
“curse of dimensionality”. Although, as pointed out by Dariane [13], if the neu-
ral networks are trained indirectly through the use of metaheuristic algorithms,
they may be slow to run for complex systems with long time horizons. Secondly,
historical re-analysis of optimum production patterns is hard to do with classi-
cal methods, due to extreme computational demands, but this is not an issue
when using NNs. Such abilities can be useful when studying the effects of cli-
mate change on hydropower operations since long time series must be used in
climate studies. Further, since the proposed method has a distinction between
the hydraulic simulator and the neural networks, there are no limitations in
what type of constraints that can be included in the model. Such constraints
may be ramping restrictions on how fast water release are allowed to change, it
could also be minimum flow requirements or even identification of optimal water
release for salmon habitat.

One weakness in this work is that the proposed optimization algorithm has
only been tested for one example data set. In the future, the method must be
tested for a larger number of cases and be benchmarked against other stochastic
optimization algorithms. It is a paradox that the real global optimum for many
situations may never be found although we run multiple algorithms on powerful
computers. The methods we apply to the reservoir problem may only be tested
and benchmarked against each other. Further on, the proposed method should
also be tested on more complex hydropower system, with several more reservoirs
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and power stations, to see if it scales. A coarser temporal resolution should also
be used in the analysis.
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Abstract. Head poses are a key component of human bodily commu-
nication and thus a decisive element of human-computer interaction.
Real-time head pose estimation is crucial in the context of human-robot
interaction or driver assistance systems. The most promising approaches
for head pose estimation are based on Convolutional Neural Networks
(CNNs). However, CNN models are often too complex to achieve real-
time performance. To face this challenge, we explore a popular subgroup
of CNNs, the Residual Networks (ResNets) and modify them in order
to reduce their number of parameters. The ResNets are modified for dif-
ferent image sizes including low-resolution images and combined with
a varying number of layers. They are trained on in-the-wild datasets to
ensure real-world applicability. As a result, we demonstrate that the per-
formance of the ResNets can be maintained while reducing the number
of parameters. The modified ResNets achieve state-of-the-art accuracy
and provide fast inference for real-time applicability.

Keywords: Head pose estimation · Residual Network · Real-time

1 Introduction

Head poses are a key aspect of human non-verbal communication. As a con-
sequence, automatic head pose estimation plays an important role in human-
computer interaction. Several use cases in real-world scenarios include head pose
estimation: In autonomous driving, head poses are used to estimate the driver’s
level of attention. Inattentive drivers can then be encouraged to focus on the
road again [16]. In order to diminish the risk of collisions, the attention level
of the surrounding pedestrians can also be estimated from their head poses
[1,9]. Head pose estimation is further used as one of the key aspects in real-time
human-robot interaction, e.g. in domestic environments [26] to provide a natural
c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 123–134, 2019.
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interaction mode with its users. In behavioural studies, head poses can be used
to identify social groups [17] or a person’s target of interest [21]. Head poses are
also part of the Facial Action Coding System (FACS) [8] to decode emotions
and therefore contribute to the interpretation of facial expressions [13]. Thus,
real-time head pose estimation is crucial for several real-world applications, but
still faces challenges such as slow inference time or robustness for these settings.
This paper aims at providing a real-time solution by exploring small Convolu-
tional Neural Network (CNN) models for low resolution input images trained on
in-the-wild datasets.

CNNs, a specialized kind of feed-forward neural network, have proven to be
advantageous for various image and video processing tasks such as object detec-
tion or object recognition [18]. One particular successful CNN architecture is the
Residual Network (ResNet) architecture [10], which provides effective training
with very deep networks through shortcut connections. The shortcut connec-
tions enclose blocks of stacks of convolutional layers and enable a second way
to propagate information forward and backward through the network. Veit et
al. [31] proved that not all blocks contribute equally to the learning process by
investigating the gradient flow. Presumably, a more shallow ResNet architecture
could learn the same representations and perform as well as a deeper ResNet
architecture. Based on this assumption and the overall success of ResNets, this
paper contributes to the field of real-time head pose estimation by exploring
various modified ResNets. We can summarize our key contributions as follows:

– We start to reduce the model parameters by adapting the original ResNet
architecture for training with images of 112× 112 pixels instead of 224× 224
pixels. We further reduce the parameters by adapting the 18-layer ResNet for
low-resolution images of 64 × 64 pixels. This 18-layer ResNet contains less
parameters than the 18-layer ResNet originally proposed by He et al. [10].

– The modified ResNets are evaluated on two in-the-wild datasets: The Anno-
tated Facial Landmarks in the Wild (AFLW) dataset [14] and the Annotated
Faces in the Wild (AFW) benchmark dataset [34]. In-the-wild datasets ensure
real-world applicability, which is important for use cases such as driver assis-
tance systems or human-robot interaction. These datasets include no depth
information.

– The performance of the implemented ResNets is evaluated with a five-fold
cross-validation on the AFLW dataset and with a five time training-testing
cycle on the AFW dataset. Multiple training cycles not only contribute to the
robustness of the results, but also mitigate the non-deterministic behaviour
of multi-thread training on GPUs. The results are measured in mean absolute
error and accuracy.

– We compute the number of parameters and measure the inference time on
a CPU and on a GPU. Low model complexity and the corresponding fast
inference time is important for real-time applications.

The ResNet models are trained to estimate the head poses represented by
Euler Angles, which measure the orientation of a rigid body in a fixed coordinate
system [4].
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2 Related Work

Head pose estimation approaches can be grouped in appearance-based methods,
model-based methods and nonlinear regression methods.

Appearance-based methods compare new head images with a set of exem-
plary, annotated heads and pick the most similar one [2,24]. Despite the advan-
tage of a simple implementation and an easy extension for new heads, there is
a huge disadvantage: The method is based on the premise that similar images
also have similar head poses, and thus ignore the impact of identity.

In contrast to appearance-based methods, model-based methods follow a geo-
metric approach by not taking the whole face into account, but only certain
facial key-points. One approach uses the POSIT algorithm [3] to fit an aver-
aged 3-dimensional facial model onto a 2-dimensional face image annotated with
facial key-points, and then computes the head pose [14]. Another approach is
to measure the distance of the facial key-points of the 2-dimensional image to a
reference coordinate system [22]. The drawback of the model-based approaches
is the need of high accuracy in the facial key-point detection. Estimating head
poses from images with occluded face regions is therefore difficult.

To cover the complex feature space required for head pose estimation in
images in in-the-wild settings, nonlinear regression methods can present a solu-
tion. The first nonlinear regression methods for head pose estimation were
support vector regression [23], random forests [5,6] and multilayer perceptrons
(MLP) [28,29]. With the rise of computational power, CNNs emerged around
2007 in the field of image based head pose estimation. In contrast to MLPs,
CNNs display a high tolerance to shift and distortion variance. There are sev-
eral recent approaches that employ the in-the-wild datasets AFLW and AFW
for training and use the AFW dataset as a testing benchmark: Patacchiola and
Cangelosi [25] compare various LeNet-5 [19] variants trained with different gra-
dient and adaptive gradient methods. Ruiz et al. [27] train a 50-layer ResNet
with a combined loss function of mean squared loss and cross entropy loss for all
three angles. They achieve good results and outperform Patacchiola and Can-
gelosi. Kumar et al. [15] use a Heatmap-CNN (H-CNN) that learns local and
global structural dependencies for detecting facial landmarks and estimating the
head pose. The H-CNN includes Inception modules [30] that consist of parallel
threads of stacked convolutional layers and therefore display an architecture sim-
ilar to ResNets. Hsu et al. [12] train their multi-loss CNN based on a combined
L2 loss regression and ordinal regression loss. To counteract the gimbal lock [20],
an ambiguity problem in the Euler angle representation, they use quaternions as
head pose representation. Hsu et al. [12] find that their pretrained Quaternion
Net outperforms their network using Euler Angles for head pose representation.
Wu et al. [32] train their combined face detection network on an augmented
AFLW dataset combined with an unreleased own head pose dataset. An eval-
uation on the AFW dataset achieves state-of-the-art performance. Zhang et al.
[33] use a cross-cascading regression network with two submodules, one for facial
landmark detection and one for head pose estimation and achieve state-of-the-art
performance on the AFLW dataset.
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3 Residual Networks (ResNets)

The ResNet is one of the most popular architectures for image processing with
very deep neural networks. The architecture was proposed by He et al. [10], who
won benchmark competitions like the ImageNet Large Scale Visual Recognition
Competition (ILSVRC) 20151 and the Common Objects in Context (COCO)2

competition with an ensemble of ResNets. They have also proven the successful
training with over one thousand layers [10].

3.1 Original ResNets

ResNets use the concept of shortcut connections with the effect that the input
of the subsequent layers does not only contain the information of the immediate
preceding layer, but from all preceding layers. This is contradictory to hierar-
chical CNNs, where the input of the layers does only contain information of
the directly preceding layer. The shortcut connections can resolve the problem
of vanishing or exploding gradients and the degradation of the training error
in hierarchical CNNs. The degradation of the training error describes that the
training and test error increases, when the network depth grows.

A shortcut connection is called an identity shortcut, when the input and out-
put dimension stays the same within a block. Identity shortcuts do not introduce
additional parameters in the network. When the dimension increases, He et al.
[10] consider two options: (1) Identity mapping with extra zero entries or (2)
projection shortcuts using 1 × 1 convolutions. As ResNets do not use as many
filters as classic CNNs to achieve the same depth, they are parameter-reduced.

The residual block (see Fig. 1 (right side)) described by He et al. [10] uses the
Rectified Linear Unit (ReLU) activation function with a preceding batch nor-
malization layer. The shortcut connection encloses a block of two convolutional
layers F (xl), where the input xl is added to the result of the two convolutional
layers, resulting in xl+1 in the forward propagation (see Eq. 1). This equation
does not hold for blocks using the projection shortcut, but since the likelihood
for such blocks is low, He et al. [10] do not expect this to have a great impact.

xl+1 = xl + F (xl) (1)

In the backpropagation, the incoming gradient is split into two additive
terms: The error is propagated through the shortcut connection and through
the residual function, where the weights of the convolutional layers are adjusted.
Since any gradient is a summation, they are not likely to vanish.

To enhance the performance of the ResNet, He et al. [11] propose a pre-
activated residual block, where the Batch Normalization layer is placed before
instead of after the convolutional layer. The presented experiments in this paper
use the pre-activated form of the residual block.

1 http://image-net.org/challenges/LSVRC/2015/, accessed 14.12.2018.
2 http://cocodataset.org/#detections-challenge2015, accessed 14.12.2018.

http://image-net.org/challenges/LSVRC/2015/
http://cocodataset.org/#detections-challenge2015
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3.2 Modified ResNets

The challenging aspect of real-time applications is the complexity of the trained
models and the resulting computing time. To address this challenge, we explore
three parameter-reduced ResNets of different depths and for different image
sizes.

These ResNets (see Table 1) are modified to process images with a lower
resolution of 112 × 112 pixels and 64 × 64 pixels instead of 224 × 224 pixels as
in the original ResNet [11]. As a first step, the stride of the first convolutional
layer is changed to one, so the size of the feature map is not reduced. This is
different to the original ResNet, where a stride of two is used. Consequently, as
the convolutional layer does not reduce the size of the feature map, the ResNet
can process input images with a size of 112 × 112 pixels instead of 224 × 224
pixels. The ResNet34-112 and ResNet18-112 are modified to take 112×112 pixels
as input. Their layers are divided in four stacks similar to [10]. The smallest
proposed ResNet of He et al. [10] is a ResNet with 18 layers divided in four
stacks. To further reduce the parameters, we propose the ResNet18-64, which
uses only three stacks instead of four stacks. This allows low resolution inputs
of 64 × 64 pixels while significantly decreasing the number of parameters.

Table 1. Overview of modified ResNets

ResNet model Input size Stacks Layers Parameters

ResNet34-112 112 × 112 pixels [3,4,6,3] 34 21.27 × 106

ResNet18-112 112 × 112 pixels [2,2,2,2] 18 11.17 × 106

ResNet18-64 64 × 64 pixels [2,3,3,0] 18 4.25 × 106

Convolu onal layer

Ac va on layer

Pooling layer

Fully connected layer

Addi on

Batch normaliza on layer0

Projec on 
shortcut

Iden ty
shortcut

Residual blockInput (face images)

Output (predicted angles)

64

128

256

512

1

64

Filter

Fig. 1. Modified ResNet architecture with 18 layers divided in four stacks for inputs
of 112 × 112 pixels (ResNet18-112).
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The modified ResNets (see Fig. 1) use pre-activated residual blocks with pro-
jection shortcuts for an increase in dimensionality and identity shortcuts, when
the dimension stays the same. In contrast to the original ResNet [11], the hyper-
bolic tangent function is used as the activation function instead of the ReLU
function. The tangent function computes values in the range of [−1, 1] and the
labels and image pixel values are normalized to values in this range as well.
Furthermore, the projection shortcuts for increasing the dimensions are placed
after instead of before the first set of batch normalization and tangent activation
layer, as the batch normalization provides a regularization effect of the image
pixel values.

4 Datasets

To train the models for real-life settings, two in-the-wild datasets are used for
training and testing.

4.1 Annotated Facial Landmarks in the Wild (AFLW)

The AFLW dataset [14] provides a large variety of different faces with regard
to ethnicity, pose, expression, age, gender and occlusion. The faces are in front
of natural background under varying lighting conditions. The dataset contains
25,993 annotated faces in 21,997 images. The license agreement does not allow
publication of the AFLW database.3 All images are annotated with face coordi-
nates and the three angles yaw, pitch and roll. 56% of the faces are tagged as
female and 44% are tagged as male. Koestinger et al. [14] state that the rate
of non-frontal faces of 66% is higher than in any other dataset. The distribu-
tion of poses of the AFLW dataset is not uniform, showing fewer images with
a strong head rotation. The yaw angle has a range from −125.1◦ to 168.0◦, the
pitch angle from −90.0◦ to 90.0◦ and the roll angle from −178.2◦ to 179.0◦. The
head poses were computed with the POSIT algorithm using manually annotated
facial key-points [3]. However, it is worth noting that the resulting head poses
were not manually verified. The AFLW dataset has extremely wide ranges for
all angles, which supersede realistic head movements by far [7].

4.2 Annotated Faces in the Wild (AFW)

The AFW dataset [34] shows a wide variety of ethnicity, pose, expression, age,
gender and occlusion. The license agreement does not allow publication of the
AFW database. The faces are positioned in front of natural cluttered back-
grounds. There are 468 faces in 205 images. An annotation of the angles yaw,
pitch and roll as well as face coordinates are provided. The yaw angle has a
range from −105◦ to 90◦, the pitch angle from −45◦ to 30◦ and the roll angle
from −15◦ to 15◦, all annotated manually in steps of 15◦. Since the yaw angle
has the widest range, this angle is normally used when testing with this dataset.
3 https://www.tugraz.at/institute/icg/research/team-bischof/lrs/downloads/aflw/,

accessed 26.03.2019.

https://www.tugraz.at/institute/icg/research/team-bischof/lrs/downloads/aflw/
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5 Experiments

In this section, we describe the pre-processing, training parameters, evaluation
methods and results of the trained models including a comparison to other state-
of-the-art approaches regarding the performance and number of parameters.

5.1 Pre-processing

As explained in Sect. 4.1, some samples in the AFLW dataset are annotated
with unrealistic values. Furthermore, few images are provided for extreme angles.
Following the approach of Patacchiola and Cangelosi [25], we filter the dataset
and only keep images in the following label ranges: ±100◦ for the yaw angle,
±45◦ for the pitch angle and ±25◦ for the roll angle. The yaw angle of the AFW
dataset is also restricted to ±100◦, as this angle is used for testing the trained
networks. Both datasets are converted to greyscale. We crop the images using
the annotated face coordinates. Each image is scaled down to 112 × 112 pixels
and 64×64 pixels respectively. Face images smaller than the required size are left
out. For the AFW dataset, the use of face images greater than 150 pixels is an
additional constraint, following the protocol in [34]. To normalize the values, the
labels are rescaled from [−100, 100] to [−1, 1] and the pixel values are rescaled
from [0, 255] to [−1, 1].

In total, four datasets are prepared for our training: AFLW-112, AFLW-64,
AFW-112 and AFW-64. The total amount of face images is 16,931 in AFLW-112,
20,872 in AFLW-64, 325 in AFW-112 and 352 in AFW-64.

5.2 Methods

The proposed ResNet architectures were implemented using TensorFlow and
trained on a Nvidia Tesla P100 GPU. The pre-processing, training and evaluation
is implemented in one pipeline. The convolutional weights are initialized with the
variance scaling initializer and trained with an initial learning rate of 0.1, which
is decreased by the factor 10 after 30, 60, 80 and 90 epochs. The weight decay
λ of the L2 regularization excludes the loss of the batch normalization layers
and has a value of 0.0002. We use a batch size of 256. All modified ResNets are
trained separately for each angle.

There are two training and testing procedures: (1) Five-fold cross-validation
with the AFLW-112 and AFLW-64 dataset and (2) Five training-testing cycles
with training on the whole AFLW-112 or AFLW-64 dataset and testing on the
AFW-112 or AFW-64 dataset (see Fig. 2). The ResNet18-112 and ResNet34-112
are trained for 200 epochs in both cases and the ResNet18-64 is trained for
120 epochs in case (1) and for 150 epochs in case (2). The epoch number was
determined empirically.

The results are measured in mean absolute error (MAE) (see Eq. 2), where
ŷ describes the predicted values and y the true values in degrees. The number
of testing examples is n.
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1
n

n∑

i=1

|ŷi − yi| (2)

As in other approaches, the predicted and true values are mapped on dis-
crete categories with a size of 15◦ (i.e. ...,]−7.5,7.5],]7.5,22.5],...) to predict the
accuracy. If the predicted value is in the same category as the true value, the
predicted value is classified as correct, otherwise as incorrect. A further applied
evaluation method considers the mapped predicted and true values as true, if it
matches the true category or the adjoining categories. This gives a range of 45◦,
where the predicted value can be classified as correct.

The mapping of the true and the predicted values on categories is problem-
atic, because the cases where these values are located near the borders of the
categories can distort the result. Furthermore, it is questionable, if the evalua-
tion method with mapped categories ±15◦ error has high significance, as a wide
range of degrees is considered as a correct prediction. The MAE on the other
hand provides a clear interpretation of the results.

(a) ResNet18-112 (b) ResNet18-64

Fig. 2. Average training loss of five-fold cross-validation on the AFLW-112 and AFLW-
64 dataset

5.3 Results

Table 2 shows the average training results for the three modified ResNets, evalu-
ated on the pre-processed AFLW and AFW datasets with the methods explained
in Sect. 5.2. As presumed in the introduction, the comparison between the evalu-
ated ResNets shows that their results for the three angles are quite similar. The
results are similar, when tested on the AFLW dataset and when tested on the
AFW dataset, only the ResNet34-112 shows worse results than the ResNet18-64
and ResNet18-112.

Since the distribution of correctly classified images across label ranges is
important for applications using head pose estimation, heatmaps are also consid-
ered as an evaluation tool. The heatmaps (see Fig. 3) show that the ResNet18-64
displays a more uniform distribution over the categories than the ResNet18-112.
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In comparison to the ResNet18-112, the ResNet18-64 shows a higher percent-
age of correctly classified images in categories closer to ±100◦ and a similar
percentage of correctly classified images in categories closer to 0◦.

Table 2. Average results of the modified ResNets: (1) tested with a five-fold cross-
validation on the AFLW dataset and (2) tested on the AFW dataset in five training-
testing cycles (marked with (AFW))

Angle MAE Std. Dev. Category Category ±15◦

ResNet34-112, CPU: 8 fps, GPU: 100 fps, 21.27 × 106 parameters

Yaw 8.1◦ ±9.3◦ 56.0% 93.8%

Pitch 6.2◦ ±5.4◦ 61.8% 97.8%

Roll 3.8◦ ±3.8◦ 78.5% 99.8%

Yaw (AFW) 15.6◦ ±15.8◦ 38.0% 77.9%

ResNet18-112, CPU: 17 fps, GPU: 142 fps, 11.17 × 106 parameters

Yaw 8.4◦ ±9.4◦ 54.0% 93.3%

Pitch 6.0◦ ±5.3◦ 62.4% 98.1%

Roll 3.8◦ ±3.7◦ 78.4% 99.8%

Yaw (AFW) 13.5◦ ±15.3◦ 42.6% 83.8%

ResNet18-64, CPU: 50 fps, GPU: 250 fps, 4.25× 106 parameters

Yaw 8.5◦ ±8.9◦ 53.4% 93.4%

Pitch 6.5◦ ±5.5◦ 59.6% 97.7%

Roll 3.9◦ ±3.8◦ 77.8% 99.7%

Yaw (AFW) 13.2◦ ±13.3◦ 41.1% 83.3%

The parameter number decreases with the reduction of the model’s complex-
ity (see Table 2). As expected, the ResNet18-64 with 18 layers and an input
image size of 64× 64 pixels has the lowest number of parameters. The inference
time was measured once on an Intel Core i7-6700 CPU running at 3.40 GHz and
once on this CPU equipped with a NVIDIA GeForce GTX 1060 6 GB GPU.
The frames per second (fps) rates of the different ResNets show a significant
speed-up with the reduction of the model complexity and resulting decrease of
parameters. The ResNet18-64 achieves 50 fps on the CPU, which is suitable for
most real-time applications.

Other approaches evaluated on the AFLW and AFW datasets are summa-
rized in Table 3. The number of parameters of [27] is based on their provided
open source implementation, which is executable on a GPU based system.4 In
order to compare the frame rate, we reimplemented the LeNet-5 variant of [25].
In comparison, our ResNet18-64 has the lowest number of parameters while pre-
dicting more accurately than the LeNet-5 variant [25] and nearly as accurate as

4 https://github.com/natanielruiz/deep-head-pose, accessed 09.01.2019.

https://github.com/natanielruiz/deep-head-pose
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(a) ResNet18-112 (b) ResNet18-64

Fig. 3. These figures depict the average yaw angle heatmaps of a five-fold cross-
validation on the AFLW-112 and AFLW-64 dataset. The distribution of images of
each predicted category is in percentage.

Table 3. Results of the modified networks on the AFLW dataset in MAE and on the
AFW dataset with ±15◦ error tolerance

Approach AFLW AFW Parameters CPU

Yaw Pitch Roll Yaw

ResNet50 [27] 6.3◦ 5.9◦ 3.8◦ 96.2% 24.0 ×106 -

LeNet-5 variant [25] 9.5◦ 6.8◦ 4.2◦ 75.3% 4.6 ×106 17 fps

ResNet18-64 (ours) 8.5◦ 6.5◦ 3.9◦ 83.3% 4.25×106 50 fps

the ResNet50 [27]. Patacchiola and Cangelosi [25] also use low-resolution images
with 64×64 pixels, while Ruiz et al. [27] take larger images with 224×224 pixels.
To improve the computational efficiency, we believe that low-resolution images
are better suited for real-world applications. Compared to our reimplementation
of the LeNet-5 variant, our ResNet18-64 achieves a significantly higher frame
rate on our CPU setup. Overall, our parameter-reduced ResNet18-64 achieves
state-of-the-art precision and at the same time real-world applicability, even on
CPUs.

6 Conclusion and Future Work

In this paper, we explored parameter-reduced Residual Networks (ResNets) of
varying complexity for head pose estimation in order to achieve real-time perfor-
mance. Based on the presumption that not all residual blocks contribute equally
to the learning process, we showed that it is possible to reduce the number of
parameters of the ResNet architecture while maintaining the performance. We
proposed two new ResNet architectures for inputs of 112 × 112 pixels, one with
18 layers and one with 34 layers. To reduce the number of parameters even fur-
ther, we proposed the ResNet18-64 with 18 layers for low resolution inputs of
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64 × 64 pixels. The ResNet18-64 achieves real-time capability even on a CPU
based system with a performance close to state-of-the-art results. To ensure real-
world applicability, we evaluated the modified ResNets on the two in-the-wild
datasets AFLW and AFW. In the future, it is possible to extend this approach
to a model evaluating all three angles at once.
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Abstract. When systems become smarter they have to cope with
faults occurring during operation in an intelligent way. For example, an
autonomous vehicle has to react appropriately in case of a fault occur-
ring during driving on a highway in order to assure safety for passengers
and other humans in its surrounding. Hence, there is a need for fail-
operational systems that extend the concept of fail-safety. In this paper,
we introduce a method that relies on rules for controlling a system. The
rules specify the behavior of the system including behavioral redundan-
cies. In addition, the method provides a runtime execution engine that
selects the rules accordingly to reach a certain goal. In addition, we
present a language and an implementation of the method and discuss
its capabilities using a case study from the mobile robotics domain. In
particular, we show how the rule-based fail-operational system can adapt
to a fault occurring at runtime.

Keywords: Fail-operational systems · Adaptive behavior ·
Self-healing systems · Autonomous and mobile systems

1 Introduction

Autonomous systems must have the capabilities to make decisions during oper-
ation in an independent fashion without considering external control. Ideally
such systems must not only be able to react to external stimuli coming from
the system’s environment in a smart way, but also in case of internal faults or
misinterpretations of sensor inputs causing deviations from ordinary behavior.
Reacting on internal faults is especially relevant for safety critical systems like
autonomous vehicles, where the vehicle itself has not only to detect the fault,
but also to react in a smart way in order to reach a safe state autonomously.
Such behavior requires that the system is capable of compensating faults at least
for a certain amount of time. For example, if the autonomous vehicle detects a
fault in its powertrain, stopping operation in a blind bend might not be safe for
the passengers. It might be a wiser choice to go to the closest parking space and
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keep operation even under degraded conditions. Hence, such autonomous vehi-
cles have to have build in capabilities for implementing fail-operational behavior.
Obviously, fail-operational behavior can only be provided in case of redundancy.
Redundancy can be achieved either via using spare parts that are used to replace
broken parts autonomously, or re-configuring the system during operation to
achieve the desired functionality. The latter deals with either using components
in an undesired way to replace a broken function, or to go to degraded mode that
can still be achieved with the available functionality. Regardless of the underlying
redundancy, a fail-operational system requires a control program that enables
the use of redundancy in case of a fault. In this paper, we contribute to the imple-
mentation of fail-operational systems, and introduce a rule-based programming
language that is capable of deciding which redundant behavior to use during
operation. In addition, we discuss a case study from the autonomous mobile
robot’s domain showing that the control system relying on the rule-based pro-
gram is capable of dealing with faults in the powertrain by going to a degraded
mode.

The idea behind the programming language RBL is to provide means for spec-
ifying control rules that select redundant behavior during runtime and to have
an interface between the selected rules and the rest of the system. In particular,
our implementation allows to call external Java methods used for communicat-
ing with the rest of the system. RBL also offers means for computing weights
for rules that should be selected. These weights are not fixed, but vary during
runtime based on the success of actions executed previously. Hence, actions that
are not successful when carried out are less often executed. For example, if we
have two rules implementing the same functionality but using redundant com-
ponents that are triggered via their Java interface, the rule that most often lead
to a successful execution will also be more likely used in the future. Whenever
there is a fault in the corresponding component, the action will fail, the rule
weight will decrease, and the other alternative rule will be more likely selected
for execution. Besides the underlying foundations behind the RBL language,
which is based on previous work [9,20], we introduce an extension that supports
fine tuning of the weight calculation of the rules.

2 The RBL Programming Language

The RBL language is a programming language that uses rules to model fault-
tolerant systems. RBL is an extension to a previously proposed rule-based lan-
guage [20]. Every rule in RBL has a set of preconditions and post conditions.
If all preconditions are satisfied the rule can be executed. If the rule was suc-
cessfully executed, the post conditions will be true and can enable new rules to
be executed afterwards. A simple example for a rule is: “If the water bottle is
full and open, you can pour out the water, after that the bottle is empty”. In
this section, we give a brief overview about the syntax and semantic of RBL
and describe the interface between RBL, Java and a Modelica Model. For more
details about RBL and a more formal definition of the underlying semantics, we
refer the interested reader to a previous paper [20].
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Every RBL program comprises a set of rules, where the basic syntax of a
rule is: <preconditions> -> <postconditions> <action> [<weight modifiers>].

where <preconditions> and <postconditions> are sets of propositions that
can also be empty. It is worth noting that in the postcondition we are able to
add proposition and to remove proposition using + and - respectively before
writing the proposition. A rule might be selected if all the preconditions are
satisfied. The <action> is a Java class that implements a specific Java interface.
A method of this class is called whenever the rule is executed. Before we discuss
the <weight modifiers>, which are a new extension to the language, we will
first briefly explain the fault-tolerant behavior of RBL.

For each execution RBL generates a list of rules, which when executed in
succession, satisfies all precondition of the rules and the last rule in the list is a
goal rule (denoted by “#” as postcondition). If there is more than one of such
lists, meaning there are redundancies in the rules, RBL takes the list with the
smallest number of rules and highest weight. The original rule-based language
calculates the weight as follows:

w = (1 − current act) ∗ (1 − damp). (1)

After each run current act and damp are updated. Where current act is
increased if the rule was selected in the path and decreased if it was not selected,
meaning current act is a measure of how often the rule was selected in the past.
damp on the other hand is decreased if the rule was executed and was successful
and increased when it failed, meaning it is a measure of how successful the rule
was in the past. Formula (Eq. 1) together with the update enables the fault-
tolerant behavior.

To fine-tune the fault-tolerant behavior to different situations, we introduce
two new extensions to the language: (i) Aging is another update step that
occurs after each run. damp will be decreased or increased by the aging value
based on whether the aging target is currently smaller or greater than damp. (ii)
Activity and damping scaling can be used to disable, or lessen, the effect
of damp and current act on the weight calculation. This leads to following new
weight calculation:

w = (1 − (current act ∗ act scaling)) ∗ (1 − (damp ∗ damp scaling)). (2)

The <weight modifiers>, with which the two new concepts can be config-
ured, are 5 values separated by a comma, if a value is left blank a default value is
used. For example [0.2,,,0,1] is a valid <weight modifiers>. The different
values have following meaning accordingly to their order:

1. Damping value is the value by which damp is increased or decreased
2. Aging value is the value by which damp ages
3. Aging target is the value towards damp ages
4. Activity scaling is the value of act scaling in Equation (Eq. 2)
5. Damping scaling is the value of damp scaling in Equation (Eq. 2)
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Fig. 1. Architecture of the RBL and FMU interface.

Table 1. Faults over time of the different fault modes.

0 to 10 s 10 to 20 s 20 to 30 s

Normal No fault No fault No fault

Fault A Left wheel faulty No fault No fault

Fault B No fault Left wheel faulty Right wheel faulty

Fault C No fault Left and right wheel faulty No fault

For example, the rule “If the water bottle is full and open, you can pour out
the water, after that the bottle is empty.” can be expressed in RBL as follows:

b open, b full -> +b empty -b full action.emptyBottle [0.1,,,0.5,1].

3 The Mobile Robot Case Study

In this section, we discuss a case study where we outline the use of RBL to imple-
ment fail operational behavior for a mobile robot. The mobile robot includes
a differential drive, where each wheel is connected with a motor, and a wheel
encoder attached for measuring the rotational speed during operation. For details
of the mathematical modelling of the powertrain we refer to [3]. In the case study
we assume a controller that is able to set the voltage for the motors such that
they start rotating. The speed of rotation is proportional to the voltage pro-
vided. The task of the controller is to set the voltage such that the robot moves
straight. The controller itself only receives the rotational speed measured using
the wheel encoders as inputs. We further assume that in case of a fault of the
motor the rotational speed does not follow the given voltage anymore. For sim-
plicity, we assume that in the fault case the rotational speed is half the expected
speed. For the experiment based on the case study, we implemented the kinetics
of the robot drive using Modelica [5].

In order to couple the Java-based control program with the Modelica model
capturing the kinematics of the robot, we made use of co-simulation. Co-
simulation is a simulation method involving a collaboration of various solvers and
often tools [6]. Usually, co-simulation is chosen when different specialized tools
are employed to model different subsystems of a heterogeneous complex system.
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Various co-simulation interfaces are available [4], a prominent one is the Func-
tional Mockup Interface (FMI) [1]. It has been developed as tool-independent
standard in the ITEA2 European Advancement project MODELISAR, and is by
now widely supported by many tools. FMI supports both model exchange and
co-simulation of dynamic models, providing a zip of an executable and xml-files
describing metadata for the subsystem, for a detailed discussion see e.g. [16].
For our experiments, we used the open-source library javaFMI [7] as an inter-
face between a controller implemented in Java and a dynamical simulation model
implemented in Modelica.

We briefly discuss the underlying co-simulation framework used for the exper-
imental evaluation. The framework comprises three main components: the main
program, the executor, and the Functional Mock-up Unit (FMU). In Fig. 1 we
depict the general underlying architecture. The main program starts the execu-
tion and evaluates the results. The executor is generated out of the RBL rules
and is responsible for the fault-tolerant behavior. The executor communicates
through javaFMI with the FMU and evaluates the results from the FMU. The
FMU is generated directly from the Modelica model of the robot.

4 Experimental Evaluation

In this section we will describe our experimental evaluation. First, we will give
an overview of our experimental setup, then we will present and discuss our
results.

Experimental Setup: For our experimental evaluation we coupled the former
mentioned Modelica Model with the RBL language, as we described in Sect. 3.
The goal of the robot was to drive in a straight line and if faults occur going in
a degraded mode.

The only inputs the fault-tolerant system can give to the robot was that
either both motors of the wheels get the same voltage, or the left or right motor
gets half as much voltage as the other motor. In case of a fault this would mean
that the healthy wheel should match the speed of the faulty wheel, by reducing
the voltage of the healthy wheel to half. As a feedback the fault-tolerant system
only knows if both wheels turn at the same speed, or not.

The ruleset of RBL for our experiment was very simple as we can see in the
following listing. To note is that we disabled that current act has any influence
on our system, this means the only relevant measure for choosing a rule for our
experiment was how often the rules succeed.

-> #drive actions.leftHalfDrive [0.2,,,0,1].

-> #drive actions.rightHalfDrive [0.2,,,0,1].

-> #drive actions.normalDrive [0.2,,,0,1].

To see the fail-tolerant behavior in action we tested 4 different configurations of
the model, where each was executed for 30 s. The concrete faults can be seen in
Table 1.
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Table 2. Results of the different fault modes for runs with and without RBL rules.

Without RBL With RBL

% of straight Distance from Y % of straight Distance from Y

Normal 100.0% 0.0 99.8% 3

Fault A 66.7% 15,264.6 99.7% 695.2

Fault B 33.4% 1,762.3 99% 1,473.8

Fault C 100.0% 0.0 99.8% 3

Average 75.0% 4,256.7 99.6 543.7

Fig. 2. Visual comparison of the test without RBL (left) and with RBL (right) with
fault B. We can clearly see that the robot with RBL drives a more straight line towards
infinity than the robot without RBL.

Results: To understand our result, we used 3 metrics: (i) The percentage of the
time the robot actually drove straight, meaning both wheels turned at the same
speed. (ii) the sum of the distances from the robot to the y axis per time step.
(iii) we plotted the path of the robot in absolute coordinates to compared them
visually. We compared runs without the RBL rules , and runs with RBL, i.e.,
where the fault-tolerant system could change the supplied voltage to the wheels
in case of a fault.

We conclude from Table 2 that in the case no fault occurs (Normal), or both
wheels are faulty (Fault Mode C), the robot without the RBL rules performance
a bit better than the robot with RBL rules. This is due to the nature of the
fault-tolerant system that first has to find the correct voltage supply for the
robot. However, the other tests show that the robot with RBL rules perform
much better. It has always a success rate of over 99%. Interesting to note is that
the % of driving straight does not correlate to the distance from the y axis. In
Fig. 2, we can see why. When we look at the Figure of the path without the RBL
rules (left), we can see that even though the robot drives wrong most of the time
it always circles back to the y axis which leads to a value comparable to the
distance to the Y axis from the robot with RBL rules. On the figure however
we can clearly see that the robot did not fulfil its target to drive in a straight
line. All tests run with the RBL rules however fulfil this target within a small
margin.
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5 Related Research and Conclusions

Early work in the domain of adaptive and self-healing systems include [15] and
[10] where the authors focus on reconfiguration and self-repair of hardware.
Musliner et al. [11] introduced an approach for self-adaptive software to be used
in real-time environments. The use of self-healing in the context of autonomous
systems and automotive is not novel. Seebach and colleagues [17] introduced an
approach for implementing such a behavior.

Pell and colleagues [12] were one of the first making use of model-based rea-
soning [2,14] for allowing systems gaining additional autonomy, which finally
led to a model-based control system for space probes [13]. In the latter papers,
models are used to allow the system to react to internal faults occurring during
operation in a smart way. Steinbauer and Wotawa [18] used this idea and imple-
mented a system for mobile robots that was able to detect software issues and
to restart software modules causing these issues at runtime to bring the robot
back to operation. Hofbaur et al. [8] introduced a system that is able to change
control models for mobile robots at runtime in case of faults in the robot’s drive.
For a summary, of model-based approaches for self-adaptive systems we refer to
[19]. See [21] for more information and details regarding the formal background
of model-based reasoning for self-adaptive systems.

In this paper we presented a case study that uses RBL to combine a control-
system with a physical model of a robot that captures the kinematics of the
robot. Hence, we are able to demonstrate that the proposed approach for self-
adaptive systems also works in a simulated environment that is very close to the
real world. We tested our approach by modeling a robot and introducing faults in
the system. The experimental results indicate that RBL can be effectively used
for controlling such a robot in case of faults. In future research, we will extend the
case study capturing different fault scenarios and also different drives. Moreover,
we will compare the outcome with other means for implementing fail-operational
behavior like model-based reasoning.
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Abstract. The monitoring of air quality allows to evaluate the amount of
harmful particles for health that are being released. Under this paradigm and
knowing the current methods to monitor these parameters, this work proposes
the use of a UAV for commercial use and the construction of a card for gas
measurement. Additionally and with the objective of having complete control
over the vehicle, the article proposes the development of a library for the control
and monitoring of the instrumentation of a commercial drone, through which the
validation of control algorithms is proposed. As a result of this work, two real
experiments on a rural environment and an urban environment are carried out to
validate both the library created and the method of acquiring information on air
quality.

Keywords: Air quality � UAV � Linear algebra � Advanced controller

1 Introduction

Air quality is a major concern in several cities around the world; prolonged exposure to
elements such as carbon monoxide (CO), nitrogen oxides (NOx), sulfur dioxide (SO2),
ozone (O3) and particulate material (PM) [1], significantly affect human health and are
responsible for a variety of respiratory diseases, cardiovascular, diabetes [2], anemia
[3], cognitive neuro [4], psychological [5], cancer [6], among others. In addition, the air
pollution is responsible for the environmental problems such as acidification and
eutrophication [7] of ecosystems. Currently, the measurement of air quality has been
developed focused in two areas: (i) the legislative, for compliance with environmental
regulations [8]; (ii) scientific research, related to studies of impact on the environment,
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the biology and medicine [2, 4, 9]. In both cases the measurement is performed using
networks of fixed and mobile certified reference equipment stations with high operation
costs. Networks of stations for monitoring provide accurate information but in a given
region, useful for compliance with regulations environmental but insufficient to
influence health studies [8]. It is of great scientific interest to increase data collection in
order to generate high resolution air quality maps, so that low cost sensor platforms on
mobile devices provide the sector with great potential and, by incorporating sensors to
Unmanned Aerial Vehicles (UAVs) provides the researcher with real-time monitoring
possibilities at different heights.

UAVs can be used in several applications whether they are civilian or military due
to its versatility and continuous evolution, considered alternative tool for low cost for
gathering information in large areas and inaccessible, its found in applications such as:
(i) surveillance, mapping and 3D modeling [10], (ii) Precision agriculture, as agri-
cultural monitoring [11], weed detection, pest control; (iii) Monitoring of rivers and
lakes, during the natural disaster information collection, natural reserves, among others
[12]. These aircraft can: (a) Fly autonomously to the on-board processors and sensors
from global positioning (GPS), inertial sensors for navigation as gyroscopes,
accelerometers, electromechanical systems [13], altitude, and; (b) Tele-Operate, con-
trolled from a ground station under human supervision [13]. In both cases the UAVs
are exposed to multiple disturbances requiring a greater complexity in the system of
navigation and control [14].

The control of a UAV can be organized into three large groups: (i) Based on
learning, or free of models where algorithms have been developed with Fuzzy Logic as
proposed by [15] applied to trajectory tracking. [16] applies neural networks to the
prediction of collisions that unlike [17] employs learning reinforcement; (ii) Lineal
Controllers, its great advantage is the ease of implementation in a real platform and
employs a linearized model of the quadrotor, applications have been found where PID
drivers are used, LQG/LQR, as well as Robust Mixed H∞/H2 [18], who perform
feedback control with noise for attitude control and tracking of an unmanned aerial
vehicle, other applications have focused on trajectory tracking using gain scheduling
[19] and; (iii) Non-Linear Controllers, which can be completely non-linear, where
applying backstepping provides good results according [20] and [21], instead lin-
earization processes where jobs have been found using sliding mode [22], predictive
models, adaptive and linearization in the feedback [23], a different approach that allows
the tracking of continuous trajectories to pieces using linear algebra can be seen in [24,
25] Linear algebra control is an advanced control technique that does not require
complex calculations and the computational requirement is low, which allows it to be
implemented in low-performance processors and maintain an adequate performance for
the execution of tasks such as: position control, speed control and, road tracking.
For the described, in this article, we present a control technique employed by the linear
algebra method for the autonomous flight of the unmanned aerial vehicle UAV, for the
monitoring of air quality, obtaining gas measurements such as carbon monoxide CO,
dioxide of sulfur SOx, Ozone Ox and carbon monoxide CO2.
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2 Problem Formulation

The measurement of air pollution parameters is characterized by temporal and spatial
environments because most of these measurements are made in situ using monitoring
networks with; fixed stations, which are delineated to a specific area; and mobile
stations, which is limited to uses in time and place, to the two systems currently used, it
is impossible to measure gases in a stratified form by height and in trajectories that the
investigation requires. The need to analyze environmental information at different
heights involves the use of emerging technologies for the collection of environmental
data using UAVs that are able to track the road continuously and with low impact due
to disturbances to which they are exposed.

Figure 1 shows the multilayer control scheme proposed for the present work, where
each module has been considered as a fully functional entity that operates indepen-
dently where: (i) Off-line planning layer is responsible for generating the route plan-
ning considering height, position and speed; (ii) On-line planning layer allows to
modify trajectory references during a work cycle in order to modify the routes during
the development of a mission; (iii) Non-linear controller, is responsible for generating
the maneuvering signals to meet the objective of the tasks of position control, trajectory
or path monitoring, at desired speeds, considering the state of the variables coming
from; (iv) The UAV layer represents the kinematics and general dynamics of the
quadrocopters and, finally; (v) The environment layer that is responsible for relating the
environmental variables to be collected as CO, SO2, O3, CO2, T, H and considers
additionally the variables to be taken into account for the evasion of obstacles and
completing the task to collect environmental data.

ENVIROMENTAL DATA TASK

No linear 
controllerOnline planning

hq,vq

Offline planning
h,v

hq
vq

CO,SO2,O3,CO2,
T,H

F(x)

hq

uref

(x,y,z)

Enviroment

UAV

Fig. 1. Multi-layered scheme of the autonomous quadrocopters
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3 Modeling and Control

The kinematic model of an UAV results in the location of the point of interest based on
the location of the aerial platform. The instantaneous kinematic model of an UAV gives
the derivative of its interest point location as a function of the location of the aerial
mobile platform, _v ¼ @f =@qðqÞv, where _v ¼ _vX _vY _vZ½ � is the vector of the point
interest velocity, v is the control vector of mobility of the aerial mobile manipulator, in
this case the dimension depend of the maneuverability velocities of UAV.

For this case of study, then the kinematic model of UAV is conform by a set of four
velocities represented at the spatial frame \v[ . The displacement of the UAV is
guided by the three linear velocities v1, vm and vn defined in a rotating right-handed
spatial frame \v[ , and the angular velocity x, as shown in Fig. 2.

In other words, the cartesian motion of the quadcopter at the inertial frame \R[
is defined as,

_vx ¼ v1 cosw� vm sinw
_vx ¼ v1 sinw� vm cosw
_vz ¼ vn
_w ¼ x

8

>

>

<

>

>

:

ð1Þ

where _vx, _vy _vz and w are all measured with respect to the inertial frame \R[ . The
point of interest (whose position is being controlled) is the center of gravity of the
UAV. Also the equation system (1) can be written in compact form as,

Fig. 2. Kinematic scheme of UAV
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_vðtÞ ¼ J wð Þv tð Þ ð2Þ

where _v 2 <n with n ¼ 4 represents the vector of axis velocities of the \R[ system
and the angular velocity around the axis Z; Jacobian matrix that defines a linear
mapping between the vector of the UAV velocities v tð Þ; and the control of maneu-
verability of the quadcopter is defined v 2 <n.

Kinematic Controller
The proposed controller is based on calculations with numerical methods, which is
considered the kinematic model of the UAV (4) defined at the moment of time k.

_vðkÞ ¼ J w kð Þð Þv kð Þ ð3Þ

In (5) using a discrete-time transformation by means of the Euler method and taking
into account that the discrete time t ¼ kT0, where T0 represents the sampling time y
k 2 1; 2; 3; 4; 5. . .f g we obtain:

vðkÞ � vðk � 1Þ
T0

¼ J w kð Þð Þv kð Þ ð4Þ

For the design of the kinematic control of the UAV, takes into account the cinematic
model (2). In order to achieve the proposed control task, the following expression is
considered:

1
T0

v kð Þ � v k � 1ð Þð Þtd kð Þþ 1
T0

W Pd k � 1ð Þ � v k � 1ð Þð Þð Þ ð5Þ

where, Pd is the desired path, W ~v k � 1ð Þð Þ is a diagonal matrix that control error
weights, defined as W ~vm k � 1ð Þð Þ ¼ wm= 1þ ~vm k � 1ð Þj jð Þ, where m represents the
operational coordinates quadcopter robot.

Now, to generate the system equations consider (5) and (4), the system can be
rewritten as Au ¼ b

J w kð Þð Þ
|fflfflfflffl{zfflfflfflffl}

A

v kð Þ
|{z}

u

¼ vd kð Þþ 1
T0

W Pd k � 1ð Þ � v k � 1ð Þð Þð Þ
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

b

ð6Þ
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Then, the following control law is proposed as:

vc kð Þ ¼ J�1 w kð Þð Þ vd kð Þþ 1
T0

W Pd k � 1ð Þ � v k � 1ð Þð Þð Þ
� �

ð7Þ

4 Experimental Results

The validation of the proposed controller and the gas acquisition system is presented in
this section through the execution of two experiments. Taking into account that toxic
gas emissions vary depending on factors such as: presence of vehicular traffic, number
of industries, density of flora, population density, and so on, the first experiment is
carried out in a location far from this type of factors, while the second is executed on a
totally urban space to contrast results. Physically, the UAV-Acquisition Board includes
the drone with propeller protectors, on which the card is placed with the gas sensors.
The card is embedded in the vehicle through a coupling that does not alter the dynamics
of the UAV and whose maximum weight is 125 g, considering that additional batteries
are not included in addition to the integrated in the Phantom, see Fig. 3.

4.1 First Experiment

The first experiment shows the execution of a circular path of 5 m radius and 25 m
high in the environment with the presence of apparently reduced contamination. The
stroboscopic movement of the experimental execution is shown in Fig. 4, where the

Fig. 3. UAV – Acquisition Board
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actual execution of the vehicle on a relatively remote rural location is reconstructed, but
with the consideration of wind disturbances of more than 25 km/h. Also, the perfor-
mance of the proposed controller is demonstrated through Fig. 5, where a clear ten-
dency to zero of the control errors is observed given the control actions (Fig. 6).

Fig. 4. Stroboscopic movement of the first experiment

Fig. 5. Control errors in each of the coordinate axes
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On the other hand, the information acquired from the gas sensors is shown in
Fig. 7. The variation shown in the location away from sources of pollution shows a low
rate of presence of gases.

Second Experiment
The second experiment considers an urban space to perform gas monitoring, where the
path to be followed is described as an ascending circle on the Z axis. Similar to the first
experiment, the stroboscopic movement of the UAV execution is shown in Fig. 8,
where the controller is validated for path following taking into account the robustness
that it presents in the face of wind disturbances. As a result, Figs. 9 and 10, respec-
tively, show the tendency of errors to zero, as well as the control actions to correct the
tracking errors.

Fig. 6. Control actions to correct errors in each coordinate

Fig. 7. Graphical plotting of wind parameters measurement
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Fig. 8. Stroboscopic movement of the second experiment

Fig. 9. Control errors in each of the coordinate axes

Fig. 10. Control actions to correct errors in each coordinate
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Finally, Fig. 11 presents the measurement of gases in an urban place, in an hour
considered as the one with the highest vehicular traffic and industrial production. The
programmed trajectory allows to have a complete view of gas dispersion, where by
wind actions the decrease in the presence of the measured variables is noticed as the
vehicle increases the flight height.

5 Conclusions

The work proposes a system to monitor the amount of toxic gases scattered in the air
through the use of a UAV. By means of an unmanned aerial vehicle, it is proposed to
include an air information acquisition card, so that the movement over unstructured
spaces is not difficult. For this, the construction of an acquisition card that is embedded
in the vehicle is considered, considering that the dynamics and weight do not influence
the correct execution of flights. Additionally, the programming of libraries based on the
SDK of the commercial robot Phantom 3 PRO is proposed in order to verify the control
algorithms pro-posed for road tracking. Finally, and through two real experiments, both
the construction of the card and the manipulation of the drone through a mathematical
software are shown, considering two scenarios where the variation of air parameters
differ from each other.
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Abstract. Capability Oriented Requirements Engineering (CORE) is an
emerging research area where designers are faced with the challenge of ana-
lyzing changes in the business domain, capturing user requirements, and
developing adequate IT solutions taking into consideration these changes and
answering user needs. CORE aims at providing continuously a certain level of
quality (business, service, security, etc.) in dynamically changing circumstances
such as smart city operations. Intelligent management of transportation is a
complex smart city operation, and hence, an optimal application domain for
CORE. A specific application within the domain of intelligent management of
transportation is the smart management of parking. In this paper, we propose
dealing with the intelligent management of parking spaces by using CORE. In
an I-Parking system that offers personalized advice to users, we deal with
change and introduce smartness by means of “Goal Models”, “Informational
Models”, “Capability Models” and “Actor Dependency Models”.

Keywords: Smart cities � Smart city operations �
Intelligent management of transportation � I-Parking � CORE

1 Introduction

The high degree of urbanization, at a worldwide level, presents numerous and serious
challenges to municipalities as well as citizens. Cities are increasingly held accountable
for the wellbeing of their residents while at the same time risk losing control because of
the sheer size of the ecosystem that comprises a city. Citizens, enabled with modern
technology, are in a position to take on more responsibility for the quality of life in their
communities. Information and Communication Technology (ICT) is becoming a strong
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enabler for cities to turn “smarter”. Smarter cities of the future will drive sustainable
economic growth, through offering smarter solutions to various everyday problems.
What’s more, Smart City Operations (SCOs) will have the potential to analyze data for
better decisions, anticipate problems to resolve them proactively, and coordinate
resources to operate effectively. In the context of SCOs, Intelligent Transportation
Systems (ITSs) aim to achieve traffic efficiency by minimizing traffic problems. ITSs
may include traffic assessment and management; in-vehicle and on-road safety man-
agement, either active or passive; emergency management; driver modeling; Parking
management; infotainment; environmental effects of transportation; and application of
technologies like sensor networks or network entities’ control techniques.

In this paper, we focus on the intelligent management of parking spaces. Large
cities are overcrowded with vehicles, which puts pressure on the parking infrastructure,
and hence the need for effective management. Especially during peak hours, the search
for a parking spot becomes a time consuming and challenging process. Dealing effi-
ciently with such scenarios, will have positive impact on economic activities’ effi-
ciency, social interactions, and cost [1]. Intelligent Parking Systems (IPSs) can support
parking activities in many different ways such as providing parking availability
information, and offering automated navigation to help the driver to find the most
suitable parking spot based on his profile. One of the challenges when dealing with
intelligent parking is managing change, especially in the case of big events (e.g. World
Cup QATAR 2022). This paper addresses the challenge of developing an IPS in a
systematic, generic, and repeatable manner. Capability Oriented Requirements Engi-
neering (CORE), a methodology that encompasses all activities from requirements to
system design and implementation, is presented. This methodology is motivated by the
notion of ‘capability’ which is defined as “the confluence of capacity and ability to
achieve a desired goal under specified standards and conditions through a combination
of ways and means to perform a set of tasks” [2]. Capability modeling is emerging as a
paradigm that facilitates the alignment of technical systems and organizational systems
[3] taking into consideration aspects of modeling, patterns, contextualization, and
adaptation. There are distinct types of capability depending on the impact and the
increasing importance. These range from (a) the deployment of resources, through
(b) the combination of use of resources and know-how to (c) dynamic capabilities
where the focus is on re-configuration, and re-creation of resources to address envi-
ronmental changes [4]. In the context of big events (e.g., organization of the football
world cup or Olympic games), capability modeling can bring originality and innovation
into the idea of IPSs, help deal with the aforementioned challenges, and make parking
management more efficient. To demonstrate the applicability and value of the proposed
approach, the methodology is applied on a system called “I-Parking” which is part of a
larger project dealing with delivering different prototypes for safety management, for
customized recommendations of city features, and for security management.
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2 Background

Important requirements need to be addressed from a CORE point of view taking into
consideration social, technological, and economic requirements [5]. SCOs are char-
acterized by their dynamic change. The development of a software system for such an
application encompasses three challenges. First, managing the issue of complexity of
software design and development which arises from the continuous changes to con-
texts, constraints, and functionality [6]. Second, understanding the requirements of
the organization [5] that owns the individual system, the interaction between the
components that collaborate together, and the dynamics of the whole software system
in order to understand the orchestration and configuration of different individual sys-
tems. Third, evolving the software system and the users’ needs simultaneously [5] in
order to maintain a high level of quality and utility of the software system.

To deal with these challenges, the notion of capability has emerged complementing
traditional enterprise modeling approaches by representing organizational knowledge
from a result-based perspective [7]. In the literature, Barney [8] has distinguished
between two views: (1) the Resource Based View (RBV) and (2) the Dynamic
Capability View (DCV). In the RBV, the focus of the researchers is on identifying the
possession of valuable, rare, inimitable, and non-substitutable resources of the enter-
prise as a source of sustainable advantage. In the DCV, the focus of the researchers is
on the dynamic aspect of capabilities aiming at the “ability to integrate, build, and
reconfigure internal and external competences to address rapidly changing environ-
ments”. This is also called dynamic capability.

Approaches for modeling enterprise capabilities have been proposed by the aca-
demia [9, 10] as well as by the industry [11] with the aim of linking strategic objectives
and high-level organizational requirements to technological artifacts. Danesh and Yu
[12] argue that a business capability (represents the what) is at a higher level than a
business process (represents the how). The business capability is representing a con-
ceptual service performed by a set of people and processes. The people and processes
are supported by the relevant application, information, and underlying technology.
Business processes describe the methods an organization employs in order to provide
and leverage business capabilities [3]. According to Loucopoulos and Kavakli [13]
enterprise capability reveals the following features: (i) A capability is associated with a
certain owner (a business entity such as a department, an organization, a person, a
system, etc.); (ii) A capability denotes the fitness of its owner for achieving a certain
result (business goal, customer need, project objective, etc.); (iii) A capability encap-
sulates the resources (processes, people, technology, assets, etc.) required by the
capability owner for possessing this capability; (iv) A capability is context-specific. Its
application depends on specific parameters within the enterprise environment (social
context, economic context, cultural context, etc.).

The introduction of capability in software development, analysis, and especially
design is still in early stages. For example, Iacob et al. [9] extended the meta-model of
ARCHIMATE using the notion of capabilities, resources, and values to enable strategic
alignment of technical projects. Bērziša et al. [14] have proposed a meta-model relating
enterprise capability to the domain context, business processes, and enterprise
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objectives. The need for operating in changing environments is addressed by inte-
grating organizational development with information system development taking into
account changes in the application context of the solution. The design of adjustable
services that can adapt to changes in parameters of the capability context is enabled by
modeling the context of the capabilities of the enterprise. Based on the proposal of
Iacob et al. [9], Azevedo et al. [15] claim that the notion of capability is subjective and
subject to multiple interpretations of the dependencies between capability-related
concepts and other elements of the enterprise architecture. This increases the need for
more rigor in the conceptualization of capability. The authors proposed the use of
capability semantics for some relevant concepts [9] based on the Unified Foundation
Ontology (UFO) [16] that represents a synthesis of a selection of foundational
ontologies. A large number of recent works [17–20] has shown that foundational
ontologies can be used to evaluate conceptual modeling languages and to develop
guidelines for their use. One of the main application domains of conceptual modeling
and methods is the business modeling called also in the Model-Driven Architecture
(MDA) approach of the Object Management Group (OMG), a “computation-
independent model” because it must not be expressed in terms of IT concepts, but
solely in terms of business language. The business domain, since it contains so many
different kinds of things, poses many challenges to foundational ontologies. For this
purpose, we have to capture the ontological categories underlying natural language and
human cognition. These are also reflected in conceptual modelling languages such as
ER diagrams or UML class diagrams called by Gangemi et al. [21] a ‘descriptive
ontology’ as opposed to ‘prescriptive ontology’, which claims to be ‘realistic’ and
robust against the state of the art in scientific knowledge. The use of UFO has revealed
some additional relationships between capability and the structural and behavioral
elements of the enterprise architecture.

Several approaches were proposed in the literature to support smart parking sys-
tems using many techniques such as agent-based systems, fuzzy-based systems, GPS-
based systems, wireless-based systems, vision-based systems, and vehicular commu-
nication. Some studies considered street parking [22–25]. Some other studies targeted
private parking spaces such as those dedicated for stadiums or for shopping malls. To
the best of our knowledge, none of these studies has tackled the problem of designing
an intelligent parking from a capability-driven perspective.

In the adopted CORE conceptual framework, capabilities focus on assets, these being
capacities and abilities. There are passive assets, the resources, and dynamic assets, the
agents, where such agents collaborate with each other. Collaboration is defined as
dependencies between the agents. These dependencies may involve the exchange of
passive assets (i.e. resources), the execution of some task, or the achievement of a goal.
Requirements engineering involves both current capabilities (related to current goals) and
desired capabilities (related to change goals), in order to model the transformations from
the former to the latter. Quality requirements, referred to as soft goals, are related to
business goals. Internal capabilities are fully owned by the considered software system;
they can cooperate with external capabilities (for instance, in order to get up-to-date
information about the context where the system is operating). Requirements engineering
within the CORE framework involves three main activities, which are carried out

Intelligent Parking Management 161



iteratively, thus incrementally refining the results being produced: information elicita-
tion, business requirements modeling, and system requirements modeling.

The intelligent management of a parking lot, especially in the case of a large-scale
sports event, requires the coordination between many actors (stakeholders) and the
development of solutions involving different technological systems and human experts.
The current work is done in the context of a larger project aiming at delivering
innovative models, techniques, and tools for the advancement of theories in both
Requirements Engineering (RE) and SCOs and concerned with the development of a
prototype for SCOs with a focus on the intelligent management of transportation for
Doha during the World Cup 2022. Emphasis is on the design and implementation of
novel methodologies and algorithms for traffic/emergency/parking management. Dif-
ferent prototypes including a prototype for safety management, a prototype for cus-
tomized recommendations of city features, a prototype for security, and a prototype for
intelligent parking (I-Parking) are being developed.

In order to offer a good quality of service to all stakeholders (i.e., persons, orga-
nizations) involved in this event, there is a need for optimizing the use of a variety of
resources (e.g., human, technological, physical infrastructure). In a parking lot area, for
example, drivers usually want to get the adequate parking spot as soon as possible
while taking into consideration their special needs (e.g., spot close to the targeted store
or gate of the stadium). The design of an I-Parking application that helps to overcome
the challenges of alignment, agility, and sustainability in relationship with dynamically
changing requirements is the main motivation for this work. The CORE approach
seems appropriate because it integrates organizational development with information
system development taking into account changes in the application context of the
solution. The concepts appearing in the CORE models, especially the informational
model, are extracted from an ontology model developed in previous work [26].

3 The CORE Approach

3.1 The Conceptual Framework

The CORE approach encourages the consideration of capabilities as a motivating factor
in RE activities. The conceptual modelling framework applied in CORE is based on
recent work [7, 27, 28]. It employs a set of complimentary and intertwined modelling
paradigms based on enterprise capabilities, goals, actors, and information objects.

In SCOs applications, a key consideration is to focus on the management of a city’s
assets and on the way these assets are transformed into on-line networks of collabo-
rating social objects in a similar way to social networks. In this context, the CORE
approach is particularly suitable since it focuses its attention on assets and their col-
laboration for achieving a certain enterprise goal. This notion is shown in the meta-
model of Fig. 1. CAPABILITIES focus on ASSETS (capacities and abilities).
For ASSETS, we distinguish between PASSIVE (resources) and DYNAMIC (agents)
assets. DYNAMIC ASSETS represent the social dimension focusing on the
COLLABORATION between these agents. COLLABORATION is defined as
dependencies between the agents. These dependencies may involve the exchange of
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PASSIVE ASSETS (resources), the execution of some TASK, or the achievement of a
GOAL. In a RE setting we are interested in both CURRENT CAPABILITIES and
DESIRED CAPABILITIES in order to model the necessary transformations from the
former to the latter. Capabilities are related to GOALS. For the goals, we distinguish
between CURRENT GOALS and CHANGE GOALS, which are related to
CURRENT CAPABILITIES and DESIRED CAPABILITIES, respectively. Goal
Oriented Requirements Engineering (GORE) has long been established as a strong
method for identifying and analyzing the intentionality of stakeholders [29, 30]. Goal-
oriented approaches such as the Knowledge Acquisition in autOmated Specification
(KAOS) method [31], i* [32], and Enterprise Knowledge Development (EKD) [33]
describe the ‘causal transformation’ of strategic goals into one or more sub-goals that
constitute the means of achieving desired ends. There is a number of quality require-
ments (referred to as SOFT GOALS) that are related to BUSINESS GOALS. These
soft goals motivate the analysis for discovering the Key Performance Indicators (KPIs)
that affect the operationalization of related goals and provide the basis for evaluating or
revising current enterprise behavior.

3.2 Capability-Driven RE

Capability-driven RE using the CORE framework involves three main activities: ‘in-
formation elicitation’, ‘business requirements modeling’, and ‘system requirements
modeling’. These activities are carried out in an iterative manner resulting in a stepwise
refinement of the results being produced:

• Information Elicitation: refers to the collection of information related to the user
case using a number of instruments (online forms, structures elicitation forms,
collaborative workshops, onsite visits). It results in textual descriptions of the
business requirements in terms of the user needs and aspirations with respect to the
foreseen functionality and quality of the new system under development. The use of
natural language has the advantage of ease of transferability but is prone to
ambiguity and inconsistencies. Defining those concepts that are relevant to the

Fig. 1. Main CORE concepts and their relationships.
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SCOs in a clear and consistent manner is done through textual analysis, which
results in the list of concepts that describe the application domain. However, it does
not define their structure, nor the interrelationships that exist between these con-
cepts, which hinders any potential analysis. The use of conceptual modelling
overcomes this shortcoming.

• Business Requirements Modeling: the capability-driven framework applied in
CORE [7, 27, 28], is used to model business requirements in terms of enterprise
capabilities, goals, actors, and information objects following the rationale discussed
in Sub-sect. 3.1. The output of this step is a set of models that can be used by all
stakeholders to ascertain whether the conceptualization of the business requirements
is accurate and relevant.

• System Requirements Modeling: in this step the business requirements should be
transformed into system requirements shifting from user needs to the system
behavior that satisfies these needs. This behavior can be described using well
accepted standards, such as UML use case diagrams. Additional, UML diagrams
(e.g. activity diagrams or sequence diagrams) can be used to identify the sequence
of activities for realizing each use case, as well as the system components involved
and the input/output information flows between these components.

4 Application of CORE on Intelligent Parking Management

Using the capability framework presented in Sect. 3, this section provides a ‘walk-
through’ of the approach showing how it has been used to model the requirements of
the I-Parking application and enable the intelligent management of a parking lot. We
focus mainly on the conceptual models developed during the capability and require-
ments modelling steps.

4.1 Modelling Business Requirements

Capability Model. The capability model focuses on the capacities and abilities nec-
essary for a particular application. Capability is a higher-level concept that gives us the
opportunity to consider the essential functioning of the application, without having to
consider how this functioning comes about. Based on the analysis of the information
provided by the stakeholders, Intelligent Parking Management requires three main
capabilities denoted in the model shown in Fig. 2 as Parking Monitoring, Guidance
Provision, and Information Management. These capabilities entail the existence of
certain capacities (in the form of resources) that the enterprise possesses and the ability
(in the form of means or skills inherent in the resources) for the resources to be of
functional use. For example, Parking Monitoring is a capability of I-Parking that
deploys resources such as IoT Devices (sensors, cameras, etc.) in collaboration with the
Parking Attendant (human agents). This capability has abilities such as monitoring the
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parking lot entrance and exit gates, classifying incoming vehicles based on some
features such as type (Truck, Emergency car, Personal car, etc.) and size (big, medium,
and small), monitoring the parking spaces, and detecting vacant spaces. In the model of
Fig. 2, the capacities and the abilities are shown for each capability. Intelligent Parking
Management is possible because of the collaboration between these capabilities. For
example, Guidance Provision, deploys a GPS system for providing vehicle routing and
collaborates both with Information Management, in order to identify the driver’s profile
and parking reservations, and with Parking Monitoring for detecting parking vacancies.
Similarly, Information Management collaborates with Parking Monitoring for updating
information regarding the status of the parking lot. Capabilities CAP1… CAP3 are
considered as internal capabilities, i.e., they are fully owned by the I-Parking system. In
addition to these internal capabilities, there are two external capabilities with which the
I-Parking system collaborates, but these capabilities are not owned, not controlled, and
not subject to any influence by the I-Parking system. The external capabilities are
Transportation Management (CAP4) and Traffic Management (CAP5). These capa-
bilities can collaborate with the internal capabilities in order to keep the I-Parking
system connected and up-to-date with the external events such as traffic jams and
accidents. This is particularly important in the case of big events, such as sporting
events.

Goal Model. The goal model focuses on enterprise’s objectives for retaining,
acquiring, or developing the necessary capabilities for the application. It describes the
‘causal transformation’ of strategic goals into one or more sub-goals that constitute the
means of achieving the desired ends. Each step can result in the identification of new
goals that are linked to the original one through causal relations, thus forming a
hierarchy of goals.As can be seen in the goal model for the I-parking application shown
in Fig. 3, the main objective is to manage a parking intelligently.

Fig. 2. Capability model for the I-Parking application.
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Three sub-goals are derived from this goal: (1) To monitor parking lot; (2) To
manage vehicle authentication; and (3) To manage vehicle routing. These are in turn
decomposed into a number of operational goals, which are finally assigned to specific
human and automated agents. For example, goal 1.3 To monitor parking spaces
automatically is assigned to the IoT Device, whilst the goal 3.3 To handle jams is
assigned to the Parking Attendant. It should be noted that these actors had already been
identified as resources (capacities) and documented in the capability model. There is a
number of quality requirements (referred to as soft goals) that are related to these goals,
e.g., the efficiency concerning the use of parking spaces. These soft goals provide the
basis for evaluating or revising the I-Parking application behavior.

Actor Dependency Model. The goal model described in the previous section gives an
intentional description of the I-Parking application. The actor-dependency model
provides the socio-technical context of the identified capabilities. There are three types
of intentional dependencies: (1) goal-dependency; (2) resource-dependency; and
(3) task-dependency. In a goal-dependency, the depender actor depends on the
dependee actor to create a certain state in the world without influencing the dependee’s
decisions to achieve the goal. In resource-dependency, the depender actor depends on
the dependee actor for the availability of an entity which can be physical (e.g.,
equipment) or informational (e.g., jam or feedback). Finally, in task-dependency, the
depender depends on the dependee to create an activity by making decisions without
disclosing them to the dependee. The I-Parking actor dependency model is illustrated in
Fig. 4. There is a complex network of relationships between the actors. For example,
the Driver depends on I-Parking for the achievement of goal 3.1 To provide parking
guidance. I-Parking in turn, depends on the GPS for the achievement of goal 3.2 To
automate vehicle routing. At the same time, I-Parking depends on the I-Parking
Repository for the provision of specific informational resources namely Sensor data
and Parking data.

Fig. 3. Goal model for the I-Parking application.
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Informational Model. Figure 5 represents a part of the informational model of the
I-Parking application. The informational model represents the concepts, relationships,
attributes, operations, constraints, and rules used to specify the semantics of the data for
the chosen domain. We represented the informational model for the I-Parking appli-
cation as a UML class diagram. The developed ontology is a generic example that
represents the concepts involved in most intelligent parking scenarios. The link
between two concepts is an association that is defined as an “Object Property”. Roles
are specified in each extremity of the association.

Fig. 4. Actor dependency model for the I-Parking application.

Fig. 5. Informational Model for the I-Parking Application.
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Inter-model Relationships. As mentioned in Sect. 3.1, the four models are inter-
twined. In particular, the required capabilities model acts as an anchor point for the rest
of the models, which will use this model for answering: “why does the enterprise need
these capabilities?” (answered by the goal model), “what socio-technical actors are
involved and how do they co-operate in order to meet these enterprise goals?” (an-
swered by the actor dependency model), and “what kind of information is used in this
co-operation?” (answered by the informational object model). This is illustrated in
Fig. 6, which, using small fractions of the complete models, shows the intertwining
between these models. As shown in Fig. 6, the collaboration between the capabilities
“CAP2: Parking Guidance Provision” and “CAP3: Parking Information Management”
gives rise to the Parking data exchange of resources between the I-Parking application
and the I-Parking Repository. This is identified as an informational resource and is
modeled in the informational model as the aggregate object class Parking Lot. Simi-
larly, the existence of the GPS in the actor dependency model is due to the business
goal 3.2 To automate vehicle routing. This example illustrates the synergy that can be
created between the four types of models. The designer has the advantage to iterate and
refine the models by examining the influences of the concepts in one model on the
others.

4.2 Modeling System Requirements

The previous models express the I-Parking requirements from a business perspective.
They describe the desired state that the user wishes to achieve and define the system
boundaries in terms of the actors that collaborate with the system in order for these
goals to be achieved. However, they do not describe how these collaborations are
realized in terms of specific interactions between the system and its users. To describe
these interactions, we propose to use UML use case diagrams. For example the use case

Fig. 6. Inter-model relationships for the I-parking application.
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diagram of Fig. 7 (left), describes the interaction between the vehicle Driver and the I-
Parking system that emanates from the goal dependency related to the achievement of
goal 3.1 To provide parking guidance. By logically grouping all the use cases, we can
determine the functional components of the I-Parking system, as shown in Fig. 7
(right).

5 Implementation Scenario

The implementation scenario of intelligent parking management (I-Parking) highlights
the effectiveness of the quest for sustainable mobility in smart cities and exemplifies the
provision of smart mobility services in urban environments in the framework of
intelligent management of transportation as a complex smart city operation. The I-
Parking system would consist of a smart phone application that communicates with a
server to obtain information about vacant parking spaces and to issue guidance to help
the driver reach the parking space. The server runs a parking management system that
maintains a database providing information about vacant parking spaces. The infor-
mation is constantly updated using appropriate sensors. Figure 8 sketches the way the

Fig. 7. (Left) Interaction between the vehicle Driver and the I-Parking system. (Right) Use case
diagram of the I-Parking application.

Fig. 8. I-Parking system.
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I-Parking system works. Such a system will make parking more effective by allowing
high parking space utilization and fast parking spot finding time, which will improve
the mobility efficiency and may reduce energy consumption and save the environment.

6 Conclusions and Future Work

In this paper, we presented a CORE based approach aimed at facilitating enterprise
agility in terms of dynamic configuration of the enterprise behavior within the context
of transportation management, and parking management as a special case. We high-
lighted some aspects of the adequacy of the CORE based development process on an I-
Parking application. The impacts of the approach in terms of process improvements lie
in its ability to allow the development of a system (in this case an Intelligent Parking
System (IPS)) in a systematic, generic, and repeatable way. What makes the proposed
approach specifically applicable for the development of intelligent systems is that it is
aimed at providing a good quality of IT solutions in dynamically changing environ-
ments, as typically needed by smart city operations. One of the challenges to be faced is
enabling the system to dynamically cope with continuous changes in the environment.
In the considered scenario changes are represented by big events, such as large-scale
sport events (e.g. football world cup or Olympic games). Although the methodology
described in this paper seems hard to follow without the support of an automated tool,
it is potentially interesting as no study in the literature has so far tackled the problem of
designing an IPS from a capability-driven perspective. In future work, we are planning
to have our investigations go into two directions. First, we will go further with the
assessment of the performance of I-Parking prototype to test the adequacy of the CORE
based approach. Second, we will apply this approach to other more complex smart city
operations such as the management of the entrance/exit of stadiums in the framework
of the Doha world cup games 2022.
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Abstract. The article deals with the combined motion control system which
provides an autonomous movement of the robot in an uncertain environment.
The motion planning level is implemented on a cascade neural network of deep
learning. The proposed structure of the network allows decomposing the task of
planning a path to the task of deciding whether to maneuver and the task of
selecting a direction to bypass an obstacle. The motion control level is imple-
mented in the form of a hybrid system that includes the neural network cor-
rection of the path, and the algorithm for avoiding collisions, built on the basis
of unstable modes. The control system was modeled and as the result of
modeling the quality of control system was obtained. The results of experiments
confirming the performance of the control system are presented. It is proposed to
classify the environment of operation of the robot according to the complexity of
the current situation, depending on the need for maneuver. The environment is
classified into complexity classes, the number of which depends on the number
of active network cascades.

Keywords: Movement planning � Two-dimensional environment �
Neural networks � Combined control

1 Introduction

The convolutional neural network is the first deep learning network that was used to
solve the symbol recognition problem [1, 13]. At present, deep learning networks are
widely used in a text [2] and object [3] recognition tasks, in navigation [4], for scene
understanding [5] and using learned patterns in other areas [6]. Promising directions of
neural network systems are researches related to deep learning technologies and self-
learning with reinforcements and using of knowledge bases (ontologies) and programs
of logical inference, posteriori training.

In automatic control systems, neural networks are used as adaptive regulators,
identifiers and path planners. Sustainability and training of neural networks are very
special and the most important things at these systems.

Article [7] considers the adaptive neural network control of helicopter when there
are parametric and functional uncertainties. Neural network control was synthesized
using Lyapunov’s method. It gives an opportunity to tracking reference signal with
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small errors. Paper [8] presents a learning algorithm for dynamic recurrent Elman’s
neural networks based on swarm particle optimization. Developed a new method of
control where dynamic identifier makes identification of ultrasonic engine’s speed.
Monograph [9] presents a neural network algorithm of path planning in uncertain 2D
environments. As a result of the comparative analysis showed neural network’s high
efficiency when solving path planning tasks. Paper [10] proposed the neural network
for identification of reverse dynamics of a discrete object. It allows giving predictive
properties to the control system.

Using neural networks as motion controllers require a high degree of reliability. It is
achieved by increasing of training set volume to dozens of millions of images. This
article research the robot control system which was created by using cascades of deep
neural networks. This structure of the system allows forming the number of cascades of
a neural network that corresponds to the current situation assessment.

2 Formulation of the Problem

We consider a two-dimensional region with dimensions Lx � Ly, see Fig. 1. The
current position (x, y) of the robot (see Fig. 1) is marked by rectangle and the desired
position (xc, yc) is marked by circle. Obstacles are shown by shaded circles.

Each obstacle is characterized by the coordinates of the center of the circle (xp, yp)
and the radius rp. Obstacles are quasistationary i.e. speed of their movement is sig-
nificantly lower than the maximum speed of the robot.

The task is to develop the learning system of robot motion planning, which auto-
matically implements the path planning and path tracking from the current position (x,
y) to the desired position (xc, yc) in the way that to avoid of collision with obstacles.
Wherein the training system must develop a sign of the complexity of the situation and
change the structure of the planner depending on the current situation.

Fig. 1. Area of operation of the robot
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3 Structure of the Learning System of Motion Planning

The solution of the task is carried out based on a cascade neural network which is
trained within the structure shown in Fig. 2. Situation Si in the form of an image comes
into a neural network consisting.

The task of the first cascade is to determine the situation in which a maneuver is
required. The first sign of a neural network cascade C1 is equal to zero in the case when
the robot must move directly to the target, without performing maneuvers. When
C1 = 1, then the robot must perform the maneuver. The task of cascade 2 is to
determine the sector where the maneuver is performed. Sign C2 is 1 if a maneuver is
required in sector 1, and C2 is −1 if a maneuver is required in sector 2 (see Fig. 1). In
this way, the second cascade of the neural network limits the maneuver in the yaw
angle in the range from u0 to u0+ p for sector 1, and from u0 to u0 − p for sector 2.
The third cascade of the neural network produces a sign C3, which selects from the
sector defined by the second cascade a subsector. For example, if the cascade 2 in the
situation shown in Fig. 1 chose sector 2, then cascade 3 limits maneuvering in the yaw
angle in the range from 2 u0 to u0 − p/2, or from u0 − p/2 to u0 − p.

The cascade structure allows you to increase the reliability of the neural network
operating.

The neural network forms signs C1, C2,…, Cn. These signs are inputs of the motion
control system. In the control system, the path of the robot is planned in the selected
neural network sector. This is performed by one of the known methods [11]. A similar
neural network is built to control the maneuvers and speed of the robot.

The evaluation of the success of reaching the target point (xc, yc) is making based
on the modeling or experiment results. If the robot reached the target point and did not
allow the collision with the obstacles, then the goal was achieved successfully. In
another way, the goal wasn’t achieved.

Fig. 2. Structure of the learning control system
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The cascaded neural network consists of n/2 levels. Each level consists of two
cascades. The first cascade of each level forms a sign that determines the need for
maneuver in a given sector. The second cascade divides the sector into two equal parts
and chooses one of the parts for maneuver. Wherein, as a result of training for each
situation is created the number of active levels is equal to that required for successfully
obstacles avoiding. Depending on the number of cascades involved, a classification of
the current situation by the level of complexity can be proposed. If C1 = 0, then the
maneuver is not required, and the situation corresponds to the level of complexity 0. If
C1 = 1, and C3 = 0, then a maneuver is required without specifying a sector in the
chosen direction. This situation corresponds to the level of complexity 1. If Ci = 1
(i = 3, 5, …), then the level of complexity is (ni + 1)/2. Parameter ni is the index of the
last non-zero odd parameter Ci. On the one hand, the classification is related to the
distance between obstacles, which characterize the complexity of the environment in
terms of the possibility of the desired position achievement. On the other hand, this
approach to assessing complexity takes into account the need and accuracy of maneuver.

The complexity of the situation can be used to select the most appropriate method
of motion planning [9], as well as to control the speed of the robot.

4 Developing of a Learning Path Planning System

We consider a rectangular area with parameters Lx = 10 m, Ly = 10 m. The maximum
radius of the obstacle is 2.5 m. It is assumed that the scene is pre-mapped, i.e. the
position and radii of all obstacles are known.

Here are equations of the kinematics of the mobile robot with differential drive

_x ¼ rk xL þxRð Þ cosu _y ¼ rk xL þxRð Þ sinu; ð1Þ

_u ¼ rk xR � xLð Þ=a; ð2Þ

where (x, y) are coordinates of the robot; u is an angle of the robot’s yaw; xL, xR are
rotation speeds of the left and right wheels; rk, a are geometrical parameters.

The motion control is based on the method [12] that solving path and position
control problems for mobile robot described by nonlinear equations.

The desired angle of yaw u* and the desired speed are:

u� ¼ arctan
y� yc
x� xc

þC1C2f nð Þ V� ¼ cVk pnk k; ð3Þ

where C1, C2 are parameters produced by the neural network; Vk is desired speed of the
robot when moving towards the target; pn = [x − xc y − yc]

T is directing vector; pnk k
is the Euclidean norm of the directing vector; n is a solution of the equation

_n ¼ � Tn � bð Þnþ b; ð4Þ
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Tn is the constant positive parameter that determines the value of the characteristic
number of the system (4) when the robot moves in a stable mode; b is bifurcation
parameter [12], that defined by the expression:

b ¼ Tn þ b0ð Þsgn
Xn

i¼1

ri � rsj j � ri � rsð Þ½ �
 !

; ð5Þ

ri is a distance to the i-th obstacle; rs is safety distance to the obstacle; n is the number
of obstacles; sgn – the sign function; b0 is a positive parameter.

If a robot maneuver is required then C1 = 1, in a different way C1 = 0. If C1 = 1,
then the second cascade participates in the decision-making process. Parameter C2

takes the values +1 or −1 and is the output of the cascade 2 of the neural network. The
following pairs of cascades work in a similar way to cascades 1 and 2. The function f(n)
determines bounds of the sectors for the robot.

Thus, the first pair of cascades of the neural network decides whether to maneuver
(cascade 1) and select the sector for maneuver (cascade 2). The sector size is p radians.
The second pair of cascades of the neural network decides if the maneuver is necessary
within the selected segment (cascade 3) and selects a subsector within the sector
(cascade 4). The subsector size is p/2 radians. The subsequent pairs of cascades of the
neural network work similarly.

Parameter b0 defines the value of the eigenvalue of Eq. (4) when the robot moves in
an unstable mode. As follows from (5), for b = 0, the eigenvalue of Eq. (4) is −Tn.
When approaching an obstacle, ri < rs, the bifurcation parameter changes to the value
Tn + b0. As a consequence, the characteristic number of Eq. (4) changes to the value
b0.

The speeds of the robot wheels are calculated on the basis of the desired orientation
angle and of the speed of movement in accordance with the expressions:

xR

xL

� �
¼ rk

1 1
1=a 1=ak

� ��1
V�

u�

� �
: ð6Þ

To learn the first cascade, the following procedure is applied. At the first stage,
scenes are generated with randomly located obstacles and random initial and target
positions of the robot. Obstacles may overlap, and the initial and final position of the
robot are at a distance not less than rs = 1 m. The resulting scenes are fed into the
control system at C1 = 0, without using the neural network. The control system gen-
erates the effects of providing linear motion to the target. Next, the working of control
system is simulated. Based on the simulation results, we determine the minimum
distance rmin from the robot to obstacles when moving toward the target. If the distance
rmin is greater than the permissible value, then the conclusion is made that in this
situation it is not necessary to maneuver. If the distance rmin is smaller than the
permissible value, then the conclusion is made that in this situation it is necessary to
maneuver.
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The first cascade is the convolutional neural network with 5 hidden layers. The
learning set size for the training was 1000 images. Size of image is 131 � 175 pixels.
The layer ‘convolution2dLayer’ is a sliding filter with a 3 � 3 pixel. After convolution
we use a layer ‘batchNormalizationLayer’. After each normalization layer, the image is
processed by a filter ‘maxPooling2dLayer’ with a 2 � 2 dimension which selects the
maximum values from the matrix of pixel values. The layer ‘SoftmaxLayer’ is applied
so that the network can be used for classification to more than two categories. In the
output layer ‘classificationLayer’ the desired class is finally determined.

During the training, the size of the packets was optimized. All data that was divided
into packets are going through the neural network. The highest accuracy of recognition
of the verification data set was 90.02%.

To learn the second cascade scenes of C1 = 1 are selected. Since the resulting
sample of images is smaller than the initial set, it is complemented by generating
situations under the initial conditions of the robot, which are approximately at a dis-
tance rs. to any of the obstacles. In this case, each generated situation belongs to the
“Maneuver needed” class and can be used to train a 2nd cascade of the network.
Training of the 2nd cascade of the neural network is carried out in the same way. The
obtained accuracy of training on a sample of 614 situations for each class (“Maneuver
to the left” and “Maneuver to the right”) is equal to 93.3%.

The trained two cascades determine the minimal configuration of the neural net-
work, which plans the path of the robot.

5 The Results of Numerical Studies

Consider the simulation results. For this, 394 additional scenes are generated, in 160
cases maneuver is required. The simulation results of an intelligent robot control
system with a neural network scheduler are presented in Fig. 3. Numerical parameters
characterizing the quality of the control system are presented in Table 1.

Fig. 3. Results of control system simulation
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Table 1 also shows the results of the operation of the control system using a neural
network consisting of one cascade, which classifies the current situation into three
classes: maneuver to the left; no maneuver needed; maneuver to the right. The structure
of the neural network corresponds to Fig. 2. The training sample is the same as the
sample used to train the cascade network. As can be seen from Table 1, the proposed
cascade network has the accuracy of making the right decisions 10% higher than the
network with one cascade.

6 The Results of the Experiment

Consider the results of the experiment, its purpose is to test the performance of the
neural network control system in practice. Experimental studies were carried out using
a wheeled robot operating on the basis of the Raspberry Pi 3 microcontroller with the
ROS operating system installed. The robot was coordinated in space using an RP lidar.
On a stationary PC, in the Matlab program, using a trained neural network, the tra-
jectory was calculated and divided into points. The set of points was transmitted via the
Wi-Fi radio channel to the robot’s OS, which worked them out one by one. The
interaction of ROS with Matlab was implemented using the Robotics System Toolbox
software package. The result of the route is shown in Fig. 4 as a combination of robot
positions at different times.

Table 1. Numerical evaluation of the control system quality

Parameter Cascade of neural
networks

Single neural
network

Parameter value

The total number of experiments 394 387
The percentage of successful tests, % 92.9 83.2
The percentage of correct decisions 1th
cascade, %

91.2 –

The percentage of correct decisions 2nd
cascade, %

94.2 –

Fig. 4. Results of experimental modeling of the control system
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7 Conclusion

The article proposes algorithms for the intelligent control system of a ground robot.
A cascade neural network is proposed, which allows decomposing the problem of
multidimensional environmental classification into separate classification tasks into two
classes. This approach allows increasing the percentage of correct decisions made by
the neural network. On the base of simulation results, it was shown that a cascade
neural network, compared to a single neural network, is 10% more accurate in deciding
how to bypass obstacles. It was proposed to estimate the complexity of the situation (in
terms of the robot’s movement towards the target) by the number of cascades required
to bypass obstacles. This approach to estimating the complexity of a situation allows
for two factors to be taken into account. They are needed for maneuver and the
accuracy of maneuvering. The proposed algorithms are experimentally investigated
using a wheeled robot. The experiments confirmed the efficiency of the control system
and the advantages of the proposed approach.

The developed neural network system is trained in a certain environment. However,
it does not plan all the way to the target point, and only generates the direction of
movement at the current time. This allows it to be used in an uncertain dynamic
environment. Traditional planning methods in such a situation require recalculation of
the entire trajectory of movement at each step. On the other hand, the use of a specific
map for training allows you to not apply training with reinforcements, which is
effective in the case when it is impossible to work out in advance the optimal plan of
movements.
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Abstract. Upcoming space missions are requiring a higher degree of
on-board autonomy operations to increase quality science return, to
minimize close-loop space-ground decision making, and to enable new
scenarios. Artificial Intelligence technologies like Machine Learning and
Automated Planning are becoming more and more popular as they can
support data analytics conducted directly on-board as input for the on-
board decision making system that generates plans or updates them
while being executed. This paper describes the planning and execution
architecture under development at the European Space Agency to target
this need of autonomy for the ops-sat mission to be launched in 2019.

Keywords: Autonomous systems · Planning and scheduling

1 Introduction

The mission of scientific satellites in space consists, at a very general level, in
making scientific observations and in downloading collected data to Earth trough
ground stations. Current common practice for most of these missions, is to gen-
erate plans in the ground mission control facilities, and then to upload them as
static sequences of time-tagged telecommands to be executed by the satellite at
some point in the future. This approach has obvious limitations because of the
intrinsic uncertainty at execution time: for instance in case of Earth observing
satellites, meteorological conditions can significantly impact observations quality
and the amount of data actually generated by the experiments is rarely known
in advance with enough precision to generate accurate dump plans. Moreover,
temporal communication delays, particularly for deep space missions, make even
more critical the problem: local and spontaneous phenomena cannot be observed
properly, because when they are detected through an analysis of dumped data
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on ground, it is usually too late to organize a proper observation plan or to
update the plan on board to follow them.

As a result, the efficiency of these systems is reduced by contingent condi-
tions difficult to predict at planning time and difficult to accommodate in a rigid
process that keeps planning and execution strictly distinct: a lot of low quality
data are being collected and dumped for instance, the amount and effective-
ness of planned experiments is reduced because of the use of very conservative
models for memory management and because of the impossibility of supporting
opportunistic science.

Upcoming missions instead, either targeting Earth, planets or deep space,
are requiring a higher degree of on-board autonomy operations to increase qual-
ity science return, to minimize close-loop space-ground decision making, and
to enable new operational scenarios. Machine Learning and Automated Plan-
ning are enabling technology to support data analytic directly on-board and to
provide the input for the on-board planner. This paper describes an on-board
planning and execution architecture deployed at the European Space Agency
(Esa) to target this need of autonomy for the ops-sat mission, a 3-Unit Cube-
Sat structure. The mission aims at testing and validating new techniques in
mission control and on-board systems [1]. It consists of a satellite that is only
30 cm high but that contains an experimental computer that is ten times more
powerful than any current Esa spacecraft.1

The architecture presented is based on an automated, domain independent,
planner, a platform-agnostic executive, and an on-board image classification sys-
tem. The project here described constitutes a first attempt to the application
of Artificial Intelligence in Esa for on board autonomy on a flying mission. Ini-
tial steps were taken in the past to validate, on the ground segment, building
blocks technologies such as diagnostics and automated planning. The proposal
aims at enhancing the state of the art of the Agency taking inspiration from
previous nasa-jpl missions that have pioneered and proven the value of AI plan-
ning and scheduling for injecting autonomy in space applications: Remote Agent
Experiment (rax) on Deep Space 1 (ds-1) [2] and the Autonomous Sciencecraft
Experiment (ase) on Earth Observing 1 (eo-1) [3]. Lately, nasa launched the
ipex CubeSat [4] to validate new technologies for on-board image processing
and autonomous operations.

The paper first introduces the mission scenario and the autonomy experi-
ment. Then it presents the architecture implemented and describes one of the
testing scenarios used to validate on-board autonomous capability on ops-sat.

2 OPS-SAT

The ops-sat mission has been conceived as an opportunity for testing new con-
cepts and technology in an in-flight environment. The idea is that the validation
through ops-sat, it would make easier the acceptance and adoption of these

1
ops-sat launch date is currently scheduled for November 2019.
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solutions in future missions. This is mainly because of the difficulty to perform
live testing in the domain of mission control systems. No-one wants to take any
risk with an existing, valuable satellite unless strictly necessary. This makes very
complex to introduce new concepts, techniques or systems in orbit. ops-sat is
based on a low-cost satellite that is rock-solid safe and robust even if there are
any malfunctions due to testing. The robustness of the basic satellite itself will
give Esa flight control teams the confidence they need to upload and try out
new, innovative control software submitted by experimenters; the satellite can
always be recovered if something goes wrong during an experiment execution.
Achieving this level of performance and safety at a low cost is a challenge. To do
this, ops-sat combines off-the-shelf subsystems as typically used with cubesats,
the latest terrestrial microelectronics for the on-board computer, and the expe-
rience Esa-Esoc has gained in safely operating satellites for the last 40 years.
ops-sat can be seen as an open, flying “laboratory” for in-orbit demonstra-
tion of (r)evolutionary new control concepts and software systems that would be
otherwise too risky to trial on a “real” satellite.

2.1 On-Board Autonomy Experiment

Our on-board autonomy experiment is based on two pillars: (1) the possibility
of analyzing images directly on-board and (2) the presence of an intelligent
planner to promptly react to the results of the analysis by accommodating the
current plans and/or to generate new plans for achieving new goals. In particular,
the goal of our experiment is not limited to validate the adoption of on-board
autonomy capabilities in the case of planning satellite tasks, but it also considers
to evaluate the necessary changes to be introduced in the ground system to
properly control the satellite without limiting the on-board intelligence.

A superficial analysis could assume that functions usually performed on
ground will disappear from the ground segment once performed on-board. How-
ever a closer look shows that autonomy induces three evolutions in the role of
the Ground Segment [5]:
1. Commanding and monitoring of on-board autonomous (decisional) pro-

cesses. This can be quite different from Monitor & Control (M&C) of clas-
sical processes (i.e. how to M&C on-board orbit control, on-board mission
planning or advanced Fault Detection, Isolation and Recovery (FDIR), etc.);

2. On ground automation, that participates to the global system autonomy
(i.e. automation of Telemetry/Telecommands loop, mission plan update,
detailed telemetry downloading);

3. Support to on-board autonomous processes. Enhanced autonomy induces a
new re-partition of processes between Ground and Space, but even if some
decisions are taken on-board, it is still valuable that part of it is performed
on ground (i.e. for FDIR, platform management, orbit management).

The latter is crucial for mitigating the risks associated with on-board autonomy.
All possible situations cannot be tested before launch, and on-board constraints
usually do not allow embarking the most capable software. In that case, the
ground segment shall provide functions to handle extreme situations.



On Board Autonomy Operations for OPS-SAT Experiment 185

(a) Target Identification (b) AoI

Fig. 1. Survey of the area of interest

Testing Scenario. The potentialities of the architecture for on-board autonomy
presented in this paper are demonstrated in a testing scenario which is composed
by two phases. In the first phase the satellite is continuously scouting for an
interesting phenomena (e.g., the presence of a volcano) by using an on-board
image classification algorithms. In practice the satellite will repeatedly taking
pictures and analyze them until the particular target picture is found.2

The finding of the target (see example in Fig. 1(a)) stops the first phase
and triggers a second one in which a survey of the Area of Interest (AoI) is
planned. This consists in planning a series of pictures in order to cover a larger
area around the target picture, Fig. 1(b). Each picture of the survey will have
latitude and longitude values such that the area around the identified target is
consistently covered. More precisely, given a target identified by the couple of
latitude and longitude values (x, y), the survey of the area consists of a set of
actions TakeP icture(x′, y′) to take pictures at latitudes (x′, y′) around (x, y)3.

In the allocation of the pictures several aspects shall be considered. First,
the satellite orbit: in fact, given the geographic location of each picture, the
orbit is used to determine the time windows when the satellite has direct
line-of-sight to the picture’s location. Second, the limited on-board memory:
each picture has to be stored in the on-board memory before it can be down-
loaded to the ground (no continuous communication to earth is possible).
Last, the limited availability of ground stations to download the data. This
can be seen as a set of downloading activities which routinely empty the
on-board memory (completely or partially depending of their duration).This

2 It is worth noting that, during this scouting phase, the pictures will not be stored
in the memory nor downloaded to the ground.

3 Considering the distance between two adjacent images, δlat and δlong, and level
the number of ‘circles’ around the target that should be analyzed, we have, ∀i, j =
−level, ..., level:

x′ = x + i ∗ δlat

y′ = y + j ∗ δlong

.
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resulting planning problem requires to find a time allocation of a set of pictures,
TP = {TakeP icture(x0, y0), .., TakeP icture(xn, yn)}, considering that:

– each picture has a set of windows of opportunity, Oi;
– the capacity of the on-board memory, Cj ;
– a set of pre-defined downloading opportunities D = {dl0, .., dlm}.

It is important to notice that the problem does not imply any temporal order in
which to take the different pictures composing the survey. Furthermore, during
the execution of the plan, further adjustment could be required. In particular
we will consider to analyze directly on-board the quality of the single pictures
taken from the AoI. For instance cloudy pictures could be of no use, therefore
the plan should be updated to re-take the picture.

The experiment follows the path first investigated in [3]: where in [3] a sched-
uler is used on-board to allocate set of flexible activities, in our case a more
complex automated planner is used to also generate on-board the activities to
achieve high level survey goals.

3 System Architecture

Figure 2 illustrates the system architecture. This is composed by (1) an auto-
mated planner that provides the deliberative capabilities (in green); (2) an exec-
utive module to instantiate plans into commands for the platform, providing con-
trolling and execution monitoring capabilities (in pink); (3) a set of data analyzer
and anomaly detection modules (in blue); (4) an overall controller that masters
the interactions among the planner, the executive and the data analyzers.

The Command and Telemetry Dispatcher or ctd (in black in Fig. 2) is
responsible for connecting the system to the platform. This is done by interfacing
to a middleware layer, the Nanosat Mission Operation Framework, or nmf [6].
The framework, highlighted in yellow in the figure, wraps the different ops-sat’s
hardware components and modules such as the GPS receiver, the HD-Camera
Module, or the Magnetometer. The autonomy system can directly manipulate
a subset of these components and read sensory values with simple Java API
method calls. Changing the attitude4 of the spacecraft or taking pictures are
examples of the functionality provided by the nmf.

The ctd translates control statements received from the Executor into nmf

procedure calls, and returns parameter values to telemetry queries from the
Executor and/or the Controller. For instance when a picture is taken, the Con-
troller uses the ctd to send it to the Image Classification module. The latter
performs a different tasks depending on the phase of the experiment. During
scouting, the image classifier check the presence of a particular event (e.g., a
volcano). During survey instead, the image classifier focuses only on the quality
of the picture taken. In both phases the results from the image classification
analysis are sent to the controller that can take different decisions: (1) save the

4 The attitude defines configuration and orientation of the satellite.
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Fig. 2. System overview. (Color figure online)

image and plan a survey if a target is found; (2) do nothing if the target is not
in the image; (3) don’t save the image if cloudy and plan a new acquisition for
the picture.

3.1 Deliberative Technology

The deliberative capabilities are provided by a planning technology based on
constraint based temporal planning with timelines. The planner has been devel-
oped on top of apsi (Advanced Planning and Scheduling Architecture) [7], an
Esa software framework designed to improve the cost-effectiveness and flexibility
of AI planning and scheduling tools deployment.

Timeline-based temporal planning is inspired by classical Control Theory,
where a problem is modeled as a set of entities, or timelines, whose properties
vary in time, such as one or more physical subsystems. The timelines evolve over
time concurrently while their behaviors can be affected by control decisions5.

Specifically the planning problems is defined using two classes of modeling
components, state variables and resources, and their valid interactions are spec-
ified by means of synchronizations.

State variables represent components that can take sequences of symbolic
states subject to various (possibly temporal) transition constraints. This prim-
itive allows the definition of timed automata representing the constraints that
specify the logical and temporal allowed transitions of a timeline. A timeline for
a state variable is valid if and only if it represents a timed word accepted by the

5 A detailed description of the timeline based approach, state of the art of the tech-
nologies in use and basic concepts is out of the scope of this paper. More information
can be found, for example, in [8–11].
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automaton. The timed automaton (or in the apsi case, the state variable) is a
very powerful modeling primitive, widely studied [12], and for which different
algorithms exist to find valid timelines.

Resources are used to model any physical or virtual entity of limited avail-
ability, like those commonly used in constraint-based schedulers [13]. A resource
timeline represents the resource profile of availability over time as resulting from
the quantitative use/production/consumption over a time interval or at time
instants. A resource timeline is valid if and only if the profile never exceeds the
resource capacity.

The physical and technical constraints that influence the interaction of the
sub-systems (modeled either as state variables or resources) are represented by
temporal and logical synchronizations among the values taken by the automata
and/or resource allocations on the timelines. These constructs define valid
schema of values allowed on timelines and link the values of the timelines with
resource allocations. In particular they allow the definition of Allen’s relations
[14] like quantitative temporal relations among time points and time intervals as
well as constraints on the parameters of the related values. From a planning per-
spective, the synchronizations define the cause-effect relations among the states
of the model, describing how a given status can be achieved.

In this context, problem solving consists of generating feasible timelines to
model a desired system behavior, simulating the temporal evolution of relevant
subsystems status and of relevant parameters values. Timelines are then used
to control the platform in a closed-loop control schema: an executor translates
timeline’s values into commands and synchronizes actual values read from the
platform with the simulated values into the timelines. When discrepancies are
detected, a new plan is generated starting from the actual status of the platform.

One of the reasons for the use of this type of planning is the capability to
enable, in a flexible way, the integration of planning and scheduling. A plan is
constituted by a set of timelines and temporal/value constraints among them.
A timeline is a sequence of values, a set of ordered transition points between
the values and a set of distance constraints between transition points. When
the transition points are time-bounded by the planning process instead of being
exactly specified we refer to the timeline as time flexible and to the plan resulting
from a set of flexible timeline as a flexible plan.

A flexible plan is defined over temporal variables usually named time points.
Temporal reasoning is framed as a constraint satisfaction problem over time
points bounding the possible occurrence of time points to achieve relations stated
among them. Hence the events in the plan have a possible lower and upper
bound of temporal occurrence instead of a fix occurrence, and these bounds can
be dynamically recomputed, by propagating new constraints, when the plan is
executed and an actual temporal occurrence is stated for the time points. Simple
Temporal Networks (STN) [15] are the most popular formalism for constraint
based temporal reasoning. The temporal information is encoded as a distance
graph. The vertices correspond to the (temporal) events and the edges to the
temporal constraints between events. The edges are labeled with the lower and
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upper temporal bounds for the distance constraint between events. An STN is
said to be consistent iff there exists a schedule (an assignment to the time points)
that satisfies all the temporal constraints.

In situations where everything is under the control of the agent driven by the
plan, a consistent plan is enough to ensure a reliable control. But in dynamic
and partially unpredictable environments where some occurrences depend on
others observable only at execution time, a formalism more suitable is STNUs
(Simple Temporal Network with Uncertainty) [16], an extension of STNs where
time points are classified into executable, which actual occurrence can be chosen
by the agent executing the plan, and contingent, where the occurrence is chosen
by the environment external to the executor. In the STNU case, the consistency
definition is not directly applied due to the uncertain assignment of contingent
time points at planning time. For a STNU, instead than consistency checking, a
controllability [17] property is defined, which verifies whether an agent can gen-
erate a valid/consistent schedule to any situation that may arise in the external
world (strong controllability) or, if this is not possible, if the agent can have a
strategy, at execution time, to choose future controllable events given the con-
tingent occurrences observed in the past (dynamic controllability).

In the ops-sat experiment some events presents uncertainty in their tem-
poral duration (see Sect. 4 for some examples), hence the Planner will generate
temporally flexible plans and leave to the Executor the task of instantiating the
schedule at run time (see Sect. 3.3).

3.2 Controller

The Controller is responsible for integrating the planner with the executive and
the analyzer. Figure 3 shows the control workflow. The current testing scenario
is limited to two main tasks are considered. To take pictures searching for a
specific target, and to survey an Area of Interest. Once the task is selected, the
controller monitors the current status of the platform, via the ctd, and defines a
planning problem with goals and initial conditions for the planner. The Planner
creates a flexible plan that is then passed to the Executor.

The Executor works with the ctd to dispatch commands and to inject values
into the plan. Three possible situations can occur: (1) the execution goes as
planned, i.e. the flexibility provided by the plan is sufficient to achieve the goals.
In this case the controller is notified with success and the cycle restart from the
pool of tasks; (2) during execution an exception triggers a re-planning, i.e. some
temporal occurrences goes out of the planned bounds or values not planned are
injected into the timelines. In this case the execution aborts and the control is
given back to the Controller, that is in charge of generating a new sets of goals. In
the testing scenario a no-nominal situation occurs after taking an image when it
is classified as cloudy, hence a replanning occurs after discarding the image; (3) an
interrupt from one of the analyzers triggers a re-planning. In this case the plan
is being executed as nominal, but an external trigger fosters the autonomous
generation of new tasks. In this case the Controller can either interrupt the
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execution and generate a new plan or decide to generate only the tasks and wait
for them to be selected in following iterations.

3.3 Executive

The executive is organized into three core services: the Clock, the Plan Executor
and the Timeline Executor. The Clock (shown as a clock icon in Fig. 2) generates
ticks in a periodic interval and sends notifications to synchronize the system real
time with the plan virtual time in the threads under concurrent execution. A
tick contains an increasing id number and the timestamp of its release, triggering
the Controller and the Executor. In this way it can be determined how much
time passed since the last trigger and if a tick was accidentally skipped because
a thread were unable to process it.

The Executor process is initiated by the Controller that passes a flexible
plan in which each timeline provides a set of transitions between values to be
scheduled with respect to the transitions of the other timelines. While control-
lable transitions are under the control of the Executor, the uncontrollable ones
are translated into queries for the ctd that will inform the Executor on their
occurrence. For each timeline, the Executor creates a separate thread and moni-
tors the execution ensuring controllability, propagating events as constraints on
the temporal database or on the values in the timelines. Once all the threads
have reached the end, the Executor sends a notification to the Controller that
the plan has been successfully completed. Conversely, if an exception arises, the
Executor raises an exception for the Controller and aborts the process.
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Table 1. Precision, Recall and F1-Score.

Accuracy 0.937
Precision 0.939

Recall 0.932
F1-Score 0.935

Table 2. Confusion matrix.

Prediction
Clouds Clear

True
Label

Clouds 80 3
Clear 6 54

3.4 Data Analyzers

The analyzers implemented are based on Convolutional Neural Network for
image classification (see for instance [18] for a survey). In particular several
neural networks have been created to analyze information coming from the nmf

platform.
A first model has been introduced to analyze images and determine the level

of cloudiness. A small Convolutional Neural Network, which has two Convo-
lutional Layers followed by Maxpooling Layers and two fully connected Dense
Layers, can classify images to be cloudy/clear with an accuracy of 0.937 and an
F1-Score of 0.935 (see Table 1). However, the model misclassifies an image as
cloudy in case of presence of ice or snow. Table 2 shows the confusion matrix of
the validation set. The six misclassified cloud images are all images that contain
a high percentage of white pixels due to snow and ice. A possible explanation
could be that the image gets downscaled from 2000 × 2000 pixels to 128 × 128
pixels which leads to an information loss. Also ops-sat camera can only take
RGB images and has no other channels available to distinguish between white
clouds and white snow. The three misclassified pictures with no clouds on the
other hand could be misclassified because of inconsistent labelling. To solve the
problem of misclassifying snow and ice images as cloudy, the model needs more
data. It would also help to have other channels available to distinguish clouds
from snow and ice.

The second model classifies an image to identify interesting objects to track.
The same small Convolutional Neural Network can be used to classify points of
interest in images. The only difference to the previous model is the bigger output
layer. Each node of the output layer refers to a class. A preliminary concept of
this model classifies following labels: (1) Volcano, (2) Island, (3) Human-made,
(4) Land, and (5) Water. One image can have multiple classification labels. For
example an image containing an island also contains water.

4 Model

For the case of the Testing Scenario described in Sect. 2.1, we need to control
the camera payload, the memory storage sub-system and the attitude of the
satellite. Relevant information out of control of the planning system but needed
at planning time is the GPS coordinate covered by the satellite in a given time
interval. Besides that we model also the image classification sub-system. We
model then the planning problem starting with a Mission Timeline mt where
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we post the goals describing the objectives to be achieved with the plan. The
mission timeline state variable will take the following values:

– search target(?t, ?x, ?y, ?file id) - the goal of searching for a target of
type ?t, storing the picture in a file with the id ?file id;, returning the GPS
coordinates 〈?x, ?y〉;

– takePicture(?x, ?y, ?file id) - the goal of taking a picture in 〈?x, ?y〉 (GPS
coordinates) and store the picture in a file with the id ?file id;

– Idle() - the idle status.

The camera is modeled as a state variable cam taking the following values:

– camIdle(), when the camera is not taking pictures;
– takePic(?file id) when the payload is taking a picture that will be stored

in a file with id = ?file id.

The attitude is modeled by a state variable att taking three possible values:

– Locked(?x, ?y), when the satellite is actively pointing the target in 〈?x, ?y〉
and following it along the orbit;

– UnLocked(?x, ?y), when the satellite is pointing towards 〈?x, ?y〉 but not
actively tracking the target;

– Locking(?x, ?y) when the satellite is locking onto 〈?x, ?y〉. The attitude is
actively maintained only during the lock status.

Once the images have been acquired the lock is released and re-acquired when
a different area has to be observed. Hence transitions of the state variable
att follows the loop → Locked(. . . ) → UnLocked(. . . ) → Locking(. . . ) →
Locked(. . . ) → and so on.

The Memory MEM is modeled as resource timeline that keeps track of the
spacecraft memory allocation.

The GPS coordinates are stored in the timeline of a state variable gps. This
timeline is not under the control of the planner as it depends on the orbit of
the satellite which cannot be changed by the experiments. It is generated in
advance by querying an on-board service that gives information on when ops-

sat will be covering a range of GPS coordinates and provided to the planner
in the planning problem with goals to achieve. Since we are not interested in
all the coordinates covered by the satellite along its orbit, we model a state
variable taking only the following values: NotInPosition(), denoting that the
spacecraft is currently not covering any area of interest for the current planning
session, and Position(?x, ?y) when the satellite is above an area covering the
〈?x, ?y〉 GPS coordinates.

The image classification sub-system is modeled by means of a state variable
class taking the following values:

– ClassIdle(), when no classification algorithm is classifying at the moment;
– ClassifyClouds(?file id), when the image taken by the camera with id

file id is currently being classified as cloudy or clear;
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Fig. 4. Model execution logic

– SaveImage(?file id) denotes the procedure to save the image once its been
classified as clear;

– ClassifyInterest(?file id) denotes that the image gets classified again
to analyze the level of interest in the picture;

– FollowTarget(?object) when an interesting object needs to be followed
has been identified.

The system status switches from ClassIdle() to ClassifyClouds(?file id)
just after an image has been taken. At this point we plan assuming that an
image is clear and no interesting target to follow are identified in the image
(see Fig. 4). This is the nominal plan, then after having classified the image
the plan switches the system into a status SaveImage(?file id) followed by
ClassifyInterest(?file id) and back to ClassIdle(). If during execution an
image is classified as cloudy, a value ClassIdle() is injected into the time-
line and a replanning occurs (in this case to recalculate the memory occupation
that results different than planned since the image is being discarded). Simi-
larly if after ClassifyInterest(?file id) a status FollowTarget(?object) is
injected in place of the idle status planned, the re-planning procedure is fired
to generate a new plan to follow the interesting object found (in the following
orbits). If everything goes as planned, the image is classified, saved, analyzed
and then the execution moves to the next observation planned.

The goal takePicture(?x, ?y, ?file id) on the mission’s timeline mt can
be achieved by (a) having the camera taking a picture with id = ?file id,
(b) with the attitude locked in 〈?x, ?y〉 and (c) classifying the picture once
taken. Hence we have synchronizations in the model stating that (a-c) a value
takePicture(?x, ?y, ?file id) contains

6 both a value takePic(?file id) on
the timeline cam and a value ClassifyClouds(?file id) on the timeline class;

6
contains, during and before are temporal constraints in Allen’s temporal logic
[14] among the interval where the values occur.



194 S. Fratini et al.

(b) occurs during a value Locked(?x, ?y) on the timeline att. In addition to
that, since an image can be classified once the acquisition procedure has ter-
minated, we specify that the value ClassifyClouds(?file id) on the timeline
textscclass occurs after the value takePic(?file id) on the timeline cam. Sim-
ilar statements synchronize the locking values during the GPS visibility of the
target and the SaveImage(?file id) value with a memory resource allocation.

Regarding controllability, most of the states defined above can be executed
under the control of the planner but have an uncertain duration. During plan-
ning only bounds of acceptable duration can be considered, hence the states
are modeled with controllable starting point and contingent ending points. For
instance the already mentioned locking value for the attitude subsystem or the
take image value, whose actual duration depends on the acquisition camera pro-
cedures. Also the actual footprint in memory of an image can only be evaluated
with some uncertainty. For this reason, the flexible planning (Sect. 3.1) and the
execution strategies (Sect. 3.3) are necessary to support this experiment.

5 Conclusions

As its main contribution, the paper presents an on-board autonomous con-
trol architecture which combines a domain independent planner, a platform-
agnostic executive, and an on-board image classification system. The project
here described constitutes a first attempt to the application of Artificial Intelli-
gence in Esa for on board autonomy on a flying mission. Initial steps were taken
in the past to validate, on the ground segment, building blocks technologies such
as diagnostics and automated planning.

In order to validate the architecture, a testing scenario is currently under
the System Validation Test. The paper presents and discuss in detail a part of
this test. The experiment uses the Nanosat Mission Operation Framework ([6]).
The nmf and the Experiment are implemented in Java 8. To run the experiment
on the computer, we use the Netbeans IDE 8.2 and to simulate the satellite we
use the Nanosat-MO-Simulator (Developer Version 2.0) of the NMF SDK. The
Dell Latitude computer we use for this experiment is equipped with Windows
10 64-Bit, 16 GB DDR4 SDRAM and an Intel Core i7-7600U with 2 cores and
2.89 GHz processing speed. To test the experiment on real hardware, we use a
MitySOM 5CSx System on Module dual-core 800 MHz ARM Processor running
with a Linux distribution named Ångström 32-Bit.

Future work foresees to support the on-board system with a ground system
that could complement and support the autonomous capability. The ground
system will have the role of validating the plan generated on-board with respect
to the overall mission objectives. For instance, the satellite can run multiple
experiments in parallel and another experiment could require the use of the
same payload (the on-board camera). For what concerns the extension of the on
board capabilities, analysis of radio frequencies and magnetic forces as well as
anomaly detection of telemetry values [19] is currently work in progress.
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Abstract. This research deals with the coverage path problem (CPP)
in a given area with several known obstacles for agriculture Unmanned
Aerial Vehicles (UAVs). The work takes the geometry characteristics of
the field and obstacles into consideration. A practical method of the
coverage path planning process is established. An obstacle avoidance
path planning is used to find a coverage path for agriculture UAVs.
The method has been tested with an Android application and is already
applied in reality. The results turn out that the method is complete for
this kind of coverage path planning problem.

Keywords: Coverage path problem · Obstacle avoidance ·
Agriculture UAVs

1 Introduction

In recent years, Unmanned Aerial Vehicles (UAVs) are widely used in agriculture
activities. Most UAVs have the ability to take autonomous flight. However, in an
area with obstacles such as trees, poles or cabins which are usually located within
the working fields, the agriculture UAVs have to be manipulated by remote con-
trol pilots to keep safety. This could be very inconvenient, and even dangerous
in large scale field where human eyesight is limited. In order to make agricul-
ture UAVs capable to work in fields of obstacles automatically, we give out this
practical obstacle avoidance path planning method. Besides obstacle avoidance,
it’s also a coverage path planning method that makes the UAV able to cover the
whole working area.

The coverage path problem (CPP) was firstly investigated by Zelinsky et
al. [1] on a ground robot in 1993, to minimize the length, energy consumption,
and travel time. Later, Carvalho et al. [2] proposed an algorithm for a cleaning
robot in an industrial environment with unknown obstacles. The path planning
problem has attracted a lot of attention with the development of UAVs. Li et
al. [3] studied an exact cellular decomposition method for UAV path planning in
a polygon region. For the purpose of precision agriculture mapping, Barrientos
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et al. [4] divided the polygon area and conducted path planning for each subarea
for multi-UAVs. Torres et al. [5] presented a path planning algorithm for a single
UAV with the less turns and coping with both convex and non-convex regions.
Li et al. [6] used an algorithm to minimize the consuming of energy by the UAV
for covering 3D terrain. And a study in [7] introduced a multi-robot boundary
coverage problem with the application of inspection of blade surfaces inside a
turbine. Moreover, the survey given by Galceran and Carreras [8] conducted a
comprehensive explanation on CPP.

In this study, we adopt multirotor UAVs as the agent, which are mostly used
in agriculture activities. The problem is described in Sect. 2. Then we use a cut
and search strategy to get an obstacle avoidance path for the mission in Sect. 3.
Finally we give out the results of this method with an Android application in
Sect. 4. A conclusion is made in Sect. 5.

2 Problem Description

In practice, the field and obstacles data are measured with the GPS position of
their corners. The workers measure the GPS position of the field or obstacles
one by one to form polygons to represent the areas. Any GPS device or a precise
map can be easily used to take the samples.

Input Definition:

– The point class is defined as PT = {(Lat, Lon,Xn, Y n) ∈ R
4}. The orig-

inal Lat and Lon can be measured with a GPS device like smart phone,
UAV onboard GPS etc. And X and Y can be calculated with the simplified
equations.

– The corner class is defined as CR = {(pre, next, data), data ∈ PT }, pre
points to the previous corner and next points to the next point. It’s a double
linked list. The corners of a district polygon can be easily visited with these
pointers.

– The district class is defined as DT = {(firstCorner, next)}, firstCorner
points to the first corner of this certain district and next points to the next
district. Both field and obstacles can be described with the district class.

– The environment class is defined as ENV = {field, obstacle}, field ∈ DT ,
obstacle points to the head of the obstacles, each of them is an instance of
class DT . There should be only one instance of the environment class in a
certain obstacle avoidance coverage path planning problem.

Intermediate Definition:

– The couple point class is defined as CP = {(pre, next, couple, data, distr,
edge), data ∈ PT }, pre points to the previous couple point in the chain,
next points to the next couple point in the chain, couple points to the
couple point with which it coupled, it must be either its pre or its next.
An instance of the couple point should be located just on the edge of one
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district. So distr points to the district the instance locates. And edge points
to the first point of the edge it locates.

Output Definition:

– The set of mission M = {No,Agri, ..., } is the misson for UAV to do after
flying over the current point. In the agriculture application case the element
No means do nothing, the element Agri means the UAV should turn on the
pump and start or keep on spraying.

– The path point class is defined as PPT = {(pre, next, data,mission),
data ∈ PT ,mission ∈ M}, pre points to the previous path point, next
points to the next path point.

The output of the method is a pointer of PPT which points to the head of
a list of path points, so that it represents the finally planned path.

3 Path Planning Method

This path planning method is geometry based. Firstly we cut the environment
with the working internal. Secondly the couples of the cutting points are made
to compose the working segments. Each couple is made up of two couple points
that locate in one cutting line. The segment between every two couple points is
totally located in the field area. Thirdly we search the couple points one by one
to find the working path of the field with obstacles. The details of the method
is discussed in the following subsections.

3.1 Environment Cutting

Imagine a huge knife that has many parallel blades. The internal of the blades
are equal to the working internal. The field with obstacles can be cut into slices.
The range of the blades is from the most left side of the environment to the most
right side of the environment. You can see it in Fig. 1.

In the practice, we should let top and bottom range of the blades a little
more than the environment. So that any edge in the environment will be cut by
the blades.

3.2 Make Couples to Form Working Segments

As demonstrated in Fig. 1, a couple is made up of two points that lies on one
cutting line. Each point of a couple is on one edge of either the field polygon or
obstacle polygons, so that the segment formed by the points of a couple must
be located within the field area and without collision with any obstacle.

For all the cut lines, we could find out all the couples on it as Algorithm1.
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Fig. 1. Make couples to form working segments

Fig. 2. Find the path through all coupled points

Algorithm 1. Find Couples
1: for all cut line L do
2: Calculate the cross points of L with env.field and all the obstacles
3: Sort the cross points from bottom to top into a sequence
4: Every two points in the sequence is a couple
5: end for

You can see that the segment between the two points in a couple is in the
working field. It’s called a working segment that the agriculture UAVs should
keep working during the flight through this segment. All the working segments
will cover the field without any collision. Then we should find a path to con-
nect all the working segments together. It’s called the transfer segment that the
agriculture UAVs should stop working during the flight through the transfer
segments.
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Fig. 3. Refine the coverage path

3.3 Form the Obstacle Avoidance Coverage Path

All the coupled points are put in a sequence marked unused firstly. If the couple
point of the current point is marked as unused, the path should go through the
working segment between the couple to the couple point. And mark the current
point as used and make its couple point as the new current point. But if the
couple point of current point is used, we should find the nearest unused point in
the sequence and find the path to it in the field area without collision with the
obstacles. It’s described in Algorithm 2.

Algorithm 2. Find Path to a Target Point
1: Set cur to the head of couple point link
2: while cur �= NULL or used do
3: Put cur in the output chain
4: Mark cur used
5: if cur.couple is unused then
6: cur ← cur.couple
7: else
8: Find the nearest couple point in unused set
9: Find a path from cur to nearest with Alg. 3

10: Put the path in the output chain
11: cur ← this nearest couple point
12: end if
13: end while

3.4 Find Path to a Target Point

In order to find the most convenient path to the nearest unused point, we make
the nearest unused point as the target point. The following method is used to
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find the path to the target point. A general algorithm to find path from current
point to a target point is described as Algorithm3. And it’s used recursively in
its procedure.

Algorithm 3. Find Path to a Target Point
1: Input: current point p0, set target point pt
2: if p0pt is totally in the field without collision with obstacles then
3: Connect p0 and pt
4: return
5: else
6: if p0 and pt are on the same edge of the same polygon then
7: Connect p0 and pt
8: return
9: else

10: if p0 and pt are on the different edges of the same polygon then
11: Find the nearest path through the edges of this polygon
12: return
13: else
14: Cut the polygons with p0pt
15: Sort the cross points fom p0 to pt
16: Find path one by one from p0 to pt recursively with this algorithm
17: end if
18: end if
19: end if

There are some principles below to make up this method. The front ones are
prior than the behind ones.

(1) If the segment between the target point and current point is totally in the
field without collision, connect the two points directly.

(2) If the target point and current point are on the same edge of the same
polygon, connect the two points directly.

(3) If the target point and current point are on the different edges of the same
polygon, find the nearest path through the edges of the polygon.

(4) Else, make a line between the two points. Sort all the cutting points from
current point to the target point. Find path one by one using the 4 principle
recursively.

In Fig. 2, we mark some examples of the given principles. In case a, the
segment between the two points is in the field without collision, so they are
connected directly. In case b, the two points are on the same edge of the same
polygon, they are connected directly as well. In case c, the two points are on
different edges of the same polygon, they are connected through the edges of the
polygon. In case d, the two points are on different polygons. The line between
the two points cut the polygon with a new point p. We find a path to point p
with principle (3) and then find a path from p to the target with principle (1).
So the path could finally be find recursively using the four given principles.



202 K. Wang et al.

3.5 Refine the Coverage Path

The working segments are fixed. So we can just refine the transfer segments.
We will judge if a point in the transfer segment is suitable to delete to make it
shorter.

The principle is that if the line between the point in front and point behind
in three continuous points is totally in the field without any collision, the middle
point could be deleted.

As shown in Fig. 3, d and e are refined with the principle given above.
With this given procedure we can get the coverage path in any polygon

shaped field with any kind of polygon shaped obstacles. The method is based on
geometry characteristics. Every step of the method is described in detail with
clear illustration. It’s easy for practical using in the agriculture UAV systems.

4 Results and Application

This study is part of a project for agriculture UAV system. The method described
in the paper has been coded with C language and been used in an Android
application. As it’s showed in Fig. 4, the field is a concave polygon and there
exists three obstacles in the environment. One obstacle is crossed with the field
and the other two are in the region of the field. The result shows that the field

Fig. 4. An android application of this method
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polygon is trimmed by the crossed obstacle polygon. The final result will cover
the field finally. It is proved that the method is fast and practical.

5 Conclusion

We take the geometry characteristics into consideration to make out this prac-
tical obstacle avoidance path planning method. A pipeline of the coverage path
planning process was established. An obstacle avoidance path planning method
is used to find a coverage path for agriculture UAVs. The method has been tested
with an Android application. The results turn out that the method is complete
and efficient for this kind of coverage path planning problem. And it could be
used in many similar situations.
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Abstract. We consider the case where a knowledge base consists of
interactions among parameter values in an input parameter model for
web application security testing. The input model gives rise to attack
strings to be used for exploiting XSS vulnerabilities, a critical threat
towards the security of web applications. Testing results are then anno-
tated with a vulnerability triggering or non-triggering classification, and
such security knowledge findings are added back to the knowledge base,
making the resulting attack capabilities superior for newly requested
input models. We present our approach as an iterative process that
evolves an input model for security testing. Empirical evaluation on six
real-world web application shows that the process effectively evolves a
knowledge base for XSS vulnerability detection, achieving on average
78.8% accuracy.

Keywords: Combinatorial testing · XSS vulnerability ·
Security testing · Model evolution

1 Introduction

Computer users of today often interact via web-applications with services offered
by various parties. This new way of connecting the client and server side with
each other has brought about a multitude of novel security challenges, both for
the client and the server [3]. One major threat to web applications is posed
by Cross-Site Scripting (XSS), which continues to be included in the OWASP
Top 10 most critical web application security risks [5]. Security testing is a vital
and expensive part of the software development lifecycle. An effective testing
technique applied to security testing is Combinatorial Testing (CT), for the
capability of detecting failures and fail conditions with a small amount of tests
that need to be executed compared to the whole input space [14]. Given a dis-
crete finite model of the system under test (SUT), made of parameters with a
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Fig. 1. Knowledge base K3 for NavigateCMS: abstract attack model (initially it had
no constraints), with detected XSS vulnerability constraints, in CTWedge

finite list of possible values, called input parameter model (IPM), and given an
interaction strength t, CT creates a test suite guaranteeing the appearance of
all t-way interactions of parameter values, for any selection of t parameters [11].
In the case for testing for exploiting XSS vulnerabilities, the IPM specifies an
attack grammar and is also called (abstract) attack model. The aim of this paper
is to present a way to evolve knowledge bases for security testing. In our app-
roach, the evolution of a knowledge base consists in the integration of learned
constraints, using BEN [9], into the IPM. In particular, the contribution of this
paper consists in an automated technique to detect all the conditions under
which vulnerabilities are triggered, by using combinatorial testing. Evaluation
shows that the process is able to evolve the knowledge base to achieve, on average
over all the benchmarks, 78.8% accuracy, in 14 min computation time.

The rest of the paper is structured as follows. In Sect. 2 we give basic defini-
tions, in Sect. 3 we discuss our proposed process, and Sect. 4 presents the results
of our case study experiments. We provide a brief overview over related work in
Sect. 5, and we conclude the paper with further research directions in Sect. 6.

2 Preliminaries

In the course of combinatorial security testing (cf. [14]), attack models have
appeared in the form of a BNF grammar, e.g. [2,13]. In this paper, we will
follow this established terminology for designing XSS attack models to be used
in conjunction with combinatorial methods. We denote with Ki a knowledge base
at time i, encoded as an abstract attack model (IPM, see Fig. 1). Given an IPM,
an abstract test case f is a particular assignment of values for its parameters.
An abstract test suite is used to derive a concrete test suite, where abstract
test cases are being translated into concrete XSS attack strings via a translation
function τ . For example, given the following abstract test case:

(JSO = 2,WS = 1, INT = 3,EVH = 2,PAY = 2,PAS = 5, JSE = 7)

for each parameter, the respective integer value corresponds to a concrete param-
eter value (i.e., a string), and the translated concrete test case is obtained by
concatenating all these strings together in the order given by the IPM:
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<script> onError= alert(1) ’) ’\>

The resulting string can be submitted against the SUT, and a boolean func-
tion orac decides if the outcome of the execution of the translated test case
τ(f) against the SUT triggers an XSS vulnerability or not. We denote also the
function eval(f) := oracle(τ(f)), that is true if the test case f triggered an XSS
vulnerability (i.e., f is a vulnerability triggering test case). The generated test
vectors aim at producing valid JavaScript code when these are executed against
SUTs. A description of parameters that appear in the attack model is mentioned
in [2,8,13]. At any time point i, the knowledge base Ki may be used to create
test cases, and to classify an abstract test case as either vulnerability-triggering
or not, depending on whether the constraints are satisfied. This capability of the
knowledge base is denoted as a model function, which takes as input an abstract
test case, and gives as output a “best guess” that may or may not be correct
w.r.t. the actual result of the function eval. The attack model initially con-
tains only combinatorial parameters and no constraints. During the process, the
knowledge base is enriched by the conditions used to identify the vulnerabilities.

To put this problem into a formal setting, a knowledge base fault occurs
when a test f is classified as non-vulnerable in the model (¬model(f)), despite
it actually triggers a vulnerability in the SUT (eval(f)) (False Negative: it
entails a loss of potentially valuable information for fixing the vulnerability); or
when a test is being marked as vulnerability-triggering in the model (model(f)),
despite it does not trigger a vulnerability (¬eval(f)) (False Positive: it triggers
a false alarm, and the programmers may consequently waste effort in fixing pieces
of code that did not trigger any vulnerability). When such a discrepancy is fixed
by updating the model function, we say that the knowledge base evolves.

Since in our experiments it yielded better results, we decided to consider
the convention for which the initial model function considers any test to be non-
vulnerability triggering; and during the process constraints are added in order to
identify and subsequently exclude all the tests that do not trigger any vulnerabil-
ity. We call this convention pessimistic approach, in contrast with the optimistic
one in which initially any test is vulnerability-triggering, and constraints are
added to isolate the tests that actually trigger some vulnerability.

Let us complete some notation for combinatorial analysis. A combination
c is an assignment (i.e. configuration) on a subset Dom(c) of all the possible
parameters P in the attack model, such that Dom(c) ⊆ P . We call size of the
combination the cardinality of Dom(c). A combination c identifies a set of tests:
c represents a test f if all the parameters in c are also present in f , associated to
the same values. Formally, c ⊆ f : ∀p ∈ Dom(c), f(p) = c(p). A combination c
is suspicious in a test set F ⊆ Γ if c represents only failed tests in F . Formally,
∀f ∈ F : c ⊆ f → model(f) �= eval(f). For the purposes of this work, we assume
that the constraints are in conjunctive relation among each other.
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3 Process for Model Evolution

Figure 2 shows an overview of our process to automatically evolve an abstract
attack model initialized without constraints, to detect conditions that trigger
XSS vulnerabilities. The process proceeds according to the following steps:

Fig. 2. Condition detection meta-process

1. From a defined initial interaction strength t, derive a t-way test suite.
2. Mark the test cases as failing or passing according to the current model and

the evaluator. If all the tests pass and Tht is not yet reached, increment the
strength t ← t+1, and go to point 1. Otherwise, evaluate the tests. Internally,
the evaluator executes the translation function τ to obtain the concrete test
string to insert in the reflection URL to query the SUT. PhantomJS1 then
analyzes the HTML code returned by the SUT for a specific target function
(the alert() function in our case2) that was included as payload. If any of
the target functions were executed, the injection was successful; if the page
loads normally and does not produce any errors, the injection is deemed
unsuccessful. Lastly, if JavaScript errors are observed on the page, it is likely
that some content was injected, but not in a form that constitutes a usable
injection (thus resulting in incorrect syntax). Our current approach regards
these test cases as failing, but future evolutionary approaches might take
advantage of this particular classification.

3. Pass the evaluated test suite to BEN [9] to derive suspicious combinations,
together with their suspiciousness level. We call BEN multiple times specify-
ing the size tBEN of the suspicious combinations to detect3, from 1 to ThBEN .

1 PhantomJS (http://phantomjs.org/) is a headless browser environment enabling
introspection of events such as network requests, document edits and JavaScript
errors.

2 In theory, any valid JavaScript functions that will not be called during the normal
operation of the SUT can be chosen instead.

3 Note that tBEN is different from the strength t for generating the initial test suite.

http://phantomjs.org/
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BEN may also ask for a few additional tests (up to 10 tests at a time: inner
BEN cycles) to reduce the amount of suspicious combinations and improve
the accuracy of the computed suspiciousness levels.

4. The suspicious combinations from BEN are then translated into a set of con-
straints for the current knowledge base Ki, by negating the corresponding
boolean expression (obtained by putting the assignments in conjunction) of
every combination whose suspiciousness value is above the threshold ThS .
Due to low accuracy in the detected suspicious combinations, we noticed that
Ki often results to be a contradiction, which is normally not the case in
real-world systems. Therefore, we post-process the constraints by computing
the unsat-cores of Ki and removing all such clauses starting from the least-
suspicious constraints (according to BEN), until Ki is not a contradiction
any longer. The process eventually quits if either the user is satisfied with the
quality of Ki

4, or the threshold Tht is reached. Otherwise, increase t and go
to point 1.

Table 1. XSS reflection sites on WAVSEP benchmarks

4 Experiments

The process has been implemented in Java using CTWedge [7] to represent and
update attack models, ACTS [16] to generate combinatorial test suites of a defined
strength, and BEN [9] as a tool to detect suspicious combinations and compute
suspiciousness. Experiments were executed on a PC with Intel i7 3.40 GHz pro-
cessor and 16 GB RAM. We run the process on six real web-applications: four
are part of the WAVSEP5 project, and two are open source content management
systems: MiniCMS and NavigateCMS. Each SUT receives over HTTP one GET
parameter which is rejected on the page in different contexts, and might option-
ally be altered by a specific sanitization function. Table 1 shows, for each SUT,
the respective vulnerability ratio, i.e., the ratio of tests that triggered an XSS
vulnerability (eval(f)) out of the total number of tests executed, that, given the

4 In this case, we believe that the suspiciousness average and standard deviation could
be useful indicators of the F1 score that the currently inferred model may have.

5 WAVSEP: Web Application Vulnerability Scanner Evaluation Project, https://
github.com/sectooladdict/wavsep.

https://github.com/sectooladdict/wavsep
https://github.com/sectooladdict/wavsep
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Table 2. Quality metrics for the inferred models (ThBEN = 3, and ThS = 0)

sut Time (s) Constraints Suspiciousness

avg. ± s.d

Accuracy Precision Recall

(TPR)

Specificity

(TNR)

F1 score

Tht =4 1 246 146 0.254 ± 0.0288 72.6 32.5 55.7 76.1 41.0

2 141 38 0.362 ± 0.00753 93.3 32.6 59.5 94.8 42.1

3 1437 794 0.137 ± 0.0456 87.4 15.7 39.7 89.7 22.5

4 1088 551 0.136 ± 0.0483 89.0 13.7 42.3 90.6 20.7

5 1445 623 0.342 ± 0.0287 78.3 87.0 85.8 48.3 86.4

6 679 80 0.344 ± 0.0147 52.0 66.6 40.0 70.0 50.0

avg 839 372 0.263 ± 0.0289 78.8 41.4 53.8 78.3 43.8

Tht =3 1 9.3 644 0.196 ± 0.0423 41.4 19.8 79.8 33.5 31.8

2 4.2 164 0.224 ± 0.0874 78.9 14.2 83 78.7 24.2

3 28.5 764 0.207 ± 0.0628 75.4 12.9 75.7 75.3 22

4 9.3 123 0.125 ± 0.0379 72.3 8.53 73.7 72.2 15.3

5 58.5 1340 0.318 ± 0.0268 80.1 80.2 99.9 0.306 89

6 37.6 2460 0.296 ± 0.0245 62.2 61.8 97.1 9.91 75.5

avg 24.6 915 0.228 ± 0.0470 68.4 32.9 84.9 45.0 43.0

practical infeasibility of the exhaustive test suite, we compute on all the tests
generated up to strength t = 5 (42830 tests).6

To assess the quality of the evolved knowledge base from our method, we use
the typical metrics of information retrieval: in particular, precision ( TP

TP+FP ),
and recall ( TP

TP+FN ) give a measure of how the process isolates true positives,
accuracy gives an overall ratio of correctly classified tests, and the F1 score is
considered to be a good candidate synthesis index of the inferred model’s quality.
For the experiments, we set the parameters of the process as follows:

– ThBEN = 3. We limited the size of detected suspicious combinations as the
BEN process becomes too slow when computing suspiciousness of the too
many combinations of size 4 (or larger) on these attack models.

– t, the initial strength of test suite, is set to 2.
– Tht = 4. We limit the maximum strength of the initial test suite since even

t = 5 (about 36000 tests) would make the BEN process too slow.
– ThS = 0, as we want all the suspicious combinations to be considered.

Test suites for interaction strengths t ∈ {3, 4} had 900 and 7200 test cases,
respectively. For each SUT, Table 2 reports the number of constraints included
in the inferred model, the average suspiciousness with its standard deviation,
and the accuracy, precision, recall, specificity, and F1 score of the final model,
computed over all tests up to strength 5, as for the vulnerability ratio in Table 1.

RQ1: What is the quality of the model obtained by the approach? We observe
that the inferred model achieves an average accuracy of 78.8%, with a maximum
of 93.3%. Precision has an average of 41.4%, ranging from 13.7% to 87%, and
recall (54% on average) is higher than precision. F1 score is on average 43.8%,
with a maximum of 86.4% on SUT5. With relatively few tests (t = 4 out of 7

6 The tests suites were generated using the IpoF algorithm, implemented in ACTS.
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Fig. 3. Achieved F1 score of final model by varying ThS , when Tht = 4

parameters), the final model is of good quality, but not completely accurate. We
can also observe that F1 is proportional to the vulnerability ratio of the SUT.

RQ2: How does the quality of the inferred model vary depending on Tht?
By increasing Tht from 3 to 4, the time taken, as expected, increases, while the
number of constraints, in most cases, decreases, meaning that with more tests
our process is able to describe the vulnerability conditions with fewer constraints.
On average, although recall decreases, both precision, accuracy and specificity
increase, and F1 slightly increases. This means that the classification improves.

RQ3: Which is the computational effort of the proposed process? Table 2
also reports the total execution time, excluding the actual test execution, as
test results are cached, except for the few tests (30 at most) that BEN may ask
during the process. For the first two SUTs, the process takes less than 250 s to
complete, but up to 24 min are needed for SUT5 with Tht = 4. Most of the
computation time is used internally by BEN; by limiting to 3 the strength of the
initial test suite, the total time is always below 1 min for every SUT.

RQ4: How does variations ofThS affect model quality? The highest F1 score
is achieved with low values of ThS (see Fig. 3), except for SUT3 and SUT4, for
which a ThS � 0.13 achieves the maximum F1 score. However, we can notice
that at least around 25% of the constraints (starting from the least suspicious
ones) can be removed with negligible impact on the final F1 score.

5 Related Work

XSS vulnerability detection is not a novel topic in computer science research.
Duchene et al. [4] used model based testing and fuzzing to discover XSS vulner-
abilities; Melicher et al. [12] proposed improvements on using the DOM model
to generate and detect XSS attacks; Simos et al. [13] proposed a combinatorial
approach to find attack vectors that trigger XSS vulnerabilities; Jia et al. [10]
used machine learning and hyper-heuristic search to improve combinatorial tests;
Temple et al. [15] proposed a machine-learning approach to infer constraints
among parameters that, although not sound, achieves high precision (about 90%)
and recall (80%). Although these works use model-based testing, the usage of



214 B. Garn et al.

combinatorial testing for XSS vulnerability detection to classify vulnerabilities
based on the input and describe completely the vulnerability space of a part of
a web application, evolving a knowledge base, is the main novelty of our app-
roach. The first phase of BEN [9] as a failure-inducing combination detection
and ranking tool has been used by Gargantini et al. [6] to repair constraints in
combinatorial models, evaluating different test generation policies.

6 Conclusion and Future Work

We presented an automated iterative process based on combinatorial testing to
evolve an attack model to include conditions among input parameters that trig-
ger XSS vulnerabilities in web applications. Our approach is based on the notion
of suspicious combination, i.e., whose appearance in a test vector would trigger a
discrepancy between the best-guess of the current model, and the actual outcome
when executed against the SUT. Identification of constraints among XSS attack
parameters helps to better understand the root cause of an XSS vulnerability
and provides insights about how to fix a flawed sanitization function. As future
work, we plan to improve the process by reducing the required tests, using infor-
mation from previous step, and evaluating alternatives to BEN, such as MixTgTe
[1]. We believe that this approach can be extended to other security vulnera-
bilities related to sanitization functions, and to detect discrepancies between a
functional system specification and its implementation. Another direction is to
further simplify the detected constraints, to reduce them in number and present
them to the user in a more readable way.
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Abstract. Mining frequent itemsets (abbr. FIs) from dense databases usually
generates a large amount of itemsets, causing the mining algorithms to suffer
from long execution time and high memory usage. Frequent closed itemset
(abbr. FCI) is a lossless condensed representation of FI. Mining only the FCIs
allows to reducing the execution time and memory usage. Moreover, with
correct methods, the complete information of FIs can be derived from FCIs.
Although many studies have presented various efficient approaches for mining
FCIs, few of them have developed efficient algorithms for deriving FIs from
FCIs. In view of this, we propose a novel algorithm called DFI-Growth for
efficiently deriving FIs from FCIs. Moreover, we propose two strategies, named
maximum support selection and maximum support replacement to guarantee that
all the FIs and their supports can be correctly derived by DFI-Growth. To the
best of our knowledge, the proposed DFI-Growth is the first kind of tree-based
and pattern growth algorithm for deriving FIs from FCIs. Experiments show that
DFI-Growth is superior to the most advanced deriving algorithm [12] in terms of
both execution time and memory consumption.

Keywords: Frequent itemset mining � Frequent closed itemset mining �
Lossless condensed representation � Deriving algorithm

1 Introduction

The purpose of frequent itemset (abbr. FI) mining [1, 7, 13] is to discover sets of items
appearing frequently in databases. This technology has been widely applied to various
real-life applications, such as association analysis [5], web mining [20], text mining [9],
and bioinformatics [16]. Many efficient methods have been developed for mining FIs,
such as Apriori [1], FP-Growth [7] and Eclat [18]. When mining FIs from sparse
databases, these methods usually have good performance. This is because the corre-
lations between items in sparse databases are relatively weak, thereby the lengths of FIs
in the databases are also relatively short. In this situation, traditional FI mining methods
can take good use of the downward closure property [1, 7] to effectively prune the
search space. Transaction database is a typical example of sparse database.

However, in real-life scenarios, many kinds of datasets are dense datasets, such as
plant feature data (e.g., the Mushrooms dataset [4]), records of game steps (e.g., the
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Connect and Chess datasets [4]), and census statistical data (e.g., the Pumsb dataset
[4]). When mining FIs from dense datasets, traditional FI mining methods usually
generate a large amount of FIs, causing then to suffer from long execution time and
huge memory consumption. Intuitively, the more itemsets an approach needs to pro-
cess, the more processing resources it consumes. When dealing with dense datasets, the
performance of FI mining methods may decrease greatly. This is because that, in dense
datasets, the correlations between items are relatively strong, and the lengths of FIs are
relatively long. In this situation, the downward closure property [1, 7] could not work
well for effectively pruning the search space.

To resolve the above problems, many studies have devoted to developing con-
densed representations of FIs. The experimental results of previous studies [2, 6, 8, 11]
have showed that mining condensed representations from dense dataset can greatly
reduce the execution time and memory usage. Many types of condensed representa-
tions of FI have been proposed, like free itemset [2], maximal itemset [6], generator
itemset [8], and closed itemset [11]. Among these representations, closed itemset is the
most popular one. Frequent closed itemset (abbr. FCI) is a lossless condensed repre-
sentation [8] of FIs. Through the correct algorithm, all the FIs and their supports can be
completely derived from all the FCIs. Therefore, the complete set of FCIs retains the
complete information of FIs without any loss. Though many studies [8, 17, 19] have
proposed for efficiently mining FCIs, few of them consider to develop algorithms for
efficiently deriving FIs from FCIs (called deriving algorithms for simplicity). However,
developing efficient deriving algorithms is a very important work. When all the FIs
cannot be successfully mined from the dense datasets, an alternative solution is to mine
all the FCIs from the datasets first, and then applying efficient deriving algorithms to
recover the complete set of FIs and their supports from FCIs.

However, traditional deriving algorithm [12] adopts breadth-first search and top-
down strategy to derive FIs. It derives FIs of length k − 1 from FCIs and FIs of length
k. For sake of simplicity, the traditional deriving algorithm is called LevelWise in this
work. A drawback of LevelWise is that it needs to maintain the complete set of FIs of
length k and (k − 1) in the memory during the deriving process. Therefore, when there
are many FIs of length k and (k − 1), LevelWise will consume a large amount of
memory, or even cannot complete the whole deriving task due to running out of
memory. Moreover, the deriving process of LevelWise involves a large number of
search operations, which may result in the long execution time problem.

In view of the above, this paper proposes a novel algorithm, named DFI-Growth
(Deriving Frequent Itemsets based on Pattern Growth), for efficient deriving FIs and
their supports from FCIs. The design idea of DFI-Growth is to first construct a FP-Tree
to maintain the information of FCIs, and then uses FP-Growth to generate FIs from the
FP-Tree. However, the traditional FP-Tree and FP-Growth are not designed for the
deriving task and directly applying them will result in incorrect results. Therefore, we
propose two new strategies and modify the algorithmic processes of FP-Tree and FP-
Growth, making them be able to deriving the correct information of FIs from FCIs. The
proposed two strategies are respectively called maximum support replacement and
maximum support selection. The former is applied during the construction of FP-Tree,
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while the latter is the pattern generation. We perform experiments on both real-life and
synthetic datasets to evaluate the performance of the proposed DFI-Growth algorithm.
Extensive experiments show that DFI-Growth is quite efficient and able to correctly
deriving all the FIs and their supports. Moreover, its performance is significantly better
than the current best method LevelWise [12] in terms of both execution time and
memory usage. For instance, on the Chess dataset, when the minimum support
threshold is set to 40%, LevelWise cannot complete the whole deriving task within
12 h (i.e., 43,200 s). However, the proposed DFI-Growth only takes 20 s to complete
the task.

2 Basic Concept and Definitions

Let I*= {I1, I2,…, IM} be a finite set of distinct items. A transaction database D = {t1, t2,
…, tH} is a set of transactions, where each transaction tR 2 D (1 � R � H) is a subset
of I* and has a unique transaction identifier R. An itemset is a set of items. If all the items
of an itemset X are contained in a transaction T, X is said to be contained in T, which is
denoted by X � T.

Definition 1 (Length of an itemset). The length of an itemset X ={I1, I2,…, IK} is
defined as K, where K is the total number of distinct items in X.

Definition 2 (Tidset of an itemset). The Tidset of an itemset X is denoted as r(X) and
defined as the set of transaction identifiers of all the transactions containing X in D.

Definition 3 (Support of an itemset). The support count of an itemset X is denoted as
SC(X) and defined as |r(X)|. Besides, the support of X is defined as SC(X)/|D|, where |D|
is the total number of transactions in D.

Definition 4 (Frequent itemset). An itemset X is called frequent itemset iff the support
of X is no less than a user-specified minimum support threshold h (0 < h � 1).

Definition 5 (Super-itemset and sub-itemset). If an itemset X is a subset of another
itemset Y, then X is called sub-itemset of Y. Besides, Y is called super-itemset of X.

Table 1. An example of a transaction database.

Tid Transaction

1 ACTW
2 CDW
3 ACTW
4 ACDW
5 ACDTW
6 CDT
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Definition 6 (Closure of an itemset). The closure of an itemset X is denoted as
q(X) and defined as

qðXÞ
\

R2jrðXÞj tR;

where q(X) returns the largest super-itemset Y in D such that X � Y and SC(X) = SC(Y).
For example, the closure of the itemset {W} is q({W}) = t1 \ t2 \ t3 \ t4 \
t5 = {ACTW} \ {CDW} \ {ACTW} \ {ACDW} \ {ACDTW} = {CW}.

Property 1. For any itemset X, SC(X) = SC(q(X)) , r(X) = r(q(X)).

Definition 7 (Closed itemset). An itemset X is called closed itemset iff there exists no
other itemset Y such that X � Y and SC(X)= SC(Y). Otherwise, X is a non-closed
itemset. Moreover, the closure of a closed itemset X is equal to X itself (i.e., q(X) = X).

For example, in the database of Table 1, the itemset {W} is non-closed because
q({W}) ={CW}. However, the itemset {C} is closed because q({C}) = {C}.

Definition 8 (Frequent closed itemset). A closed itemset X is called frequent closed
itemset iff the support of X is not less than a user-specified minimum support threshold
h (0 < h � 1).

Problem Definition. Let F and C be the complete sets of FIs and FCIs in a transaction
database D, where each itemset in F or C is associated with its support count. Given C,
the problem to be solved in this work is to develop an algorithm for efficiently and
correctly deriving F from C.

3 Related Work

3.1 Frequent Itemset Mining

Extensive studies have been proposed for mining FIs. The Apriori algorithm [1] is one
of the well-known algorithms for FI mining. Apriori adopts a breadth-first search
strategy and candidate generation-and-test scheme to discover FIs. Although Apriori
has been applied to various applications and domains, it needs to scan the original
database several times and may generate a large amount of candidates during the
mining process, which degrades the performance for discovering FIs. Another famous
algorithm is FP-Growth [7], which is usually used as the benchmarking algorithm for
performance comparison in pattern mining field. FP-Growth uses a compact FP-Tree
as the internal data structure of the algorithm and adopts a pattern growth methodology
to generate FIs from the FP-Tree. The most impressive contribution of FP-Growth is
that it only needs to scan the original database twice and discovers FIs without can-
didate generation. It is widely recognized that the pattern growth algorithms generally
are superior to Apriori-like algorithms. In addition to Apriori and FP-Growth, there are
many other efficient FI mining algorithms that have been proposed, such as H-mine
[14], DHP [13], Eclat [18], and COFI-Mine [10]. Although FI mining algorithms may
have good performance when mining FIs from sparse databases, while mining FIs from
dense databases, a large number of FIs in dense databases may seriously degrade their
performance. This is because that the more FIs need to be processed, the more cal-
culations are needed for the algorithms.
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3.2 Frequent Closed Itemset Mining

Instead of mining all the FIs, some studies propose to mine the condensed represen-
tations of FIs. In general, a condensed representation of FIs is a subset of FIs, thereby the
total number of itemsets in the representation is generally less than that of FIs. Since the
number of itemsets to be mined is reduced, the execution time and memory usage spent
by the mining task are also reduced. Different types of condensed representations of FIs
have been proposed, including maximal itemset [6], closed itemset [11], non-derivable
itemset [3] and generator itemset [8]. Among these representations, frequent closed
itemset is a lossless condensed representation of FIs. Mining only the FCIs will not lose
information of any FIs. Due to this special property, FCI mining has become a popular
and widely researched technology and many studies have been proposed for efficiently
mining FCIs, such as A-Close [11], CLOSET+ [17], CHARM [19] and DCI_Closed [8].

Nevertheless, few of these studies focus on developing algorithms for deriving FIs
from FCIs. However, developing efficient deriving algorithms is an important task. In
many applications, users may need to discover FIs from dense datasets instead of FCIs.
In this case, discovering only the FCIs cannot fulfill the need of users, while discov-
ering FIs by traditional FI mining algorithms may face the inefficiency problem.
A solution to this problem is to discover FCIs first, and then generate the complete
information of FIs through a correct and efficient deriving algorithm. To the best of our
knowledge, only one study [12] had proposed the deriving algorithm (called LevelWise
in this work). However, this it was proposed in 1999, which means that over the past
nearly 20 years, no any other studies re-raise this research problem and develop new
deriving algorithms.

3.3 Traditional Deriving Method

This subsection introduces the process of the LevelWise algorithm [12], which consists
of two main steps below.

Step 1. The algorithm sorts all the FCIs in length descending order. Assuming that
the length of the longest FCI is M and let LM denotes the set of all the itemsets of
length M collected so far. Set a variable K to M.
Step 2. For each itemset X in LK, the algorithm generates all its sub-itemsets of
length (K − 1). Then, for each generated sub-itemset Y, the algorithm searches from
LK−1 to see whether there exists an itemset Y′ in LK−1 such that Y = Y′. If it cannot
find such itemset, it puts a key-value pair (Y, s) into LK−1, where s is called the
current count of Y and s is initially set to the support count of X. Otherwise, if such
itemset Y′ can be found in LK−1 and SC(X) is greater than the current count of Y′,
then the algorithm replaces the current count of Y′ by SC(X). Finally, the algorithm
decreases the variable K by 1 and repeats the process of Step 2 until K = 1.
Although LevelWise is the first algorithm for deriving FIs from FCIs. However,
when LK and LK−1 store too many itemsets, LevelWise will suffer from the huge
memory consumption and spend long execution time for searching and matching
items. In the worst case, it is even unable to complete the whole process due to
running out of memory space.
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4 The Proposed Method: DFI-Growth

This section introduces the proposed algorithm DFI-Growth (Deriving Frequent
Itemsets based on Pattern Growth). DFI-Growth is developed based on the adjustment
of FP-Tree and FP-Growth. We briefly describe the FP-Tree tree structure adopted in
DFI-Growth. In DFI-Growth, the FP-Tree is used to maintain the information of FCIs
instead of transactions. In a FP-Tree, each node N represents an item I 2 I* and consists
of five fields: N.name, N.count, N.parent, N.child and N.link. The N.name and N.count
fields store the item name of I and a count value of I, respectively. The N.parent and
N.child fields store a parent node of N and all the children nodes of N, respectively. The
N.link field stores a node link, which points to another node having the same item name
as N. Each FP-Tree is associated with a header table. A header table records the
information of items and these items are all sub-itemsets of FCIs. In a header table H,
each item I 2 I* in H consists of three fields: H[I].name, H[I].count and H[I].link,
which respectively records the name of item I, a count of I, and a node link pointing to
a FP-Tree node having the same item name as I. To learn more information about FP-
Tree and header table, readers can refer to [7].

Fig. 1. An example of the MSS-I strategy.

_______________________________________________________
Subroutine: InsertFCI(N, Iw) 
01 If(N has a child N’ such that N’.name == Iw) 
02 then N’.count max{N’.count, SC(X)};
03 else 
04 Create a new child node N’ and 
05 Set N’.name  Iw, N’.count SC(X), N’.parent N;
06 Set N’.link to the lastly created node having the same item name as Iw; 
07 w w +1, If(w k), call InsertFCI(N’, Iw); 

_______________________________________________________

Fig. 2. The pseudo code of the InsertFCI subroutine.
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4.1 Construction of a FP-Tree for Deriving Task

This subsection introduces the construction process of a FP-Tree for the deriving task,
which consists of the following four main steps.

Step 1. Let C be the complete set of FCIs discovered from a database D. DFI-
Growth scans C once and derives the support count of each item appearing in
C according to the proposed Maximum Support Selection for Item (abbr. MSS-
I) strategy.
Strategy 1 (MSS-I). Let I be an item and S(I) = {c1, c2, …, cz} be the set of all the
FCIs containing I. The support count of I is equal to max{SC(c1), SC(c2), …, SC
(cz)}.
For example, if the minimum support count is set to 3, the left side of Fig. 1 shows
the complete set of FCIs in the database of Table 1. Therefore, C = {{CWA}:4,
{CWD}:3, {CWAT}:3, {CW}:5, {CD}:4, {CT}:4, {C}:6}, where each number
beside each itemset is its support count. The set of all the FCIs containing the item
{W} is S({W}) = {{CWA}:4, {CWD}:3, {CWAT}:3, {CW}:5}. Therefore, the
support count of {W} is SC({W}) = max{4, 3, 3, 5} = 5. The readers may wonder
“why the support count of {W} is neither 3 nor 4, but it is 5?”. This is because that
the support count of {CW} is 5, which means that there are totally 5 transactions
containing {CW} and all of these transactions also contain {W}. Therefore, the
support count of {W} is 5. Then, the readers may raise another question “Is it
possible that the support count of {W} be higher than 5, for example be 6 or other
value?” The answer to this question is “impossible”. The reason is that if an itemset
X is non-closed (Definition 6), X must exists only one closure q(X) = Y (Y 6¼ X and
Y 2 C) such that SC(X) = SC(q(X)) (Definition 7 and Property 1). Otherwise, if an
itemset X is closed, its closure must be equal to X itself (Definition 7). After
applying the MSS-I strategy, the correct support counts of items are shown in the
right side of Fig. 1.
Step 2. Creating a header table H and putting items into H with a fixed sorting order
f. Then, creating a node R as the root of FP-Tree T. Scanning C again and sorting
items in each FCI by the sorting order f.
Step 3. Inserting each sorted FCI into the FP-Tree T by calling the subroutine
InsertFCI. The pseudo code of the subroutine InsertFCI is shown in Fig. 2. Each
time when a frequent closed itemset X = {I1, I2,…, IK} is retrieved, the two vari-
ables N and w are respectively set to the root node R and 1. Besides, setting the
variable Iw to I1, where I1 is the first item of the closed itemset X. Then, calling the
subroutine InsertFCI(N, Iw) to insert X into the FP-Tree T.
The process of the subroutine InsertFCI(N, It) works as follows. If the node N has a
child node N′ such that N′.name = Iw, then the algorithm applies the maximum
support replacement (abbr. MSR) strategy for setting N′.count (Line 1–Line 2).
Strategy 2 (MSR). If SC(X) > N′.count, then replacing N′.count by SC(X).
Otherwise, if SC(X) is not greater than N′.count, then the algorithm creates a new
node N′ and sets it as the child node of N. Besides, setting N′.count and N′.link to
the support count of X and the lastly created node having the same item name as Iw,
respectively (Line 3–Line 6). Next, increasing the variable w by 1. After that, if w is
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not higher than K, then recursive calling the subroutine InsertFCI (N′, Iw) for
processing the w-th item of X (Line 7).
For instance, Fig. 3 shows an example of the MSR strategy. Figure 3(a) shows the
resulting FP-Tree after inserting the FCI {CWA}:4. Figure 3(b) shows the process
for inserting the frequent closed itemset {CW}:5. When inserting the first item of
{CW} into the FP-Tree, there exists a node N′ = {C} already under the root of the
FP-Tree. Besides, the item name of N′ is equal to that of the first item of X (i.e.,
{C}). Therefore, DFI-Growth applies MSR strategy to setting N′.count. Because
the support count of {CW} (i.e., 5) is greater than N′.count (i.e., 4), N′.count is
replaced by SC({CW}) = 5. After that, the second item of {CW} is processed by
the same way. Figure 3(c) and (d) show the insertion process of the frequent closed
itemsets {CD}:4 and {C}:6, respectively.
Step 4. During the process of FP-Tree construction, all the nodes having the same
item name will be linked together by the node link of the header table H and related
nodes in FP-Tree T. Through these node links, DFI-Growth allows to traversing
nodes having the same item name efficiently.

4.2 Deriving FIs by DFI-Growth

After constructing the FP-Tree T and the header table H, the algorithm calls the
subroutine DFI-Growth(H, F, a) to derive FIs from T, where the variable a is initialize
to /. The process of the subroutine DFI-Growth(H, F, a) works as follows.

Fig. 3. An example of the MSR strategy.
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Step 1. The algorithm visits every item I in the header table H. For each visited
item, the algorithm outputs {a [ I} and H[I].count as a FI and its support count.
Through the node link in H[I].link, DFI-Growth traverses all the nodes having the
same item name as I in the FP-Tree T.
Step 2. Let b ={b1, b2,…, bm} be a set of nodes having the same item name as
I. For each node bi 2 b (1 � i � m), the algorithm visits from parent node of bi
to the root node R of T. Then, the algorithm collects the items of each visited nodes.
These items form a sequence Pi (1 � i � m) and the sequence is called condi-
tional itemset. Each conditional itemset Pi is associated with a count called con-
ditional itemset count and is denoted as CIC(Pi). The conditional itemset count of Pi

is initially set to bi.count. After processing all the nodes in b in the same way, a
conditional database of the itemset {a [ I} is obtained. Let D{a[ I}= {P1:CIC(P1),
P2:CIC(P2),…, Pm:CIC(Pm)} denotes the conditional database of {a [ I}.
Step 3. Scanning the conditional database D{a[ I} once to find all the distinct items
in conditional itemsets. For each item x, the algorithm calculates the support count
of the frequent itemset {a [ I [ x} by the proposed Maximum Support Selection
for itemSet (abbr. MSS-S) strategy.
Strategy 3 (MSS-S). Let x be an item appearing in D{a[ I} and P� ¼ fP0

1 :
CICðP0

1Þ;P0
2 : CICðP0

2Þ; . . .;P0
h : CICðP0

hÞg be the set of all the conditional itemsets
containing x in D{a[ I}. The support count of the frequent itemset {a [ I [ x} is
equal to max CICðP0

1Þ; CICðP0
2Þ; . . .;CICðP0

hÞ
� �

, where CICðP0
iÞ is the conditional

itemset count of P0
i (1 � i � n).

Figure 4 shows an example of the MSS-S strategy. Considering the conditional
database of the itemset {T}, there are two conditional itemsets {CWA}:3 and {C}:4.
By the step of the algorithm, the value of the variable a currently is/. The set of all the
conditional itemsets containing the item {C} is {{CWA}:3, {C}:4}. The support
count of {/ [ T [ C} = {TC} is max{CIC({CWA}), CIC({C})} = max
{3, 4} = 4. Therefore, the algorithm outputs {TC} as a FI and its support count is 4.
Step 4. The algorithm puts items in D{a[ I} into a new header table H′ in the sorting
order f. Then, the algorithm scans the conditional database D{a [ I} again and sorts
items in each conditional itemset in D{a[ J} according to f.
Step 5. Creating a new node R′ as the root of a new FP-Tree T′ for the itemset
{a [ I}. Inserting every sorted conditional itemset in D{a[ I} into T′ to construct
the conditional FP-Tree of the itemset {a [ I}. Each time when a sorted condi-
tional itemset J is inserted, set the variables N and Iw to R and I1, and calling the

Conditional Database of {T} FI Maximum Support 
Selection 

Support 
Count 

Conditional 
Itemset

Conditional 
Itemset Count {TC} max{CIC({CWA}),

CIC({C})} 4 

{CWA} 3 {TW} max{CIC({CWA})} 3
{C} 4 {TA} max{CIC({CWA})} 3

Fig. 4. An example of the MSS-S strategy.
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function InsertFCI(N, Iw). After constructing T′, all the nodes in T′ having the same
item name are linked together by the node links.
Step 6. If the constructed FP-Tree T′ contains nodes other than the root node R′,
then calling the subroutine DFI-Growth(H′, T′, a [ I) to derive FIs recursively.

5 Experimental Results

In this section, we evaluate the performance of the proposed DFI-Growth algorithm
and compare it with the current best algorithm LevelWise [12]. The purpose of the both
algorithms is the same, which is deriving FIs and their supports from FCIs. All the
experiments are conducted on a computer equipped with Intel® CoreTM i7-8700
3.20 GHz CPU with 16 GB of RAM, running on Windows 10 Professional OS. All the
compared algorithms are implemented in Java programming language. Five real-life
datasets and one synthetic dataset are used for the performance evaluation. The five
real-life datasets used in the experiments are Mushrooms, Chess, Connect,
BMS_WebView_1, and Chainstore, while the synthetic dataset is c20d10k. All the
datasets are download from SPMF [4]. Table 2 shows characteristics of the datasets.
Both execution time and memory usage of the algorithms are evaluated. We measure
the maximum memory usage of the algorithms by using the Java API.

Figures 5 and 6 respectively show the execution times and memory usages of the
compared algorithms. The execution times of DFI-Growth and LevelWise on dense
datasets Mushrooms, Chess and Connect are shown in Fig. 5(a), (b) and (c), respec-
tively. As shown in these figures, the performance of DFI-Growth is superior to
LevelWise. For example, on Mushrooms dataset, when the minimum support threshold
is lower than 1%, LevelWise even cannot complete the whole deriving task due to
running out of memory. Besides, on the Chess and Connect datasets, LevelWise even
cannot complete the deriving task within 12 h (i.e., 43200 s) under low minimum
support thresholds. However, our proposed DFI-Growth only takes around 60 s to
derive the complete FIs and their supports from FCIs. This is because that LevelWise
adopts breadth-first search and top-down method to derive FIs from FCIs. When there
are many FCIs and FIs, LevelWise needs to spend a lot of time for searching and
matching items. Moreover, it always keeps two levels of itemsets in the memory, which

Table 2. Characteristics of different datasets used in the experiments.

Datasets Number of transactions Number of distinct items Type

Mushrooms 8,124 119 Dense
Chess 3,196 75 Dense
Connect 67,557 129 Dense
BMS_WebView_1 59,602 497 Sparse
Chainstore 1,112,949 461 Sparse
c20d10k 10,000 192 Sparse

An Efficient Algorithm for Deriving Frequent Itemsets 225



occupies considerable memory spaces during the deriving process. However, DFI-
Growth adopts pattern growth with divide-and-conquer scheme to derive FIs, which
partitions the whole deriving tasks into smaller independent one and thus generally
takes less time than LevelWise.

Figure 5(d), (e) and (f) show the execution times of DFI-Growth and LevelWise on
all the sparse datasets. From these figures, we can observe that the performance gap
between of LevelWise and DFI-Growth is small when the threshold is high. This is
because that when the threshold is high, the number of FCIs is small and the lengths of
FCIs are relative short. Therefore, both of the algorithms can work well when the
threshold is high. However, with decreasing thresholds, the performance gap between
LevelWise and DFI-Growth increases significantly. As shown in the experiments, no
matter the execution time or memory consumption, the proposed DFI-Growth generally
has much better performance than LevelWise.

(a) Execution time on Mushrooms (b) Execution time on Chess

(c) Execution time on Connect (d) Execution time on BMS_View_1

(e) Execution time on Chainstore (f) Execution time on c20d10k

Fig. 5. Execution time of DFI-Growth and LevelWise on different datasets.
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6 Conclusion

Given a complete set of FCIs and their supports, the interesting problem addressed in
this paper is “how to efficiently, correctly, and completely derive FIs from FCIs?”. To
resolve this problem, we propose a novel algorithm, named DFI-Growth (Deriving
Frequent Itemsets based on Pattern Growth), for the deriving task. Moreover, we
propose two novel strategies, named maximum support selection (abbr. MSS) and
maximum support replacement (abbr. MSR), and incorporate them into DFI-Growth for
efficiently deriving the complete FIs with correct supports. The MSS strategy is pro-
posed for calculating the correct supports of FIs using information of FCIs. The MSR
strategy is applied during the construction of FP-Tree, and it is proposed to set the
correct information of FP-Tree nodes. Experiments show that the execution time and
memory usage of DFI-Growth are significantly better than that of the current best
algorithm LevelWise [12]. For example, on the Chess dataset, LevelWise cannot
successfully complete the deriving task within 12 h, while DFI-Growth only takes 20 s
to finish. The implementations of LevelWise [21] and DFI-Growth [22] to the well-
known open-source data mining library SPMF[4], for benefiting related research works
and real-life applications.

Acknowledgment. This work is supported in part by Ministry of Science and Technology,
Taiwan, ROC under grant no. 107-2218-E-197-002 and 108-2634-F-009-010.

(a) Memory usage on Mushrooms (b) Memory usage on Chess

(c) Memory usage on Connect (d) Memory usage on BMS_View_1

Fig. 6. Memory usage of LevelWise and DFI-Growth on different datasets.
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Abstract. Periodic-frequent patterns are sets of items (values) that
periodically appear in a sequence of transactions. The periodicity of a
pattern is measured by counting the number of times that its periods
(the interval between two successive occurrences of the patterns) are
greater than a user-defined maxPer threshold. However, an important
limitation of this model is that it can find many patterns having a peri-
odicity that vary widely due to the strict maxPer constraint. But finding
stable patterns is desirable for many applications as they are more pre-
dictable than unstable patterns. This paper addresses this limitation by
proposing to discover a novel type of periodic-frequent patterns in trans-
actional databases, called Stable Periodic-frequent Pattern (SPP), which
are patterns having a stable periodicity, and a pattern-growth algorithm
named SPP-growth to discover all SPP. An experimental evaluation on
four datasets shows that SPP-growth is efficient and can find insightful
patterns that are not found by traditional algorithms.

Keywords: Pattern mining · Periodic pattern · Stable periodicity ·
Lability

1 Introduction

Frequent itemset mining (FIM) [1–4] is a popular data analysis task. The goal
is to identify all patterns that frequently appear in records of a transactional
database. A pattern is said to be frequent if its support (occurrence frequency)
is no less than a user-defined minimum support threshold. Although discover-
ing frequent patterns is useful, too many frequent patterns are often found, and
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many of them are uninteresting to users. To address this issue, several variations
of FIM have been developed to select small sets of patterns that are interest-
ing to users based on various constraints. This includes discovering maximal
frequent patterns [5], closed frequent patterns [6], high-utility patterns [7], and
periodic frequent patterns [8,9,11,12,14,15]. Frequent patterns that periodically
occur in a database are called periodic-frequent patterns (PFP). Finding these
patterns has many practical applications such as for analyzing the behavior of
website users and the performance of recommender systems [10]. Finding peri-
odic patterns can also help to understand the purchase behavior of customers by
discovering sets of products that are periodically bought. For instance, one may
find that a customer buys bread every week. Such pattern can then be used for
marketing [8,12].

Several algorithms have been proposed to discover PFP in a transaction
database (a sequence of transactions). Most of them measure the periodicity of
a pattern by counting the number of times that its periods (number of events
between two consecutive occurrences) are greater than a user-specified maxPer
threshold. In full PFP mining [8,11], a pattern is called periodic if none of its
periods are greater than maxPer. A drawback of this model is that it is too
strict as a pattern is discarded if it has only one period exceeding maxPer. For
example, a pattern indicating that a customer buys milk every day would be dis-
carded just because the customer skipped one day. An alternative called partial
PFP mining [14] was then proposed, which relaxed the maxPer constraint to
allow a certain number of periods to exceed maxPer. But this model is not strict
enough, as a pattern may be considered periodic even if it has some very long
periods. For example, buying coffee may be considered as periodic if a customer
buys it on many consecutive days even if he then did not buy it for a year. Thus,
traditional models for discovering PFP patterns are inadequate because the size
of periods for some patterns may vary widely in a real-life database but tradi-
tional periodicity measures do not take this into account. For several applications
such as market basket analysis, it is desirable to identify stable periodic-frequent
patterns, that is patterns that have periods that are more or less stable in terms
of size over time. Such patterns can be useful to better forecast product demand
and improve inventory management strategies.

In this paper, we propose a solution for discovering stable periodic-frequent
patterns using a novel measure of stability. This paper has three main contribu-
tions. First, a novel measure named lability is proposed to assess the stability
of patterns. Second, a pattern-growth algorithm, called Stable Periodic-frequent
Pattern-growth (SPP-growth), is proposed to efficiently discover the complete set
of stable periodic-frequent itemsets. Third, several experiments were conducted
on synthetic and real-life datasets to evaluate the efficiency of SPP-growth, and
patterns found using the proposed stability measure. Experimental results show
that the proposed approach is efficient for finding stable periodic-frequent pat-
terns and that insightful patterns are discovered, which are not discovered using
traditional approaches.
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The rest of the paper is organized as follows. Section 2 describes related work.
Section 3 describes the proposed model of SPPs. Section 4 introduces our algo-
rithm to find all SPPs in transactional databases. Section 5 reports experimental
results. Finally, Sect. 6 draws a conclusion.

2 Related Work

The problem of frequent itemset mining is defined as follows [1,2]. Let I be a set
of items or symbols. Each subset X ⊆ I is said to be an itemset. The length of an
itemset containing k items is said to be k. Furthermore, all itemsets of a length
k are called k-itemsets. A transactional database D = {T1, T2, ..., Tn} is a set of
transactions where each transaction Tc is an itemset with a unique Transaction
IDentifier (TID) c, and where the TID can also represent the transaction time
(or timestamp). The support of an itemset X in a database D is denoted as
sup(X) and defined as |{T |T ∈ D ∧X ⊆ T}|. In other words, sup(X) = |g(X)|,
where g(X) is the set of transactions containing X.

Table 1. A transactional database

TID Itemset TID Itemset

1 a, b, c, e 6 b, c, e

2 a, b, c, d 7 b, c, d, e

3 a, b, e 8 a, c

4 c, e 9 a, b, d

5 b, d, e 10 b

For example, consider the database of Table 1, which will be used as running
example. This database contains ten transactions (T1, T2, ..., T10). Transaction
T2 has TID 2 and is a 4-itemset {a, b, c, d}. The set of transactions containing
the itemset {a, b} is g({a, b}) = {T1, T2, T3, T9}. Hence, the support of {a, b} is
sup({a, b}) = |g({a, b})| = 4.

Definition 1 (Frequent itemset mining). The problem of frequent itemset
mining consists of discovering the frequent itemsets. An itemset X is frequent if
sup(X) ≥ minSup, where minSup is a user-specified minimum support threshold.

For instance, if minSup = 5, there are five frequent itemsets: {a} : 5, {b} :
8, {c} : 6, {e} : 6 and {b,e} : 5, where each itemset X is annotated with sup(x).

Various algorithms have been proposed to discover frequent itemsets, such as
Apriori [1] and FP-Growth [2]. However, these algorithms cannot be applied to
mine PFPs as they do not evaluate the periodic behavior of patterns. Inspired
by studies on frequent itemset mining, researchers have designed algorithms
to discover periodic-frequent patterns in transaction databases [2,11–14]. Sev-
eral applications of mining periodic-frequent patterns were presented in previous
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studies [8,10]. The traditional (full) periodic-frequent pattern mining model is
defined as follows [8].

Definition 2 (Periods of an itemset). Let there be an itemset X and a
database D = {T1,T2,...,Tn}. The set of transactions containing X is denoted
as g(X) = {TgX(1), TgX(2), ..., TgX(sup(X))}. Let TgX(i+1) and TgX(i), i ∈
[0, sup(X)] be two consecutive TIDs where X appears. For an integer i ≥ 0,
the number of transactions or the time difference between TgX(i+1) and TgX(i) is
said to be a period of X, defined as per(X, i) = gX(i+1)−gX(i). For simplicity
of computation, it is considered that X appears in two additional transactions
where gX(0) = 0 and gX(sup(X)+1) = |D|. The periods of an itemset X is a list
of periods defined as per(X) = {gX(1)−gX(0), gX(2)−gX(1), ..., gX(sup(X)+
1) − gX(sup(X))}. Thus, per(X) =

⋃
0≤z≤sup(X)(gX(z + 1) − gX(z)) and

|per(X)| = |g(X)| + 1 = sup(X) + 1.

For example, consider the itemset {b, e}. This itemset appears in transactions
T1, T3, T5, T6 and T7, and thus g({b, e}) = {T1, T3, T5, T6, T7}. The periods of
this itemset are per({b, e}) = {1,2,2,1,1,3}.

Definition 3 (Periodic-frequent pattern). Let per(X) be the set of all
periods of X. Then, the periodicity of X can be defined as maxper(X) =
max(per(X)). An itemset X is a periodic-frequent pattern if sup(X) ≥ minSup
and maxper(X) ≤ maxPer, where minSup and maxPer are user-defined
thresholds.

For example, if minSup = 5 and maxPer = 2, the complete set of (full)
PFPs is {b}: (8, 2) and {c}: (6, 2), where each PFP X is annotated with a pair
(sup(X), maxper(X)).

Tanbeer et al. [8] proposed the problem of mining PFPs and the PF-growth
algorithm. Then, the MTKPP [11] algorithm was designed, which relies on a
depth-first search and a vertical database representation. But these two algo-
rithms have the drawback that a pattern is discarded if only one of its periods
exceeds maxPer (i.e., the item {e} has a periodic behavior, but it is regarded
as non periodic since it has a period of 3 > maxPer = 2). Several variations
of the above definition were proposed to address some of its limitations. Surana
et al. [13] proposed to associate a minimum support threshold and a maxi-
mum periodicity to each item, to evaluate each item in a different way. But the
number of parameters becomes equal to the number of items. Kiran et al. [14]
relaxed the maximum periodicity constraint by considering that a pattern X is
(partial) periodic if its periodic-frequency ( |{i|per(X,i)≤maxPer}|

|per(X)| ) is no less than
a user-defined threshold. However, a major drawback of that definition is that a
pattern that has some very long periods will still be considered as periodic (i.e.,
the item {a} is periodic even if it is periodic only in a very short time-interval).
In summary, these studies measure the periodicity of a pattern by counting the
number of times that its periods are less than maxPer but ignore by how much
these periods deviates from maxPer. To our best knowledge, this study first
considers the problem of finding stable periodic-frequent patterns by taking into
account by how much the periods of each pattern deviate from maxPer.
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3 The Proposed Model

The proposed model defines the concept of stable periodic-frequent patterns. In
this model, the definition of periodic-frequent patterns is extended to capture
the frequent patterns having a stable periodic behavior. The basic idea of the
proposed model is to assess the periodic stability of a pattern by calculating the
cumulative sum of the difference between each period length and maxPer. The
proposed model is defined as follows.

Definition 4 (Lability of an itemset). Let TgX(i+1) and TgX(i), i ∈
[0, sup(X)] be two consecutive TIDs where X appears. The i-th lability of X
is defined as la(X, i) = max(0, la(X, i − 1) + per(X, i) − maxPer), where
la(X,−1) = 0. Moreover, it can be concisely written as

la(X, i) = max(0, la(X, i − 1) + gX(i + 1) − gX(i) − maxPer)

The lability of an itemset X is a list of periods defined as la(X) = {la(X, 0),
la(X, 1), ..., la(X, sup(X))}, and |la(X)| = |per(X)| = sup(X) + 1.

For example, consider the item {d}. The terms for computing its lability are
la({d}, 0) = max(0, la({d},−1)+per({d}, 0)−maxPer) = max(0, 0 + 1 − 2) =
0, la({d}, 1) = 1, la({d}, 2) = 1, la({d}, 3) = 1 and la({d}, 4) = 0. Hence, the
lability of {d} is la({d}) = {0, 1, 1, 1, 0}.

Based on Definition 4, it can be observed that the periodic behavior of a pat-
tern is stable (lability is zero) if its periods are always no greater than maxPer.
If a pattern has periods larger than maxPer, its lability will increase, and these
exceeding values will be accumulated by the lability measure. And if there exists
periods of a pattern that are smaller than maxPer, its lability will decrease for
these periods until it reaches a minimum of zero. Thus, the lability of a pattern
changes over time depending on its periodic behavior, and each value exceeding
maxPer is accumulated. A low lability value (close to zero) means a stable peri-
odic behavior while a high value means an unstable one. Hence, this measure
can be used to find stable patterns by limiting the maximum lability.

Definition 5 (Stable periodic-frequent pattern). Let la(X) be the set of
all i-th lability of a pattern X. The stability of X is defined as maxla(X) =
max(la(X)). An itemset X is a stable periodic-frequent pattern (SPP) if
sup(X) ≥ minSup and maxla(X) ≤ maxLa, where minSup and maxLa are
thresholds.

For example, by continuing the previous example, if the user specifies that
maxLa = 1, the complete set of SPPs is {b}: (8, 0), {c}: (6, 0), {e}: (6, 1) and
{b,e}: (5, 1), where each SPP X is annotated with (sup(X), maxla(X)).

It is interesting to note that if maxLa = 0, SPPs are the traditional PFPs.
Thus the proposed SPPs is a generalization of the traditional definition of PFPs.

Definition 6 (Problem definition). Given a transaction database (D), set of
items (I), user-defined minimum support threshold (minSup), user-defined max-
imum periodicity threshold (maxPer) and maximum lability threshold (maxLa),
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the problem of finding stable periodic-frequent patterns is to discover each pattern
X in D such that sup(X) ≥ minSup and maxla(X) ≤ maxLa.

To develop an efficient algorithm for mining SPPs, it is important to design
efficient pruning strategies. To use the stability measure for pruning the search
space, the following theorem is proposed.

Lemma 1 (Monotonicity of the maximum lability). Let X and Y be
itemsets such that X ⊂ Y . It follows that maxla(Y ) ≥ maxla(X).

Proof. Since X ⊂ Y , g(Y ) ⊆ g(X). If g(Y ) = g(X), then X and Y have the
same periods, thus la(Y ) = la(X) and maxla(Y ) = maxla(X). If g(Y ) ⊂ g(X),
then for each transaction {Tz|Tz ∈ g(X) ∧ Tz /∈ g(Y )}, the corresponding
period per(X, z) will be replaced by a larger period per(Y, z). Thus, any period
in per(Y ) cannot be smaller than a period in per(X). Hence, maxla(Y ) ≥
maxla(X).

Theorem 1 (Maximum lability pruning). Let X be an itemset appearing
in a database D. X and its supersets are not SPPs if maxla(X) > maxLa. Thus,
if this condition is met, the search space consisting of X and all its supersets
can be discarded.

Proof. By definition, if maxla(X) > maxLa, X is not a SPP. By Lemma 1,
supersets of X are also not SPPs.

4 The SPP-Growth Algorithm

This subsection introduces the proposed SPP -growth algorithm. It performs two
steps: (i) compressing the database into a stable periodic-frequent tree (SPP-
tree) and (ii) mining the SPP-tree to find all stable periodic-frequent patterns.

4.1 The SPP-Tree Structure

The SPP-tree structure consists of a prefix-tree and a SPP-list. The SPP-list
consists of entries having three fields: item name (i), support (S) and maximum
lability (ML). The prefix-tree structure of the SPP-tree is similar to that of
the FP-tree [2]. However, to calculate both the support and maximum lability
of patterns, the SPP-tree nodes explicitly maintain occurrence information for
each transaction by maintaining an occurrence TID (or timestamp) list, called
TID-list at the last node of every transaction. Hence, two types of nodes are
maintained in a SPP-tree: ordinary nodes and tail nodes. Ordinary nodes are
similar to FP-tree nodes [2], whereas tail nodes are the last items of any sorted
transaction. The structure of a tail node is i[ta, tb, · · · , tc], where i is the node’s
item name and tj (j ∈ [1, n]) is a TID where item i is the last item. To facilitate
tree traversal, each node in the prefix-tree maintains parent, children and node
traversal pointers. Besides, unlike FP-tree nodes, SPP-tree nodes do not main-
tain a support count value. To increase the likelihood of obtaining a compact
tree, items in the prefix-tree are arranged in descending order of their support
of SPP. The next paragraphs explain how a SPP-tree is constructed and mined
to extract SPPs.
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Fig. 1. The SPP-list of of Table 1 after scanning (a) the first transaction, (b) the second
transaction, (c) the entire database, (d) after adding t = gX(sup(X)+1) to each item,
and (e) the final SPP-list containing the sorted list of items.

4.2 Constructing an SPP-tree

To construct a SPP-list, a temporary array t is used to record the current TID (or
timestamp) of an item. Algorithm 1 describes the steps for constructing a SPP-
list. Consider the database of Table 1 and that minSup, maxPer and maxLa
values are set to 5, 2 and 1, respectively. Figures 1(a)–(c) show the construction of
the SPP-list after scanning the first, second, and all transactions of the database,
respectively (line 2 to 9 of Algorithm 1). Figures 1(d) shows the result of adding
t = g(sup(X) + 1) to every item (line 10 of Algorithm1). Figures 1(e) shows the
SPP-list containing stable periodic-frequent items, sorted by descending order
of support (line 10 of Algorithm 1).

After finding stable periodic-frequent items, the database is scanned again to
construct the prefix-tree of the SPP-tree (Algorithm 2). The construction of the
prefix-tree is similar to how a FP-tree is constructed [2]. But it has to be noted
that only tail nodes of a SPP-tree maintain TIDs (or timestamps). Figure 2(a)–
(e) show the construction of the SPP-tree after scanning the first, second, eighth,
and all transactions of the database. In a SPP-tree, an item header table is built
so that each item points to its occurrences in the tree via a chain of node-links
to facilitate tree traversal. For simplicity, we do not show these node-links in the
illustrations. They are created in the same way as for the FP-tree.

4.3 Mining an SPP-tree

The SPP-tree is then mined as follows. A bottom-up scan is done to browse each
stable periodic-frequent item of the header table of the SPP-tree. The conditional
pattern base of each item is constructed (a projected database, consisting of
the set of prefix paths of the SPP-tree co-occurring with the suffix itemset) to
collect the TIDs of its ancestors and calculate its SPP -list. Then, the item’s
conditional SPP-tree is constructed (where ancestors that have a support less
than minSup or a maxla larger than maxSup are pruned), and mining is pursued
recursively on the resulting tree. The algorithm is said to be of type pattern-
growth because it recursively grows each SPP by appending single items from



Discovering Stable Periodic-Frequent Patterns in Transactional Data 237

Algorithm 1. Construction of an SPP-list
input : D: a transactional database,

minSup, maxPer, maxLa: the user-specified thresholds
output: the SPP-list containing the sorted list of items

1 Record the TID tlast(i) of the last transaction containing each item i in a
temporary array. Set the maximum lability ML(i), the lability la(i) and
support S(i) of each item i to 0;

2 foreach transaction T ∈ D with TID tcur do
3 foreach item i ∈ T do
4 S(i) = S(i) + 1;
5 la(i) = max(0, la(i) + tcur − tlast(i) − maxPer);
6 ML(i) = max(ML(i), la(i));
7 tlast(i) = tcur;

8 end

9 end
10 Set tcur = |D| and update each item in the SPP-list. Remove each item i such

that S(i) < minSup or ML(i) > maxLa from the SPP-list. Consider the
remaining items of the SPP-list as stable periodic-frequent items and sort them
by descending order of support.

Fig. 2. Construction of an SPP-tree after scanning the (a) first transaction, (b) second
transaction, (c) eighth transaction, and (d) the entire database.

its generated conditional SPP-tree. The procedure to discover SPPs from the
SPP-tree is shown in Algorithm3.

To illustrate how the SPP-tree is processed during mining, Fig. 3(a) shows
the SPP-tree of Fig. 2(d) after removing the bottommost item e. Note that the
TID-list of e has been pushed-up to its parent node since the node e was a
tail -node in the original SPP-tree. Besides, Fig. 3(b) shows the prefix-tree of
suffix item e. A conditional pattern base is a path from the root node to a
leaf node. The conditional pattern bases of e are thus {b:3,5}, {bc:1,6,7} and
{c:4}. Using the prefix-tree of e, it is rather simple to compute the maxLa and
support of each item that is co-occurring with the suffix itemset. The pruning
conditions are checked and nodes not respecting the thresholds are deleted from
the SPP-tree, while stable periodic patterns are output. The resulting tree is
shown in Fig. 3(c). The item c was deleted because its support is less than 5,
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Algorithm 2. Construction of an SPP-tree
input : D: a transactional database,

SPP-list : contains stable periodic-frequent items, their S and ML
1 Create the root of the SPP-tree, T , and label it with ”null” ;
2 foreach transaction T ∈ D with TID tcur do
3 Sort stable periodic-frequent items in T according to the order of SPP -list.

Let the sorted candidate item list be [p|P ], where p is the first item and P is
the remaining list. Call insert tree([p|P ], tscur, T ), which is performed as
follows. If T has a child N such that N.item-name �= p.item-name, then
create a new node N . Link its parent to T . Let its node-link be linked to
nodes with the same item-name via the node-link structure. Remove p from
[p|P ]. If P is empty, add tcur to the leaf node; else, call
insert tree(P, tscur, N) recursively.

4 end

Algorithm 3. The SPP-Growth algorithm
input : T : a SPP-tree, α: suffix itemset (initial value is ∅)
output: the set of SPPs

1 while T ’s header table T ht �= ∅ do

2 i = T ht[T ht.size − 1];
3 β = α ∪ i, output β;
4 Traverse the node-link of i to construct β’s conditional pattern base and

collect its TIDs where β has appeared in D and calculate SPP -listβ ;
5 if SPP -listβ �= ∅ then
6 Construct β’s conditional tree Tβ and call SPP -Growth(Tβ , β);
7 end
8 Remove i from T and push i’s TIDs to its parent nodes.

9 end

while be is output as a stable periodic pattern. Then same process of creating a
prefix-tree and its corresponding conditional tree is repeated in the same way to
consider other pattern extensions. The whole process of mining patterns using
each item is repeated if the header table of the SPP-tree is empty. Because
the SPP-growth algorithm starts from SPP-tree of single items and recursively
explores the conditional SPP-tree of patterns and only prunes the search space
using Theorem 1, it can be seen that this procedure is correct and complete to
discover all SPPs.

5 Experimental Evaluation

Since SPP-growth is the first algorithm for mining SPPs, its performance is not
compared with other algorithms. SPP-growth is implemented in Java. Exper-
iments were performed on a computer having a 64 bit Xeon E3-1270 3.6 GHz
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Fig. 3. Mining stable periodic-frequent patterns using suffix item e. (a) The SPP-tree
after removing the item e, (b) prefix-tree of suffix item e, (c) conditional tree of suffix
item e.

CPU, running Windows 10 and having 64 GB of RAM. The algorithm is evalu-
ated in terms of performance on both synthetic (T10I4D100K ) and real-world
(mushroom, OnlineRetail and kosarak) datasets, obtained from the SPMF
website [16]. Characteristics of the datasets are presented in Table 2, where |D|,
|I|, Tmin, Tmax and Tavg denote the number of transactions, distinct items, min-
imum transaction length, maximum transaction length and average transaction
length, respectively. Datasets were chosen because they have different character-
istics (dense/sparse datasets, long/short transactions, few/many items).

Table 2. Characteristics of the datasets

Dataset |D| |I| Tmin Tmax Tavg

T10I4D100K 100,000 870 1 29 10

mushroom 8,124 119 23 23 23

kosarak 990,002 41,270 1 2,498 8

OnlineRetail 541,909 2,603 1 1,108 1

Figure 4 shows the runtime requirements of the SPP-growth algorithm for
different minSup, maxPer and maxLa values on mushroom and T10I4D100K,
respectively. In these charts, values for the maximum lability thresholds (maxLa)
are shown on the x axis, while the y axis denotes execution times. The notation
S-P denotes the SPP-growth algorithm with minSup = S and maxPer = P .
The following two observations are drawn from Fig. 4:

– Increasing maxLa often increase the runtime. The reason is that increasing
maxLa increases the range of lability values accepted for SPPs. Thus, more
patterns must be considered in the search space.

– The SPP-growth algorithm has better performance on the sparse dataset
than on the dense dataset. The reason is that patterns in sparse datasets are
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more likely to be unstable. Hence, SPP-growth algorithm can eliminate many
candidate patterns on such datasets.

Fig. 4. Execution times for different parameter values

Figure 5 shows the number of SPPs generated for different minSup, maxPer
and maxLa values for mushroom and T10I4D100K, respectively. The following
observations can be drawn:

– For fixed maxLa and maxPer values, increasing minSup may decrease the
number of stable periodic-frequent patterns. The reason is that some patterns
will then fail to satisfy the higher minSup threshold value.

– Similarly, for fixed maxLa and minSup values, increasing maxPer may
increase the number of SPPs. The reason is that as maxPer is increased,
frequent patterns having longer periods may become stable periodic-frequent
patterns.

– For the T10I4D100K dataset, the pattern count increases rapidly as the
support and maxPer threshold are increased at the same time. This is

Fig. 5. Number of SPPs found for different parameter values
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because patterns in sparse datasets are more likely to be candidate patterns.
Hence, increasing the support and maxPer thresholds at same time results
in more candidate patterns that need to be considered as potential SPPs.

We also evaluated the proposed algorithm’s scalability in terms of execution
time, number of SPPs found and number of tree nodes when the number of
transactions is varied. For this experiment, the real kosarak dataset is used,
since it has a large number of distinct items and transactions. The dataset was
divided into five parts and then the performance of the algorithm was measured
after adding each part to the previous ones. Figure 6 shows the experiment’s
results for minSup = 0.1%, maxPer = 2% and maxLa = 1%. It is clear that
the runtime, number of patterns and number of nodes increase along with the
database size. This is reasonable because the maxLa and maxPer of patterns
also increase with the database size. Hence, the algorithm finds more patterns
and spend time to build additional tree nodes when size is increased.

Fig. 6. Scalability of SPP-growth when varying the database size

Table 3. Comparison of peak memory usage.

Algorithms T10I4D100K (MB) No. of nodes

minSup maxPer maxLa

0.1% 0.5% 0% 263 334,153

0.1% 0.5% 0.4% 296 575,854

0.1% 1% 0% 324 596,766

0.1% 1% 0.4% 421 652,840

0.2% 0.5% 0% 263 334,153

0.2% 0.5% 0.4% 296 575,854

0.2% 1% 0% 323 596,351

0.2% 1% 0.4% 389 638,054
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In another experiment, the peak memory usage of SPP-growth was recorded
for different parameter values on T10I4D100K. Results (Table 3) show that
SPP-growth consumes less memory for high minSup, low maxPer and low
maxLa values. This is reasonable as more patterns can be pruned.

Fig. 7. Periods of some interesting SPPs found in OnlineRetail

We also analyzed the SPPs found in the real OnlineRetail sale dataset
to assess their usefulness. OnlineRetail contains transactions of a UK-based
online store from 01/12/2010 to 09/12/2011. Data was segmented into hours
to obtain 2,975 non empty transactions. For minSup = 2, 000, maxPer = 5 h
and maxLa = 2 h, 32,284 SPPs are found, and only 197 PFPs for maxLa = 0 h.
This shows that many stable patterns can be saved using the proposed algorithm.
Figure 7 shows some found SPPs, which are {Box}: (2553, 0h), {Cake, Heart,
Vintage}: (2284, 1 h) and {Design, Pack, White}: (2131, 2 h), where each SPP X
is annotated with (sup(X), maxla(X)). The X-axis indicates period numbers of
patterns, and the Y-axis indicates the value per(X, i) for the i-th period. Note
that to reduce the number of points on that chart, only the maximum value for
each group of 50 periods is shown in Fig. 7. It can be observed that frequent pat-
terns exceeding maxPer having a stable periodic behavior are obtained, while
such patterns would be ignored by traditional PFP mining algorithms due to
the maxPer constraint. The stable patterns found about the sale of products
are also deemed interesting as they indicate stable sale trends. Such information
could be used to forecast product sales.

6 Conclusion

This paper proposed a novel problem of mining stable periodic-frequent pat-
terns. A new maxLa measure has been designed to assess the stability of an
itemset’s periodic behavior in a database. A pattern-growth algorithm has also
been proposed to find SPPs. An experimental evaluation on both synthetic and
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real datasets shows that SPP-growth is efficient and can find useful patterns.
For future work, we plan to adapt the concepts of stability to mine other types
of patterns such as stable periodic sequential patterns.
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Abstract. The main objective of our work is to assess the security of a
given real world system by verifying whether this system satisfies given
properties and, if not, how far it is from satisfying them. We are inter-
ested in performing formal verification of this system based on event
sequences collected from its execution. In this paper, we propose a pre-
liminary model-based approach where a Graphical Event Model (GEM),
learned from the event streams, is considered to be representative of
the underlying system. This model is then used to check a certain secu-
rity property. If the property is not verified, we also propose a search
methodology to find another close model that satisfies it. Our approach
is generic with respect to the verification procedure and the notion of
distance between models. For the sake of completeness, we propose a
distance measure between GEMs that allows to give an insight on how
far our real system is from verifying the given property. The interest of
this approach is illustrated with a toy example.

Keywords: Model-based learning · Formal verification ·
Graphical Event Models (GEMs) · Event streams

1 Introduction

In order to build a secure access to data in a real world system and to ensure
its safeness from any upcoming potential threat one should learn the dependen-
cies and behavior of the different components of the system, identify malicious
behaviors and act at the right moment to intercept them. Some of the existing
modeling formalisms are better tailored for the verification of given properties or
hypothesis, others for learning behaviors and dependencies. Probabilistic finite
automaton, for instance, were used in modeling and verification of known or
desired behaviors [5]. Petri Nets were used in modeling and verification of sev-
eral parallel tasks as well as in Process Mining [8]. Probabilistic graphical models
were used in Machine Learning for the representation of dependencies between
the different variables of a system.

Each of these cited formalisms has its own advantages and disadvantages.
Nonetheless, all of the formalisms cited above and the ones that are in the same
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family have a common flaw, the discretisation of time, which can be described as
a representational bias in the learning of these formalisms. Thus, from a security
point of view, it is better to use continuous time modeling formalisms that allow
knowing exactly when to act and not only what action to take; for example when
predicting a system failure or forecasting future user tendencies.

To explore the dynamics of a wide variety of systems behavior based on
collected event streams, there exist many advanced continuous time modeling
formalisms: for instance, continuous time Bayesian networks, Markov jump pro-
cesses [6], Poisson networks and graphical event models (GEMs) [2]. In this work
we are interested in Recursive Timescale Graphical Models (or RTGEMs) [2] a
sub-family of GEMs, that present advantages compared to the other formalisms.

Appropriate learning and verification techniques should be adapted for the
type of formalism that we wish to use. Standard model checking, for example, is
used as an verification method [1]. It has been applied to many formalisms, but
to the best of our knowledge, never adapted to RTGEMs. Another valid solution
for verification are approximation methods, such as Statistical Model Checking
(SMC) [4], which is an efficient technique based on simulations and statistical
results. SMC has been successfully applied to probabilistic graphical models such
as dynamic Bayesian networks (DBNs) in [3]. In the same way, SMC could be
easily adapted to RTGEMs.

The main objective of this work is to learn a model (if one exists) that is
at the same time representative of the real world system and secure. We are
not only interested in evaluating the fitness of the model using standard scoring
techniques but also in its suitability from a security point of view. Hence, we
propose a strategy where we choose to learn the “optimal” RTGEM (the one
that most fits the data). If this model does not satisfy a specific security property
we seek to find another RTGEM, in its close neighborhood, that does. To do
so, an appropriate model-based strategy is proposed and a distance measure is
introduced in order to compare two RTGEMs. The strategy we propose contains
three main steps, the learning of the model, the space exploration and model
verification phase, and finally the distance calculation.

This paper is divided into four sections, Sect. 2 consists in definitions and
some background context that will be useful further on. Section 3 contains the
proposed strategy, that is illustrated by a toy example in Sect. 4. Section 5 is
reserved for the conclusion and perspectives.

2 Background

The data we are using consists in timed sequences with strictly increasing times-
tamps (we use t0 = 0 and t∗ = tn+1 as conventions). Thus, our data is written
xt∗ for the sequence of events (t1, l1), ..., (tn, ln), with 0 < ti < ti+1 < t∗ for all
1 ≤ i ≤ n−1 and where li are labels chosen from a finite label vocabulary L. We
write |xt∗ | for the size of our data xt∗ (the number of events in the sequence).
The history at time t is the set of all the events that occurred before t, hi denotes
the ith history hi = (t1, l1), ..., (ti−1, li−1).
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2.1 Graphical Event Models

A Graphical Event Model (GEM) is defined as a directed graph G = (L, E)
that can represent data of the type xt∗ as given above, as well as the dependen-
cies between the different labels (or events) in time. In this work we are only
interested in Markov GEMs, where the conditional intensity functions λl(t | h)
satisfy the following property:

λl(t | h) = λl(t | [h]Pa(l))

where Pa(l) are the parents of l in G. This means that the conditional intensity
of a certain label l at time t only depends on the history of the parents of l
and not the entire history of the process. We also note that conditional intensity
functions are piecewise-constant, which means that they take constant values
for a certain period of time based on the observed history. More details about
GEMs can be found in [2].

2.2 Recursive Timescale Graphical Event Models

Recursive Timescale Graphical Event Models as described in [2] are a class of
GEMs where each dependency between two events is defined for a given finite
timescale which specifies the temporal horizon and the granularity of the depen-
dency represented by that edge. Formally, a timescale is a set T of half-open
intervals (a, b] (with a ≥ 0 and b > a) that form a partition of some interval
(0, th], where th is the highest value of T and is called the horizon of an edge e.
An RTGEM M = (G, T ) consists of a GEM G = (L, E) and a set of timescales
T = Te(e∈E) corresponding to the edges E of the graph G. The “recursive”
form of this formalism comes from the fact that it is constructed using a for-
ward search algorithm, usually starting from an empty model (only contain-
ing nodes that are not connected). The set of elementary operators, allowed
in the learning of RTGEMs in a forward search algorithm, is the following
OF = {add, split, extend}. The “add” operator adds a non-existing edge to the
model and its corresponding timescale T = (0, c], with c a constant. The “split”
operator splits one interval (a, b] in the timescale of a chosen edge into two inter-
vals (a, a+b

2 ], (a+b
2 , b]. The extend operator extends the horizon of a chosen edge

by adding the interval (th, 2th], with th being the previous horizon.
The conditional intensity functions now have parameters (they are also

piecewise-constant), i.e. λl(t | h) = λl,cl(h,t) where the index cl(h, t) is the parent
count vector of bounded counts over the intervals in the timescales of the parents
of l. For the following example, we consider that all RTGEMs are bounded by 1,
thus only the fact that a parent has occurred (or not) within the corresponding
timescale is important.

Example 1. Consider the TGEM illustrated in Fig. 1. We have L = {A,B,C,D};
for the event B for example, cB(h, t) = [0, 1, 1] means that there was no A
in [t − 3, t), there was an A in [t − 6, t − 3) and there was a D in [t − 5, t).
Hence, the conditional intensity functions for the variable B are of the form:
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A B C

D

(0, 3](3, 6]

(0, 2]

(0, 20]

(0
, 5
]

Fig. 1. Example of a four variables RTGEM

λB,000, λB,001, etc. All conditional intensity functions are equal to constants
making them piecewise-constant depending on the corresponding combination
of parents.

In the learning algorithm proposed in [2], a backward search follows a
forward search. This means that, implicitly, the authors use symmetric oper-
ators in their backward search. For the sake of convenience we write: O−1

F =
{remove edge, fusion, remove interval} for these symmetric operators, that do
the inverse of the ones cited beforehand. In order to learn the fittest RTGEM,
a Greedy Forward-Backward search is applied, based on an adapted Bayesian
Information Criterion (BIC) score to select the RTGEM that most represents
the data.

3 Proposed Approach

3.1 Problem Statement

In the learning phase of a model, where we want to learn the “fittest” model
that best represents reality, we tend to adapt scores and metrics that evaluate
the complexity and resemblance of the different learned models compared to
the real data (D), in order to chose the optimal one. From a security point
of view, it is also important to verify if our model (that represents reality to
a certain degree) satisfies certain security rules or properties, and if not, how
far the current model is from verifying them. The probability that a model M
verifies a security property φ is written P (φ | M). The problem we want to solve
can be written as follows:

∃M∗,M∗ = argmaxP (D | M) with P (φ | M) > c (1)

with c ∈ [0, 1] a given constant. The security properties we are looking to verify
are qualitative and generally address a limited number of events in our graph.
We denote lφ ∈ Lφ the labels of the events concerned by the security property
φ. The problem as stated in equation 1 cannot be solved using classical multi-
objective optimization heuristics, because of the fact that a qualitative property
cannot be optimized, it is either true or false (it cannot become “truer”).
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3.2 Proposed Strategy

The strategy we propose to solve (1) is described in the following generic algo-
rithm consisting in three main steps. The first step is the learning phase, the
second step is the model space exploration phase and model verification, and
the last step is the distance calculation between two models.

Algorithm 1. Proposed Strategy
input: D, φ
output: M∗, Δ

1: Mo = argmax
M∈RTGEM

P (D | M)

2: N = Nc(Nlφ(M
o))

3: M∗ = find{M ∈ N , P (φ | M) > c}
4: Δ = SHD(Mo, M∗)

The first line of Algorithm 1 corresponds to the learning phase of the fittest
RTGEM Mo (Sect. 2.2). Lines 2 and 3 correspond to the model space explo-
ration phase and model verification, where we try to find a model M∗, in the
“close” neighborhood of Mo, that verifies the security property. This step will
be explained in details in Sects. 3.3 and 3.4. The last line of the algorithm con-
sists in calculating the distance between the optimal and the selected model (if
one exists). The distance measure we propose will be defined and explained in
Sect. 3.5.

3.3 Model Space Exploration

The security properties we would like to verify address a number of particular
variables lφ in our model. The notation Nlφ(Mo), on line 2 of Algorithm1,
defines the neighborhood of Mo limited by the labels lφ that are concerned by
the security property φ. The neighborhood N that we consider, is the transitive
closure (Nc) of the previous neighborhood, limited by the number of allowed
operators that is fixed beforehand. We check if the initial model verifies the
security property in the first step of our find function before doing any space
exploration. The idea of the model space exploration (in line 3) consists in doing
a finite number of operations on the concerned labels lφ of the model Mo, while
staying in N , in order to find a model that verifies the property. We check
after each operation, if the obtained model satisfies the property or not. The
search stops immediately when we find a model that verifies the property. The
operations that are allowed are the ones in the sets OF and O−1

F .
The find function can be defined using any search technique: an exhaustive

technique like DFS (Depth First Search) or BFS (Breadth First Search) for
example. It can also be random, like the random walk technique or a greedy
search with an objective to improve P (φ | M) in order to make it higher than c.
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3.4 Model Verification

In practice, we are interested in two main types of queries that can be verified
on continuous-time graphical models. The first type of queries targets the order
or number of occurrences of given events. The second type of queries addresses
time or the timing of given events. By adapting these queries (or a conjunction
of them) to the system’s security standards we obtain our security properties
that allow us to classify a model as normal (or dangerous) from a security point
of view. Certain types of properties can be formalized using an extended version
of LTL (Linear Time Logic) [1], with the addition of past time intervals over the
variables. For example we can write �100(C ⇒ A(0,5] ∧ B(0,10]), meaning that
all the occurrences of C within the next 100 time units (if it ever occurs) must
imply the occurrence of A and B in the past within their respective timescales.

These types of properties could be verified using exact verification methods
like standard model checking techniques [1], but standard model checking is sub-
ject to state space explosion and to the best of our knowledge was never adapted
to Graphical Event Models. In practice we could also use an approximation
method, like Statistical Model Checking (SMC) [4] that consists in simulating
the model and verifying on each sampled data sequence if the given property is
verified.

3.5 Distance Between Models

To the best of our knowledge, there is no existing metric of distance between
RTGEMs. In the literature, the popular Hamming distance has been adapted
for some probabilistic graphical models such as Bayesian networks [7]. In the
following, we propose an extension of the Structural Hamming Distance (SHD),
adapted to RTGEMs, where we evaluate the amount of differing information
on two different edges. Consider two RTGEMs with the same set of labels L,
G1 = (L, E1) and G2 = (L, E2), we define:

SHD(G1, G2) =
∑

e∈Esd

1 +
∑

e∈Einter

d(T (e,G1), T (e,G2)) (2)

Where Esd = {E1 \ E2} ∪ {E2 \ E1} are the edges of each model that are not
present in the other one and Einter = E1 ∩E2 is the set of edges that are present
in both models. T (e,G1) and T (e,G2) are the lists of endpoints of the intervals
on the timescales of the corresponding edge e in graph G1 and G2 respectively. A
timescale in an RTGEM can be represented by a vector v = [0, a, b, c, ...] where
the values are the successive timestamp values. We write v1 and v2 for the values
of a timescale (on a given edge that is present in both graphs) of G1 and G2

respectively. We write vid = |v1 ∩ v2|, for the identical endpoints in the two
vectors; and vnid = |v1 \ v2| + |v2 \ v1|, for the endpoints that are not identical
in the two vectors. Thus, we define the elementary distance as follows:

d(T (e,G1), T (e,G2)) =
vnid

vnid + vid
(3)
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Equation (2) corresponds to adding 1 to the global distance when the edge (or
the dependency between two nodes) exists in a graph but not the other, and
adding a value d in [0, 1) corresponding to the difference between the timescales
when an edge exists in both graphs.

4 Toy Example

The purpose of the following example is to illustrate the interest of the proposed
strategy on a real life application. We consider a prepaid card online service,
where the possible actions are Recharge, Check account, Transfer money (to
transfer money to his or to another bank account) and Log out. We suppose that
the optimal RTGEM (Mo) that best fits the real behavior of users is as shown in
Fig. 2. A security query φ that we can verify on this example can be of the form
�1000(Transfer Money ⇒ Recharge(0,20] ∨ Check account(0,5]), and for instance
we want the model to satisfy the property P (φ | Mo) > 0.8. In other words
we would like to ensure a behavior for users that we consider safe: every time a
user wants to transfer money, an action where he checks his account must have
occurred right beforehand or a recharging of his account must have occurred
not long ago (because he may have made some purchases very recently after the
recharge and is aware of his balance). If our system does not verify this property
we would say that the average user should be more “careful” while using the
service and that the global behavior of the service is not secure.

Log in Recharge
Transfer
money

Log out

Check
account

(0, 5]

(0
, 5
]

(0
, 5
]

(0, 100]

(0
,5
]

(0, 5]

(0
,5]

Fig. 2. The learned model

Log in Recharge
Transfer
money

Log out

Check
account

(0, 5]

(0,
5]

(0
, 5
]

(0
,5
]

(0, 5]

(0
,5] (0, 5]

(0, 50](50, 100]

Fig. 3. A modified more secure model
(Color figure online)

We notice, only from looking at the model, that P (φ | Mo) is low and that
the learned behavior does not verify the security property mainly because of the
missing dependency between “Check account” and “Transfer money”. Hence,
users are transferring money without checking their accounts first. Furthermore,
after recharging and using their card they never directly check their accounts
but they sometimes directly transfer money.
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By doing a limited number of allowed operations on the labels that are
addressed by φ (lφ = {Transfer Money,Recharge,Check account}), we can
obtain the RTGEM (M∗) of Fig. 3, where the modifications are in red. Clearly,
this obtained model is more secure considering the security property φ, because
we now have a smaller interval between “recharge” and “transfer money” that is
taken into consideration and we have added the edge between “check account”
and “transfer money”.

The distance is SHD(Mo,M∗) = 1.333 in this case, because of the added
edge and the split on the interval.

5 Conclusion and Perspectives

In conclusion, we have proposed a preliminary model-based strategy in learning
and verification for security assessments, as well as a distance measure between
graphical models. Our strategy consists in learning the model that best repre-
sents the real data, in checking if a close model exists that verifies a certain
security property and in computing a distance, that we defined, between the two
models to see how far the fittest model is from verifying the property.

In the future we plan to apply our algorithm and start the experimentation
on a real world case study to evaluate its complexity and advantages, especially
in systems verification, in order to compare it with other verification approaches.
Finally, we are also planning on studying the correlation between the relative
distance measure we compute and the change in the satisfaction probability of
a certain property.
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Abstract. Emotions have an impact to almost all decisions. They affect
our choices and are activated as feedback during the decision process.
This work aims at investigating whether behavior patterns can be learned
and used to predict the user’s choice. Specifically, we focused on pairwise
image comparisons in a preference elicitation experiment, and exploited
a Process Mining approach to learn preferences. We proposed and eval-
uated a strategy based on experienced emotions and gaze behaviour,
whose results show promising prediction performance.

Keywords: User modeling · Emotion analysis · Gaze behavior ·
Process mining

1 Introduction

In human decision-making both rational thinking and emotions have an impor-
tant role. Although decisions are supposed to be a consequence of an intentional
and rational behavior, emotions strongly impact choices as they may affect the
logical reasoning. Loewenstein and Lerner [11] proposed a decision-making model
in which emotions are divided into two types: those anticipating future emotions
and those immediately experienced while deliberating and deciding. Therefore,
when making a choice, emotions experienced during the decision process can be
used as feedback about one’s preferences. In the field of Recommender Systems
(RSs), preference learning is a necessary step to produce good recommenda-
tions. Usually this process is based on explicit feedback, however, recent trends
use approaches based on implicit feedback inferred by analyzing user’s behavior
during the interaction [18]. Nowadays, it has been recognized that successful
recommendations need to take into account user perceptions of what is being
recommended that in some way elicits interest, perplexity, curiosity, or, more gen-
erally, an emotional response in the user. Early studies have shown the potential
for improving RSs by analyzing clicking behavior [1] or incorporating eye track-
ing data [19]. Moreover, behavioral data enables the analysis on user high-level
decision-making processes [8]. Also emotions experienced during the interaction
with a RSs reflect liking/disliking of content and, therefore, can be used as an
c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 253–261, 2019.
https://doi.org/10.1007/978-3-030-22999-3_23
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implicit relevance feedback [15]. Following this approach, our hypothesis is that
by detecting behavior patterns typical of the decision-making process it is pos-
sible to learn a model to predict future choices.

To address this issue, we investigated how both gaze behavior and emotions,
detected from facial expressions, could be used to this aim. Therefore, we per-
formed experiments in which pairwise items’ image comparisons was used as
a preference elicitation method. Then, to learn the model, a process mining
approach has been used and, specifically, the WoMan framework. It includes
prediction features that have proven to be effective in several domains, and that
may support the aims of this paper. Experiments show that the prediction task,
based on both emotions and gaze, yields good results. Specifically, in the 81% of
the cases the system correctly classifies the final user’s choice before half of the
process span, and in just 15% it is unable to provide a suggestion since, in the
current phase of the research, the user indecision modeling is missing.

This paper is structured as follows. The next two sections present two frame-
works for cognitive emotions recognition and gazes detection, and one for learn-
ing and predict preferences. Then, Sect. 4 reports the details of the proposed app-
roach and comments on the experimental outcomes. Finally, in the last section,
some conclusions and future work issues are discussed.

2 Emotions Recognition and Gaze Detection

Emotions are part of our everyday living and influence decision-making. The
work described in [14] emphasizes that one of the four roles played by emotions
in decision-making is to provide information through the display of both positive
and negative emotions that arise directly from the options being considered by
the decision maker [16]. In particular, according to [3], we are interested in
secondary emotions, since decision-making is a cognitive process.

In the context of RSs, the interaction is mainly performed through a dis-
play in front of which the user looks at items to make a decision about what
to select. Then it is feasible to recognize emotions from facial expressions. To
this aim, we developed a Facial Expressions Recognition (FER) system specif-
ically trained on a suitable dataset. The system is called FEAtuREs (Facial
Expression Analysis for Recognition of Emotions), able to analyze facial expres-
sions both from recorded video and in real time [5]. It follows a commonly used
pipeline in FER systems [4]. It performs facial expression recognition on a single
image considering as a region of interest the whole face. The set of descriptors
used in FEAtuREs is based on the Histogram of Oriented Gradients (HOG) [2].
The classification of the facial expression is done by a multi-class Support Vector
Machine (SVM) adopting the “one-against-one” strategy. The final prediction is
returned by a voting system among all the classifiers.

The system has been trained and validated on a dataset that integrates three
different ones: (i) “EU-Emotion Stimulus Set (EESS)” [12]; (ii) “The Cambridge
Mindreading (CAM) Face-Voice Battery” [9]; (iii) “The Cambridge Mindreading
Face-Voice Battery for Children (CAM-C)” [10]. In particular, we selected eleven
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Fig. 1. (a) FEAtuREs interface (left) - (b) User’s behavior example: a is chosen (right)

cognitive emotions that were mentioned in literature as relevant to the decision-
making process. The output of this selection is a set of 4184 images whose distri-
bution is the following: enthusiasm (498), interest (340), surprise (295), curios-
ity (453), concentration (495), attention (374), disappointment (370), boredom
(270), perplexity (369), discomfort (461), frustration (259). The average accu-
racy is of 92% calculated using k-fold evaluation with k = 10. The interface for
cognitive emotions recognition is illustrated in Fig. 1(a). Besides emotion recog-
nition, FEAtuREs performs also gaze detection and tracking to detect, in the
pairwise comparison, the side of the screen (left or right) the user is looking at.
It has been implemented using Dlib and OpenCV functions1. Then, a specific
instance of a decision-making process is bounded between a starting point, when
the system shows for the first time the item’s pairs, and an ending point, when
a choice is made. While the user is engaged in this process, the flow of emotions
and gazes is gathered and collected by FEAtuREs. The user preference choice
process is labeled as a or b depending on the selected item. In Fig. 1(b) is shown
an example of the user behavior, gazes and emotions with the timestamp in
which they occur, collected before the item a is chosen.

3 Process Mining: The WoMan Framework

While Process Mining and Management (PMM) techniques [17] have been typi-
cally motivated by, and exploited in, business and industrial domains, they have
been recently used for other application fields, as well. In this paper we aim
at checking whether they can be effective for user preference prediction, where
the user behavior is seen as a process of emotions and gazes. So, a quick recall
of PMM basics may be helpful here. A process consists of actions performed
by agents, formally specified by a workflow, which defines their allowed compo-
sitions2. A process execution is described in terms of events associated to the
performed activities. A case is a particular execution of activities compliant to
a given workflow. Case traces consist of lists of events associated to time points.
A task is a generic piece of work, and an activity is its actual execution.

1 Head pose estimation using OpenCV and Dlib: https://www.learnopencv.com/.
2 Sequential, parallel, conditional, or iterative composition.

https://www.learnopencv.com/
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Specifically, we adopted WoMan (Workflow Management), an incremental,
declarative [13], and logic-based PMM framework [6]. In addition to more typical
PMM tasks, such as process mining and supervision, it proved able to support the
prediction task3 in many application domains (see [7] for more technical details).
WoMan takes as input trace elements consisting of 6-tuples 〈T,E,W,P,A,O〉,
where T is the event timestamp, E is the type of the event (one of ‘begin’ or
‘end’ of ‘activity’ or ‘process’), W is the name of the reference workflow, P is
the case identifier, A is the activity name, and O is the progressive occurrence
number of A. WoMan models describe the structure of workflows using two
elements: task (a kind of activities that is allowed in the process) and transi-
tion (the allowed connections between set of tasks). WoMan consists of several
modules. The learning module, WIND (Workflow INDucer), learns or refines
a process model according to a case. The supervision module, WEST (Work-
flow Enactment Supervisor and Trainer), takes the case events as long as they
are available, and returns information about their compliance with the currently
available model for the process they refer to. While in supervision mode, WoMan
can make several kinds of predictions. Specifically, when the enacted process is
unknown, WOGUE (Workflow Guesser) returns a ranking (by confidence) of a
set of candidate process models.

4 Process Mining for Preference Learning and Prediction

Approach. We used WoMan to face two problems: preferences learning, by
modeling user’s behavioral aspects on a pairwise comparison, and preference
prediction, guessing future user’s choices during the decision-making process.

User’s behavior can be defined as a flow of emotions and gazes, framed in
the context of a decision-making process. This flow can be seen as a process
consisting of activities, i.e., emotions and/or gazes, performed (implicitly) by
agents, i.e., users4, and a process concerning the preference’s choice.

We devised and tested several strategies to deal with these kinds of infor-
mation. Due to space constraints, we report and evaluate only one, namely a
strategy based on a combination of gazes, proved to be a powerful source of
information in RSs area [19], and emotions. For convenience, we will refer with
Dg = {left,right} to the domain of gazes, and with De = {annoyance, atten-
tion, boredom, concentration, curiosity, disappointment, enthusiasm, frustration,
interest, perplexity, surprise} to the domain of emotions. The idea is to con-
sider gazes and emotions together, in order to give them equal importance, by
transforming Da and Dg into a unique domain Da,g defined as their Cartesian
product, and containing all the possible syntactic concatenations. The number of
possible tasks will be higher than the ones which consider domains individually,
carrying more informative power at the expense of the process complexity.
3 Given a workflow and an intermediate status of a process execution, the goal is

predicting how the execution might proceed, or what kind of process is being enacted,
among a set of candidates.

4 Users will be ignored since the interest is not on user’s profiling.
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Example 1. Consider the user’s behavior in Fig. 1(b). The event trace of the case,
named c1, of the process a (user preference) obtained by applying our strategy is:

〈201811062104048, begin of process, a, c1, start, 1〉
〈201811062104048, begin of activity, a, c1, boredom left, 1〉
〈201811062104054, end of activity, a, c1, boredom left, 1〉
〈201811062104054, begin of activity, a, c1, interest left, 1〉
〈201811062104059, end of activity, a, c1, interest left, 1〉

. . .
〈201811062104082, begin of activity, a, c1, boredom right, 3〉
〈201811062104082, end of activity, a, c1, boredom right, 3〉
〈201811062104082, end of process, a, c1, stop, 1〉

Note that the name of the activity carries both gaze and emotion information. When-
ever a new activity X is detected a begin of activity event is stored, just after being
terminated the previous activity, if any, by recording an end of activity event. Several
occurrences of the same activity are progressive numbered.

In order to learn preferences from user’s behavior, the module WIND is
applied, discovering one model for each preference, containing tasks and tran-
sitions. Since there is no concurrency relation between activities, a transition
happen whenever a new activity in the event trace is detected, and consists in
stepping from the current to the next one.

The experiments concern the evaluation of the proposed strategy by assessing
whether performance on the task of preference prediction in the decision-making
process at least overcomes a total random classifier.

Datasets and Models Description. Datasets have been created by collecting
the user’s behaviors, while they made a choice on each image pairs sourced from:

IAPS5 (International Affective Picture System) domain, an images database
designed to provide a standard for studies in emotions domain; 34 users (15
females and 19 males) for 18 pairs of images, paired by opposite valence
(positive or negative), and randomly placed to the left or to the right. They
produced 280 cases of choice, 145 for a and 135 for item b;

ComPro (COMmercial PROducts) domain, images selected in the domain of
commercial products taken from several areas, e.g., clothing, food and art;
42 users (18 females and 24 males) for 28 pairs of images, paired by category
and not fully conflicting. They produced 578 cases, where 275 concern the
item a and 303 the item b.

We applied the proposed strategy to transform user’s cases into event logs,
and discover the process models they refer to. Table 1 reports some statistics on
each experimental event log and model: number of cases (#cases) and events
(#events) (also on average per case), tasks (#task) and transitions (#trans).
ComPro involves more cases than IAPS, allowing to discover many more different

5 http://csea.phhp.ufl.edu/Media.html.

http://csea.phhp.ufl.edu/Media.html
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transitions, while #task is almost the same since few cases are sufficient to mine
the most of them. The overall #events in ComPro is higher than the one in
IAPS, as it involves more cases, while the average length is almost the same.
The number of discovered tasks and transitions between the 2 processes, for
both datasets, is quite comparable.

Table 1. Datasets and models statistics

Domain Process a Process b

#cases #events #task #trans #cases #events #task #trans

Overall Avg Overall Overall Overall Avg Overall Overall

IAPS 145 2842 19.6 15 109 135 2872 21.27 17 141

ComPro 275 5920 21.53 22 184 303 6434 21.23 22 185

Table 2. Preference prediction statistics

Dataset Performance

Acc P R F-score Indecision Avg sequence

I D

IAPS 81% 95% 95% 96% 95% 15% 19,56

ComPro 62% 80% 79% 81% 80% 22% 21,38

Performance Evaluation. The experimental procedure was as follows. A 10-
fold cross validation procedure was run on each event log (translated dataset).
Process models was learned from each training set by applying the WoMan’s
module WIND [6]. Finally they was used as a reference to call WOGUE on each
event in the test sets to predict which kind of process was in execution. As long
as case events were tested, WOGUE returned a ranking of the set of candidate
processes, using the one with highest Mean Reciprocal Rank as case label.

Table 2 reports datasets on the row headings and corresponding average per-
formance on the columns. Column Acc (for Accuracy) reports the ratio of cases
that WOGUE has correctly classified, distinguishing between the one under inde-
cision, Acc-I, i.e., even when it is unable to assign a label, and the one when
a decision was made, Acc-D. The column Indecision reports the ratio of cases
in which WOGUE didn’t assigned a label. Columns P (for Precision), R (for
Recall), and F-score report classical predictive measures (only on labeled cases),
and finally, column Avg Sequence reports the average length, in terms of number
of events, of the tested cases. The winning strategies are reported in bold.

Our strategy, given its powerful representation formalism, outperforms, in
all datasets, a total random classifier, being Acc greater than 50%. Moreover,
predictive measures, summarized by the F-score, yielded a 95% for IAPS, and a
80% for ComPro, which means that it can fairly predict preferences.
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Fig. 2. IAPS - (left) and ComPro - (right) for predictions.

Specifically, the prediction task in IAPS is 95% accurate in assigning labels,
and it is still high (81%) even under indecision (15% of Indecision). It is 95%
precise (P) in making predictions, correctly covering the 96% (R) of the cases.
As regards the ComPro dataset, performance are not as good as on IAPS, nev-
ertheless it yielded about 80% of Acc-D, P, and R, when it decided a label, while
Acc-I is 62% (being Indecision value equal to 22%). This may be due to both
challenging elicitation skill of ComPro and lack of a user’s indecision model.

Graphs in Fig. 2 show the 10-folds Acc-I trend, in form of box plots’ sequence,
per event. Since the Avg Sequence in Table 2 is between 19–21, and since the
interest is on guessing as early as possible the user’s choice, only the first 25
events are shown. The Acc-I value converges rapidly after few events to the
one in Table 2, for both datasets, therefore it is quite reliable at the beginning.
Specifically, the accuracy on IAPS is about 80% after 6 events (a third of Avg
Sequence), and the accuracy on ComPro is about 60%–70% within 10 events (a
half of Avg Sequence), which are noteworthy results. Low accuracy values are
outliers and occur especially at the beginning, while good ones are in boxes6,
in general distributed around the mean. Since boxes in graphs are skewed to
the maximum up to a half of the sequence, it is very likely to have a correct
prediction in this time span. These results confirmed that both emotions and
gazes are important in modeling the user’s behavior for preference prediction.
Considering trends in Fig. 2 and the average sequence length in Table 2, the
system can provide reliable predictions within a half of the sequence. However a
user’s indecision behavior model would help to increase the overall accuracy.

5 Conclusions and Future Directions

Emotions are fundamental to almost all decisions. This work investigated the
use of the WoMan Process Mining framework for preference learning and pre-
diction. We focused on pairwise image comparisons in a preference elicitation
experiment, assessing the effectiveness of a strategy which takes into account
gaze behaviour and emotions. Results confirm that it significantly outperforms
prediction of a total random classifier. In future work, we plan to exploit other

6 The range between the first and third quartile.
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strategies and to perform new experiments with more users. We also plan to ask
a marketing expert to suggest how to select suitable items to be shown in the
pairwise comparison. Then we will integrate our approach in a game in which
the system will guess as early as possible the user’s choice.
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16. Tkalčič, M., Maleki, N., Pesek, M., Elahi, M., Ricci, F., Marolt, M.: A research
tool for user preferences elicitation with facial expressions. In: Proceedings of the
Eleventh ACM Conference on Recommender Systems, pp. 353–354. ACM (2017)

17. van der Aalst, W., et al.: Process mining manifesto. In: Daniel, F., Barkaoui, K.,
Dustdar, S. (eds.) BPM 2011. LNBIP, vol. 99, pp. 169–194. Springer, Heidelberg
(2012). https://doi.org/10.1007/978-3-642-28108-2 19

18. White, R.W., Jose, J.M., Ruthven, I.: Comparing explicit and implicit feedback
techniques for web retrieval: TREC-10 interactive track report. In: Proceedings of
the Tenth Text Retrieval Conference (TREC-10), pp. 534–538 (2002)

19. Xu, S., Jiang, H., Lau, F.: Personalized online document, image and video recom-
mendation via commodity eye-tracking. In: Proceedings of the 2008 ACM Confer-
ence on Recommender Systems, pp. 83–90. ACM (2008)

https://doi.org/10.1007/978-3-642-28108-2_19


Decision Support Systems and
Recommender Systems



A Classification Method of Photos in a Tourism
Website by Color Analysis

Jun Sasaki1(&), Shuang Li1, and Enrique Herrera-Viedma2

1 Iwate Prefectural University, Takizawa, Iwate 152-52, Japan
jsasaki@iwate-pu.ac.jp, g236q005@s.iwate-pu.ac.jp

2 University of Granada, 18071 Granada, Spain
viedma@decsai.ugr.es

Abstract. The number of Foreign Independent Tour (FIT) is increasing in the
world. This research aims to develop a personal adaptive tourism recommen-
dation system (PATRS) for FIT. This paper describes the concept of PATRS and
related researches. In order to develop the PATRS, an easy feature extraction
method from a tourism website is required. The classification of photos of
tourism spots is an important technology to realize the feature extraction from
numerous information in the website. This paper proposes a classification method
of photos in a major tourism website by color analysis. From the results on the
experiments, we confirmed that the photos in a tourism website can be classified
into four classes by the proposed method.

Keywords: Classification method � Tourism recommendation system �
Color analysis � Feature extraction

1 Introduction

Recently, the number of Foreign Independent Tour (FIT) is beyond of the number of
package type tourists in Japan [1]. The travelers of FIT are finding their point-of-
interest (POI) by using tourism websites in their visiting areas. On the other hand, it is
difficult to find personally adaptive POI because there are too many tourism infor-
mation in major tourism areas. In order to easily find a personally adaptive POI, an easy
feature extraction of POI from too many information on a tourism website is required.
The classification of photos of tourism spots is an important technology to realize the
feature extraction. This paper proposes a classification method of photos in a major
tourism website by color analysis.

This paper introduces the concept of PATRS, issues on the development and
related works in Sects. 2, 3 and 4. In order to develop the PATRS, it is necessary to
classify the POI to find a personally adaptive POI easily. In Sect. 5, we describe the
purpose of the classification of photos in a tourism website. Sect. 6 proposes the
classification method and shows experimental results. Finally, in Sect. 7, the paper
describes the conclusion and the future issues in this research.
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2 Issues in FIT

TripAdvisor [2] is the most popular website (for getting tourism information) for
Japanese travellers who go abroad. This site has many information on hotels, tourism
spots, restaurants and flight schedule, etc. in Japanese. In the case of major tourism
spots, it is difficult to find personally adaptive POI because there are too many tourism
information. For example, St. Petersburg, which is popular tourism area in Russia, has
1173 tourism spots, 475 museums, 447 tours, 183 concerts and shows, 405 enter-
tainment facilities and 266 shops etc. in the website of the TripAdvisor. The website
recommends some tourism spots and tours, but it is not for one user but for every user.
It is difficult to confirm the recommendation is satisfied or not for the user.

The aim of this research is to develop a new tourism recommendation system in
order to solve above-mentioned problems. In the first step, we describes the required
technologies to develop the system and the related works on the technologies. The
classification and the feature extraction are also the required technologies for solving
the problem. Then, as one of the classification of POI, the paper proposes a classifi-
cation method of photos from a tourism website by color analysis. In the following
sections, this paper describes our research target and study area, related works, our
proposal and experiments.

3 Research Target and Study Area

The Fig. 1 shows the concept of the personal adaptive tourism recommendation system
(PATRS). Travelers input the travel area, their purpose and experience to the system,
the Input Processing Module creates some keywords and conditions from the input data
and retrieve the POI database (DB). The POI DB stores the characteristics data, which
the POI Characteristics Analyzing Module extracts by analyses of comment and photo
data in tourism websites and Social Network Services (SNSs) for each POI in the user
traveling area. The Characteristics Analyzing Module sends some candidates of POI to
the Adaptation Calculation Module, where the priority level of recommendation on
each candidate of POI is calculated. The Visualization Module and shows the results
for the users with a good human interface such as a Map style.

As the first step, the research aims to design of the POI Characteristics Analyzing
Module. It should have an easy finding function of personally adaptive POI for a FIT
by using the comment and photo data in a tourism websites. In the design of the POI
Characteristics Analyzing Module, a classification and feature extraction function of
POI are important technologies. We discuss on the classification method of photos in a
tourism website in the paper.
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4 Related Works

In order to develop the PATRS, many theories and technologies are required. We
propose a development flow of PATRS shown in Fig. 2. Based on the flow, the authors
have been researching some related issues.

4.1 Definition of “Tourism” and Travelers’ Behavior Analysis

The reference [3] analyzed the behavior of inbound tourists (who were coming to Japan
from other country) in Tokyo metropolitan area from the data of IC transit cards. The
reference [4] proposes a note on modeling for changes of tourist purposes using fuzzy
systems. The authors proposed a finding method of target users who were interested in
regional areas using online advertising and SocialNetwork Services (SNSs) [5]. Kasahara
et al. constructed a tourist behavior model by using a tourists tracking application in a
regional environment [6]. Li et al. defined the concept of “smart tourism”, which is a travel
by using information systems and information environment in China [7]. Recently,

Fig. 1. The concept of PATRS and study area of this paper.

Fig. 2. Development flow of PATRS.

A Classification Method of Photos in a Tourism Website by Color Analysis 267



semantic analysis as well as data analysis has been trying. For example, there is a sen-
timent analysis on Twitter for tourism based on applications in reference [8].

4.2 Find of POI and Classification

There are many works on finding method of POI and the classification. Some researcher
have been used mainly, Twitter or Flickr data to find a POI and classification as shown in
[9, 10] etc. The authors also have been used Flicker to find POIs of inbound tourists in
rural area in Japan [11]. The references [12] and [13] used the “similarity” among tourists
and tourism spots to find and recommend POIs. Further, there are some works on
extraction and classification method of the name or official account of POIs [14, 15] etc.

4.3 Optimizing Tourism Routing Plan

Though some papers such as [16] discussed on the optimal routing for sightseeing and
its solution theoretically from old time, there is no practical method yet. As, actual
tourism plans are usually complex because of depending on travellers’ condition such as
the time schedule, its budget, weather and traffic of the transfer, it is a difficult problem.

4.4 Personal Adaptive Tourism Recommendation System (PATRS)

There are many proposals on the recommendation of tourism spots. For example, there
are reports on the method such as using “blog”, tourism website, Wikipedia, Google
Maps, web photos Collaborative Filtering, contents analysis and ontology etc. [17–21].
Recently, recommendation systems and decision making support systems for a group
that with considering privacy and finding method of POI and using location based
service are attractive research issues [22, 23]. Further, Kinoshita et al. proposed a
personal navigation system to assist sightseeing across multiple days [24]. Kinoshia
and Yokokishizawa proposed a tour route planning support system using Kansei
evaluation and multi-objective gas [25]. Further, Kurata developed a dialogue based
travel-plan creation support tool for walking plan around a city [26]. The authors have
been developing tourism recommendation systems using data from SNS [27]. We also
proposed a personal tour planning system for use in urban and rural areas [28].

Though there are many tourism recommendation systems proposed, nobody
developed a system for recommending an appropriate sightseeing plan for individual
travelers to foreign countries. This research aims to develop the PATRS that is useful
especially when a person makes a personal foreign trip. The classification of POI is one
of the required technologies to develop the PATRS. As a first step of this thesis, we
discuss on a classification method of photos in a tourism website.

5 Purpose of Classification of Photos in a Tourism Website

Generally, travelers obtain the information of POIs by tourism magazines and websites.
The information from such media of POIs is limited and it cannot be completely correct
and unfair, because the media biased the information by writers and editors in the
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media companies. Therefore, we propose use the comments and photos collected from
tourism websites or SNSs and try to extract the features of POIs. We thought that the
comments and photos of general tourists could be correct and fair written by the authors
who actually went to POIs. Regarding to the analysis of comments, we reported other
papers. In this paper, we describe a classification method of photos in a tourism website.
In the future study, we will combine the analysis of comments and the classification
method of photos to develop the personally adaptive recommendation system.

Generally, tourism websites and SNSs consist of photos taken by travellers and
comments (text) posted by them. We analyse these data to extract features of POI and
classify them. Objective information can be obtained from the photo data and sub-
jective information can be obtained from comment data. This paper describes the photo
data analysis as a first step. It is possible to estimate an object from photo data by using
a recent AI technology. However, in order to improve estimation accuracy using AI, a
large amount of teacher data is required. This paper challenges to clarify the possibility
of obtaining objective information from colour analysis of photo data without using AI.

6 Classification Method and Experiments

6.1 Classification Method

The purpose of this paper is to investigate the possibility of the classification of photos
in a tourism website. Application of image recognition by Artificial Intelligent (AI) is
also conceivable, but enormous teacher data is required. Therefore, we thought that
some kind of classification not by AI but by color analysis of the photograph, and
conducted an experiment showing the possibility.

We selected the TripAdvisor Japan as the most popular tourism website for
Japanese tourists. Three tourism areas are selected, the first is St. Petersburg (area “S”)
in Russia as a major sightseeing area, the second is Graz (area “G”) in Austria as a
middle class famous sightseeing area and the third is Lappeenranta (area “L”) in
Finland as a not so famous area. We selected 15 photos from the first to 15th recom-
mended POI in each tourism area, and the total number of photos is 45. We will call the
first recommended POI in the area “S” as “S1” and the second POI as “S2”, so we have
45 POIs of S1, S2, …, S15, G1, G2, …, G15, L1, L2, …, and L15 (Table 1).

Table 1. Experimental conditions.

No. Item Content Reference

1 Tourism
website

TripAdvisor Japan https://www.
tripadvisor.jp/

2 Tourism
area

St. Petersburg (Russia): area “S” A famous sightseeing
area

Graz (Austria):area “G” A middle class
famous sightseeing
area

Lappeenranta (Finland): area “L” Not so famous
sightseeing area

(continued)
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To analyze the photos, we used a color analysis tool which is a freewebsite provided by
a Japanese company named “Irotoridori” [29]. When we input a photo data to this color
analysis tool, it presents the analysis results of color components. It shows the color
component of the photograph and its proportion. Figure 3 shows an example of the result on
POI “S1”. It shows the photo includes 12 color components of color code from #2040C0 to
#606060, and the ratio of the color components is from 95% to 13%, respectively.

In the color analysis, the three of hue, brightness and contrast are important items.
We decided to use hue to discriminate whether the composition of the photo is

artificial or natural. We changed the combination of R (Red), G (Green) and B (Blue) as
shown in Table 2 and judged whether the color produced was artificial or natural. By a
try and error works, we could find the following formulas on hue, Hu to distinguish
artificial or natural,

Hu ¼ 3R� Gþ 2Bð Þ� 0, the color component is artificial, ð1Þ

Hu ¼ 3R� Gþ 2Bð Þ\0, the color component is natural. ð2Þ

Fig. 3. Example of a color analysis result on POI “S1”.

Table 1. (continued)

No. Item Content Reference

3 Photos
of POIs

Top 15 POIs in each tourism area
recommended by the tourism website. Total
number of phots is 45.

Date: December 31 in
2018

4 Color
analysis
tool

Color analysis tool “Irotoridori” provided by
Ironodata. Inc.

https://ironodata.info/
extraction/irotoridori.
php
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We calculated the brightness, Br, and the contrast, Co as follows.

Br ¼ MAX R;G;Bð Þ: ð3Þ

Where,MAX R;G;Bð Þ indicates the maximum value of R, G, B of the average of the
photo, and,

Co ¼ MAX R;G;Bð Þ �MINðR;G;BÞ
MAXðR;G;BÞ ð4Þ

Where, MIN R;G;Bð Þ indicates the minimum value of R, G, B of the average of the
photo.

Table 2. Judgment of natural or artificial color.
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Table 3 shows an example of the calculation results on Hu, Br and Co for the photo
of POI “S1”. In this table, the 50% of “Judg.” means 50% of this photo is artificial. We
call the value as a ratio of artificial, Ra. Then we calculated all of the Ra for every
photo data and compared with the visual value as shown in Fig. 4. The visual value
means the average of artificial ratio on each photo evaluated visually by the two authors
of the paper. From the comparison shown in Fig. 4, we could confirm the calculation
results expressed the tendency of the change artificial ratio. As the Ra decreases, the
error is increasing. We found the Ra ¼ 100% expressed the photo showed an inside of
building or almost near a building.

Table 3. Example of the calculation results on hue, brightness and contrast for POI “S1”.

Fig. 4. Comparison between calculation and visual (average) on ratio of artificial (Ra) on all
photos.
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Next, the brightness (Br) and the contrast Coð Þ are important elements to know the
ratio of artificial and natural and weather condition in a photo. When both of Br and Co
are high, the photo will have artificial things (buildings) in clear weather. When only Br
is high, the photo will have artificial things (buildings) in cloudy weather. When both
of Br and Co are low, the photo will be natural things.

By the method mentioned above, we can classify all targeted photos into the next
four classes and each judgement method is as follows.

Class A: a photo in a building, Ra ¼ 100%
Class B: a photo of mainly a building in a clear weather day, both of Br and Co are

over average, except Class A,
Class C: a photo of mainly a building in a cloudy weather day, only Br is over

average, except Class A,
Class D: a photo of mainly a natural park, others.

6.2 Experiments

Table 4, 5, 6 and 7 show the experimental results on Class A, B, C and D, respectively.
The evaluation was as follows,

Class A: total ten photos, five photos were in buildings, four photos were almost
buildings and one photo (S2) was not almost building, the classification successful
ratio was 90%,
Class B: total eleven photos, nine photos were mainly buildings, two photos (L15
and S12) were not mainly buildings and all photos were in a clear weather day, the
classification successful ratio was 81.8%,
Class C: total twelve photos, nine photos were mainly buildings, three photos (G3,
S10 and S5) were not mainly buildings, the weather was cloudy or clear, and the
classification successful ratio was 75%,
Class D: total twelve photos, four photos were mainly natural parks, five photos
were sightseeing spots, three photos were museums, and the classification suc-
cessful ratio was 33.3%.

As a result, in the proposed classification method, we confirmed as follows,

(1) The artificial ratio calculated by Hu is useful to find and classify indoor photos
(Ra ¼ 100%),

(2) If both of Br and Co are over average, the photos show almost building in clear
weather,

(3) If Br is over average, the photos show almost building but it is difficult to judge if
the weather is clear or cloudy,

(4) If a both of Br and Co are under average, the photos show natural parks but it is
not deterministic.
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Table 4. Classification result (Class A: Ra = 100%).

POI
Ra
Br
Co

Photo
Features 

POI
Ra
Br
Co

Photo
Features 

POI
Ra
Br
Co

Photo
Features

S15
100%
155.9
0.162

In Museum

L12
100%
90.4
0.839

In Shopping Center 

S9
100%
98.7
0.137

In Museum

L7
100%
106.0
0.073

In front of Zoo

G10
100%
143.7
0.020

Government Building 

G1
100%
127.6
0.078

Sightseeing Spot
S2

100%
141.9
0.069

Museum

G13
100%
94.9
0.145

In Church

G8
100%
104.6
0.071

Shopping Street
S13

100%
92.0
0.137

In Museum

Table 5. Classification result (Class B: Both Br and Co are over average, except Class A,
Average Br = 125.1, Average Co = 0.185).

POI
Ra
Br

 Co

Photo
Features 

POI
Ra
Br

 Co

Photo
Features 

POI
Ra
Br

 Co

Photo
Features

G9
49%
135.2
0.270

Building

S7
47%
141.1
0.181

Concert Hall

S8
45%
153.3
0.331

Museum
L11
42%
157.7
0.210

Museum

S6
39%
138.2
0.274

Church

L15
37%
172.0
0.344

Sightseeing Spot

L5
37%
129.4
0.323

Amusement Park

L6
30%
126.6
0.369

Church

L13
27%
171.9
0.228

Station 
S12
24%
133.1
0.352

Museum

L14
22%
164.7
0.413

Museum
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Table 6. Classification result (Class C: only Br is over average, except Class A, Average
Br = 125.1).

POI 
Ra
Br
 Co

Photo 
Features 

POI 
Ra
Br

 Co

Photo 
Features 

POI 
Ra
Br

 Co

Photo 
Features

G14 
97% 
133.6
0.151

Church

S3 
91% 
150.1
0.012

Museum

G3 
87% 
125.4
0.107

Sightseeing Spot
S10
85% 
147.3
0.078

Museum

S14
85% 
152.9
0.016

Museum

G11
81% 
147.2
0.069

Sightseeing Spot

L4
77% 
132.0
0.050

Sightseeing Spot

L8
72% 
151.8
0.040

Sightseeing Spot

L3
64% 
149.8
0.020

Sightseeing Spot

S5
63% 
149.9
0.139

Natural Park

L9
58% 
125.3
0.107

Shopping Center

S4
41% 
125.3
0.122

Church

Table 7. Classification result (Class D: others).

POI
Ra
Br
Co

Photo
Features 

POI
Ra
Br
Co

Photo
Features 

POI
Ra
Br
Co

Photo
Features

G4
89% 
89.9
0.287

Sightseeing Spot

S11
84% 
79.6
0.306

Museum

G5
65% 
86.3
0.246

Natural Park
G6
61% 
59.1
0.181

In Museum

S61
50% 
108.5
0.558

Sightseeing Spot

L10
94% 
105.4
0.096

Museum
G7 
92% 
88.3
0.013

Sightseeing Spot

G2 
81% 
118.8
0.121

Natural Park

G15 
80% 
118.2
0.170

Sightseeing Spot
L2

69% 
114.9
0.101

Natural Park

G12 
67% 
94.6
0.139

Sightseeing Spot

L1
65% 
97.9
0.163

Natural Park
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7 Conclusion

This paper described the concept of PATRS and related researches. In order to develop
the PATRS, classification technologies of POIs an easy feature extraction method from
a tourism website is required. The classification of photos of tourism spots is an
important technology to realize the feature extraction from numerous information in the
website. This paper proposed a classification method of photos in a major tourism
website by color analysis.

The feature of the method is to extract color elements and calculate the ratio of
artificial colors in the photo fromHu of each color elements. By the experiment using 45
photos from a tourism website, we confirmed the method is useful to find and classify
indoor photos. Further, the brightness and the contrast of photos are useful to classify
photos of mainly buildings or natural parks, and clear weather or cloudy weather. As it is
not deterministic results, we have to study additional classification method.

We are reporting in other paper an analytical method for extracting feature words of
POI from comments of tourism website. In the future, we plan to combine the comment
analysis and the photo analysis mentioned in this paper to classify and to extract
features of POI more precisely. After, we will develop the module for finding POI
adapted to personal preferences. Finally, we would like to connect those researches to
the development of the personal adaptive tourism recommendation system (PATRS).

Acknowledgements. We would like to thank I-O DATA Foundation and the financing of
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Abstract. In this paper, we focus on improving the customer’s flow by har-
nessing the power of analytics and focusing on the arrival process of passengers
at one of the busiest airports in Asia. As there is a recent growth in travelers, the
airport is undergoing expansion and is thus under tremendous pressure to utilise
its resources effectively and efficiently. We first leverage the historical data of
the arrival flights, passenger load, and on-time performance flag indicator in
order to predict the arriving passenger’ load for the immigration counters and
taxi queues. We then build a decision support system using simulation to esti-
mate the optimal number of immigration counter requirements so as to minimize
the waiting time at the queues. This is also done to predict the number of taxis
required to meet the service level agreement and to ensure the seamless flow of
customers at various touch points to improve customer’ satisfaction. The tool
developed has benefited the manager in his daily operations, and advanced his
decision making process supported by data rather than personal experience or
“gut” feeling.

Keywords: Airport operations � Decision support system � Passenger load �
Customers flow � Arrival process � Simulation � Manage queue

1 Introduction

As one of the major airports in Asia, our client undertakes the key functions of focusing
on airport operations and management, air hub development, commercial activities and
airport emergency services. Over the past 10 years, the number of travelers has been
increasing and in year 2017, it handled more than 100 airlines with routes heading to
400 cities around the world handling 62.2 million passenger a year. The airport is
ranked as one of the world’s top ten airports with passenger service a priority in
maintaining the position, thus the airport operator needs to plan its resources and
capacity effectively and efficiently to remain competitive.

The focus of the study will be on arriving passenger (“the passenger”, known better
as the customer) experience at the airport under the Airport Operations. The scope of
the business process covered in this study starts from the time the aircraft lands and
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ends at the point when the passenger leaves the airport using one of the many transport
options available at the airport.

Most of the airlines do not submit the arrival passenger load information until the
last hour, therefore the airport usage of the average passenger load of X% to do the
daily planning is a very rough estimate. Furthermore, airport operators also need to
work closely with its partners such as the Immigration Controller for their manpower
allocation and various taxi operators. Based on the current practice, the operator will
use the average passenger load X% for each flight and share the information with the
Immigration Controller on a weekly basis. Immigration officers are full-time staff and
the scheduling of staff is done weekly according to the average person load shared by
the airport operators. Due to security reason, neither of them can deploy any additional
manpower at a short notice or part-time basis to cover any additional workload.

Since the airport is located at the outskirt of the city areas, most taxi drivers will not
come to the airport unless they are in the vicinity, or they are dropping off another
passengers at the airport. There is a sign-board near the terminal which displays the
number of arrival fight and estimated number of passenger arriving for the taxi driver to
view. This information is refreshed in an interval of every 30 min and it is based on the
average passenger load of X% and the Scheduled Time of Arrival (STA) of the flight.
However in reality, all these numbers are subjected to changes due to unforeseen
circumstances on the ground. At the peak hour, passengers may need to wait for more
than 30 min at the immigration counters with an additional 30 min to queue for taxi,
which makes the passenger very unhappy and lowers the customer satisfaction index
for the airport. Thus, estimating the accurate passenger load is very important in
resource planning to maintain the airport reputation and customers’ satisfaction.

The business objective of the project is to satisfy its arrival passenger’ experience
from the point their flight lands at the airport, walking through immigration and finally
leaving from the airport via various transport options. Using the available historical
data, we do our preliminary research and analysis based on the following:

a. Segmentation study of the arrival passengers
b. On time performance of the arrival aircrafts
c. Build a simulation model to provide the airport operator an indication on the

number of immigration counters and taxis required to optimize available resources.

In Sect. 2, we are going to do a literature review of the industry and related topics
of resource planning and simulation. Section 3 will focus on data analysis, and in
subsequent sections, we build the model for decision making and present the results.
Finally, we indicate the limitations of the model and the future direction for the
research.

2 Literature Review

For the departure process, check-in counters are one of the important resources at the
airport as the delays and queues at the check-in counters are perceived as poor service
and may result in flight delays. In this article [1], the author modelled the check-in
scheduling problem using integer programming model to identify the minimum number
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of counters required under the realistic constraints. The simulation model also devel-
oped to study the stochastic nature of various parameters such as number of passengers
on the flights and check-in counter opening and closing time to evaluate and improve
the operational efficiency at the airport.

Queues are very common problems at most of the airports around the world. There
are also numerous researchers who look at the queues. [2] is based on queues man-
agement at the service counters at Vancouver International airport using simulation and
mathematical programming approach. LP was used to determine the minimum number
of staff required and the optimal schedules for the staff.

[3] developed a methodology to define the service level standards at the airport
terminal based on the passenger perception. It is based on the processing time, waiting
time and space available for each person at one of the international airports in Brazil. In
[4–7], the authors focused on the use of simulation model to evaluate the terminal
performance and utilisation. In [8], the authors proposed an Eulerian model of air traffic
flows in NAS (National airspace system) and present a distributed feedback control
approach to manage the flows. [9] focused on runway resource allocation model for
strategic planning which select the best runway for landing and takeoff based on a list
of safety constraints. In reference [10], the authors used hierarchical forecasting method
to predict the monthly departure passenger movement over the next twelve month for
macro level planning. They have developed the forecasting model using SAS Forecast
Studio and the mean absolute percentages error is less than 3%, which indicate the
reliability of the model to be used for real-world application.

Based on the literature review, we have identified that most of the researchers focus
on check-in counters utilisation, terminal performance and the simulation of check-in
counters queues. There is very limited research that is based on the arrival passengers
flow at the airport which contributed up to 50% of the total annual passengers load at
this particular airport. With the customers who have various choices to fly to various
destination, the arrival passenger’s perception of the airport is also important so that
they will have a seamless flow from the time the planes touch down at the airport,
through immigration and to the time they leave the airport using one of the transport
choice (taxi). This experience should be an interest of the airport operators and is the
main focus of our research in this paper.

3 Data Analysis and Model Development

After the aircraft lands at the airport and is on-chocks to the designated gate, passengers
will leave the aircraft and proceed to the immigration for clearance. We need to predict
the passenger load based on the historical data, on-time performance and estimated
time of arrival for each flight (Fig. 1).

Predic ve models for 
pax load & on- me 

performance 

Simula on model for 
immigra on counter      (# of 

counters required) 

Simula on model for 
taxi queues 

(# of taxis required) 

Fig. 1. Overview of our research focus
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3.1 Predictive Model for the Passenger Load

We have decided to use most recent one year of historical data for our analysis as it will
include winter and summer season. There are hundreds of thousands 162,356 of
records with 24 fields. Some of the data fields are the STA of the flight, actual arrival
time, the aircraft type, airline, flight number, origin of the flight whether it is a transfer
flight or enroute flight, gate assigned and the actual passenger count. There is no
missing data and we use 100% of the data for our predictive model of passenger load
and on-time performance.

We analysed that the average pax load for the arrival passengers is 75%, however
the average is not useful for this case, as the pax load is much higher for budget
airlines. The day of the week also plays an important part as there are more travellers
arriving the country on weekends than weekdays.

Refer to previous work [10], we have applied different data mining models such as
multiple linear regression (MLR), decision tree (DT) and neural network (NN) and
derived the business rule to determine the Passenger load for each flight. Passenger
load (define as ‘pax load’ thereafter) is the ratio of total pax on board to maximum
capacity based on airline and aircraft type. The decision tree (DT) performs better than
the other predictive models such as MLR and NN with mean absolute percentage error
(MAPE) of 13% as compared to 15% and 16% respectively. The error also varies
significantly among different airline due to the number of records and past historical
performance. We are only using the internal data available and not including data that
are related to airline promotion or activities. Some of the important factors to predict
the pax load are airline, original of the flight and day of the week. We have deployed
the decision tree model to predict the pax load for the airport operators to be used on a
daily basis.

3.2 Predictive Model for the On-Time Performance

On-time performance of flight is one of the key performance indicators for the airlines
industry around the globe. Flights arriving within 15 min from STA are considered on-
time, those that arrive before/after are considered not on-time (early or late).

Arrival TimeDifference for each flight ¼ actual arrival time� STA ð1Þ

We derive arrival time difference for each flight by subtracting STA from actual
arrival time. A flight is late if the arrival time difference is positive and early if the time
difference is negative. The flight is on time if the absolute value of arrival time dif-
ference is less than or equal to 15 min, otherwise it is flagged as not on time.

We also analyzed same data stated above and derive a target flag called on-time
performance. Based on the initial data analysis, the top airline has 86% on time per-
formance and absolute time difference is 18 min. However, for some airlines the
average time difference can be as high as 40 min. Thus, different airlines having huge
gap on their on-time performance will make the planning more challenging for the
airport terminal manager.
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We use NN and DT to predict the on-time performance flag. NN and DT were
evaluated and DT performs better than NN with a higher accuracy rate of 85.45% as
opposed to 84.36% by NN. We have decided to deploy DT model to improve our
decision making. Finally, we have combined the predicted pax load and on-time
performance indicator to estimate the number of arriving passengers for resource
planning at the immigration and at the taxi queue.

3.3 Simulation Models for Immigration and Taxi Queues

Gate assignment, on-time performance, estimated time of arrival and passenger count
are some critical inputs for the building of the simulation model for the immigration
counter and taxi transport option. For simplicity, we use the gate pre-assigned by the
terminal in the data provided.

We use the predicted pax load model with on-time performance and compute the
total arriving passengers for each fight and consolidate the total number of passenger
which will be arriving for every half-an-hour period. If the on-time performance is true,
we predict that the flight will arrive within 15 min of STA; however, if it is not on-
time, we assume that it will be delayed for another 15 min and will arrive within the
next 30 min.

We use normal distribution with mean average walking time and standard deviation
to account for the variability of walking time from the gate to the immigration counters.
As mentioned earlier, the number of passengers will affect the waiting time and queue
lengths at the immigration, we need to estimate the right number of counters to be
opened at the immigration to meet the service level agreement, which is 80% of the
passengers need to be service within Y minutes at the immigration.

From the time the aircraft taxi in to the gate assigned, passengers will leave the
aircraft. From there we will derive when the first passenger arrival time to immigration
counter using the equation below. This will give us an indication when the first pas-
senger can be serviced at the immigration counter which will help to identify the
number of passengers’ arrival at each half hour interval in the immigration hall.

Time first passenger arrive immigration hall = Ton choke þ Texitplane þ TWalking We
used an estimate based on our previous work, where the service time at the immigration
counters is assumed to follow an exponential distribution with a meanservice time of
1 min per passenger. We set an initial number of immigration counters to be opened at
the particular time, it is based on the initial pax load estimation. Monte Carlo simu-
lation is performed, we keep track of the queuing time of the passenger, average queue
length, and total time spent at the immigration is recorded. We vary the number of
immigration counters until the agreed service level is achieved or the maximum
counters is opened. Most of the inputs are parameterized so that the managers can
change these inputs for various scenarios such as peak hour demand or shortage of
immigration officers.

The taxi management system that we have developed here aim to achieve a win-
win situations for the taxi companies and airport operator. The model will estimate the
number of taxi required based on more accurate passenger arrival information and this
can be shared with the taxi operator to strengthen collaboration between both parties. If
there are enough taxi coming to the airport, this will minimize the passengers waiting
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time for taxi and the taxi drivers will be happy if they can quickly pick up the
passengers after they arrive.

The proportion of passengers who are taking taxi will be higher during mid-night to
early morning when the public transports are not operating. The average number of
passengers on a taxi is between 1 to 4 persons with an average of 2.5 per taxi based on
some information collected on the ground. Using these input parameters, we built
another simulation model which is used to provide an indication on the number of taxi
required. For this taxi queue model, most passengers will join the bank queue – single
queue and they will be served based on first come first served principal. The correct
number of taxi arriving will help to clear the taxi queue quickly and reduce the waiting
time for each passenger.

4 Model Output

4.1 Immigration Counters Management System

The predicted pax load from model above is used to compute the number of immi-
gration counter required, number of passengers who are not able to clear immigration
in the original half hour interval and overflow to the next half hour and number of taxi
required are some of the key outputs from the model.

The maximum capacity indication could give the airport operator that there is
capacity issues based on the current clearance rate at the immigration counter and the
number of available counters. In a half hour interval where result give an indicator of
>1, the operator may need to consider deploying more manpower at the immigration
counters or consider changing the arrival gate, so that the passengers will walk longer
and arrive at different time to lessen the load.

With different input parameters, we could predict the number immigration counters
required for a 24 h time window, as seen in Fig. 2. This provided a range of results for
the airport so that they can better anticipate any possible changes in event for the day.
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4.2 Taxi Management System

Once the passengers clear the immigration and collect their baggage from the baggage
claim area, they will pass through custom clearance before they can exit the restricted
areas. Once they are out of the restricted areas and arrive at the main meeting hall, there
are various transport options available for them to proceed to their next destination.
Public transport like train, buses, taxi, as well as private transport options like arranged
transfer, etc.

The taxi management system provided the estimated number of taxi required at
each half hour interval. The proportion of passengers who will be taking the taxi and
the average number of passengers per taxi will determine the number of taxi required.
We use average 2.5 passengers per taxi with 30% of passengers taking taxi and the
proportion will be higher at the wee hours where the public transport is not operating
(from mid night to 6:00 am). Since this is a model for the airport to better plan and
manage their resource so as to improve their passengers’ arrival process, they will need
to have the data earlier so that there is ample time for their planning. Figure 3 shows
the output given by the taxi management system using predicted load. The number
derived in the model will be a more accurate figure from the current practice of using
the average pax load of X%.

5 Model Output

Improving passenger arrival process is an important aspect of the airport operations.
We have analyzed one year of historical data to predict the passenger load and on-time
performance of the flights and build simulations model to predicted the number of
immigrations counters and taxi required. Using the developed system, the terminal
managers can change various inputs to run different scenarios in simulation in order to
plan for the unexpected which need proper management. For future research, we may
use real-time data from sensors on the ground to track the number of passengers
arriving at the airport and provide more accuracy data for planning and monitoring.
Harnessing the power of analytics, we can expect the arrival passenger to spend
minimum time at the queues, and enjoy the best customer experience.
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Abstract. Constraint-based recommender systems help users to iden-
tify useful objects and services based on a given set of constraints.
These decision support systems are often applied in complex domains
where millions of possible recommendations exist. One major challenge
of constraint-based recommenders is the identification of recommenda-
tions which are similar to the user’s requirements. Especially, in cases
where the user requirements are inconsistent with the underlying con-
straint set, constraint-based recommender systems have to identify and
apply the most suitable diagnosis in order to identify a recommenda-
tion and to increase the user’s satisfaction with the recommendation.
Given this motivation, we developed two different approaches which pro-
vide similar recommendations to users based on their requirements even
when the user’s preferences are inconsistent with the underlying con-
straint set. We tested our approaches with two real-world datasets and
evaluated them with respect to the runtime performance and the degree
of similarity between the original requirements and the identified recom-
mendation. The results of our evaluation show that both approaches are
able to identify recommendations of similar solutions in a highly efficient
manner.

Keywords: Decision support systems ·
Constraint-based recommender systems · Similarity measures ·
Recommendation similarity

1 Introduction

Recommender Systems (RS) have become an essential means for guiding users
in a personalized way to interesting or useful objects and services (often referred
to as items) [9,19]. These decision support systems help users to identify use-
ful items matching their wishes and needs, such as movies, books, songs, web
sites, financial services, travel destinations, and restaurants [5,7,9,14]. In con-
trast to traditional recommendation approaches such as collaborative [11] and
c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 287–299, 2019.
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content-based filtering [15], constraint-based RS [1,9] recommend products and
services based on a given constraint set. These systems are usually applied in
complex domains such as cars, personal computers (PC), and financial services.
They allow individual customization of complex industrial products and services
in order to satisfy individual customer needs (i.e, user requirements) [18]. When
interacting with constraint-based RS, users articulate their requirements (e.g.,
when interacting with a PC recommender, a user specifies different properties
such as memory type, memory size, processor type, price, and brand of PC ).
In this context, inconsistent requirements will be automatically or manually
adapted [1,3]. Finally, a recommendation will be suggested to the user. A com-
plex product such as a personal computer can have millions of recommendations
and the RS has to deal with difficult problems such as system maintainability,
consistency maintenance, and efficient response times. One major challenge of
constraint-based recommenders is to identify the most suitable recommendation
for a user based on his/her articulated requirements. Especially, in cases where
user requirements are inconsistent with the underlying constraint set, users have
to be supported in finding a way out from the no recommendation could be found
[18] dilemma (i.e., identifying a diagnosis). Besides, after identifying and apply-
ing a diagnosis, the proposed recommendation should be similar to the user’s
defined requirements in order to increase the user’s satisfaction and be com-
puted with a performance acceptable for interactive settings. The identification
of a recommendation which is similar to a user’s requirements is a challenging
task if millions of recommendations exist. The most naive solution is the com-
parison of each possible recommendation with a given set of user requirements
in order to identify the most similar recommendation for the user which is not
possible due to an unacceptable runtime performance.

To the best of our knowledge, such similarity-aware constraint-based RS do
not exist. A related work is presented in Eiter et al. [4] where the authors anal-
yse several decision/optimization versions of identifying similar and diverse solu-
tions in the context of Answer Set Programming (ASP). The authors introduce
offline and online methods to determine the computational complexity of simi-
lar/diverse solutions. Hebrard et al. [8] present a number of practical approaches
to identify the distance of similar and diverse solutions in constraint program-
ming and focus on determining the computational complexity of distance func-
tions for similar and diverse solutions. The approach suggested by [8] calculates
the whole set of possible solutions at once and then identifies similar and diverse
solutions. In our approaches, we do not calculate the whole set of possible solu-
tions, since this is not feasible due to the high complexity of item domains.
Given this motivation, we developed two different approaches that suggest sim-
ilar recommendations to the users based on their requirements even if the user
preferences are inconsistent with the underlying constraint set.1 We tested our

1 The work presented in this paper has been partially conducted within the scope
of the research projects WeWant (basic research project funded by the Austrian
Research Promotion Agency - 850702) and OpenReq (Horizon 2020 project funded
by the European Union - 732463).
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approaches with two different datasets (PC and bike recommendations) and
evaluated them with regard to their runtime performance and the degree of sim-
ilarity between the original requirements and identified recommendations. The
results of our evaluation indicate that our approaches are able to identify similar
recommendations with a high similarity degree in a highly efficient manner.

The remainder of this paper is structured as follows. In Sect. 2, we introduce
a working example from the personal computer domain. Section 3 presents the
identification and application of a diagnosis based on users’ requirements and
the determination of candidate recommendations (i.e., possible solutions). In
Sect. 4, we introduce similarity metrics to calculate the similarity between the
original requirements and the possible solutions in order to identify the solution
with the highest similarity. Section 5 introduces our developed approaches for
the identification of similar recommendations. Section 6 provides the evaluation
results of both approaches with two different real-world datasets. Finally, we
conclude the paper with a discussion of some ideas for future work in Sect. 7.

2 Working Example

For demonstration purposes, we introduce a constraint-based recommendation
scenario from the domain of personal computers (PC). The example presented
in this section introduces the KB (variable definitions and constraints) and user
requirements regarding a PC. For simplicity reasons, we used only some of the
PC variables as a constraint satisfaction problem (CSP) which is often used for
the definition of a constraint-based recommendation task [20].

Definition 1: Constraint-Based Recommendation Task. A constraint-
based recommendation task expressed in CSP representation is defined as a
triple (V,D,C) where V = {v1, v2, ..., vn} is a set of finite domain variables,
D = {dom(v1), dom(v2), ..., dom(vn)} refers to the set of variable domains and
C = CKB∪CR corresponds to the set of constraints representing product-specific
constraints (CKB) and requirement constraints defined by a user (CR).

A simplified example of a constraint-based recommendation task in the PC
domain is the following. In this context, the variable max-price represents the
maximal price of a PC in Euro, min-hd-cap corresponds to the minimum hard-
disc capacity in GB, price refers to the price of a PC in Euro, pro-freq represents
the clock-rate of a processor in GHz, mb-ram-cap refers to the capacity of the
motherboard RAM in GB, and hd-cap represents the capacity of the hard-disc
in GB. Additionally, there are variables which indicate the importance of PC
variables from the user’s point of view.2 For instance, the expression imp-price
= 5 implies that the defined price limit is very important for the user whereas the
expression imp-price = 1 indicates a price limit which is not important from the
user’s point of view. The product knowledge is represented as CKB = {c1 − c5}
and the user requirements are expressed as CR = {c6 − c13}.

2 If this information is not provided, equal importance of all variables is assumed.
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– V = {max-price,min-hd-cap,price,pro-freq,mb-ram-cap,
hd-cap, imp-price, imp-hd-cap, imp-pro-freq, imp-mb-ram-cap}

– D = {dom(max-price) = {1000, 2000, 3000, 3500}, dom(min-hd-cap) = {512,
1024}, dom(price) = [400 ... 3500], dom(pro-freq) = {2, 2.2, 2.6, 3.15},
dom(mb-ram-cap) = {8, 16}, dom(hd-cap) = {64, 128, 256, 512, 1024},
dom(imp-price) = dom(imp-hd-cap) = dom(imp-mb-ram-cap) =
dom(imp-pro-freq) = [1 ... 5]}

– CKB={ c1: (hd-cap≥512 && mb-ram-cap≥8) ⇒ price≥2250, c2: (hd-cap≥1024
&& mb-ram-cap≥16) ⇒ price≥3250, c3: mb-ram-cap=16 ⇒ pro-freq≥3.15,
c4: price≤max-price, c5: min-hd-cap≥hd-cap}

– CR = {c6 : max-price = 2000, c7 : min-hd-cap = 1024, c8 : pro-freq = 2.6,
c9 : mb-ram-cap = 16, c10 : imp-price =3, c11 : imp-hd-cap =2,
c12 : imp-mb-ram-cap =5, c13 : imp-pro-freq =1}
A constraint-based recommendation can be defined based on the given

constraint-based recommendation task.

Definition 2: Constraint-based recommendation. A constraint-based rec-
ommendation for a recommendation task is defined as an instantiation I =
{v1 = ins1, v2 = ins2, ..., vn = insn} where insi ∈ dom(vi). A constraint-based
recommendation is consistent if the instantiations in I are consistent with the⋃

ci ∈ C. Furthermore, a recommendation for a constraint-based recommen-
dation task is complete if all variables in V are instantiated and valid if the
recommendation is consistent and complete. In this paper, we ranked our solu-
tions and always recommend the first solution (i.e., recommendation) to the user.
For a detailed discussion at ranking approaches for solutions we refer to [21].

3 Identification of Personalized Diagnoses

For the recommendation task introduced in Sect. 2, it is not possible to find
a solution due to some inconsistencies between the user requirements CR and
the product-specific constraints CKB . For instance, user’s constraints regarding
the clock-rate of the processor and RAM capacity of the motherboard (c8, c9)
contradict each other, because the third constraint in the knowledge base (KB)
indicates that the clock-rate of the processor must be greater or equal to the value
of 3.15 GHz if the RAM capacity of the motherboard is 16 GB. Consequently, we
have to identify a minimal set of user constraints which has to be adapted or
deleted in order to get rid of the no recommendation could be found dilemma.
In some certain cases where the user requirements CR are inconsistent with the
underlying constraint set CKB , the users have to be supported in identifying
constraints which trigger an inconsistency. Such constraints can be determined
on the basis of the minimal conflict detection principle [10]. On the basis of
minimal conflict sets, diagnoses (i.e., hitting sets) can be determined thereof [17].
Such diagnoses are proposals of requirements which should be changed such that
the system is able to find a solution.

Definition 3: Conflict Set. A conflict set is a set CS ⊆ CR such that CS ∪
CKB is inconsistent. A conflict set CS is minimal if and only if there does not
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exist a conflict set CS′ ⊂ CS. In the working example defined in Sect. 2, there
exist two minimal conflict sets: CS1 = {c6, c7} and CS2 = {c8, c9}. CS1 and
CS2 are conflict sets since each individual conflict set is in conflict with CKB .
A basic approach to determine minimal diagnoses from minimal conflict sets is
the so-called hitting set directed acyclic graph (HSDAG) [17].

Definition 4: Diagnosis. A diagnosis defines a set of constraints Δ ⊆ CR such
that CKB ∪ (CR − Δ) is consistent. A diagnosis Δ is defined as minimal if and
only if there does not exist a diagnosis Δ′ ⊂ Δ such that CKB ∪ (CR − Δ′) is
consistent. Based on the identified minimal conflict sets, the following diagnoses
can be identified by using the HSDAG approach: Δ1 = {c6, c9}, Δ2 = {c6, c8},
Δ3 = {c7, c8}, and Δ4 = {c7, c9}. A basic approach for resolving conflicts
is to adapt or to delete (see Sect. 5) the constraints contained in a diagnosis
set. In order to identify the most suitable diagnosis for the user, the impor-
tance of diagnosed constraints (i.e, diagnosed variables) from the user’s point
of view has to be taken into account. For instance, selecting the first diagnosis
(Δ1 = {c6, c9} = {max-price = 2000 e, mb-ram-cap = 16 GB}) would require
the deletion or adaptation of the constraints regarding max-price of PC and the
RAM capacity of motherboard variables, but as indicated in Sect. 2, the price
of PC is moderately important (imp-price=3) and the RAM capacity of moth-
erboard is very important (imp-mb-ram-cap=5) for the user. The deletion or
adaptation of important user constraints decreases the user satisfaction. In such
cases where several diagnoses exist, one should select the diagnosis which con-
tains unimportant user constraints such that users are still satisfied with the
proposed constraint adaptation. Moreover, this strategy helps to identify rec-
ommendations which are similar to users’ requirements, because the similarity
calculation (between user requirements and identified recommendations) applied
in our approach depends on the importance of the variables (see Sect. 4). This
means, the adaptation of important variables will often deteriorate the degree
of similarity compared to the adaptation of less important variables. For an
automated minimal diagnosis detection, we apply the FastDiag [6] algorithm,
which allows an efficient calculation of one diagnosis at a time. Furthermore,
FastDiag enables to identify a minimal diagnosis which consists of unimportant
user requirements. If the user requirements provided to FastDiag are already
sorted based on their importance, then the algorithm tries to identify a mini-
mal diagnosis which consists of unimportant constraints (i.e., user requirements)
in the first half of the constraint list. In our working example, Δ3 contains
less important constraints compared to Δ1, Δ2, and Δ4. The application of
Δ3 = {c7, c8} ={min-hd-cap= 1024 GB, pro-freq = 2.6 GHz} leads to six
different solutions. One of the six possible solutions is the following:

price = 1000 e, pro-freq = 3.15 GHz, hd-cap=64 GB, mb-ram-cap=
16 GB

Our approaches (see Sect. 5), take the first 10 solutions and recommend the
solution to the user which is most similar to the user’s requirements. The similar-
ity between the user’s requirements and the identified solutions can be calculated
using similarity metrics presented in Sect. 4.
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4 Determination of Similarity Degree Using Similarity
Metrics

Similarity metrics [13] are applied for the similarity calculation between the
user requirements and a recommendation (see Formulae 1–5). The metrics are
denoted as more-is-better (MIB; e.g., hard-disc capacity of a PC), less-is-better
(LIB; e.g., price of a PC), nearer-is-better (NIB; e.g., clock-rate of the processor
should be as near as possible to 2.6 GHz), and equal-is-better (EIB; color of a
PC) [12]. The term sim(r,u) indicates the similarity between a recommendation
r from a set of recommendations and requirements of a user u. The notation
s(ri, ui) represents the similarity between the requirement of user u and the rec-
ommendation r with respect to the variable i (attribute-level similarity). In addi-
tion, imp(i) denotes the importance of a variable i from the user’s point of view
and val(i) represents the value of variable i. The terms minval(ri)/maxval(ri)
are minimum/maximum values of a variable i taken from the KB definition.

sim(r, u) =

∑
i∈variables s(ri, ui) ∗ imp(i)

∑
i∈variables imp(i)

(1)

MIB : s(ri, ui) =
val(ui) − minval(ri)

maxval(ri) − minval(ri)
(2)

LIB : s(ri, ui) =
maxval(ri) − val(ui)

maxval(ri) − minval(ri)
(3)

NIB : s(ri, ui) = 1 − |val(ui) − val(ri)|
maxval(ri) − minval(ri)

(4)

EIB : s(ri, ui) =

{
1 if ri = ui

0 otherwise
(5)

5 Approaches for the Identification of Similar
Recommendations

We developed two approaches for the identification of recommendations which
are similar to the user’s requirements. The soft relaxation-based approach is
based on a soft relaxation of inconsistent user requirements. A soft relaxation in
this context makes a strictly specified user requirement less strict. For instance,
a soft relaxation for a user constraint price = 100 e can be represented as a
deviation of 10 e: {price ≥ 90 e && price ≤ 110 e}. This relaxation strategy is
used to identify items which are similar to the users’ specifications. In contrast
to a soft relaxation, a hard relaxation does not use any deviation, it simply
deletes the specified value instead. The hard relaxation-based approach identifies
similar recommendations by deleting the diagnosed user requirements (= hard
relaxation) and using search heuristics from Choco constraint solver.

Soft Relaxation-Based Approach: The first developed approach for the iden-
tification of similar recommendations is based on a soft relaxation of inconsistent
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user requirements. This approach uses following lines of the Algorithm 1: 1–4,
10, and 12–17. It takes at first user’s requirements and checks whether the user’s
requirements are consistent with the underlying KB by using a constraint solver
(see lines 1–2 in Algorithm 1). If they are consistent, the recommender will only
consider the first 10 solutions and recommends the solution which has the high-
est similarity (see line 13). As a KB of complex items such as cars, PCs, and
smart homes consisting of hundreds of constraints, the user’s requirements are
often inconsistent with the underlying KB. In the case of an inconsistency, a
suitable diagnosis has to be identified. For identifying a suitable diagnosis, the
user’s requirements will be sorted by their importance. Thereafter, the Fast-
Diag algorithm analyzes the already sorted user constraints and identifies a
diagnosis (see line 3). After the identification of a suitable diagnosis, all variables
in the diagnosis set will be relaxed (soft relaxation) in order to find solutions
similar to the specified user requirements (see line 4). The goal of the relax-
ation is to avoid empty search results. Such strategies try to identify solutions
which are similar to the user’s requirements. The presented relaxation strategy
is a basic approach for identifying similar numerical values [2]. For the relax-
ation of non-numerical variables (e.g., color of the PC), there also exist some
strategies. Wilson and Martinez [22] present improved versions of heterogeneous
distance functions for nominal variable values by representing the variables as
vectors. This means that, variables are represented by different aspects (e.g.,
the colors are presented in a RGB color model). Another approach to relax
non-numerical variables is the relaxation based on the popularity (i.e., the most
popular variable value will be used). This strategy can help to identify recom-
mendations where the user’s requirements are inconsistent with the underlying
KB, but it is not able to identify recommendations similar to the user’s require-
ments. For instance, if the user specifies that the color of the PC should be white
({c1:color=white}), a relaxation of color=black does not make sense, even if the
black color is popular. We apply another simple approach for non-numerical vari-
ables. If a non-numerical user requirement was inconsistent with the underlying
KB, then its neighbor values from the set of variable domains were used for the
relaxation. For instance, assuming that a user specifies that the color of the PC
should be yellow which would be inconsistent and that the domain of the color-
variable is defined as follows: dom(color) = {black, brown, red, orange, yellow,
green, blue, gray, white}. In such cases, we are choosing the neighbors of the
user’s specified value and relax the non-numerical user requirement as follows:
{color = yellow ‖ color = orange ‖ color = green}. After the relaxation of
the inconsistent variables, a recommendation will be suggested to the user (see
line 10). Thereafter, the similarity metrics mentioned in Sect. 4 are applied in
order to calculate the similarity between the user requirements and the recom-
mended item. Finally, the average of all similarities for all users is taken into
account in order to determine the quality of the soft relaxation-based approach.

Hard Relaxation-Based Approach: This approach identifies recommenda-
tions similar to the user’s requirements by deleting the diagnosed user require-
ments (i.e., hard relaxation) and by using constraint solver heuristics. This app-
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roach uses the following lines of the Algorithm 1: 1–3, 6–8, and 12–17. First, the
approach takes the user’s requirements and checks whether the user requirements
CR are consistent with the underlying KB CKB . In the case of a consistency,
the recommender will only consider the first 10 solutions and recommend the
solution which has the highest similarity with the original user requirements (see
line 1–2 in Algorithm 1). Otherwise, FastDiag will only consider all those user
requirements which are already ordered with respect to their importance and
identify a diagnosis with minimal cardinality. The identified diagnosis will most
probably contain less important user requirements which is a strategy to prevent
a deterioration of the user’s satisfaction. Thereafter, all diagnosed user require-
ments will be deleted from the user constraint set which guarantees that at least
one item can be recommended based on the user’s remaining constraints. After
that, the variable- and value-ordering heuristics of the Choco [16] constraint
solver are applied in order to identify similar recommendations.3 In Choco,
the user defines constraints and tries to identify solutions which satisfy his/her
requirements by using alternating constraint filtering algorithms with a search
mechanism. The following Choco heuristics are applied in our approach:

– Choco value-ordering heuristics: IntDomainMax, IntDomainMin, IntDomain-
Median, IntDomainRandom, IntDomainRandomBound, IntDomainMiddle

– Choco variable-ordering heuristics: FirstFail, Largest, Smallest, Random,
AntiFirstFail, MaxRegret

At the beginning, a variable-ordering heuristic has to be selected for the
application of the Choco heuristics, to determine the ordering of the variables.
Then, a value-ordering heuristic can be applied for each variable to determine the
ordering of the values. There are 36 different heuristic combinations (6xVariable-
and 6xValue-Ordering heuristics). The application of a heuristic combination
will not affect the recommendation list, but its application will lead to a differ-
ent ranking of the list. Our goal is to identify the heuristic combination which
leads to a recommendation list where the most similar recommendations are
located on the top of the list. However, we did not apply Choco value-ordering
heuristics for each variable, because for some variables the used value-ordering
heuristics should not change. For instance, for the price of the PC, only the less-
is-better (IntDomainMin Value ordering heuristic) metric makes sense (i.e., the
cheaper the PC is, the higher the user’s satisfaction would be). Therefore, for
some variables, the applied value-ordering heuristic will not change and for the
remaining variables, we tried all the heuristic combinations. The heuristic com-
bination which leads to the most similar recommendations is later used to test
the hard relaxation-based approach (see line 8). Finally, the rest of the algorithm
will be executed as explained before.

3 Choco [16] is a free open-source constraint solver library for the Java programming
language. http://www.choco-solver.org/.

http://www.choco-solver.org/
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Algorithm 1. Identification of similar requirements based on soft- and hard-relaxation

1: for user u : users do
2: if checkConsistency(u.reqs) == false then
3: diagVars = FASTDIAG(orderReqsBasedOnImp(u.reqs))
4: relaxReqs = reqsRelaxation(diagVars)
5: if checkConsistency(u.reqs + relaxReqs) == false then
6: deleteDiagConstraints(diagVars)
7: applyChocoHeuristics()
8: rec = getRecommendation(u.reqs - diagVars, heuristic)
9: else

10: rec = getRecommendation(u.reqs + relaxReqs)
11: end if
12: else
13: rec = getRecommendation(u.reqs)
14: end if
15: similarityPerUser += calculateSim(rec, u.reqs)
16: end for
17: similarity = similarityPerUser / users.size()

6 Evaluation

The evaluation of similarity-aware constraint-based recommendation based on
both approaches is presented in this section. The training and testing of our
approaches are based on two different knowledge bases (from personal computer
and bike domains) defined by the Configuration Benchmarks Library (CLib).4

6.1 Personal Computer Dataset

The first dataset represents the KB of a personal computer which consists of 45
variables with different domain values and of more than 200 KB constraints. Such
knowledge bases from complex domains have usually millions of solutions and the
similarity calculation between the user requirements and all possible solutions
in order to identify the most similar recommendation is not possible due to the
poor runtime performance. For testing our approaches, we artificially generated
500 random user requirements.5 Additionally, we also randomly generated the
importance of variables from the user’s point of view.

Soft Relaxation-Based Approach: The result of this approach achieves a
very high similarity on average, but it does not always guarantee to find rec-
ommendations for all users (see Table 1). However, in certain cases where the
recommender can identify a solution, the similarity degree will be very high
since all the variable values of the identified recommendation will be close to the
requirements defined by the user. The non-cumulative normal distribution of the
4 https://www.itu.dk/research/cla/externals/clib/, Maintained by CLA group. KB

definition in CSP representation: https://github.com/CSPHeuristix/CDBC/.
5 All user requirements were inconsistent with the underlying KB.

https://www.itu.dk/research/cla/externals/clib/
https://github.com/CSPHeuristix/CDBC/
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similarities is depicted in Fig. 1. As shown in Table 1 and Fig. 1, the average of
similarities based on the soft relaxation-based approach is very high and data
points are close to the mean (μ = 94,11 % and σ = 2,66).

Hard Relaxation-Based Approach: In this approach, we train the system
with 500 automatically generated user requirements in order to identify the most
suitable Choco heuristic. We figured out that the Largest variable-ordering as
well as the IntDomainMedian value-ordering heuristic combination achieve the
highest similarity on average. This means that the Choco constraint solver
orders variables based on the largest values in its domain and then selects the
median value from the variable domain. After the identification of the most
suitable heuristic combination, we tested the same approach with another 500
user requirements which were not used in the training phase.

The results show (see Table 1 and Fig. 1) that the mean and the standard
deviation of the soft relaxation-based approach are significantly better than the
mean and the standard deviation of the hard relaxation-based approach. How-
ever, an average similarity of 84,68 % and a standard deviation of 9,91 % is
also an acceptable result. Moreover, this approach is able to identify recommen-
dations for all 500 users, whereby the soft relaxation-based approach identifies
recommendations only for 82 out of 500 users. The time consumption of both
approaches is about 20 seconds which means that a recommendation per user
can be calculated in ∼40 ms which is quite acceptable.6 The main reason for the
huge time consumption in both approaches is the Choco constraint solver which
creates a new Choco model for each user. A new Choco model will be gener-
ated for each user which takes all the user’s requirements and KB constraints
into the account.

6.2 Bike Dataset

The second dataset represents the KB of a bike recommendation which consists
of 34 variables with different domain values and more than 350 KB constraints.7

Examples for constraints can be frame-type, color, or tire-height of the bike.
Furthermore, there are also constraints regarding the customers (i.e., users) such
as gender, height, and weight of a customer.

Soft Relaxation-Based Approach: The evaluation on both datasets shows
similar results (see Table 1 and Fig. 1). The results show that the average simi-
larity of the soft relaxation-based approach is very high and the data points are
very close to the mean. Furthermore, the time consumption of the soft relaxation-
based approach using the bike dataset is much higher than the personal computer
dataset. The reason for this is the high number of KB constraints in the bike
dataset (120 ms vs. 40 ms per recommendation).
6 Our approaches were implemented in programming language Java and were executed

on a computer with following properties: Windows 10 Enterprise; 64-bit operating
system; Intel(R) Core(TM) i5-5200 CPU @ 2,20 GHz processor; 8,00 GB RAM.

7 For training and testing our approaches, we automatically generated again 500 user
requirements. All user requirements were inconsistent with the underlying KB.
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Table 1. Similarity results of the soft- and hard relaxation-based approaches on both
datasets. μ indicates the mean and σ the standard deviation.

Dataset Relaxation
type

μ σ Margin of
error

Confidence
interval

Number of rec-
ommendations

Time

PC Soft 94,11% 2,66% 94,11 ± 0,08% 95% 82/500 23,2 s

Hard 84,68% 9,91% 84,68 ± 0,04% 95% 500/500 19,4 s

Bike Soft 91,24% 7,02% 91,24 ± 0,08% 95% 190/500 60,2 s

Hard 81,31% 16,17% 81,31 ± 0,06% 95% 500/500 42,1 s

Hard Relaxation-Based Approach: We can from the results (see Table 1
and Fig. 1) observe that the hard relaxation-based approach is able to work inde-
pendently from the domain. The application of this approach on both datasets
leads to similar results. As already discussed, the time consumption of the hard
relaxation-based approach using the bike dataset takes longer than using the
personal computer dataset (84 ms vs. 40 ms per user recommendation).

Fig. 1. Normal distribution of similarities on PC and bike datasets using soft- and
hard relaxation-based approach.

Our observation of the characteristics of each approach using datasets from
different domains leads to the conclusion that both approaches are able to iden-
tify similar recommendations independently from the domain even when the
user’s requirements are inconsistent with the underlying KB. The soft relaxation-
based approach is able to identify similar recommendations with a high similarity
(>91%), but it is not able to identify recommendations for all the users. The hard
relaxation-based approach can identify similar recommendations for all users,
but its average similarity (>81%) is lower than the average similarity of the soft
relaxation-based approach. To properly counteract these undesired issues, we pro-
pose a hybrid approach which combines the advantages of both approaches (see
Algorithm 1). The hybrid approach simply tries to identify a recommendation
using the soft relaxation-based approach. Whenever a recommendation can be
identified, the similarity will be very high. Otherwise, the hard relaxation-based
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approach will be applied which guarantees that at least one recommendation can
be suggested to each user.

7 Conclusion and Future Work

This paper presented the analyzation of two different constraint-based RS which
can recommend items similar to the user’s requirements. Both recommendation
approaches are able to identify similar recommendations even when the user’s
requirements are inconsistent with the underlying KB. We evaluated both RS
in terms of the similarity degree and the runtime performance with KB from
different domains and figured out that both approaches are able to recommend
similar items in an effective and efficient way. Finally, we propose a hybrid recom-
mender system which can identify similar recommendations with a high degree
of similarity by combining the advantages of both approaches.

With regard to similarity-aware constraint-based recommendations, we want
to evaluate our approaches in other domains such as cars, round trips, and smart
homes in order to determine their performance. Moreover, we plan to develop
our own heuristic based on the idea of the Choco heuristics in order to identify
recommendations which are similar to the user’s requirements. Another idea
regarding future work is to develop intelligent relaxation strategies for numerical
and non-numerical variables in order to recommend similar items to the users.
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Abstract. Customer satisfaction represents a crucial goal for every seller. In e-
commerce, it is possible to increase this factor by a better understanding of
customers purchasing behavior based on collected historical data. In a period of
a continually growing amount of data, it is not an easy task to effectively pre-
process and analyses. Our motivation was to understand the buying behavior of
the on-line e-shop customer through appropriate analytical methods. The result
is a knowledge set that retailers could use to deliver products to specific cus-
tomers, to meet their expectations, and to increase his revenues and reputation.
For recommendations generation, we used a collaborative filtering method and
matrix factorization associated with Singular Value Decomposition (SVD) al-
gorithm. For segmentation, we selected the K-Means algorithm and the RFM
method. All methods produced interesting and potentially useful results that will
be evaluated and deployed into practice.

Keywords: E-shop � Transactions � Recommendations � Segmentation

1 Introduction

The growing number of internet users generates a large volume of information.
However, information interesting for one user may not be attractive to the other users.
Using recommendation systems can be a way to offer the user the information that will
be useful to him. We can define the recommendation system as a user decision-making
strategy in the information environment [1]. The main task is to filter out a wide range
of information that will be interesting for the user, useful and in line with his prefer-
ences. This system uses user information and the experience of other customers to
provide the right alternatives to help navigate in the unknown domain. The basis of the
recommendation system represents a database with stored data describing relationships
between users and objects. Customer segmentation is an approach of dividing a cus-
tomer base into groups of individuals that are similar in specific ways relevant to
marketing, such as age, gender, interests, and purchasing habits.
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We aimed to create a baseline model (an initial knowledge set) that can serve for
further analysis. This model can be used to confirm already expected knowledge and to
validate newly acquired knowledge.

The paper is organized as follows. At first, we introduce the topic and our moti-
vation to deal with it. Section 1.1 described briefly existing related works or studies to
investigate possible suitable methods, advantages, or disadvantages. Section 2 intro-
duces the used methods and CRISP-DM methodology. Section 3 presents the per-
formed experiments and obtained results. Finally, Sect. 4 presents our conclusions.

1.1 Related Work

Sarwar et al. have analyzed recommendation algorithms in their work [2] to increase
the scalability of collaborative filtering methods and to improve the quality of customer
recommendations. They used Movie Lens datasets with movie ratings by customers
and an E-commerce dataset with product purchases. Authors generated recommenda-
tions using the association rules and the most frequent item method. Authors also used
the Singular value decomposition technique to reduce the data dimensionality and F1
metric for evaluation. On Movie Lens dataset, the most frequent item had F1 value
0.22, and the association rule method 0.21. On e-commerce dataset, F1 was lower, 0.16
for both approaches.

Shao-Lun Lee focused on supporting commodity recommendations based on
customer preferences in the retail business [3]. He worked with the customer trans-
action database and made a selection of target customers using RFM scores and
ensured that recommendations would be directed only to crucial customers.For these
customers, the author derived NRS (Normalized Relative Spending) value to identify
their preferences to divide them into clusters. After that, he applied the C4.5 algorithm
to assigned particular commodities to the clusters likely to be purchased by customers
in them. Finally, he generated a list of recommendations for each customer with
accurate precision of 85%.

Jamali and Ester focused their research on utilizing social networking information
to improve recommendations and reduce the impact of user’s cold start on the expected
quality [4]. They used different approaches how to solve this problem: the Social
Matrix Factorization algorithm (SocialMF), the STE algorithm similar to SocialMF,
Basic Matrix Factorization algorithm (BaseMF) and the most frequent item algorithm.
The authors applied these algorithms on the Flixster dataset containing movie ratings
and Epinions dataset with different types of object’s ratings. The RMSE metric was
used to evaluate the generated recommendations. The SocialMF algorithm achieved the
best results on both data sets, specifically 0.815 on Flixster dataset and 1.075 on
Epinions dataset.

Sari et al. performed a customer segmentation research [5]. Tavakoli et al. com-
bined the RFM model with customers clustering using K-Means. They applied this
model to the Digikala Company, the biggest E-Commerce in the Middle East, and the
results showed improvements in the number of the purchase and average monetary of
the baskets [6].
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By analyzing these works, we better understand the issue of recommendation
systems. They inspired us by using algorithms of collaborative filtering and matrix
factorization for generating recommendations. We also used the K-Means algorithm
and the RFM method for customer segmentation. The mentioned works dealt with
various available data different from our sample but provided important knowledge
framework to solve this topic.

2 Methods

The most popular methods for recommendation generation are content-based, collab-
orative, and hybrid filtering [7]. In our experiments, we used collaborative filtering.
This method uses a database providing a comprehensive matrix of evaluations. This
matrix includes users, objects, and object ratings by users representing by numerical
values. Its main advantage is the better extraction of recommendations for those objects
that are difficult to describe through metadata, such as videos and music. This method
assumes that users with similar interests in the past will have similar interests in the
future. Recommendations are not generated solely based on the user’s ratings but based
on other user ratings.

The K-Nearest Neighbor algorithm is a type of instance-based learning, or lazy
learning, where the function is only approximated locally, and all computation is
deferred until classification [8]. The output is a class membership. The algorithm
classifies an object by a plurality vote of its neighbors, with the objective being
assigned to the class most common among its k nearest neighbors.

The K-means algorithm is a type of partitioning algorithm, widely used for its
smooth implementation and fast execution [9]. It takes numerical parameters and
partitions a set of (n) objects into (k) clusters so that the resulting intra-cluster similarity
is high while inter-cluster similarity is low. Cluster similarity is measured with the
mean value of distances between objects in a cluster, which can be considered as the
cluster’s center of gravity. The performance of clusters may be affected by the chosen
value of (k), as searching for the appropriate number for a given data set is generally “a
trial and error” procedure.

RFM is a method used for analyzing customer value [10]. It divides the customers
into groups by Recency (time since last order), Frequency (number of orders), and
Monetary (total cost of the order). We have to calculate for each customer value of 1, 2,
3, or 4 for each of these three metrics. Value 1 means customer group with spending the
most money, made the highest number of orders, and their last order was recent. Value
4 represents the customers who spend the least money, made the least orders, and their
last order was a long time ago. The best customers for sellers are who have the value 1
in all these metrics.

Exploratory data analysis (EDA) is an approach to analyzing data sets to summarize
their main characteristics, often with visual methods.
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2.1 CRISP-DM Methodology

We managed our analytical process in line with the CRISP-DM (Cross-Industry
Standard Process for Data Mining), representing the most popular methodology for
data analytics and data science. This methodology defines six main phases [11, 12]:

Business understanding deals with a specification of business goal followed with its
transformation to a specific analytical task(s). Based on this specification, we can select
relevant mining methods and the necessary resources.

Data understanding starts with a collection of necessary data for the specified task
and ends with a detailed description, including some statistical characteristics.

Data preparation is usually the most complex and most time-consuming phase,
generally taking 60 to 70% of the overall time. It contains data aggregation, cleaning,
reduction, or transformation. The result covers prepared data for modeling phase.

Modeling deals with the application of suitable data mining algorithms on the pre-
processed data. Also, it is necessary to specify the correct metrics for results evaluation,
e.g., accuracy, ROC, precision, recall, etc.

The evaluation phase is oriented towards the evaluation of generated models and
obtained results based on specified goals in business understanding.

The deployment contains the exploitation of created mining models in real cases,
their adaptation, maintenance, and collection of acquired experiences and knowledge.

3 Experiments and Results

In this section, we summarized the main points of our analytical process performed
following the CRISP-DM methodology.

3.1 Business Understanding

The business goal of our analytical process was to understand the buying behavior of
the on-line e-shop customer better. The result will be a knowledge set that retailers
could use to deliver products to specific customers, to meet their expectations, and to
increase his revenues and reputation. This set should be presented in a simple and
understandable form for people without more in-depth knowledge from the data ana-
lytics domain. Responsible staff will evaluate all the results from their business per-
spectives. From the analytical point of view, we would extract recommendations and
possible interesting hidden patterns in the data. For this purpose, we used collaborative
recommendation techniques, clustering, and exploratory data analytics.

3.2 Data Understanding and Preparation

For ease of understanding, we have decided to combine the phase of data under-
standing and preparation into one chapter.
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The anonymized customer's number data sample was provided by the e-shop
offering nutritional supplements for athletes. The data contained more than 3 million
records (orders) described by 13 relevant variables (Table 1); more than 70 thousand
unique customers who bought at least one item of goods.

The data sample contained more than 70 thousand unique customers who bought at
least one item of goods. At the same time, there were almost 5 thousand individual
items of products that have been purchased by at least one customer. We started with
EDA to provide easy to understand characteristics of the historical customers’ behavior
like the ratio between the number of created orders and the related hour of the day. The
graphs showed that customers most buy between nine and ten o’clock in the evening.
From the morning, the numbers have increased to lunchtime. A slight decrease
occurred in the afternoon. The lowest amount of orders was created late in the night.
The most preferred payment method was cash on delivery, almost 80%. Most often
order that cost more than 9€ and less than 25€. We can notice that after crossing the
limit 20€, most orders had the round price.

Some records were duplicated, for example, the correct product name, but wrong
product price, or in reverse. We solved this issue by associating three variables item_id,
parent_item_id, and product_type into a new variable. This operation reduced the
number of records to around 1.7 million. Also, we solve the inconsistencies related to
the countries and the right currency.

In the end, we chose four different samples for modeling phase. The first sample
contained 30 thousand customers. These customers have the highest number of various
products in their orders. The second sample included only products with the price

Table 1. Attributes description.

Name Description

order_id Unique identification of the order
store_name Name of the store by country
created_at Time and date of order in the format: year-month-day hour:min: sec
shipping_description The way of delivering the products to the customer (personal, post,

courier)
method Payment methods for products (cash, card, transfer, etc.)
customer_id Anonymized customer’s number
country_id Acronym of the customer country
city Customer village
item_id Unique identification of product
name Name of the products
sku Unique identification + short name of the same products group
gty_ordered The number of ordered products
price Price of products in €

is_wholesale Information, if the products are sold to the wholesaler
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higher than 9.95€; the third one higher than 19.95€. The last sample consisted only of
products that were first added to the cart to prevent the cases that a product was added
just for completion.

3.3 Modeling and Evaluation

We used two different approaches to generating recommendations, namely collabora-
tive filtering based on object similarity using the k-Nearest Neighbor (k-NN) algorithm
and method for matrix factorization associated with Singular Value Decomposition
(SVD) algorithm.

For building the k-NN model, we used the binary matrix M � N, M - the number
of individual products, N -the number of unique customers. The matrix values were 0
(customer did not buy this product) or 1 (customer buy this product). For calculation,
we have used the cosine similarity. Based on several experimental attempts, we set up
the k parameter to 5. The result was a list of recommendations for each product with a
calculated cosine distance (the cosine of an angle between two vectors, 1 − (u*v)/
║u║2*║v║2). The lower value means more significant similarity of products.
A perfect example is represented by the protein bars that had a low value of cosine
similarity (0.364). It means that it is interesting for the e-shop to recommend other
flavors of the bars in the case that customer put one of them into a shopping cart.
A similar approach can be applied to the peanut butter with cashew butter (0.752), non-
calorie syrup (0.746) or multivitamin complex (0.734). The lower distance, in this case,
also have the other types of peanut butter (0.602). The recommendations for Joint
Nutrition do not have similar low cosine similarity but shows customer habits including
other types of vitamins (0.747 - multivitamin complex, 0.793 - Vitamin C) or nutri-
tional supplements (BCAA - 0.828). The results are different depending on the data
sample. When we used all products, we often had the same types of products in our
recommendations. If we filtered products by price, we did not get more interesting
products in our recommendations. A good alternative was to filter products by order of
addition to the cart, but the lowest value of cosine distance is usually on the first sample
with 30 thousand customers.

Using the factorization method, we wanted to find the products that the customer
has not bought yet, but are likely to be interested in them. We also created the matrix
M � N, but in this case, M was the number of customers, and N - the number of
products. The matrix values represented some purchases for each product by the
customer. We normalized all values on a scale from −1 to 1 and applied the SVD
method with the number of dimension 20. The result was a multiplication of three
matrices U, VT, and R. Based on this multiplication, we were able to predict the
products for each customer. For example, we identified a customer buying various
types of gainers, and the recommendations included vitamins, proteins, or sports bottle
(did not include in his previous orders). The second customer bought many products in
the form of tablets, so the first recommendation is a pill box. Another customer bought
mainly vitamins and protein bars, so the recommendations include other products from
these categories like joint nutrition, Omega 3, etc.

Each customer can be assigned to a group (cluster) based on his or her buying
behavior. We call this approach customer segmentation, and a clustering algorithm can
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do it. We used the K-Means algorithm and focused on the number of purchased
products and an average price paid for one product. For each customer, we calculated
how much products he bought, the total cost of the order, based on it the average price
for one product. We removed extreme values, i.e., the customers who have purchased
more than 300 products or whose average cost per one product was over 100€. Finally,
we normalized the values. We used the Elbow method [13] to determine the optimal
number of obtained clusters (k value = 4). We expected the following four clusters:
few or many purchased products/low or high price. In the results, we saw that the last
cluster could not be created, probably because of previous processing operations
(Fig. 1).

Before we applied the RFM method, we calculated for each customer how many
orders he made, a total price, and how many days had elapsed since the last purchase
(our boundary was 1/10/2018). After removing the extreme values (customers with
more than 300 orders or more than 10 thousand paid costs), we divided each of the
three metrics into quarters and assigned customers to one of them. We can characterize
the top extracted customers as follows: at least 10 orders, their last purchase was no
more than 70 days ago, and their total price was at least 90€ (RFM = 111).

4 Conclusion

This paper describes several methods to understand the buying behavior of the e-shop
customer. The collaborative filtering using k-Nearest Neighbor algorithm resulted in a
list of recommendations for each product with a calculated cosine metric, such as
different flavors of the protein bars. The factorization method identified for each cus-
tomer the products that have not bought yet, but are likely to be interested, e.g., the

Fig. 1. Price distribution (x-axis: number of purchased products, y-axis: an average price paid,
both normalized).
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sports bottle for the customer with the higher frequency of the gainers buying. The last
experiments dealt with customers’ segmentation. For this purpose, we used two
methods like K-Means and RFM. All results were plausible and step by step evaluated
by the cooperating company. The company plans to implement a more advanced
product recommendation mechanism for customers in the short term. Tested approa-
ches such as collaborative filtering and matrix factoring represent an option with high
deployment potential. They already use the RFM method to segment customers but
with different settings. Our results will make it possible to compare both approaches
and optimize the use of this method
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Abstract. For any corporation the interaction with its customers is
an important business process. This is especially the case for resolving
various business-related issues that customers encounter. Classifying the
type of such customer service e-mails to provide improved customer ser-
vice is thus important. The classification of e-mails makes it possible to
direct them to the most suitable handler within customer service. We
have investigated the following two aspects of customer e-mail classifi-
cation within a large Swedish corporation. First, whether a multi-label
classifier can be introduced that performs similarly to an already existing
multi-class classifier. Second, whether conformal prediction can be used
to quantify the certainty of the predictions without loss in classification
performance. Experiments were used to investigate these aspects using
several evaluation metrics. The results show that for most evaluation
metrics, there is no significant difference between multi-class and multi-
label classifiers, except for Hamming loss where the multi-label approach
performed with a lower loss. Further, the use of conformal prediction did
not introduce any significant difference in classification performance for
neither the multi-class nor the multi-label approach. As such, the results
indicate that conformal prediction is a useful addition that quantifies
the certainty of predictions without negative effects on the classification
performance, which in turn allows detection of statistically significant
predictions.

Keywords: Conformal prediction · Multi-label classification ·
Customer support e-mail

1 Introduction

An important part of any corporation is the various interaction processes with
the customers. This is especially important for resolving various business-related
issues that customers encounter, since failing to resolve such issues in an efficient
manner risk negatively affect both the image and the reputation of the corpora-
tion. In highly competitive markets a single negative customer service experience
c© Springer Nature Switzerland AG 2019
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can deter potential new customers from a company or increase the risk of existing
customers to drop out [14], both negatively affecting the sales. Although recent
years have shown a shift in the means of communication between customers
and customer service divisions within corporations, e.g. using autonomous chat-
bots or social network-based communication solutions, traditional e-mails still
account for an important means of communication due to both its ease and
widespread use within almost all customer age groups. Thus, implementing effi-
cient customer service processes that target customer e-mail communication is a
necessity for larger corporations as they receive large numbers of such customer
service e-mails each day.

In this study we investigate improvements of customer service e-mail man-
agement using a supervised learning paradigm with a multi-label classifier.
The semi-automated customer service e-mail management system studied exists
within one of the bigger telecom operators in Europe with over 200 million
customers worldwide, and some 2.5 million in Sweden. When these customers
experience problems they often turn to e-mail as their means of communication
with the company, by submitting an e-mail to a generic customer service e-mail
address. Consequently, such customer service e-mails might be assigned to ran-
dom customer service personnel. However, experience and knowledge concerning
the different areas requiring support might differ. A person with knowledge in
the economic aspects of the business does not have the same knowledge in the
technical aspects. To address this problem, an intelligent model that classifies
the type of issue in an e-mail makes it is easier to direct e-mails to the most
suitable handlers.

While traditional classification approaches often use a binary approach, e.g.
in spam classification an e-mail is classified as either of two labels (spam or
ham), this might not be true for customer service e-mails. In such a setting, the
label range might not be binary, but multiple labels can be present in each e-
mail, e.g., an e-mail can contain multiple topics. Such classification problems are
called multi-label classification [24]. While multi-label classification is not new,
using conformal prediction in this setting is not really investigated. Conformal
prediction provides not only the predicted label for each instance tested, but also
provides the prediction within a certain probability [19,22]. As such, an instance
can be predicted with a certain confidence. Inductive conformal prediction is a
conformal prediction approach that splits the training set into two parts, the
proper training set and the calibration set. As in any supervised learning app-
roach, a model is trained by an underlying algorithm using the training set,
and that model is then used to classify instances in the test set. However, for
each classification the instances in the calibration set together with the instance
that is about to be classified is used to compute the level of certainty in the
prediction, represented as a p-value [19]. In the case of e-mail classification, this
makes conformal prediction interesting, especially regarding the quantification
of confidence in each prediction.

Each customer service e-mail might have different labels, and each label might
be of different importance to the customer. For example, a customer service
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e-mail might contain two paragraphs of text, one detailing a technical issue, and
the other one an order errand. As such, the e-mail should be classified with for
instance the Invoice, TechicalIssue, and the Order labels. By leveraging the con-
fidence output of the conformal predictor, the labels can be ranked according to
the confidence of each prediction. Thus, it is possible to determine the certainty
of each subject in the e-mail and process the e-mail in the customer service sys-
tem accordingly. In our example, the Invoice label might have a high confidence,
but the TechicalIssue and Order labels have lower confidences. Consequently,
the e-mail is first sent to a customer service representative that is experienced
in invoice cases. After that, the same representative might be able to deal with
the other aspects or forward the case where relevant.

1.1 Aims and Objectives

In this study we investigate to what extent conformal prediction can be used
in multi-label classification of customer service messages based on the content
in e-mails. Further, since the state of the current solution used by the studied
company is a rule-based multi-class classifier it is considered to be the baseline.
Thus, the studied multi-label classifier is compared to the multi-class classifier
for determining the primary label of e-mails.

1.2 Scope and Limitation

The scope of this study is within a Swedish setting, involving e-mail messages
written in Swedish sent to the customer service branch of the studied telecom
company. However, the problem studied is general enough to be of interest for
other organizations as well. It is important to stress that classification confidence
is not equal to classification importance. That is, the study does not take into
account that different sections of an e-mail could have different importance to
either the customer or the customer service persons.

2 Background and Related Work

There exist various machine learning-based classification approaches for e-mail
classification and the solutions differ with the wide range of classification prob-
lems. The most common approach is the binary classification, i.e. a problem
with two outcomes (C = c0, c1). An example of binary classification problem in
the e-mail domain is spam classification, where an instance (i.e. e-mail) can be
classified as either spam or ham [4]. Other research have investigated separating
e-mails into corporate and personal, to enable users to focus on corporate e-mails
during work hours [25]. The classification is done based on extracted social net-
work features rather than the e-mail content itself, something that has also been
investigated with regard to spam classification as well [4,27]. Other research
have investigated automatic e-mail classification for separating complaints from
non-complaints [7], improving customer service efficiency by detecting e-mails
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that require responses comparing the automated approach with a rule-based
system [8], or determining the part of an e-mail in a conversation thread [18].

When the number of potential classes are more than two (C = c0, ..., cm), the
problem is transformed into a multi-class problem. As such, the classifier have
m potential classes available, instead of two. However, the classes are still mutu-
ally exclusive [10]. Research into multi-class classification have investigated for
instance classifying e-mail content into specific e-mail folders/clusters based on
the content, a.k.a. foldering [1,17]. Other research have focused on the detection
of cues indicating emotional aspects within e-mail content [12], or determining
the most relevant user-actions (reply, read, and delete) based on e-mail con-
tent [13].

However, e-mails and other types of documents often include multiple topics.
As such, such e-mails might be more appropriately classified with multiple labels.
Techniques for doing so are known as multi-label classification [24], and although
similar to multi-class classification there is an important distinction in that the
classes are not mutually exclusive [10]. Thus, each instance have a minimum of
one label and a maximum of m labels [23]. Multi-label classification has been
applied to not only content annotation, automated tagging, but also in other
domains such as medicine and marketing [24].

When it comes to studies investigating conformal prediction within multi-
label learning only two prior studies have been found within the literature. First,
Wang et al. compare Random Forest, Näıve Bayes and a k-Nearest Neighbor
(KNN) classifiers (all three using conformal prediction) with a baseline KNN
without conformal prediction [15]. The application area is medical classifica-
tion and the problem is multi-label-oriented, more specifically diagnosing 736
chronic fatigue medical cases using 95 symptoms as labels. The authors further
investigate how classification performance is affected by different significance
levels, ranging from 0.8–0.99. The results show that the proposed Random For-
est implementation outperforms the other candidate models, including the tra-
ditional KNN implementation, over the five evaluation metrics used. Random
Forest also shows best classification performance over the different significance
levels used.

Secondly, Harris Papadopoulos studies the use of conformal prediction using
two popular multi-label image datasets [20]. The study investigates how two
Neural Network-based models that make use of conformal prediction compares
against traditional models learned by both the Neural Network, KNN and Näıve
Bayes algorithms. The performance is evaluated over different significance levels
as well as label-sets and is measured over four evaluation metrics, including F1-
score (both micro and macro). The results show that the conformal-based Neural
Network models outperform the traditional methods, and that the associated
confidence p-value are found to be both informative and reliable.

While there are some prior research investigating using conformal prediction
for multi-label classification, the research is limited. In particular, to knowledge
of the authors, the approach has not been investigated in the context of e-mail-
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(a) Label frequency for the multi-class
dataset, also showing the pruning threshold
at 1000 e-mails.

(b) Label frequency in multi-label dataset,
also showing the pruning threshold at 1000
e-mails.

Fig. 1. Label frequencies per dataset.

based customer support. As such, it is of interest to investigate this application
as this form the identified research gap.

3 Method

In this section, we describe the data used, present our experimental setup, the
algorithms evaluated, as well as the metrics and the statistical tests chosen for
the study.

3.1 Data

The dataset consists of 51, 682 e-mails from the customer service department
from a Swedish branch of a major telecom corporation. Each e-mail consists
of the subject line, to address, and the content and it is labeled with at least
one label. In total there exists 36 distinct labels, each independent from the
others, where several of these might be present in any given e-mail. The labels
have been set by a rule-based system that was manually developed, configured
and fine-tuned over several years by domain expertise within the company. A
DoNotUnderstand label acts as the last resort for any e-mail that the current
labeling system is unable to classify. Those e-mails have been excluded from the
dataset, as there exists no real labels to evaluate against. Each e-mail has been
anonymized and in addition the To and From address was completely removed.

Two datasets were constructed, dmc and dml, where dmc is the data modeled
as a multi-class problem, with the primary label for each instance being used.
dml is the data modeled as a multi-label problem, with every label for each
instance being used. Due to the large number of labels and the small number of
e-mails per label, rarely occurring labels were marked to be removed. A minimum
threshold of 1, 000 were chosen. The label frequency for both datasets can be
observed in Fig. 1a and b for the multi-class dataset and the multi-label datasets
respectively, as well as the threshold.
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The datasets where randomly subsampled to 20% of their original size (i.e. of
the original 51, 682 instances, 10, 336 were kept). The labels below the threshold
is removed from the datasets. Any e-mail instance for which all labels were
excluded was also removed from the datasets, since there did not exist any
ground truth to evaluate against for those e-mails. The result is that the dml

dataset consists of 9, 637 instances and 16 labels, and the dmc dataset consists
of 9, 138 instances and 14 labels.

3.2 Preprocessing

The e-mail messages were transformed into a bag-of-word representation as both
uni-grams and bi-grams. Uni-grams are when sentences are divided into single
words, and bi-grams are when sentences are divided into pairs of word. In the
second case, words are no longer independent of each other and algorithms can
take into context word combinations. An initial pre-study indicated that tri-
grams and above did not show an increase in performance [5].

Once a bag-of-words representation using uni- or bi-grams were finished, any
stop-words in the datasets were removed. As the primary language in this data
set is Swedish, a list of Swedish stop-words was used1. However, the Swedish
stop-words were extended by English stop-words, as a fair amount of English also
occurs due to the corporate environment. The remaining words (after removing
stop-words) were then transformed into unigrams and bigrams ranked using
a term-frequency and inverse document frequency (TF-IDF) vectorizer and the
3, 000 words with highest ranks were kept [16]. The parameter values were chosen
after initial tests. The TF-IDF algorithm weights each word based on the term
frequency, i.e. how frequent each word is in each document, and the inversed
document frequency, i.e. the inverse fraction of documents that contain the word.
The term frequency indicates if a word is indicative of a document and the
inverse document frequency normalizes each word according to how frequent it
is occurring in all documents.

It needs to be stressed that no specific feature selection algorithm was used
since this is an initial study for testing the approach of applying multi-label clas-
sification and conformal prediction on e-mail content classification. Thus, investi-
gating suitable feature selection algorithms, including more extensive parameter
tuning, could be an interesting avenue for future studies in order to improve
classification performance beyond the results presented in this paper.

3.3 Experiment Setup

The support vector machine (SVM) classification algorithm was used in the
experiments, more specifically the scikit-learn SVC algorithm was used. The
motivation for this choice is that SVM has been shown to perform well in other
text classification tasks [21]. However, since the SVM implementation in the
scikit-learn package does not support multi-label classification, the multi-label

1 https://gist.github.com/peterdalle/8865eb918a824a475b7ac5561f2f88e9.

https://gist.github.com/peterdalle/8865eb918a824a475b7ac5561f2f88e9
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and multi-class problems were transformed into one-vs-rest problems, i.e. for each
label a binary classifier was trained [11]. As such, the problem was transformed
into m binary problems, which is possible since there is no inter-dependencies
between labels.

Inductive conformal prediction (ICP) was used to calculate the prediction
levels for the models. ICP was used in favor of transductive conformal prediction,
since the latter is much more computational demanding [2,19]. This study uses
the nonconformist2 conformal prediction package for Python.

The nonconformist package and the one-vs-rest scikit-learn package were
extended to enable using the nonconformist package between the one-vs-rest
class and the underlying classification algorithm. The conformal predictions were
made with both a significance level of 95% and no significance level at all. As
such, conformal prediction is compared against a standard approach.

Finally, the experimental setup used a 10 times 10-fold cross-validation app-
roach based on the preprocessed labeled data presented in Subsect. 3.1. The
evaluation metrics are detailed in Subsect. 3.4. T-tests were used to detect pos-
sible differences between the two approaches [10]. The magnitude of difference
between the standard approach and the conformal prediction approach for each
metric were calculated using the objective Cohen’s d measure of effect sizes [6].

3.4 Evaluation Metrics

The experiments were evaluated using standard evaluation metrics calculated
based on the True Positives (TP), False Positives (FP), True Negatives (TN),
and False Negatives (FN). The evaluation metrics consists of the F1-score (micro
average), Jaccard index, Accuracy, and area under roc-curve (AUC) (micro aver-
age) [10]. It should be noted that for the multi-class case, Accuracy, Jaccard
index, and F1-score will be equivalent.

Jaccard index compares two sets and calculates the similarity by dividing
the size of the intersection with the size of the union of the two sets [3], i.e. as
in Eq. 1:

Jacc =
|A ∩ B|
|A ∪ B| (1)

The Jaccard index is calculated between the prediction and the correct labels.
The metric score is between 0 − 1, where 1 is a perfect match. Accuracy is in
general defined as in Eq. 2 [26]:

Acc =
TP + TN

TP + TN + FP + FN
(2)

It is a measurement of how well the model is capable of predicting TP and
TN compared to the total number of instances. There exist two aspects for the
accuracy metric that should be highlighted. First, for the multi-class case, the
accuracy is equivalent to the Jaccard index. Second, for the multi-label setting,
2 https://github.com/donlnz/nonconformist.

https://github.com/donlnz/nonconformist
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Table 1. The measured metrics’ means from the experiment with the multi-label
approach (standard deviations are shown within parenthesis). Cohen’s d quantifies the
size of the difference between both groups per metric.

Metric Multi-label Multi-label* Cohen’s d

F1-score 0.7504 (0.0117) 0.7190 (0.0126) 2.5826

Accuracy 0.6109 (0.0157) 0.5780 (0.0153) 0.8417

Jaccard index 0.6722 (0.0134) 0.6285 (0.0145) 3.1302

Hamming loss 0.0328 (0.0015) 0.0350 (0.0015) 1.4667

AUC 0.8309 (0.0075) 0.8017 (0.0080) 3.7658

*: predicted using conformal prediction with a significance level of
0.05

each instance prediction must match exactly the true labels, i.e. very conservative
comparison. Accuracy ranges between 0 − 1, where 1 is a perfect score.

F1 = 2 ∗ Precison ∗ Recall

Precision + Recall
(3)

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

However, in the case of micro-averaging, precision and recall are calculated
according to Eqs. 6 and 7 respectively, where n is the number of classes. Micro-
averaging is used as the number of labels vary between classes [26]. Similar to
the previous metrics, F1-score ranges between 0 − 1, where 1 is a perfect score.

Precisionµ =
TP1 + ... + TPn

TP1 + ... + TPn + FP1 + ... + FPn
(6)

Recallµ =
TP1 + ... + TPn

TP1 + ... + TPn + FN1 + ... + FNn
(7)

Hamming loss measures the fraction of labels that are incorrect compared
to the total number of labels [23]. A score of 0 indicates no incorrect label
predictions.

The AUC calculates the area under a curve (which in this case is the ROC).
The AUC, a.k.a. Area under ROC curve (AUROC), is a standard performance
measure in data mining applications. Further, it does not depend on an equal
class distribution and misclassification cost [9].
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Table 2. The measured metrics’ means from the experiment with the multi-class app-
roach (standard deviations are shown within parenthesis). Cohen’s d quantifies the size
of the difference between both groups per metric.

Metric Multi-class Multi-class* Cohen’s d

F1-score 0.6297 (0.0144) 0.6291 (0.0145) 0.0415

Accuracy 0.6297 (0.0144) 0.6291 (0.0145) 0.0415

Jaccard index 0.6297 (0.0144) 0.6291 (0.0145) 0.0415

Hamming loss 0.3703 (0.0144) 0.3709 (0.0145) 0.0415

AUC 0.8006 (0.0077) 0.8003 (0.0078) 0.0387

*: predicted using conformal prediction with a significance level of
0.05

4 Results

When observing the results in Tables 1 and 2 the results suggest the feasibility
of using SVM for e-mail and document classification. It should be noted that
the accuracy of a random guesser should be 1/|C|, where |C| is the number
of classes. Consequently, the accuracy baseline for the multi-class setup in this
study is 0.0714 (i.e. 1/14) and for the multi-label setup it is 0.0625 (i.e. 1/16).
Given this, an accuracy of 0.6109 (std 0.0157) and 0.6297 (std 0.0144) should be
considered quite good.

Comparing significant classifications in the multi-label approach with the
case where no significance level was used show slightly lower evaluation scores,
as shown in Table 1. T-tests were performed between the two approaches for
the different evaluation metrics. All of the evaluation metrics show significant
difference; AUC (t(198) = 26.6193, p < 0.05), Jaccard index (t(198) = 22.0849,
p < 0.05), Hamming loss (t(198) = −10.4520, p < 0.05), Accuracy (t(198)
= 14.9141, p < 0.05), F1-score (t(198) = 18.1770, p < 0.05). The difference per
metric between both approaches are quantified using the Cohen’s d measure,
which ranged 0.8417 − 3.7658. Such effect size values indicate a large difference
between the conformal approach and the standard approach. Thus, that there
is decreased classification performance when using conformal prediction at sig-
nificance level of 0.05.

Comparing significant classifications with results where no significance level
was used also show very similar results for the multi-class approach, see Table 2.
Similar to the multi-label results, T-tests were performed between the two
approaches for the different evaluation metrics. However, no statistical significant
difference were detected between the two approaches; AUC (t(198) = 0.2717,
p = 0.7861), Jaccard index (t(198) = 0.2717, p = 0.7861, Hamming loss (t(198)
= 0.2717, p = 0.7861), Accuracy (t(198) = 0.2717, p = 0.7861, F1-score (t(198)
= 0.2717, p = 0.7861). It should be pointed out that although the test-statistica
and p-value is the same, this is only due to the precision used. A higher preci-
sion shows differences between the measurements used. Further, the effect sizes
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(a) Results for the multi-class dataset. (b) Results for the multi-label dataset.

Fig. 2. Micro-averaged AUC.

quantified by the Cohen’s d measure ranged 0.0387 and 0.0415, which means
that only negligible differences exist between the approaches.

Comparing AUC for multi-label and multi-class indicates a statistical signif-
icant difference when using no significance level (t(198) = 28.0141, p < 0.05),
but not when using a significance level (t(198) = 1.2184, p = 0.2244). The
Accuracy, Jaccard index, and F1-score are difficult to compare between the two
approaches. Given the conservative accuracy measurement in the multi-label
context the metric is not really comparable to the multi-class context but can
give an indication of how exact the multi-label performed. Between the multi-
class and multi-label approach, T-tests for accuracy found significant differences
between both the significant predictions (t(198) = 8.2172, p < 0.05) and the
non-significant predictions(t(198) = 22.4172, p < 0.05). In this case the Jaccard
index and F1-score is similar between multi-label and multi-class. The F1-score
and the Jaccard index are slightly better for multi-label, the T-test for both
evaluation metrics indicate that significant difference was detected in all but
one case. T-test for F1-score were t(198) = −60.9200, p < 0.05 and t(198)
= −43.0720, p < 0.05, for significant and non-significant predictions respec-
tively. Similarly, the T-test for Jaccard index were t(198) = −20.1286, p < 0.05
and t(198) = 0.2979, p = 0.7664, for significant and non-significant predictions
respectively.

For the Hamming loss, however, the results for the multi-label classifier is
lower, indicating a lower number of instances incorrectly classified compared
to the multi-class approach. In this case the hamming loss for multi-label is
between 0.0313 − 0.0343 compared to multi-class which is between 0.3559 −
0.3874, indicating significantly lower mislabeling for the previous approach. T-
test comparing the Hamming loss between the two approaches confirm this, both
without a significance level (t(198) = 228.9471, p < 0.05) and using a significance
level (t(198) = 224.4472, p < 0.05).
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The micro-averaged AUC between the two approaches does indicate a dif-
ference, see Fig. 2. Further, the AUC for individual labels indicates that even
though instances can have multiple labels, and as such increase the complex-
ity of the training, the results were not that much worse per individual label,
as per Fig. 3. For multi-class, no difference between statistical significant and
non-significant predictions where observable.

Fig. 3. Multi-label dataset

5 Discussion

A multi-label approach allows the use of multiple labels per document, which in
the context of customer support e-mail classification allows improved modeling
of real-world e-mail communication patterns. For instance, by attaching several
labels to e-mails where customers include multiple customer service errands in
the same message. This can also take into account the shift of subjects through-
out e-mail conversations, e.g. where an initial e-mail regarding a technical issue
later is shifted to an invoice errand. Supporting these real-world e-mail communi-
cation patterns is an important aspect in customer service e-mail management.
Thus, overall multi-label approaches seem more suitable (compared to multi-
class) in this context.
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Another important aspect in customer support e-mail classification, as in
most classification domains, is to provide a measure of certainty together with
the classification [22]. This is one of the advantages that the use of conformal
prediction provides, since the framework provides p-values for each classification.
These p-values indicate whether the classifications are statistically significant or
not given the chosen significance level. Taking the p-values into account allow
domain experts to differentiate between instances that are predicted with statis-
tic significance and instances that are not. The former are instances where the
model is relatively more certain of the predictions, and the latter are instances
where the model is more likely to be mistaken. Thus, the latter are instances
that are more likely in need of manual verification by domain expertise and p-
values can be used to identify those instances. The p-values could further be
used for visualization purposes in order to assist the domain experts in main-
taining, for instance, an overview of the classification operation in a system by
using aggregated descriptive statistics of the p-values.

In addition to the p-values the conformal prediction framework also provides
a credibility score for each instance that indicates how well the model recognizes
the instance [22]. That is how novel the instance is compared to the training data
which the model has been generated on. Therefore, the credibility score can be
used to detect when instances have changed significantly since the model was
generated, which means that the model needs to be retrained on an updated
sample of data. However, in this context this could possible also be used in
combination with new product launches or campaigns to detect if there is a
change in the e-mail content for specific labels.

Further, any manually verified predictions, especially predictions without
statistic significance, are useful to include when retraining models as they can
include new knowledge about the class. This might be cases where the original
training data didn’t include similar cases (i.e. low credibility of predictions), but
where domain experts can provide label-information.

However, all of these possibilities that conformal prediction enable come at a
cost of decreased classification performance. For the investigated multi-label app-
roach, the classification performance decrease quite notably, as shown in Table 1
where the effect sizes indicate large notable differences for all metrics. One pos-
sible explanation for this is that an e-mail shares the content between labels
and as such it might be more difficult for the model to distinguish between the
labels, especially when only significant predictions are produced. For the multi-
class approach there is a smaller decrease in performance, which is indicated
by the negligible effect sizes shown in Table 2. So, the possibilities provided by
using conformal prediction is to various extent a trade-off against the classifi-
cation performance. In many applications it is acceptable to have slightly lower
classification performance in order to get the benefits from conformal prediction.

Finally, by using multi-label learning, e-mails that are labeled as DoNotUn-
derstand might also have been given several other possible labels. Using confor-
mal prediction, the labels for each instance can be ranked based on e.g. their
confidence score, and as such provide an insight into possible correct labels.
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5.1 Case Implications

As stated before, the telecommunication company labels each e-mail using a
rule-based system. In the current setting, only the main label is used without
any probability information. These labels are then used in the customer support
organization, where manager can set up support queues. A support queue con-
sists of a combination of labels decided by a manager, e.g. queue1 consists of
e-mails that can be labeled with either ChangeUser, Invoice, Assignment and
queue2 might consist of e-mails that can be labeled with either Order, Techni-
calIssue. The different customer support teams then subscribe to queue decided
by their manager. Throughout their workday, customer support personnel picks
e-mails from their queue to work with.

By adding conformal prediction around the document classifier, be it a rule-
based learner or a LSTM classifier, the confidence of each classification can be
utilized. Given that two labels have been assigned to an e-mail using multi-
label classification, it is possible to use confidence to indicate if the labels have
been assigned with a similar confidence or if the model indicates that there
is a large disparity between the labels. This would allow a more fine-grained
division of e-mails into queues, and by extension the development of specialized
customer support teams. Regarding the former, when adding e-mails to queues,
the certainty can be used as a threshold for inclusion in the queue, e.g. a label
is only included into a queue if the model has an adequate certainty. Further,
in the case of the manual rules setup and used by the company, the confidence
score can also indicate when a rule has erroneously classified an instance.

Using the credibility score can indicate when the contents for a label has
changed to such an extent that it is no longer clearly recognizable, e.g. technical
issues might be changed by the introduction of new devices or services. This
might indicate that the label contains subtopics or that customer behavior has
altered by other factors.

6 Conclusion and Future Work

This work investigates the use of multi-class and multi-label approaches for
document classification in a Swedish e-mail customer service system based on
the SVM learning algorithm. More specifically the use of conformal prediction
within this problem domain is investigated. One of the advantages of conformal
predictions is that it indicates which classifications can be considered statis-
tically significant [22]. Both multi-class and multi-label approaches performed
had high AUC scores, 0.8006 (std 0.0077) and 0.8309 (std 0.0075) for multi-class
and multi-label respectively. Further, the experimental results show that perfor-
mance loss for using conformal prediction was negligible for both the multi-class
approaches, but not for the multi-label approaches. However, the Hamming loss
was significantly better for the multi-label approach compared to the multi-class
approach (t(198) = 224.4472, p < 0.05), which indicates significantly less misla-
bels for the multi-label approach.
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Since the use of conformal predictions to provide significant predictions did
not have any significant performance impact for either multi-label or multi-class
approach, it is the authors opinion that the benefit of indicating statistically
significant classifications outweighs the added complexity by introducing the
conformal predictions framework. This is especially the case for multi-label pre-
dictions, where an extra label might indicate which domain experts are asked to
handle an instance.

However, in this study a one-vs-rest approach has been used, but it can be
beneficial for companies to have a prioritized list of labels. Therefore, it would be
motivated to investigate conformal prediction for multi-label classification when
taking this into account.
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Abstract. Offline knowledge compilation enables an online diagnosis
process that can manage in a linear time any sequence of observables. In
a posteriori diagnosis, this sequence, called a symptom, is the input, and
the corresponding collection of sets of faults, each set being a candidate, is
the output. Since the compilation is computationally hard, we propose to
compile only the knowledge chunks that are relevant to some phenomena
of interest, each described as a scenario. If, on the one hand, a partial
knowledge compilation does not ensure the completeness of the resulting
collection of candidates, on the other, it allows attention to be focused
on the most important of them. Moreover, the compiled structure, called
symptom dictionary, can incrementally be extended over time.

Keywords: Diagnosis · Model-based reasoning ·
Discrete-event systems · Finite automata · Symptom dictionary ·
Scenarios · Preprocessing

1 Introduction

A discrete-event system (DES) [2] is an abstraction of a (real) dynamic system
that can be exploited for model-based reasoning. A conceptual model of a DES
is either a finite automaton, where each transition is either normal or faulty, or a
network of communicating finite automata [1,3], each representing the behavior
of a component within a distributed topology. An a posteriori diagnosis problem
consists of a DES model and a symptom, namely a temporally-ordered sequence
of discrete sensor measurements called observations. Solving a problem means
drawing a set of faults, called a candidate, from each sequence of the DES state
transitions that can explain the symptom. Since diagnosis is notoriously NP-hard
also for static systems, knowledge compilation techniques have been adopted by
research on model-based diagnosis of DESs since the mid ’90s. The diagnoser
approach [8] proposed to compile (offline) the knowledge about the whole DES
into a diagnoser, to be exploited (online) in order to process any symptom in a
time that is linear in the symptom length. However, the diagnoser generation is
impractical because of a combinatorial explosion of states even for distributed
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DESs including few components. To make knowledge compilation viable, this
paper proposes to build a structure, called an open symptom dictionary, that
does not account for all the possible symptoms, but only for those whose length
is limited by an upper bound, called distance and/or for those that are relevant
to a restricted set of (either critical or most probable) behaviors of interest.

2 Discrete-Event Systems

A DES [5–7] is a network of components, each modeled as a communicating
automaton [1] and endowed with input and output terminals. Each output ter-
minal of a component is connected with the input terminal of another by a link.
A component transition is triggered either (1) spontaneously (by the empty event
ε), or (2) by an (external) event coming from the extern of the DES, or (3) by an
(internal) event coming from another component. Initially, the DES is quiescent,
with no internal event being present. When a component performs a transition,
it possibly generates new events on its output terminals; such events are bound
to be consumed to trigger the transitions of other components, on so on until the
DES becomes quiescent anew. A transition placing an output event on a link can
occur only if this link is empty. A DES moves from the initial to the final quies-
cent state through a sequence of component transitions, called a trajectory. Each
state x of a DES X is a pair (S,E), where S is the array of the current states
of the components and E is the array of the (possibly empty) events currently
placed on the links. The (possibly infinite) set of trajectories can be specified by
a DFA X ∗, called the space of X , X ∗ = (Σ,X, τ, x0,Xf) where Σ (the alphabet)
is the set of component transitions, X is the set of states, τ : X × Σ �→ X is the
transition function, x0 is the initial (quiescent) state, and Xf is the set of final
(quiescent) states.

Example 1. The DES, called V, in Fig. 1, which will be considered in all the
examples in the paper, represents a (simplified) autonomous vacuum cleaner. It
includes two components, a battery b and a cleaning device d, and two links.
The models of b and d are automata, each endowed with states (circles) and
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Fig. 1. DES V with models of battery and device (left) and transitions details (right).
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Fig. 2. Space V∗ (left) and mapping table µ(V) (right).

transitions (arcs). On the right, each transition t is associated with the input
(triggering) event and the set of output events (incidentally, every transition
of V has an output event at most). In the space V∗, depicted in Fig. 2, each
state is a quadruple (sb, sd, e1, e2), with sb being the state of b, sd the state of
d, e1 the internal event placed at the input terminal of d, and e2 the internal
event placed at the input terminal of b (ε means no event). The initial state is
(0, 0, ε, ε); final states are double circled (here as well as in all the next figures).
For subsequent referencing, the states are renamed 0 · · · 21. Owing to cycles, the
set of trajectories in V∗ is infinite. One of them is [b1, d1, d6, b3], ending in state
16.

Let μ(X ) be a finite set of triples (t, ω, φ), one for each component transition
t, with ω ∈ Ω ∪ {ε}, φ ∈ Φ ∪ {ε}, where ε is the empty symbol, Ω a finite set
of observations, and Φ a finite set of faults. A triple (t, ω, φ) has the following
meaning: if ω �= ε, then t is observable, else t is unobservable; if φ �= ε, then t is
faulty, else t is normal.

The symptom O of a trajectory T ∈ X ∗ is the finite sequence of observations
involved in T , and the diagnosis δ of T is the finite set of faults involved in T :
we say that T implies both O and δ, denoted T ⇒ O and T ⇒ δ, respectively.
The solution, called explanation, of an a posteriori diagnosis problem (X ,O) is
the (finite) set of diagnoses (called candidates) implied by the trajectories of X
that imply O: Δ(O) = { δ | T ∈ X ∗, T ⇒ O, T ⇒ δ } .

Example 2. Figure 2 shows μ(V). Let O = [lig , sto] be a symptom. Based on V∗,
six trajectories imply O, namely T1 = [b1, d1, d6, b3], T2 = [b1, d1, d6, b3, b0], T3 =
[b1, d1, d6, b2, b4, d16], T4 = [b1, d1, d6, b2, d16, b4], T5 = [b1, d1, b2, d6, b4, d16], and
T6 = [b1, d1, b2, d6, d16, b4], where T1 involves the faulty transition d6, T2 involves
the faulty transitions d6 and b0, and T3 · · · T6 involve the faulty transitions d6
and b4. The explanation of O is Δ(O) = {{fbr}, {fba, fbr}}.
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Δ(O) can be generated online by abducing the subspace of X ∗ involving all and
only the trajectories implying O. However, this process is too time consuming
to be practical.

3 Symptom Dictionary

The extended space X+ of a DES X is a DFA X+ = (Σ,X+, τ+, x+
0 ,X+

f ) where:
X+ is the set of states (x, δ), x ∈ X, δ ⊆ Φ; x+

0 = (x0, ∅); X+
f is the set of final

states (x, δ), where x ∈ Xf ; τ+ : X+×Σ �→ X+ is the transition function, where
τ+((x, δ), t) = (x′, δ′) iff τ(x, t) = x′ and δ′ = δ ∪ {φ} if (t, ω, φ) ∈ μ(X ), φ �= ε,
otherwise δ′ = δ. In practice, X+ can be produced directly by processing X ,
without generating X ∗.

Proposition 1. The language of X+ equals the language of X ∗. Besides, if
x+ = (x, δ) is a final state in X+, then, for each trajectory T ending in x+,
T ⇒ δ.

Example 3. Figure 3 displays V+ (states are renamed 0 · · · 35). Considering in V+

the six trajectories detailed in Example 2, where T1 ends in state 13 = (16, {fbr})
and the other five trajectories end in state 33 = (21, {fbr , fba}), respectively, we
have T1 ⇒ {fbr}, while the other five trajectories imply {fbr, fba}, as claimed
in Proposition 1.

Let X+
n be the NFA obtained by substituting the symbol t, marking each transi-

tion in X+, with ω, where (t, ω, φ) ∈ μ(X ). The symptom dictionary of X is the
DFA X ⊕ obtained by determinization [3] of X+

n , where each final state x⊕ of
X ⊕ is marked with Δ(x⊕), the set of diagnoses associated with the final states
of X+

n included in x⊕.

Proposition 2. The language of X ⊕ equals the set of symptoms of X . Besides,
if O is a symptom with accepting state x⊕, then Δ(x⊕) = Δ(O).

Example 4. Figure 4 outlines V⊕; on the right, each state v⊕ of V⊕ is described
in terms of the V+ states it includes1 (where final states are in bold) and the
associated set of diagnoses. Considering the symptom O = [lig , sto], defined in
Example 2, with accepting state 4 in V⊕, we have Δ(4) = {{fbr}, {fbr , fba}} =
Δ(O).

The generation of X ⊕ is beyond dispute for large DESs since in the worst case it
is at least exponential with the number of components and links. Instead of the
whole X ⊕, we might generate a prefix of it, denoted X ⊕

[d], comprehending only
the states at distance ≤ d and the transitions exiting the states at distance < d,
where the distance of a state is the minimum number of transitions connecting
the initial state with this state.
1 Each DFA state here includes only the significant NFA states. A state is signifi-
cant when it is either final or it is exited by a transition marked with a (non null)
observation.



Diagnosis of Discrete-Event Systems with Dictionary and Scenarios 329

Fig. 3. Extended space V+.
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State v⊕ V+ states within v⊕ Δ(v⊕)
0 {0,30} {∅, {fba}}
1 {1,3, 6, 7, 12, 18} {∅}
2 {2, 4, 10} –
3 {8, 14, 15, 20, 25} {∅}
4 {13,33} {{fbr}, {fbr , fba}}
5 {5,31} {{ful}, {fba, ful}}
6

{7, 12, 15,16, 18, {∅}
20, 21, 25, 26}

7 {32,34} {{fwh}, {fba, fwh}}
8 {7, 12, 18, 19} –

9 {13,30,32,33,34} {{fba}, {fbr}, {fwh},
{fba, fbr}, {fba, fwh}}

10 {15, 20, 25, 35} –
11 {7, 12, 15, 18, 20, 25} –

12 {13,32,33,34} {{fbr}, {fwh},
{fba, fbr}, {fba, fwh}}

13 {22, 26, 27} –
14 {15, 20,23, 25, 26, 28} {∅}
15 {30,32,34} {{fba}, {fwh}, {fba, fwh}}

Fig. 4. Symptom dictionary V⊕ (left) and relevant state details (right).

Example 5. With reference to Fig. 4, V⊕
[3] includes the states 0 · · · 8, and the

transitions exiting the states 0 · · · 4 (thus excluding the states at distance 3,
namely 5, 6, 7 and 8).
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X ⊕
[d] provides the explanation of every symptom that either is not longer than d or

encompasses some cycle(s) of X ⊕
[d]. If a symptom does not belong to the language

of X ⊕
[d], such as O = [lig ,noi ,mov , sto] for V⊕

[3], Δ(O) needs to be generated online
by reconstructing the portion of V+ including all the trajectories implying O, a
costly technique.

4 Scenarios and Open Dictionary

To solve a diagnosis problem relevant to a symptom longer than d in a lighter
way, a DES can be accompanied by a set of behaviors, the scenarios, that are
required to be explained efficiently. Each scenario is a regular language on the
set of the component transitions and it is described by the DFA recognizing it,
denoted S = (Σ̂, Ŝ, τ̂ , ŝ0, Ŝf).

Example 6. For V, we define a scenario, depicted in Fig. 5 (for simplicity, several
transitions are factorized into a single arc), which is interested in the fault-free
trajectories.

The space of X constrained by S is a DFA X ∗
S = (Σ,XS , τS , xS0 ,XSf ) where:

XS is the set of states (x, ŝ), where x ∈ X and ŝ ∈ Ŝ; xS0 = (x0, ŝ0); XSf is the
set of final states (x, ŝ), where x ∈ Xf and ŝ ∈ Ŝf ; τS : XS × Σ �→ XS , where
τS((x, ŝ), t) = (x′, ŝ′) iff τ(x, t) = x′ and ŝ′ = τ̂(ŝ, t).

Proposition 3. If T is a trajectory in X ∗
S , then T is also a trajectory in both

X ∗ and Ŝ.

The notion of an extended space applies to a constrained extended space X+
S too.

Example 7. Displayed in the center of Fig. 5 is the constrained extended space
V+

S1
, where each V+

S1
state includes just the relevant V+ state (both the scenario

state 0 and the empty diagnosis are omitted since they are shared by all V+
S1

states).

Proposition 4. If T is a trajectory in X+
S , then T is a trajectory in X+.

Besides, if x+
S = (xS , δ) is the accepting state of T in X+

S , where xS = (x, ŝ),
then (x, δ) is the accepting state of T in X+.

Let δ be the diagnosis of X relevant to T , this being a trajectory of all the
scenarios in a set σ. The pair (δ, σ) is a complex diagnosis of X , where σ is
called the scope of δ. By definition, the empty scenario of X is ε = Σ∗, where Σ
is the whole set of component transitions. Any diagnosis δ involved in a symptom
dictionary X ⊕ can be represented as a complex diagnosis (δ, {ε}). Also, we have
X ∗ = X ∗

ε , X+ = X+
ε , and X ⊕ = X ⊕

ε .
Let S be a set of scenarios for a DES X and O a symptom of X . The com-

plex explanation of O is the set of complex diagnoses Δ(O) = {(δ, σ) | σ =
{S | S ∈ S, T ∈ X ∗

S , T ⇒ O, T ⇒ δ}}. Let X n
S be the NFA obtained



Diagnosis of Discrete-Event Systems with Dictionary and Scenarios 331

Fig. 5. Scenario S1 (left), V+
S1

(center), and constrained dictionary V⊕
S1

(right).

from a constrained extended space X+
S by replacing the symbol t, marking

each transition, with ω, where (t, ω, φ) ∈ μ(X ). The dictionary of X con-
strained by scenario S is the DFA X ⊕

S obtained by determinization of X n
S ,

where each final state x⊕
S of X ⊕

S is marked with the set of complex diagnoses
Δ(x⊕

S ) =
{
(δ, {S}) | (x+, δ) ∈ x⊕

S , x+ ∈ X+
f

}
.

Example 8. Shown in Fig. 5 is the constrained dictionary V⊕
S1

2, which is also
outlined (after renaming) in Fig. 6, along with V⊕

[3].

Let {X ⊕
S1

, . . . ,X ⊕
Sk

} be a set of constrained dictionaries, with X⊕
fi

being the set of
final states of X ⊕

Si
, i ∈ [1 .. k]. Let X̂ ⊕

n be the NFA obtained by creating an initial
state x⊕

0 and k ε-transitions, each transition exiting x⊕
0 and entering the initial

state of X ⊕
Si

. The open dictionary of X is the DFA X̂ ⊕ obtained by determiniza-
tion of X̂ ⊕

n , where each final state x̂⊕ is marked with the set of complex diagnoses
Δ(x̂⊕) =

{
(δ, σ) | x⊕

i ∈ x̂⊕, x⊕
i ∈ X⊕

fi
, i ∈ [1 .. k], (δ, σi) ∈ Δ(x⊕

i ), σ ⊇ σi

}
.

Example 9. Figure 7 shows the open dictionary that merges V⊕
[3] and V⊕

S1
, and

(on the right) the complex diagnoses relevant to its final states. Some remarks
apply to V̂⊕. We do not know whether all the trajectories whose symptoms

Fig. 6. V⊕
[3], V⊕

S1
(left) and explanations for final states (right).

2 Each state of the DFA includes only the significant states of the NFA (cf. Footnote 1).
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Fig. 7. Open dictionary V̂⊕ (left) and relevant state details (right).

are compatible with a normal behavior have been diagnosed, as states 9 and
11 . . . 14 are marked with {(∅, {S1})}, not with {(∅, {ε,S1})}. The sets of can-
didates associated with the states 0, 1, and 3 · · · 7 equal the explanations of the
corresponding symptoms as every scope includes ε.

5 Conclusion

This paper proposes to produce offline an open dictionary. If the symptom given
online is a word of the open dictionary, either every diagnosis relevant to the
symptom is associated with the empty scenario or no diagnosis is associated
with the empty scenario. In the former case, the set of diagnoses is sound and
complete, in the latter it is sound (and possibly incomplete). If the symptom
is not a word of the open dictionary (or it is a word whose set of candidates is
possibly incomplete), then the dictionary can be extended with such a word.

Scenarios resemble fault supervision patterns [4]. However, such patterns are
meant to generalize the concept of a fault from one transition to a whole paradig-
matic faulty evolution. Scenarios are instead the means to reduce the size of the
compiled knowledge, while at the same time focusing attention on specific evo-
lutions of the DES. Moreover, a supervision pattern is synchronized with the
whole space of the DES, whose generation is computationally prohibitive. The
current approach does not generate the whole space, instead a constrained space
is built for each specific scenario.

A dictionary resembles the diagnoser [8]. The set of diagnoses computed
by the diagnoser approach, given whichever (physically possible) symptom, is
sound and complete if the DES is diagnosable. The set of diagnoses computed
by an unconstrained symptom dictionary, instead, is sound and complete inde-
pendently of the diagnosability of the DES. Finally, the scope of a diagnosis, as
introduced in this paper, enables the diagnostician to focus attention on a set
of phenomena that are reckoned as interesting, whereas no such information is
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provided by the diagnoser approach and only a single phenomenon of interest
can be taken into account by the supervision pattern approach.
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Abstract. Online fraud poses a relatively new threat to the revenues of
companies. A way to detect and prevent fraudulent behavior is with the
use of specific machine learning (ML) techniques. These anomaly detec-
tion techniques have been thoroughly studied, but the level of employ-
ment is not as high. The airline industry suffers from fraud by parties
such as online travel agencies (OTAs). These agencies are commissioned
by an airline carrier to sell its travel tickets. Through policy violations,
they can illegitimately claim some of the airline’s revenue by offering
cheaper fares to customers.

This research applies several anomaly detection techniques to detect
fraudulent behavior by OTAs and assesses their strengths and weak-
nesses. Since the data is not labeled, it is not known whether fraud has
actually occurred. Therefore, unsupervised ML is used. The contributions
of this paper are, firstly, to show how to shape the online booking data
and how to engineer new and relevant features. Secondly, this research
includes a case study in which domain experts evaluate the detection
performance of the considered ML methods by classifying a set of 75
bookings. According to the experts’ analysis, the techniques are able to
discover previously unknown fraudulent bookings, which will not have
been found otherwise. This demonstrates that anomaly detection is a
valuable tool for the airline industry to discover fraudulent behavior.

Keywords: Fraud · Anomaly detection · Unsupervised learning ·
Airline · Online travel agent

1 Introduction

Since industries have expanded their services to the internet to reach more cus-
tomers, new ways have evolved to claim part of a company’s revenue. Aviation
faces a considerable problem with these malpractices. In 2008, airline industries
c© Springer Nature Switzerland AG 2019
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all over the world missed out on 1.4 billion US dollars due to fraud. This was
around 1.3% of their total revenue, although the rates were up to 4% in parts
such as the Middle East and Latin America. Nowadays, these figures are expected
to be even higher [1]. One of the conductors of fraud in the airline industry are
online travel agencies (OTAs). Such an agency specializes in selling travel prod-
ucts including flights, hotels and rental cars to customers online. There is a wide
variety of different kinds of OTAs, but they share at least one similarity: they all
have an agency agreement with the supplier to resell its products [2]. In this case,
the airline carrier allows the OTA access to its booking system to sell airplane
seats. This expands the reach of the carrier, and therefore, increases its revenue.
However, some OTAs violate the policies conducted by the airline organization
in order to get access to cheaper ticket fares. This is possible, because an air-
plane seat can have a different price depending on several well-known factors.
These include the seat’s class (economy or business), the flight destination and
the remaining time until departure. More specifically, when a flight consists of
multiple flight segments, the price of a single segment can differ depending on
the other segments in the complete flight. Here, a flight segment can be seen
as the part between the departure and arrival of an airplane. If it lands more
than once, there are multiple flight segments. An OTA can add one or more
artificial segments to a flight to possibly get access to relatively lower prices.
Later on, it can cancel these segments, which leads to revenue loss for the airline
company. Therefore, the airline carrier desires to discover these malpractices to
avoid losing profit.

In general, fraudulent behavior is assumed to be unusual, and hence, (largely)
deviates from the expected, normal behavior. A way to discover such anomalous
behavior is with the use of outlier detection techniques. Usually, the data with
potentially fraudulent behavior is unlabeled, suggesting the use of unsupervised
machine learning (unsupervised ML). This can be applied in a wide variety of
domains, such as insurance, health care and cyber-security, with the same goal
of finding malicious activities in data [3]. However, most of the applications
are to discover and prevent bank fraud. For example, Bolton et al. propose the
use of unsupervised profiling methods to detect credit card fraud in financial
transactions on a customer-based level [4], while Ferdousi et al. examine the
occurrence of fraud in stock market data as anomalous behavior in an evolving
time series [5].

In the airline industry, the data consists of flight bookings, which can be
seen as customer-based data changing through time. However, there are some
important differences between bookings and financial transactions. First of all,
customers are usually not aware of an OTA conducting fraud and are not directly
affected by it. Fraud can even be advantageous to the customer who can purchase
a cheaper flight ticket. Furthermore, a booking can be fraudulent because of how
it changes through time, in contrast with fraud in a single financial transaction.
Lastly, OTAs are part of the business model and are necessary for the airline
carrier to make a profit. Of course, the majority of them act sincerely.
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Since the airline industry has some characteristics which set it apart from
other fields in which fraud occurs, it is interesting to examine how anomaly
detection methods perform. More importantly, we were not able to find liter-
ature on the detection of fraudulent behavior of OTAs. This paper addresses
that research gap. The contributions of our research are, firstly, to show how
three different algorithms are applied to the booking data of OTAs to discover
violations of the policies conducted by the airline carrier. This allows us not
only to eventually block fraudulent bookings, but this can also enrich domain
experts with new knowledge on how to avoid malicious behavior from happening.
Before the techniques are applied, practically usable data is constructed from
raw booking datasets. To this end, existing features are modified and new vari-
ables are added. Secondly, we show the importance of the engineered features in
discovering fraudulent bookings. An evaluation set of 90 bookings is constructed
for domain experts to classify as normal or fraudulent. We assess how well the
anomaly detection methods are able to find these fraudulent observations.

2 Data

The data used in this research was obtained from an airline company. It has sev-
eral kinds of features. The first type is based on the passengers’ travel require-
ments information, summarized as a passenger booking. It consists of features
such as travel dates, travel routes, ticket information and associated OTAs for
all flights planned for the coming 360 days. There were some observations with
missing values for some of the features. It was decided not to remove all of
them, since having missing values in certain fields could be related to fraud-
ulent behavior of OTAs. Missing information could be due to an error in the
reservation system, which could have been exploited by an OTA. The second
type of features contains information about revenue for each created booking.
Actual revenue data is only available for ticketed (paid) reservations, while it is
estimated for non-ticketed reservations using historical revenue data. The third
type of variables is directed at the OTAs themselves. It provides characteristics
such as an unique identifier and their location (or market).

The goal is to find fraudulent bookings and the corresponding OTAs which
violate the policies of the airline carrier. The observations in this raw dataset
were given on a flight segment level, but the data needs to be booking-based,
i.e., each observation should indicate a booking. Therefore, the flight segments
corresponding to the same booking had to be merged.

3 Methods

In this section, we discuss how the segment-based raw data was merged and how
new variables were constructed from the raw features. Furthermore, we provide
a preliminary analysis of the data and introduce which ML techniques were used
for the experiments. Lastly, we discuss some transformations that were applied
to the dataset with the goal to improve the results.
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3.1 Feature Engineering

Before the experiments were carried out, new variables which better represent
the underlying characteristics of the data were extracted from the raw features
which were described in Sect. 2. They can be categorized into two classes: (i)
revenue-based features, and (ii) booking-based features.

Revenue-Based Features. The first category of features was derived from the
variables containing revenue information. These new features were introduced to
describe the relative amount of revenue generated per booking and to compare
the expected revenue with the ticketed revenue received. The predictions in rev-
enue were based on a historical horizon of fifteen days, which was advised by
domain experts. They expected the majority of the changes to occur during this
time window. Moreover, the predicted minimum and maximum revenue were
added as features and a feature describing the changes in revenue over the time
horizon was included. A relatively large difference between the predicted maxi-
mum and actual revenue could indicate malicious booking behavior. Since these
new features were obtained per flight segment, the records corresponding to the
same booking were aggregated (by taking both the sum and average) to obtain
one observation for each feature per booking. Furthermore, the ticketing time
and a feature describing the variation in ticketing times for the flight segment
were included. The ticketing time is the time it takes before a booking has been
paid for. When a flight is legitimately booked online, the payment is expected
to be done directly for the whole flight, and hence, there should be no or only
a small variation in the ticketing times of the flight segments. A relatively large
variation could indicate fraudulent behavior.

Booking-Based Features. The second class of features was composed from
the raw booking features. These new features do not only describe the important
characteristics of the booking, but they also represent the OTA providing the
flight ticket. As mentioned before, flight segments corresponding to the same
booking were aggregated to obtain one observation per booking. A new feature
of interest is point of commencement (PoC) circumvention. This feature checks
whether the effective PoC is equal to the true PoC. Here, the effective PoC
is the starting point the passenger is expected to depart from, while the true
PoC is the actual starting point. PoC circumvention occurs when a fake flight
segment is added to a booking to get access to a cheaper fare. Before the airplane
departs, this flight segment is canceled while the lower flight price is retained.
A difference between the effective and true PoC of a booking coincides with one
or more cancellations or additions of flight segments, so features were added
which explicitly indicate this behavior. This was done by comparing booking
data on successive days and by calculating the differences in the number of
flight segments in each booking. Furthermore, variables which indicate whether
an OTA chronologically books flight segments (from first departure until last
arrival) were included. These features are directly linked to policy violations.



338 C. Mensah et al.

Lastly, several other features were composed which capture other booking related
data, such as the number of passengers in a booking, the length of stay, number
of days between cancellations, and so on.

Final Dataset. After the feature engineering process, the final dataset consists
of P = 84 numerical features on N = 17,886 unique bookings. The total number
of unique OTAs is 158. Now, anomalies can be found on a booking level. Each
booking is connected to an OTA, making it possible to find the agencies which
were potentially conducting fraud.

3.2 Feature Analysis

Before the ML algorithms were applied, a preliminary feature analysis on fifteen
days of data was performed. The purpose of this study is to give an insight into
the booking data in the considered airline market and to examine what fraud-
ulent behavior of an OTA could be. The features of interest in this exploratory
study were those which are concerned with PoC circumvention.

Table 1. Number of flight segments in six different bookings for the past fifteen days.

Booking Days from now into the past

14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

1 7 7 7 7 7 7 7 7 7 6 6 6 6 6 6

2 6 6 7 7 7 7 7 7 7 7 7 6 6 6 6

3 5 5 5 5 5 5 5 5 5 5 5 5 5 5 6

4 7 7 7 7 7 7 7 7 7 7 7 7 7 6 6

5 2 2 2 2 2 2 2 2 2 2 4 4 2 2 2

6 6 6 7 7 6 6 6 6 6 7 7 6 6 6 6

To this end, the cancellations made in the bookings were examined. Table 1
shows the adjustments made in several bookings. These modifications were not
just caused by cancellations, but also by the addition of new flight segments.
This occurs in, for example, the last row. It shows an increase in the number of
flight segments on day 12 and a decrease (cancellation) two days later on day 10,
which is odd. This process repeats itself on day 5. It is unlikely that a passenger
made such adjustments. A deeper analysis of a booking with canceled flight
segments is shown in Table 2. Here, the two tables represent the same booking,
but on different days. Note that the first two rows on the first day are not
present on the second day anymore: these flight segments have been canceled. It
is interesting to note that the values of the second column, the segment identifier,
were not adjusted when flight segments were deleted. After examining this for
several bookings with cancellations, it was concluded that the segment identifier
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Table 2. Description of a particular booking on the first and second day. The columns
indicate the departure date, segment identifier, departure location, arrival location,
effective PoC, true PoC, and PoC circumvention, respectively.

Dep. day Seg. ID Dep. loc. Arr. loc. Eff. PoC True PoC PoC circumv.

Booking properties on day 1

0 1 L1 L2 NA PoC1 NA

0 2 L2 L3 NA PoC1 NA

5 3 L3 L4 NA PoC1 NA

5 4 L4 L1 PoC1 PoC1 0

Booking properties on day 2

5 3 L3 L4 NA PoC2 NA

5 4 L4 L1 PoC1 PoC2 1

Table 3. Overview of the descriptive statistics in the PoC features.

Description Value

Percentage of PoC circumvented flight segments 7.27%

Number of unique effective PoCs 115

Number of unique true PoCs 138

was never modified. Hence, unexpected behavior in that variable could indicate
this kind of fraud.

An overview of descriptive PoC characteristics is given in Table 3. Here, the
percentage of flight segments with PoC circumvention is around 7%. Moreover,
the table shows that the number of unique true POCs is greater than the number
of effective PoCs. This difference indicates that there are at least 23 locations
being used to circumvent the availability.

3.3 Anomaly Detection Techniques

Three anomaly detection techniques were considered in this research: isolation
forest, one-class Support Vector Machine, and k-means clustering, which are
explained in this section. These methods were chosen such that a wide variety
of anomaly detection techniques was considered. Since no labeled data is avail-
able, unsupervised methods were used. They assume that the majority of the
observations is normal, while only a small fraction is abnormal. This is the case
for fraudulent bookings in the airline industry.

Isolation Forest. The first unsupervised technique was designed by Liu et
al. in 2008. In contrast to traditional anomaly detection methods, an isolation
forest explicitly separates anomalies rather than determining normal behavior
and identifying anomalies as deviations from that behavior. This algorithm is
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more effective and efficient in detecting anomalies than commonly used distance-
and density-based methods [6]. In short, an isolation forest determines how long
it takes for each observation to be separated, which is done by continuously
splitting features between their minimum and maximum values. Since the splits
are performed on a feature level, the importance of each feature can be easily
derived. Each isolation tree t ∈ {1, . . . , T} in an isolation forest of T ∈ N trees
yields a path length ht(xi) for every observation xi ∈ R

P , i ∈ {1, . . . , N}, with
P the number of features and N the total number of observations. Anomalies are
the records with the smallest average path lengths, because they can be isolated
rapidly.

There are two hyperparameters in an isolation forest: the sub-sampling size
ψ ∈ N, and T . The first parameter controls the training data size per tree,
while the second one determines how many isolation trees are constructed during
training. The anomaly score sN (xi) determines how anomalous observation xi

is. It is defined as
sN (xi) = 2−h(xi)

c(N) ∈ (0, 1),

where h(xi) = (1/T )
∑T

t=1 ht(xi) is the average path length of xi in the isolation
forest and c(N) = 2HN−1 − 2(N − 1)/N is the expected path length with Hn

the n-th harmonic number. Liu et al. offer some rules of thumb: if sN (xi) � 0.5,
then xi can be considered as an anomaly; if sN (i) � 0.5, then xi can be regarded
as normal; and if sN (xi) ≈ 0.5, then the status of xi is vague.

One-Class Support Vector Machine. The second unsupervised method
applied in this research was designed by Schölkopf et al. in 1999 [7]. The goal of
this Support Vector Machine (SVM) is to identify one specific class amongst all
observations. This results in trying to separate the observations belonging to the
normal class from the rest of the feature space. Hence, the instances which do not
lie within the non-linear normality boundary are considered to be anomalous.
Therefore, one-class SVM (ocSVM) is a boundary-based algorithm. It has been
shown that such algorithms perform better than density-based techniques, since
they solve a fundamentally easier problem [8]. Consequently, ocSVM is widely
used in the field of anomaly detection.

The goal of ocSVM is to separate the data from the origin with maximum
margin. A mathematical problem (a quadratic program) is solved to determine
the normality boundary, yielding an optimal normal vector w and margin ρ.
There is a hyperparameter ν ∈ [0, 1] acting as a trade-off between the fraction
of anomalies in the data and the number of training examples used as support
vectors [9]. The anomaly score s(xi) of an observation xi is given by

s(xi) = sgn((w · Φ(xi)) − ρ),

where Φ is a map into a dot product space related to the chosen kernel function.
Now, if s(xi) < 0, then xi can be regarded as anomalous; if s(xi) > 0, then xi

can be considered normal; and if s(xi) = 0, then xi is exactly on the boundary
and its status is not determined.
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k-Means Clustering. The third and final anomaly detection technique con-
sidered is a clustering technique. k-means is an unsupervised, iterative algorithm
proposed by Stuart Lloyd in 1957. It is one of the most popular clustering meth-
ods because of its simplicity [10]. In k-means, N observations have to be clus-
tered into k clusters. Each cluster is represented by the mean (centroid) of the
observations it contains. The clustering is performed such that the inter-cluster
similarity is minimized, while the intra-cluster similarity is maximized. The sim-
ilarity is determined by the Euclidean distance of the feature value to the mean
value of the observations in the cluster: the smaller the distances, the higher the
similarity.

The k-means algorithm converges quickly to a local optimum. Here, k ∈ N is a
hyperparameter which, for example, can be determined using the elbow method.
Here, the proportion of explained variance by the model is plotted as a function
of the cluster size k. For small values of k, an increasing k will explain relatively
much additional variance, but less additional variance is explained when k gets
large. The optimal k is the value such that there is a bend in the plot. Now, to
perform anomaly detection, a cluster boundary is introduced for each of the k
clusters. This is a hypersphere around the cluster mean such that 95% of all the
cluster observations are within the sphere, assuming that 5% of the observations
are considered anomalous. For a new observation xi, first the closest cluster is
chosen, and then it is determined whether xi is within the boundary. If it is not,
it can be considered anomalous.

3.4 Data Transformations

Finally, we investigated whether some data transformations had a positive effect
on the anomaly detection performance of the algorithms discussed in Sect. 3.3.
The transformations that were considered are normalization and standardiza-
tion. To normalize the data, the feature values were linearly scaled such that all
values lie in the interval [0, 1]. An advantage of normalization, or min-max scal-
ing, is that each feature contributes equally, since all values are bounded in the
same interval. Consequently, there is no feature overshadowing the other vari-
ables because of its large (absolute) values. However, a disadvantage is that the
dispersion of the data is lost, possibly making it more difficult to detect anoma-
lies. Standardization ensures that each feature has mean 0 and variance 1. The
advantage of standardization over normalization is that the loss of dispersion is
smaller.

Since tree-based models can handle varying feature ranges, normalization
and standardization are not required in an isolation forest. However, the ocSVM
and k-means methods are sensitive to magnitudes, and could therefore benefit
from these transformations.

4 Experimental Setup

As mentioned in Sect. 3.3, there were several hyperparameters which had to be
determined beforehand. For the isolation forest, these constants were the sub-
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sampling size ψ ∈ N and the number of trees T ∈ N. Liu et al. [11] argue
that ψ = 256 and T = 100 are large enough to enable convergence of the
average path length of each observation. Next, the parameter ν in the one-class
Support Vector Machine was chosen to be 0.05, since we assumed that about
5% of the observations were anomalous. The number of clusters k, which was a
hyperparameter for k-means, was determined by the elbow method and varied
for the different experiments that were performed: k = 2 for no modifications,
k = 9 for normalization and k = 38 for standardization. Since there are no labels,
there was no ground truth in the data to which the hyperparameters could be
optimized.

All described procedures were performed in Python 3.6 with the libraries
numPy and Pandas. The results were obtained from an evaluation set. This set
was determined by the anomaly scores calculated by the three discussed ML
methods. For each technique, the anomaly scores of the bookings were ranked in
a descending order. Then, a random subset of 10 bookings was taken from the
top 30, one from the 30 scores around the median, and one from the 30 lowest
scores, yielding a sample of 30 bookings for each anomaly detection method. The
sample observations from the top 30 were predicted to be fraudulent, while the
other observations were considered normal. In total, there were 3 samples of 30
bookings each. There was an overlap between the samples, i.e., the algorithms
ranked some of the observations in the same regions. Hence, they were selected
more than once for the samples. There were 75 unique bookings in the total of 90.
The sample bookings were classified by the domain experts as fraudulent (1) or
normal (0), making it possible to assess the detection power of the algorithms. In
the samples 39 fraudulent bookings were found, while 36 bookings were deemed
normal.

5 Results

5.1 Performance of Anomaly Detection Techniques

To determine the quality of the models, the precision, recall, F1 score and F2

score were calculated. The latter two are given by the formula

Fβ =
(1 + β2) · precision · recall

β2 · precision + recall
,

Table 4. Results with no data transformation on method-specific evaluation samples

Model Precision Recall F1 score F2 score

isolation forest 0.75 0.8 0.774 0.789

ocSVM 0.769 0.588 0.667 0.617

k-means 1 0.444 0.615 0.5
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where β = 1 for the F1 score and β = 2 for the F2 score. The F2 score weighs
recall more than the F1 score does, i.e., it puts more emphasis on false negatives
than false positives. This was done for the unmodified final dataset, which is
the data without normalization or standardization. The performance metrics for
the method-specific samples of size 30 are shown in Table 4. The construction of
these samples is explained in Sect. 4. The isolation forest performed slightly bet-
ter in finding policy violations (recall = 0.8) than making the distinction between
normal and fraudulent observations (precision = 0.75). This was the other way
around for the one-class Support Vector Machine (ocSVM) and k-means cluster-
ing, since both techniques had a higher precision than recall. Both the F1 and F2

scores suggest that the isolation forest performed the best. In fraud detection,
reducing false negatives is usually more important than reducing false positives,
since missing a fraudulent observation is deemed more harmful than raising a
false alarm. False positives only bother domain experts with extra investigation
time, while false negatives result in a potentially large loss of revenue. Hence,
the F2 score better represents how desirably the anomaly detection method
performed. Note that this evaluation was done on the different method-specific
samples. Although there is some overlap between them, a direct comparison of
the performance measures is risky.

Table 5. Results with no data transformation on complete evaluation sample.

Model Precision Recall F1 score F2 score

isolation forest 0.706 0.615 0.657 0.632

ocSVM 0.75 0.462 0.571 0.5

k-means 0.8 0.308 0.444 0.351

The three ML methods were also applied to the complete evaluation sample.
This set is the combination of the three method-specific samples of 30 observa-
tions each. The complete sample consists of 75 unique bookings. The results for
the data with no modifications are presented in Table 5. The performance of the
methods is comparable to the results on the method-specific samples in terms of
F1 and F2 score. The isolation forest still ranks the best (F2 = 0.632), followed
by the ocSVM (F2 = 0.5) and k-means clustering (F2 = 0.351). This compar-
ison was based on the same sample for each technique, thus strengthening the
claims. Since there are 39 actual fraudulent bookings and 36 normal instances,
the F2 score is expected to be approximately 0.503 when the predicted labels are
assigned by unbiased coin flips. This means only the isolation forest performed
better than this threshold value.

The normalization and standardization procedures had remarkable influences
on the results, as can be seen in Tables 6 and 7. For the method-specific samples,
the precision and recall are both 0 for the isolation forest and ocSVM, performing
severely worse than without data transformations. This was expected to some
extent for the isolation forest, since the segregation of the observations is done
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Table 6. Results on transformed method-specific evaluation data.

Model Normalized Standardized

Prec. Recall F1 F2 Prec. Recall F1 F2

isolation forest 0 0 0 0 1 0.067 0.125 0.082

ocSVM 0 0 0 0 0 0 0 0

k-means 0.909 0.556 0.690 0.602 0.8 0.444 0.571 0.488

Table 7. Results on transformed complete evaluation data.

Normalized Standardized

Model Prec. Recall F1 F2 Prec. Recall F1 F2

isolation forest 1 0.026 0.05 0.032 0.5 0.077 0.133 0.093

ocSVM 0.5 0.026 0.049 0.032 1 0.026 0.05 0.032

k-means 0.742 0.590 0.657 0.615 0.786 0.564 0.657 0.598

more rapidly with large variations in the data. However, this was not expected
for the ocSVM. According to literature, transforming the data should benefit
an SVM. This could be due to the Gaussian radial basis function that we used
in this research. Nevertheless, the performance of k-means clustering increased
from F2 = 0.5 to F2 = 0.602 with normalization. There was a slight decrease for
standardization from F2 = 0.5 to F2 = 0.488.

For the combined sample, the performance of all three considered anomaly
detection methods moderately increased in terms of F2 score compared to the
method-specific samples. In short, the isolation forest performed the best on its
own sample of 30 observations without any data transformations (F2 = 0.789).
This was also the case for the one-class SVM (F2 = 0.617). k-Means clustering
performed the best on the complete evaluation sample with normalized data
(F2 = 0.615). Note that all these values are larger than the threshold value of
0.503.

5.2 Feature Evaluation

The results of the anomaly detection methods and the advise of the domain
experts allowed us to construct a set of features which were deemed to be the
most likely to identify suspicious behavior of an OTA. The list of the five most
important features is given in Table 8. The first feature indicates the sum of
the segment identifiers divided by the corresponding triangular number:

(
S+1
2

)
,

where S is the number of flight segments in the booking. We expect the sum
to equal the triangular number (and so the feature value to be 1), since the
segments are usually labeled in an ascending order from 1 to S. The order ratio
feature is not equal to 1 for the booking shown in Table 2, because flight seg-
ments have been canceled. The second variable is related to PoC circumvention.
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As discussed in Sect. 3.2, the fact that PoC circumvention has occurred could
indicate fraudulent behavior. We also showed in Tables 1 and 2 how the number
of cancellations, which is the third most important feature, could be connected
to fraud. The fourth feature has not been discussed in the feature analysis, but
an unexpected value of this feature also suggests malicious behavior. Finally, the
last feature in Table 8 indicates whether the OTA creating the booking is not
equal to the OTA owning it.

Table 8. List of features to identify suspicious activity.

List of features that detect suspicious activity

Order ratio

PoC circumvention ratio

Number of cancellations

Number of booking class switches

Number of OTA owners which are unequal to the creator

6 Discussion and Conclusion

The goal of this research was to discover policy violations conducted by OTAs
with the use of three anomaly detection methods. To this end, the raw data was
analyzed and new variables were constructed to better describe the behavior of
the OTAs. We demonstrated that these new features were important in detecting
fraudulent bookings. This encourages domain experts to monitor these variables
to detect some of the fraudulent behavior and avoid revenue loss. Moreover, this
advises an airline organization to update its policy agreement with the OTAs to
prevent such malpractices from happening in the future.

Together with the domain experts, we concluded that most of the anoma-
lies were caused by cancellation activity in the bookings, suggesting that the
values of the features corresponding to this behavior give a strong indication of
fraud. However, there were instances in which normal bookings were detected
as fraudulent, which happened because of complex and highly unusual flights.
Also, there were instances in which the domain experts marked a booking as
fraudulent, but it was based on a gut feeling. Here, the benefit of using unsuper-
vised ML becomes evident: these bookings would never have been found when
the bookings were only analyzed on a feature-based level. Moreover, since we
were not able to find literature about this research field, we took an important
step in understanding fraudulent behavior conducted by OTAs.

One of our suggestions for future research is to broaden the scope to make
the results more generalizable. Firstly, we considered the bookings of one airline
market. It is possible that the behavior of OTAs is significantly different for
another market. Secondly, because of time constraints, only 75 records (≈0.42%)
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were analyzed by the domain experts. This means the results could be notably
different when a new sample is considered. Another suggestion for future research
is to find out at which stage in the booking process the models are able to detect
fraud in an online setting.
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Abstract. Configuration systems must be able to deal with inconsis-
tencies which can occur in different contexts. Especially in interactive
settings, where users specify requirements and a constraint solver has to
identify solutions, inconsistencies may more often arise. In inconsistency
situations, there is a need of diagnosis methods that support the identi-
fication of minimal sets of constraints that have to be adapted or deleted
in order to restore consistency. A diagnosis algorithm’s performance can
be evaluated in terms of time to find a diagnosis (runtime) and diagnosis
quality. Runtime efficiency of diagnosis is especially crucial in real-time
scenarios such as production scheduling, robot control, and communica-
tion networks. However, there is a trade off between diagnosis quality
and the runtime efficiency of diagnostic reasoning. In this paper, we deal
with solving the quality-runtime performance trade off problem of direct
diagnosis. In this context, we propose a novel learning approach for con-
straint ordering in direct diagnosis. We show that our approach improves
the runtime performance and diagnosis quality at the same time.

Keywords: Configuration systems · Diagnosis · Matrix factorization

1 Introduction

Configuration systems [11] are used to find solutions for problems which have
many variables and constraints. A configuration problem can be defined as a
constraint satisfaction problem (CSP) [17]. If constraints of a CSP are inconsis-
tent, no solution can be found. In this context, diagnosis [1] is required to find
at least one solution for an inconsistent CSP.

There are several diagnosis approaches. One of them is direct diagnosis which
employs queries to check the consistency of the constraint set without the need
to identify the corresponding conflict sets. When diagnoses have to be provided
in real-time, response times should be less than a few seconds [2]. For example,
in communication networks, efficient diagnosis is crucial to retain the quality
of service. However, in direct diagnosis approaches, there is a clear trade-off
between runtime performance of diagnosis calculation and diagnosis quality [4].
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To address this challenge, we propose Learned Constraint Ordering (LCO)
for direct diagnosis. Our approach learns constraint ordering heuristics from
inconsistent historical transactions which include inconsistent user requirements.
Using historical inconsistent transactions, we build a sparse matrix and then
employ matrix factorization techniques to estimate diagnoses. After this offline
learning phase, the most similar transaction to the new inconsistent requirement
set is found and the corresponding constraint ordering heuristic (which is calcu-
lated in the offline phase) is applied to reorder the inconsistent constraints before
direct diagnosis. Thanks to the learned ordering of constraints, direct diagnosis
algorithms can solve the diagnosis task with a high quality diagnosis result in
a shorter runtime compared to direct diagnosis without constraint ordering. We
provide a working example to demonstrate the effects of our approach. Finally,
based on experimental evaluations, we show that using our constraint ordering
approach with direct diagnosis algorithms is superior to the baseline (direct diag-
nosis algorithms without constraint ordering) on popular benchmark constraint
satisfaction problems.

2 Preliminaries

In this section, we give an overview of the basic definitions in consistency-based
configuration and diagnosis, and introduce a running example for this paper.
Finally, we state our evaluation criteria for direct diagnosis.

2.1 Configuration Task

The following (simplified) assortment of digital cameras (see Table 1) and a set
of inconsistent user requirements (see Table 2) for selecting a digital camera from
the camera product table will serve as a working example to demonstrate how
our approach works.

Table 1. The camera product table

Camera1 Camera2 Camera3 Camera4 Camera5

effectiveResolution 20.9 6.1 6.1 6.2 6.2

display 3.5 2.5 2.2 1.8 1.8

touch yes yes no no no

wifi yes yes no no no

nfc no no no no no

gps yes yes no no yes

videoResolution UHD UHD No UHD 4K

zoom 3.0 3.0 7.8 5.8 3.0

weight 475 475 700 860 560

price 659 659 189 2329 469
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The working example is formed as a configuration task in Table 2 on the
basis of Definition 1. As shown in Table 2, it has a variable set (V ) with 10
variables (which are also listed in the first column of Table 1) and only one
knowledge base constraint (c1) which allows to select one camera (from the
available cameras in Table 1). Other constraints are defined in the set of user
requirements (REQLisa).

Definition 1 (Configuration Task). A configuration task can be defined as
a CSP (V,D,C). V ={v1,v2, ..., vn} represents a set of finite domain vari-
ables. D = {dom(v1), dom(v2), ..., dom(vn)} represents a set of variable domains
dom(vn) where dom(vn) represents the domain of variable vn. C = (CKB ∪
REQ) where CKB={c1, c2, ..., cq} is a set of domain specific constraints (the
configuration knowledge base) that restricts the possible combinations of values
assigned to the variables in V. REQ={cq+1, cq+2, ..., ct} is a set of user require-
ments, which is also represented as constraints. A configuration (S) for a config-
uration task is a set of assignments S= {v1 = a1, v2 = a2, ..., vn = an} where
ai ∈ dom(vi) which is consistent with C.

Table 2. An inconsistent configuration task: CSPLisa

V , D v1: effectiveResolution:
{6.1Megapixel, 6.2Megapixel, 20.9Megapixel},

v2: display:
{1.8inches, 2.2 in., 2.5 in., 3.5 in.},

v3: touch:{no, yes},

v4: wifi:{no, yes},

v5: nfc:{no, yes},

v6: gps:{no, yes},

v7: videoResolution: {No, UHD, 4K},

v8: zoom:{3.0x, 5.8x, 7.8x},

v9: weight: {475g, 560g, 700g, 860g, 1405g},

v10: price: {e 189, e 469, e 659, e 2329, e 5219}
CKB c1: (Camera1∨ Camera2∨ Camera3∨ Camera4∨ Camera5)

REQLisa c2: effectiveResolution= 20.9Megapixel

c3: display = 2.5 in.

c5: wifi= yes

c7: gps= yes

c9: zoom= 5.8x

2.2 Diagnosis Task

In a configuration system with a set of available products (see Table 1), a con-
figuration task may not satisfy all constraints (see Table 2). Such a “no solution
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could be found” dilemma is caused by at least one conflict between constraints
in the knowledge base CKB and (a) the user requirements REQ or (b) within
the set CKB itself.

In such inconsistency cases we can help users to resolve the conflicts with a
diagnosis Δ which is a set of constraints. Assuming that CKB is consistent, we
can say that the knowledge base always will be consistent if we remove REQ.
Removing Δ from REQ leads to a consistent knowledge base (see Definition 2).

Definition 2 (REQ Diagnosis Task). A user requirements diagnosis task
(RDT ) is defined as a tuple (CKB, REQ) where REQ is the set of given user
requirements and CKB represents the constraints part of the configuration knowl-
edge base. A diagnosis for a REQ diagnosis task (CKB, REQ) is a set Δ ⊆
REQ, s.t. CKB ∪ (REQ - Δ) is consistent (which means that there is at least
one solution). Δ = {c1, c2, .., cn} is minimal if there does not exist a diagnosis
Δ′ ⊂ Δ, s.t. CKB ∪ (REQ- Δ′) is consistent.

In Definition 3, we introduce the term minimal diagnosis which helps to
reduce the number of constraints within a diagnosis.

Definition 3 (Minimal Diagnosis). A minimal diagnosis Δ is a diagnosis
(see Definition 2) and there doesn’t exist a subset Δ′ ⊂ Δ which has the same
property of being a diagnosis.

The REQ diagnosis task of Lisa (RDTLisa) can be resolved by two minimal
diagnoses. The removal of the set ΔLisa 1= {c2, c9} or ΔLisa 2= {c3, c9} leads
to a consistent configuration knowledge base.

2.3 Direct Diagnosis

Algorithmic approaches to provide efficient solutions for diagnosis problems are
many-fold. Basically, there are two types of approaches conflict-directed diagnosis
[15] and direct diagnosis [4].

Conflict-directed diagnosis algorithms first calculate conflicts then find diag-
noses. Therefore, their runtime performance are not sufficient for real-time sce-
narios. Direct diagnosis algorithms determine diagnoses by executing a series of
queries. These queries check the consistency of the constraint set without the
need of pre-calculated conflict sets.

Quality of diagnoses and runtime performance of direct diagnosis algorithms
are based on the ordering of the constraints in the set of user requirements: the
lower the importance of a constraint means the lower the index of the constraint.
The lower the ordering conflicting constraint has the higher the probability that
this constraint will be part of the diagnosis [3].

Users typically prefer to keep the important requirements and to change or
delete (if needed) the less important ones [6]. The major goal of (model-based)
diagnosis tasks is to identify the preferred (leading) diagnoses [7]. For the char-
acterization of a preferred diagnosis we will rely on a total ordering of the given
set of constraints in REQ. Such a total ordering can be achieved, for example,
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by directly asking the customer regarding the preferences, by applying multi
attribute utility theory where the determined interest dimensions correspond
with the attributes of REQ or by applying the orderings determined by conjoint
analysis [12].

2.4 Evaluation Criteria

We can evaluate the performance of a direct diagnosis algorithm based on run-
time performance, diagnosis quality (in terms of minimality), and combined
performance (runtime and minimality).

Runtime. runtime(Δ) represents the time spent during the diagnostic search
to find Δ. This spent time can be measured in milliseconds or in the number of
consistency checks (#CC) applied till a diagnosis is found. For a more accurate
runtime measurement (excluding the operating system’s effects on runtime, etc.),
the number of consistency checks can be used.

Minimality. Diagnosis quality can be measured in terms of the degree of min-
imality of the constraints in a diagnosis, the cardinality of Δ compared to the
cardinality of Δmin. |Δmin| represents the cardinality of a minimal diagnosis.
The highest (best) minimality can be 1 according to Formula 1.

minimality(Δ) =
|Δmin|

|Δ| (1)

Combined. Since it is important to satisfy both evaluation criteria runtime
performance and minimality at the same time, we also evaluate combined per-
formance based on the Formula 2. combined(Δ) increases when minimality(Δ)
increases and/or runtime(Δ) decreases. This means, the direct diagnosis algo-
rithm provides a diagnosis with a good quality (in terms of high minimality,
which is maximum 1) in a short time (low runtime) when combined performance
is high.

combined(Δ) =
minimality(Δ)

runtime(Δ)
(2)

3 Related Work

The most widely known algorithm for the identification of minimal diagnoses is
hitting set directed acyclic graph (HSDAG) [10]. HSDAG is based on conflict-
directed hitting set determination and determines diagnoses based on breadth-
first search. It computes minimal diagnoses using minimal conflict sets which
can be calculated by QuickXplain [5]. The major disadvantage of applying this
approach is the need of predetermining minimal conflicts which can deteriorate
diagnostic search performance. Many different approaches to provide efficient
solutions for diagnosis problems are proposed. One approach [19] focuses on
improvements of HSDAG.
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The direct diagnosis algorithm FlexDiag [4] utilizes an inverse version of
the QuickXplain and an associated inverse version of HSDAG. Therefore, it
finds directly a diagnosis from an inconsistent constraint set. FlexDiag assures
diagnosis determination within certain time limits by systematically reducing the
number of solver calls needed using the parameter m. Therefore, authors claim
that this specific interpretation of anytime diagnosis leads a trade-off between
diagnosis quality (evaluated, e.g., in terms of minimality) and the time needed
for diagnosis determination. Our proposed constraint ordering approach LCO
improves their direct diagnosis approach in terms of diagnosis quality at the
same time with runtime performance.

Another work DIR [14] determines diagnoses by executing a series of queries.
Authors reduce the number of consistency checks by avoiding the computation
of minimized conflict sets and by computing some set of minimal diagnoses
instead of a set of most probable diagnoses or a set of minimum cardinality
diagnoses. Their approach is very similar to [3], with two modifications: (i) a
depth-first search strategy instead of breadth-first and (ii) a new pruning rule
to remove a constraint from the set of inconsistent constraints. They compared
their approach only with the standard technique (based on QuickXplain [5]
and HSDAG [10]. In their experiments based on a set of knowledge bases created
by automatic matching systems, they show that their direct diagnosis approach
outperforms the standard diagnosis approach in terms of runtime. In this work,
authors gather the constraint ordering directly from users interactively. Our work
differs from [14] in that we do not need active user interactions to determine the
constraint ordering. Our approach learns the constraint ordering from historical
inconsistent user requirements and their preferred diagnoses.

The importance of constraint ordering is already mentioned in related direct
diagnosis work [4,14]. In our approach, we predict the most important con-
straints for the users based on an important collaborative filtering approach
matrix factorization [8] and employing historical transactions. We learn a con-
straint ordering where the predicted most important constraints are placed to the
highest orderings. This is because, the implemented direct diagnosis algorithm
FlexDiag first start searching a diagnosis among the lowest raking constraints.
Therefore, the highest ordering constraints have low probability to be in the
diagnosis set.

4 Learned Constraint Ordering (LCO)

In this paper, our motivation is to solve the quality-runtime performance trade
off problem of direct diagnosis. For this purpose, our proposed method learns
constraint ordering heuristics based on historical transactions in offline phase
and then in online phase it employs a direct diagnosis algorithm on the re-
ordered constraints of diagnosis tasks (active transactions). In this paper, we
demonstrate and evaluate our approach based on the direct diagnosis algorithm
FlexDiag [4].
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4.1 Offline Phase: Learning from Historical Transactions

Our proposed method needs an offline phase in which various constraint ordering
heuristics are learned based on historical transactions. For the offline learning,
matrix factorization techniques and historical transactions with inconsistent user
requirements are employed (see Table 3).

Table 3. Historical transactions with inconsistent user requirements.

Alice Bob Tom Ray Joe

c2: resolution - 6.1 20.9 20.9 6.2

c3: display 3.5 2.2 - 2.5 2.2

c4: touch screen - - yes yes -

c5: wifi - - yes yes -

c6: nfc - yes - - yes

c7: gps - yes yes yes no

c8: video resolution UHD - UHD UHD UHD

c9: zoom 3.0 5.8 3.0 5.8 7.8

c10: weight 560 700 475 475 -

c11: price 469 189 469 - 189

Purchase Camera1 - Camera1 - Camera3

Δmin c10, c11 - c3, c11 - c2, c6, cv7

In Table 3, for each user, we have an inconsistent set of user requirements
(which leads to “no solution”). After their no-solution situation, some of them
(e.g. Alice, Tom, and Joe in Table 3) decided to buy a product (Purchase) which
does not completely satisfy their requirements. Therefore, they had to elimi-
nate a set of initial requirements which is presented as Δmin. These historical
transactions which are completed with a purchase are complete historical trans-
actions. The rest of historical transactions, in which users did not complete their
transactions with a purchase (e.g. Bob and Ray in Table 3), is called incomplete
historical transactions. Therefore, we estimate diagnoses of incomplete historical
transactions using matrix factorization.

The Sparse Matrix. Matrix factorization based collaborative filtering algo-
rithms [9] introduce a rating matrix R (a.k.a., user-item matrix) which describes
preferences of users for the individual items the users have rated. Thereby, R
represents an m × n matrix, where m denotes the number of users and n the
number of items. The respective element ru,i of the matrix R describes the rat-
ing of the item i made by user u. Given the complete set of user ratings, the
recommendation task is to predict how the users would rate the items which
they have not yet been rated by these users.
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In our approach, we build a sparse matrix R (user-constraint matrix) using
inconsistent historical transactions as shown in Table 4-(a) where columns rep-
resent constraints. Therefore, each row of the sparse matrix R represents a set
of user requirements (the left half) and their corresponding diagnoses (the right
half) if available. User requirements are presented in their normalized values in
the range of 0–1, and diagnoses are presented with the presence (1)/non-presence
(0) of user requirements.

If there are non-numeric domains in the problem, they are enumerated. For
example, the domain v7: videoResolution: {No,UHD, 4K} is enumerated as
v7: {0, 1, 2}. Besides, domain ranges of all constraints in REQ are mapped to
[0...1] since matrix factorization needs to use the same range for all values in the
matrix. For this purpose, we have employed Min-Max Normalization [18].

Matrix Factorization. In terms of matrix factorization, the sparse matrix R
is decomposed into an m×k user-feature matrix P and a k×n constraint-feature
matrix Q which both are used to find the estimated dense matrix PQT . Thereby,
k is a variable parameter which needs to be adapted accordingly depending on
the internal structure of the given data.

In our example, we apply matrix factorization to the sparse matrix in Table 4-
(a). Then, the estimated matrix is obtained as shown in Table 4-(b) which
includes the estimated diagnoses for Bob and Ray.

Table 4. Matrix factorization estimates a dense matrix PQT (b) which closely approx-
imates the sparse matrix R (a).

The sparse matrix (R)

c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 pc2 pc3 pc4 pc5 pc6 pc7 pc8 pc9 pc10 pc11

Alice 1 0.5 0 0.09 0.05 0 0 0 0 0 0 0 0 1 1

Bob 0 0.23 1 1 0.58 0.24 0

Tom 1 1 1 1 0.5 0 0 0.05 0 1 0 0 0 0 0 0 0 1

Ray 1 0.41 1 1 1 0.5 0.58 0

Joe 0.006 0.23 1 0 0.5 1 0 1 0 0 0 1 1 0 0 0 0

The estimated dense matrix (PQT )

c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 pc2 pc3 pc4 pc5 pc6 pc7 pc8 pc9 pc10 pc11

Alice 1.4 0.2 1.3 1.5 0.3 1.2 0.9 0.6 −0.2 −0.3 0.4 0.2 −0.4 −0.4 0.4 0.4 −0.4 0.2 0.4 1.1

Bob 0.9 0.3 1.2 1.3 1.1 1.3 0.9 1 0 −0.3 0.7 0 −0.4 −0.4 1.1 1.1 −0.4 0.6 0.1 0.5

Tom 1.5 0.3 1.5 1.6 0.3 1.4 0.9 0.6 −0.2 −0.3 0.4 0.3 −0.4 −0.4 0.4 0.4 −0.4 0.3 0.4 1.1

Ray 1.4 0.3 1.5 1.6 0.7 1.5 0.9 0.9 −0.1 −0.3 0.8 0.1 −0.4 −0.4 0.6 0.6 −0.4 0.7 0.2 0.6

Joe 0.7 0.2 0.9 1.1 1.2 0.9 0.8 1.1 0.1 −0.3 0.8 −0.1 −0.3 −0.3 1.1 1.1 −0.4 0.4 0.1 0.4

4.2 Online Phase: Diagnosing Active Transactions

After calculating the estimated matrix in the offline phase, in the online phase
we diagnose active transactions which includes inconsistencies as in our working
example. In active transactions, users still did not leave the configuration system
and need real-time help to remove inconsistencies in their configuration to decide
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on a product to purchase. Therefore, the configuration system should provide a
high quality diagnosis in a reasonable time (before users leave the system without
a purchase).

The Most Similar Historical Transaction. We find the most similar his-
torical transaction to the new set of inconsistent requirements using Formula 3
where HT represents a historical transaction, AT represents the active trans-
action, HT.ci represents the value of each constraint in the estimated dense
matrix PQT , and AT.ci represents the value of each constraints in the active
transaction. i represent a constraint index value in the REQ of AT .

min(
√ ∑

i∈AT.REQ

‖HT.ci − AT.ci‖2) (3)

In our camera configuration example, the most similar historical transaction
to the active transaction of Lisa is the transaction of Ray. Therefore, to diagnose
RDTLisa, we use LCORay: {c2, c9, c6, c7, c11, c10, c3, c4, c5, c8}. When we only
consider user requirements of Lisa, we obtain the constraint ordering for Lisa
LCOLisa: {c2, c9, c7, c3, c5}.

Direct Diagnosis with LCO. After the most similar historical transaction
is found and its constraint ordering is applied to the active transaction’s user
requirements to be reordered, the direct diagnosis algorithm is employed on
the active diagnosis task with the reordered user constraints. In this working
example, user constraints of the diagnosis task is reordered using LCOLisa as
{c2, c9, c7, c3, c5} and a minimal diagnosis Δ = {c2, c9} is found by FlexDiag-
(m=1) with performance results (on the basis of evaluation criteria given in
Sect. 2.4): #CC = 4, minimality = 1, and combined = 0.250. However, when
we employ the diagnosis algorithm FlexDiag-(m=1) on the default order of
user constraints {c2, c3, c5, c7, c9}, the same diagnosis Δ = {c2, c9} is found with
performance results: #CC = 8, minimality = 1, and combined = 0.125. There-
fore, using LCO with FlexDiag-(m=1), we double the combined performance
of diagnosis when diagnosing the working example.

5 Experimental Evaluation

Settings. We have developed our approach in Java and tested on a computer
with an Intel Core i5-5200U, 2.20 GHz processor, 8 GB RAM and 64 bit Win-
dows 7 Operating System and Java Run-time Environment 1.8.0. Constraint
satisfaction problems have been solved by Choco3 1. which is a java library for
constraint satisfaction problems with a FlatZinc (the target language of MiniZ-
inc) parser. For matrix factorization, we have used the SVDRecommender of
Apache Mahout [13]2.
1 http://www.choco-solver.org/.
2 Using the latent factor k=100 and the number of iterations = 1000.

http://www.choco-solver.org/
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Datasets. We have used Minizinc-2016 benchmark problems [16] where each
problem includes five data files with file extension “.dzn”.3 In order to obtain his-
torical and active transactions based on these benchmark problems, we randomly
generated 5000 sets of inconsistent user requirements (each with N constraints)
based on integer variables.

Results. As discussed throughout this paper, our main objective is to improve
the combined performance (runtime performance and diagnosis quality at the
same time). We have compared our approach LCO with the baseline no con-
straint ordering. In both cases, for diagnostic search, FlexDiag is used with
three different m values 1, 2, and 4.

As shown in Table 5, based on the averages (in the last row), LCO outper-
forms the baseline in terms of runtime and minimality since with each m value
(1, 2, and 4), LCO has lower runtime than the baseline whereas its minimality
is higher (or equal) compared to the baseline with each m value (1, 2, and 4).

Based on the results in Table 5, we present two comparisons in Fig. 1 where
relations between performance indicators and the number of constraints in the
set of user requirements are shown.

In Fig. 1-(a), we observe that minimality increases when runtime (in #CC)
increases. As observed, the number of consistency checks (#CC) are at each m
(m = 1, 2, and 4) lower when LCO is used. Moreover, at each m (m = 1, 2, and
4), LCO also provides better of equal minimality results.

We present combined performance results in Fig. 1-(b). Deviations in the
results of LCO are more visible than the baseline, because LCO has greater
performance values. When we zoom into the results of the baseline, we also
observe similar deviations due to the variations in problems. As observed, our
approach improves combined performance significantly.

(a) Runtime vs Minimality (b) Combined vs #REQ

Fig. 1. Comparison Graphs based on the Experimental Results in Table 5

3 http://www.minizinc.org/challenge2016/results2016.html.

http://www.minizinc.org/challenge2016/results2016.html
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Table 5. Experimental results based on Minizinc-2016 Benchmark problems.

EXPERIMENTAL RESULTS

Minizinc 2016 Benchmark Inconsistencies BASELINE OUR APPROACH
runtime minimality runtime minimality

.mzn .dzn #vars #REQs |Δmin| m=1 m=2 m=4 m=1 m=2 m=4 m=1 m=2 m=4 m=1 m=2 m=4

1. cc base test.02 136 68 5 27 23 15 1 0.333 0.25 19 15 6 1 0.5 0.333
test.06 478 239 23 120 80 60 1 0.333 0.166 60 53 22 1 1 0.333
test.11 159 80 5 32 27 18 1 0.5 0.25 20 16 7 1 1 0.333
test.13 291 146 11 73 42 36 1 0.5 0.166 36 32 13 1 1 0.333
test.20 688 344 28 172 98 86 1 0.333 0.166 86 76 29 1 1 0.333

2. celar CEL.6-S0 557 279 21 139 80 70 1 1 0.143 70 62 23 1 1 0.333
CEL.6-S4 1136 568 45 284 189 126 1 0.333 0.25 162 114 52 1 1 0.25
CEL.7-S4 1137 569 45 227 190 126 1 0.333 0.143 162 126 52 1 0.5 0.333
graph05 2680 1340 99 536 447 335 1 0.333 0.143 383 268 122 1 1 0.25
scen07 6331 3166 211 1583 1055 703 1 1 0.166 791 703 288 1 1 0.25

3. step1 kb128 11 17390 8695 790 4348 2484 1932 1 0.5 0.25 2174 1739 725 1 1 0.25
kb128 14 17390 8695 828 4348 2898 2174 1 0.333 0.166 2174 1932 725 1 0.5 0.333
kb128 16 17390 8695 870 4348 2484 2174 1 1 0.25 2174 1739 725 1 1 0.25
kb128 17 17390 8695 870 3478 2898 2174 1 0.333 0.166 2484 1739 725 1 0.5 0.25
kb192 10 47278 23639 1970 9456 6754 5253 1 0.5 0.166 6754 5253 2149 1 0.5 0.333

4. depot att48 6 77 39 3 19 11 9 1 1 0.166 10 9 3 1 1 0.25
rat99 5 69 35 3 14 12 9 1 0.333 0.143 9 8 3 1 1 0.25
rat99 6 77 39 4 19 11 9 1 0.333 0.25 10 8 4 1 1 0.25
st70 5 69 35 2 17 10 9 1 0.5 0.166 10 8 3 1 0.5 0.25
ulysses 69 35 2 17 10 9 1 0.333 0.166 10 7 3 1 1 0.333

5. dcmst c v15 d7 494 247 18 124 71 62 1 0.5 0.166 62 49 22 1 0.5 0.25
c v20 d5 856 428 39 214 143 107 1 0.333 0.143 122 95 39 1 0.5 0.25
s v20 d4 390 195 14 78 65 49 1 1 0.25 49 39 18 1 1 0.333
s v20 d5 385 193 14 77 64 48 1 0.333 0.166 48 43 16 1 0.5 0.333
s v40 d5 1214 607 45 304 173 135 1 1 0.2 173 121 51 1 0.5 0.25

6. filter ar 1 3 121 61 6 30 17 13 1 0.333 0.25 17 12 6 1 1 0.25
dct 1 3 189 95 9 38 32 21 1 0.5 0.143 24 19 9 1 1 0.333
ewf 1 2 139 70 6 35 20 15 1 1 0.25 17 14 6 1 0.5 0.333
fir 1 3 92 46 4 18 15 10 1 1 0.166 13 10 4 1 1 0.333
fir 1 4 92 46 3 18 15 12 1 0.333 0.2 12 10 4 1 0.5 0.333

7. gbac UD3 1687 844 77 422 241 211 1 0.5 0.25 241 187 70 1 1 0.25
UD6 561 281 24 140 94 62 1 0.333 0.166 80 62 23 1 1 0.333
UD10 619 310 24 155 103 77 1 1 0.2 77 62 28 1 1 0.25
UD3 1938 969 81 388 277 242 1 0.5 0.143 242 194 88 1 1 0.25
UD5 1439 720 55 360 206 160 1 0.5 0.2 180 160 65 1 1 0.333

8. gfd-sch. n25f5. 344 172 11 69 57 43 1 0.333 0.166 49 34 14 1 0.5 0.333
n35f5. 477 239 20 95 80 53 1 0.333 0.25 60 48 20 1 0.5 0.25
n55f2. 612 306 21 122 102 77 1 1 0.166 87 61 28 1 0.5 0.333
n60f7. 1236 618 54 247 177 155 1 0.5 0.143 177 137 56 1 0.5 0.333
n180f. 4950 2475 177 1238 825 550 1 0.5 0.143 619 495 225 1 0.5 0.25

9. map. m2x2 1 197 99 9 49 33 22 1 0.333 0.25 25 22 8 1 0.5 0.333
m2x2 358 179 16 90 60 40 1 1 0.2 45 40 16 1 1 0.333
m3x3 838 419 38 210 120 105 1 0.333 0.166 105 93 35 1 0.5 0.333
m4x4 841 421 28 168 120 105 1 1 0.25 120 93 38 1 0.5 0.25
ring 411 206 15 82 59 46 1 0.5 0.2 51 46 19 1 1 0.25

10. m.dag 25 01 136 68 7 34 19 15 1 0.333 0.166 19 15 6 1 0.5 0.333
25 03 160 80 5 32 27 18 1 0.333 0.143 20 18 7 1 1 0.25
25 04 133 67 6 27 19 17 1 0.333 0.166 17 15 6 1 1 0.333
25 06 164 82 8 33 27 18 1 0.5 0.2 23 16 7 1 1 0.333
31 02 169 85 6 42 24 19 1 0.5 0.2 21 17 8 1 1 0.25

11. mrcp. j30 1 10 712 356 28 178 102 89 1 1 0.143 89 79 32 1 0.5 0.333
j30 15 5 333 167 12 67 56 37 1 0.5 0.2 42 37 15 1 0.5 0.333
j30 17 10 992 496 34 198 142 124 1 1 0.25 142 99 41 1 0.5 0.25
j30 37 4 780 390 28 195 111 98 1 0.5 0.2 111 78 33 1 0.5 0.25
j30 53 3 350 175 12 70 58 44 1 0.333 0.25 44 39 15 1 1 0.25

12. nfc 12 2 5 31 16 1 8 5 3 1 0.333 0.2 4 3 1 1 1 0.25
12 2 10 29 15 1 6 4 4 1 1 0.166 4 3 1 1 1 0.333
18 3 5 45 23 2 11 6 6 1 1 0.143 6 5 2 1 0.5 0.333
18 3 10 42 21 2 11 7 5 1 1 0.2 5 5 2 1 0.5 0.333
24 4 10 54 27 2 11 8 7 1 0.5 0.25 7 5 2 1 1 0.25

13. oocsp 030 e6 cc 1034 517 43 207 148 129 1 1 0.25 129 103 43 1 0.5 0.25
030 ea4 cc 1068 534 40 267 178 119 1 0.333 0.25 153 119 45 1 0.5 0.333
030 f7 cc 1058 529 44 265 151 132 1 1 0.166 151 106 44 1 1 0.25
030 mii8 1053 527 48 263 176 117 1 1 0.25 132 117 44 1 0.5 0.333
100 r1 3433 1717 149 858 572 429 1 0.333 0.25 429 381 143 1 1 0.333

14. pc 28-4-7-1 252 126 12 50 42 28 1 0.333 0.143 32 25 11 1 1 0.25
30-5-6-2 270 135 9 54 39 34 1 1 0.143 39 27 11 1 1 0.333
30-5-6-8 270 135 11 54 45 30 1 1 0.143 34 27 11 1 0.5 0.333
32-4-8-2 288 144 10 58 41 36 1 0.333 0.2 36 32 13 1 1 0.333
32-4-8-5 288 144 10 58 41 36 1 0.5 0.2 36 29 13 1 1 0.333

average 2349 1174 101 530 357 276 1 0.588 0.192 315 249 102 1 0.779 0.296
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6 Conclusions

In this paper, we proposed a novel learning approach for constraint ordering
heuristics to solve the quality-runtime performance trade off problem of direct
diagnosis. We employed matrix factorization for learning based on historical
transactions. Taking the advantage of learning from historical transactions, we
calculated possible constraint ordering heuristics in offline phase for solving new
diagnosis tasks in online phase.

In particular, we applied our constraint ordering heuristics to reorder user
constraints of diagnosis tasks and employed a direct diagnosis algorithm Flex-

Diag [4] to diagnose the reordered constraints of the diagnosis tasks. The rea-
son to choose this diagnosis algorithm is that the quality-runtime performance
trade off problem is much more obvious in FlexDiag when its m parameter is
increased. However, our approach can be also applicable to other direct diagnosis
approaches (e.g. DIR [14]). We compared our approach with a baseline: Flex-
Diag without heuristics. According to our experimental results, our approach
LCO solves the the quality-runtime performance trade off problem by improving
the diagnosis quality (in terms of minimality) and the runtime performance at
the same time.

Our approach also improves the diagnosis quality in terms of prediction accu-
racy by learning the preferred diagnoses of users from historical transactions.
However, we could not evaluate this criterion due to the lack of preferred diag-
noses information in publicly available real-world configuration benchmarks. As
a future work, in order to measure the prediction quality, we can further inves-
tigate LCO ’s prediction accuracy on the basis of a real-world dataset of users
preferred diagnoses.

Acknowledgments. The work presented in this paper has been conducted within the
scope of the Horizon 2020 projects OpenReq (Grant Nr. 732463) and AGILE (Grant
Nr. 688088).
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Abstract. When ontologies reach a certain size and complexity, faults
such as inconsistencies or wrong entailments are hardly avoidable. Locat-
ing the faulty axioms that cause these faults is a hard and time-
consuming task. Addressing this issue, several techniques for semi-
automatic fault localization in ontologies have been proposed. Often,
these approaches involve a human expert who provides answers to
system-generated questions about the intended (correct) ontology in
order to reduce the possible fault locations. To suggest as few and as
informative questions as possible, existing methods draw on various algo-
rithmic optimizations as well as heuristics. However, these computations
are often based on certain assumptions about the interacting user and
the metric to be optimized.

In this work, we critically discuss these optimization criteria and sup-
positions about the user. As a result, we suggest an alternative, arguably
more realistic metric to measure the expert’s effort and show that exist-
ing approaches do not achieve optimal efficiency in terms of this metric.
Moreover, we detect that significant differences regarding user interac-
tion costs arise if the assumptions made by existing works do not hold. As
a remedy, we suggest a new notion of expert question that does not rely
on any assumptions about the user’s way of answering. Experiments on
faulty real-world ontologies testify that the new querying method min-
imizes the necessary expert consultations in the majority of cases and
reduces the computation time for the best next question by at least 80%
in all scenarios.

Keywords: Ontology debugging · Interactive debugging ·
Fault localization · Sequential diagnosis · Expert questions ·
Ontology quality assurance · Ontology repair · Test-driven debugging

1 Introduction

As Semantic Web technologies have become widely adopted in, e.g., government,
security and health applications, the quality assurance of the data, information
and knowledge used by these applications is a critical requirement. At the core
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of these semantic technologies, ontologies are a means to represent knowledge
in a formal, structured and human-readable way, with a well-defined semantics.
As ontologies are often developed and cured in a collaborative way by numerous
contributors [34,35], are merged by automated alignment tools [11], reach vast
sizes and complexities [5], or use expressive logical formalisms such as OWL 2 [6],
faults occur regularly during the evolution of ontologies [3,11,14,29]. Since one of
the major benefits of ontologies is the capability of using them to perform logical
reasoning and thereby solve relevant problems, faults that affect the ontology’s
semantics are of particular concern for semantic applications. Specifically, such
faults may cause the ontology, e.g., to become inconsistent, include unsatisfiable
classes, or feature wrong entailments.

One important step towards the repair of such faults is the localization of
the responsible faulty ontology axioms. To handle nowadays ontologies with
often thousands of axioms, several fault localization approaches [9,11,12,30]
have been proposed to semi-automatically assist humans in this complex and
time-consuming task, amongst them a plug-in, called OntoDebug1 [27], for the
popular ontology editor Protégé. These approaches, which are mainly based on
the model-based diagnosis framework [10,15], use the faulty ontology along with
additional specifications to reason about different fault assumptions. Such fault
assumptions are called diagnoses if they are consistent with all given specifica-
tions. The specifications usually comprehend some requirements to the correct
ontology, e.g., in the form of logical properties (e.g., consistency, coherency),
and/or in terms of necessary and forbidden entailments. The latter are usually
referred to as positive and negative test cases [4,28,30].

Research on model-based diagnosis has brought up various algorithms [9–
11,15,16,32] for computing and ranking diagnoses; however, a frequent problem
is that a high number of competing diagnoses might exist where all of them lead
to repaired ontologies with necessarily different semantics [16]. Finding the cor-
rect diagnosis (pinpointing the actually faulty axioms) is thus crucial for success-
ful and sustainable repair. But, it is a mentally-demanding task for humans since
it requires them to reason about and recognize entailments and non-entailments
[7] of the ontology under particular fault assumptions. To relieve the user as much
as possible, interactive techniques [16,30] have been developed to undertake this
task for the most part. What remains to be accomplished by the interacting
human—usually an ontology engineer or a domain expert (referred to as expert
in the sequel)—is the answering of a sequence of system-generated queries about
the intended ontology. Roughly speaking, this involves the classification of cer-
tain axioms as either intended entailments (positive test cases) or non-intended
entailments (negative test cases). Several evaluations [21,24,30,32] have shown
the feasibility and usefulness of such a query-based approach for fault localiza-
tion, and its efficiency has been improved by various algorithmic optimizations
[8,20,25,31] and the use of heuristics [17,18,23,26,30] for the selection of the
most informative questions to ask an expert.

1 All information about OntoDebug can be found at http://isbi.aau.at/ontodebug/.

http://isbi.aau.at/ontodebug/
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However, the used heuristics, algorithms and optimization criteria are based
on certain assumptions about the question answering behavior of experts. In this
work, we critically discuss existing approaches with regard to these assumptions.
Particularly, we characterize different types of experts and show that not all of
them are equally well accommodated by current querying approaches. That is, we
observe that the necessary expert interaction cost to locate the ontology’s faults
is significantly influenced by the way queries posed by the debugging system
are answered. To overcome this issue, we propose a new way of user interaction
that serves all discussed expert types equally well and moreover increases the
expected amount of information relevant for fault localization obtained from the
expert per asked axiom.

The main idea behind the new approach is to restrict queries—which are, for
quite natural reasons, sets of axioms in existing methods—only to single axioms,
as usually done in sequential diagnosis applications [10,33], where systems differ-
ent from ontologies (e.g., digital circuits) are analyzed and such singleton queries
are the natural choice. That is, experts are asked single axioms at a time instead
of getting batch queries which (possibly) include multiple axioms. Experiments
on real-world faulty ontologies manifest the reasonability of the new approach.
Specifically, in two thirds of the studied cases, the new querying technique is
superior to existing ones in terms of minimizing the number of required expert
inputs, regardless of the type of expert. In addition, the time for the determina-
tion of the best next query is reduced by at least 80 % in all investigated cases
when using singleton queries instead of existing techniques.

The rest of the work is organized as follows. In Sect. 2, we give a short intro-
duction to query-based fault localization in ontologies, before we challenge cer-
tain assumptions made by state-of-the-art approaches in the field in Sect. 3.
We describe our proposed approach and discuss its pros and cons in Sect. 4.
Our experiments and the obtained results are explicated in Sect. 5. We address
research limitations and point to relevant future work topics in Sect. 6. In Sect. 7,
we summarize the conclusions from this work.

2 Query-Based Fault Localization in Ontologies

We briefly recap basic technical concepts used in works on ontology fault local-
ization, based on [16,30]. As a running example we reuse the example presented
in [23].
Fault Localization Problem Instance. We assume a faulty ontology to be
given by the finite set of axioms O ∪ B, where O includes the possibly faulty
axioms and B the correct (background knowledge) axioms, and O∩B = ∅ holds.
This partitioning of the ontology means that faulty axioms must be sought only
in O, whereas B provides the fault localization context. At this, B can be useful to
achieve a fault search space restriction (if parts of the faulty ontology are marked
correct) or a higher fault detection rate (if external approved knowledge is taken
into account, which may point at otherwise undetected faults). Besides logical
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properties such as consistency and coherency2, requirements to the intended
(correct) ontology can be formulated as a set of test cases [4], analogously as
it is common practice in software engineering [2]. In particular, we distinguish
between two types of test cases, positive (set P) and negative (set N ) ones. Each
test case is a set (interpreted as conjunction) of axioms; positive ones p ∈ P must
be and negative ones n ∈ N must not be entailed by the intended ontology. We
call 〈O,B,P ,N 〉 an (ontology) fault localization problem instance (FPI).

Example 1. Consider the following ontology with the terminology T :3

{ ax 1 : ActiveResearcher � ∃writes.(Paper 
 Review) ,
ax 2 : ∃writes.� � Author , ax 3 : Author � Employee � Person }

and assertions A : {ax 4 : ActiveResearcher(ann)}. In natural language, the
terminological axioms say that “an active researcher writes something which is
a paper, a review or both” (ax 1), that “everybody who writes something is an
author” (ax 2), and that “an author is both an employee and a person” (ax 3).
To locate faults in the terminology while accepting as correct the assertion (ax 4)
and stipulating that Ann is not necessarily an employee (negative test case n1 :
{Employee(ann)}), one can specify the following FPI: fpiex := 〈T ,A, ∅, {n1}〉.�


Fault Hypotheses. Let UP denote the union of all positive test cases p ∈ P and
C⊥ := {C � ⊥ | C named class in O,B or P}. Given that the ontology, along
with the positive test cases, is inconsistent or incoherent, i.e., O∪B∪UP |= x for
some x ∈ {⊥} ∪C⊥, or some negative test case is entailed, i.e., O ∪ B ∪UP |= n
for some n ∈ N , some axioms in O must be accordingly modified or deleted to
enable the formulation of the intended ontology. We call such a set of axioms
D ⊆ O a diagnosis for the FPI 〈O,B,P ,N 〉 iff (O \ D) ∪ B ∪ UP �|= x for all
x ∈ N ∪ {⊥} ∪ C⊥. D is a minimal diagnosis iff there is no diagnosis D′ ⊂ D.
We call D∗ the actual diagnosis iff all ax ∈ D∗ are faulty and all ax ∈ O \ D∗

are correct. For efficiency and to point to minimally-invasive ontology repairs,
fault localization approaches usually restrict their focus to the computation of
minimal diagnoses.

Example 2. For fpiex = 〈O,B,P ,N 〉 from Example 1, O ∪ B ∪ UP entails the
negative test case n1 ∈ N , i.e., that Ann is an employee. The reason is that
according to ax 1(∈ O) and ax 4(∈ B), Ann writes some paper or review since
she is an active researcher. Due to the additional ax 2(∈ O), Ann is also an
author because she writes something. Finally, since Ann is an author, she must
be both an employee and a person, as postulated by ax3(∈ O). Hence, D1 : [ax 1],
D2 : [ax 2], D3 : [ax 3] are (all the) minimal diagnoses for fpiex, as the deletion of
any ax i ∈ O breaks the unwanted entailment n1. �


2 An ontology O is coherent iff there do not exist any unsatisfiable classes in O. A
class C is unsatisfiable in O iff O |= C � ⊥. See also [13, Def. 1 and 2].

3 Throughout the presented examples, we use Description Logic notation. For details,
see [1].
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Eliminating Wrong Fault Hypotheses. The main idea model-based diagno-
sis systems use for fault localization—i.e., to find the actual diagnosis among
the set of all (minimal) diagnoses—is that different fault assumptions have
(necessarily [16]) different semantic properties in terms of entailments and non-
entailments. This fact can be exploited to distinguish between diagnoses by pos-
ing queries to an expert. A query is a set of axioms Q which is entailed by some
fault assumptions and inconsistent with some other fault assumptions. Asking
a query Q corresponds to the question “Is (the conjunction of axioms in) Q an
entailment of the intended ontology?”. If answered positively, Q is added to the
positive test cases P , and otherwise to the negative test cases N . The crucial
property which makes a set of axioms Q a query is that at least one diagnosis is
ruled out, regardless of whether Q is affirmed or negated. More formally:

Definition 1 (Query). Given a set of minimal diagnoses D for an FPI
〈O,B,P ,N 〉, a set of axioms Q is a query (wrt. D) iff at least one Di ∈ D
is not a diagnosis for 〈O,B,P ∪ {Q} ,N 〉 and at least one Dj ∈ D is not a
diagnosis for 〈O,B,P ,N ∪ {Q}〉.
The expert who answers queries is modeled as a function expert : Q → {y, n}
where Q is the query space; expert(Q) = y iff the answer to Q is positive, else
expert(Q) = n.

Example 3. Let the known set of diagnoses for fpiex be D = {D1,D2,D3} (see
Example 2). One query wrt. D is, e.g., Q1 := {ActiveResearcher � Author}.
Because, (i) adding Q1 to P yields that the removal of D1 or D2 from O no
longer breaks the unwanted entailment Employee(ann), i.e., D1,D2 are no longer
minimal diagnoses, (ii) moving Q1 to N means that D3 is not a minimal diagnosis
anymore, as, to prevent the entailment of (the new negative test case) Q1, at
least one of ax 1, ax 2 must be deleted. Note, e.g., Q2 := {Author � Person} is
not a query since no diagnosis in D is invalidated upon assigning Q2 to P , i.e.,
in case of a positive answer no useful information for diagnoses discrimination
is gained. This is because Q2 does not contribute to the violation of n1 (in fact,
the other “part” Author � Employee of ax3 does so). �

Problem Definition. The query-based ontology fault localization problem
(QFL) is to find for an FPI a series of queries to an expert, the answers of
which lead to a single possible remaining fault assumption. The optimization
version of the problem includes the additional goal to minimize the effort of the
expert. Formally:

Problem 1 ((Optimal) QFL). Given: FPI 〈O,B,P ,N 〉. Find: (Minimal-cost)
series of queries Q1, . . . , Qk s.t. there is only one minimal diagnosis for 〈O,B,P ∪
P ′, N ∪ N ′〉, where P ′ (N ′) is the set of all positively (negatively) answered
queries, i.e., P ′ := {Qi | 1 ≤ i ≤ k, expert(Qi) = y} and N ′ := {Qi | 1 ≤ i ≤
k, expert(Qi) = n}.

Note, there is no unified definition of the cost of a solution to the QFL problem.
Basically, any function mapping the series Q1, . . . , Qk to a non-negative real
number is possible. We pick up on this discussion again in Sect. 3.
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Example 4. Let the actual diagnosis for fpiex be D3, i.e., ax 3 is the (only) faulty
axiom in O (intuition: an author is not necessarily employed, but might be,
e.g., a freelancer). Then, given fpiex as an input, solutions to Problem 1, yield-
ing the final diagnosis D3, are, e.g., P ′ = ∅,N ′ = {{∃writes.� � Employee}} ,
{Author � Employee} or P ′ = {{ActiveResearcher � Author}} ,N ′ = ∅. Mea-
suring the querying cost by the number of queries, the latter solution (cost: 1)
is optimal, the former (cost: 2) not. �


Query-Based Fault Localization. Given an FPI as input, the ontology fault
localization process basically consists of four iteratively repeated steps: First, the
fault hypotheses computation yielding a sample of diagnoses; second, the deter-
mination of the best next query based on the known diagnoses; third, the infor-
mation acquisition where an expert answers the suggested query; and, fourth,
the integration of the gathered information, involving the extension of the FPI’s
test cases based on the posed query and the given answer. The reiteration of
these phases is continued until a stop criterion is met, e.g., a single diagnosis
remains. This remaining diagnosis then provably contains only faulty axioms
[16].4 In the following, we will call one execution of this process starting with an
input FPI until a single diagnosis is isolated a fault localization session.

3 Discussion of Query-Based Fault Localization
Approaches

In this section we analyze existing approaches regarding the assumptions they
make about (the query answering behavior of) the interacting user, their prop-
erties resulting from natural design choices, as well as optimization criteria they
consider.
Assumptions about Query Answering. All approaches that draw on the
interactive methodology described in Sect. 2 make the assumption during their
computations and optimizations that the expert evaluates each query as a whole.
That is, they perform an assessment of the query effect or (information) gain
based on two possible outcomes (y and n). However, in fact, since queries might
contain multiple axioms, the feedback of an expert to a query might take a
multitude of different shapes. Because, the expert might not view the query as
an atomic question, but at the axiom level, i.e., inspecting axioms one-by-one.
Clearly, to answer the query Q = {ax 1, . . . , axm} positively—i.e., that the con-
junction of the axioms ax 1, . . . , axm is an entailment of the intended ontology—
one needs to scrutinize and approve the entailment of all single axioms. To negate
the query Q, in contrast, it suffices to detect one of the m axioms in Q which is
not an entailment of the intended ontology. In this latter case, however, we might

4 Note, the finally remaining diagnosis does not necessarily contain all faulty axioms in
the ontology, as, e.g., some existing faults in the ontology might not yet have surfaced
in terms of problems such as wrong entailments or unsatisfiable classes. However, the
(faultiness of the) axioms in the final diagnosis do(es) explain all observed problems
in the ontology.
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reasonably assume the interacting expert to be able to name (at least this) one
specific axiom ax∗ ∈ Q that is not an intended entailment. We might think of
ax∗ as a “witness of the falsehood of the query”. This additional information—
beyond the mere negative answer n indicating that some undefined query-axiom
must not be entailed—justifies the addition of n∗ := {ax∗}, instead of Q, to the
negative test cases. Please note that n∗ provides stronger information than Q,
and thus potentially rules out more diagnoses. The reason is that each diagnosis
that entails Q (i.e., is invalidated given the negative test case Q) particularly
entails ax∗ (i.e., is definitely invalidated given the negative test case n∗). Apart
from the scenario where experts provide just a falsehood-witness in the negative
case, they might give even more information. For instance, an expert could walk
through the query-axioms until either a non-entailed one is found or all axioms
have been verified as intended entailments. In this case, there might as well be
some entailed axioms encountered before the first non-entailed one is detected.
The set of these entailed axioms could then be added to the positive test cases—
in addition to the negative test case n∗. Alternatively, the expert might also
continue evaluating axioms after recognizing the first non-entailed axiom ax∗, in
this vein providing the classification of all single query-axioms in Q.

Based on this discussion, we might—besides the query-based expert that
answers queries as a whole, exactly as specified by the expert function defined
in Sect. 2—characterize (at least) three different types of axiom-based experts
which supply information beyond the mere n label for a query Q in the negative
case:5

– Minimalist: Provides exactly one ax∗ ∈ Q which is not entailed by the
intended ontology.

– Pragmatist: Provides the first found axiom ax∗ ∈ Q that is not entailed by
the intended ontology, and additionally all axioms evaluated as entailments
of the intended ontology until ax∗ was found.

– Maximalist: Provides the classification of each axiom in Q as either an entail-
ment or a non-entailment of the intended ontology.

Consequently: (i) Without knowing the answering type of the interacting
expert in advance, the binary query evaluation conducted in existing works is
generally only an approximation. (ii) Even if the expert type is known, it is an
open question which form of interaction, i.e., which way of asking the expert,
allows to exploit the expert knowledge most beneficially and economically. Our
experimental evaluations reported in Sect. 5 shall confirm (i) and bring light
to (ii).
Natural Design Choices. As explicated in Sect. 2, the principle behind queries
is the comparison of entailments and non-entailments resulting from different
fault assumptions (diagnoses). In existing works [26,30], this is often done by

5 Note, a positive answer (y) implicitly provides axiom-level information, i.e., the
positive classification of all query-axioms. Thus, the discussed experts differ only in
their negation behavior.
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computing common entailments for some diagnoses and verifying whether assum-
ing correct these entailed axioms leads to an inconsistency with some other diag-
nosis. In the light of this strategy, it is quite natural to specify queries as sets of
axioms. The reasons are the following:

First, it stands to reason to use and further process all entailments that a
reasoner outputs. Second, the fewer entailments are used, the higher is the chance
that these are entailed by all (known) diagnoses and hence do not constitute a
query. In fact, it has been shown in [24] that such unsuccessful query verifications
can account for a massive query computation time overhead. Third, allowing
queries to include a larger number of axioms implies a larger query search space
and thus enables to identify a better next query—where “better” applies to the
case where a query-based expert is assumed and query selection heuristics [23]
are used that aim at minimizing the number of queries.

Optimization Criteria. The meaning of “minimal-cost” in Problem 1 might be
defined in different ways. Most existing works on query-based fault localization,
e.g., [16,26,27,30], specify the cost of a solution Q1, . . . , Qk to the QFL problem
to be the number of queries, i.e., k. The underlying assumption in this case
is that any two queries mean the same (answering) cost for an expert. Given
that queries might include fewer or more axioms of lower or higher (syntactic
or semantic) complexity, we argue that this cost measure might be too coarse-
grained to capture the effort for an interacting expert in a realistic way. Instead,
it might be more suitable to measure the costs at the axiom level.

However, there is a fundamental problem with the optimization criterion
that aims at minimizing the number of query-axioms an expert needs to classify
during an interactive fault localization session. Because, adopting this criterion,
the evaluation and comparison of the goodness of queries while searching for the
best next query trivially requires the calculation of the specific query-axioms—
for a potentially large number of query candidates. However, the calculation of
the specific query-axioms is generally costly in that it involves a high number
of calls to expensive reasoning services. A remedy to this problem in terms of a
two-staged technique which (i) can assess queries without knowing the specific
axioms they contain and (ii) minimizes both the number of queries and the costs
at the axiom level is suggested by [24]. However, the expert type taken as a basis
for these optimizations is again the query-based one, and the number of axioms
is only the secondary minimization criterion after the number of queries.

4 New Approach to Expert Interaction

Idea. In the light of the issues pointed out in Sect. 3 and following quite straight-
forward from the given argumentation, we propose a new way of expert inter-
action for fault localization in ontologies, namely to abandon “batch-queries”
including multiple axioms and to focus on so-called singleton queries instead.
That is, we suggest to restrict queries to only single-axiom questions. Formally:
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Definition 2 (Singleton Query). Let D be a set of diagnoses for an FPI
〈O,B,P ,N 〉. Then, Q is a singleton query (wrt. D) iff Q is a query (wrt. D)
and |Q| = 1.6

Properties. The advantages of singleton queries are the following:

– Maximally-fine granularity of optimization loop: Each atomic expert input
(i.e., each classified axiom) can be directly taken into account to optimize
further computations and expert interactions. Simply put, each axiom the
expert is asked to classify is a function of all so-far classified axioms.

– Smaller search space: There are fewer singleton queries than there are gen-
eral queries. Therefore, the worst-case search costs for singleton queries are
bounded by the worst-case search costs for normal queries.

– Realistic query assessment: For singleton queries, the binary-outcome assess-
ment performed by existing approaches is exact, plausible and not just an
approximation of the possible real cases, independent of the expert (type).
The reason is that there are exactly two possible outcomes, namely y (query-
axiom is an intended entailment) and n (query-axiom is a non-intended entail-
ment).

– Direct re-use of existing works: Concepts (e.g., heuristics) and techniques
(e.g., search algorithms) devised for queries can be immediately re-used for
singleton queries, because each singleton query is a (specific) query.

– Unequivocal optimization criterion: Minimization of the number of queries
and minimization of the number of query-axioms coincide for singleton
queries. This unifies the two competing and arguable views on the query
optimization problem.

– More informative feedback per axiom (assuming query-based expert): For both
singleton and normal queries, the positive assessment of the query implies that
all axioms in it are intended entailments. That is, the information acquired
per axiom is equal. In case the query is negated, however, singleton queries
generally provide more information per axiom. Because, for a normal query a
negative answer corresponds to the information that one of a set of axioms is
not true, whereas we learn from a negated singleton query that one particular
axiom must not be entailed.

– Same fault localization efficiency for all expert types: Singleton queries, by
their nature, admit only one style of answering—the answer is positive iff
the single comprised axiom must be entailed by the intended ontology, and
negative iff it must not be entailed. Thus, all discussed expert types coin-
cide for singleton queries. As an implication of this, it is neither required to
ascertain the expert type a priori nor to adapt algorithms to different experts,
which makes the query optimization process simpler and the outcome equally
suitable for all (discussed) types of users.

On the downside, the smaller search space—apart from the advantage it brings
regarding the worst-case query search complexity—can be seen as a disadvantage
6 To stress the difference between singleton queries (Definition 2) and queries in terms

of Definition 1, we will henceforth often refer to the latter as normal queries.
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as well. The reason is that soundness of the query search is more difficult to
obtain, i.e., more considerations and computations than for normal queries are
required to ensure that the search outcome is indeed a singleton query (cf. the
discussion on “Natural Design Choices” in Sect. 3). To tackle this, one could
try to generate normal queries and post process them by means of query-size
minimization techniques similar to those used by existing works [17,30]. The
problem is, however, that these techniques do not guarantee the reduction to a
single axiom.

Thus, beside all the advantages of singleton queries, an algorithmic and com-
putational challenge towards their efficient generation and optimization remains
to be solved.

Computation and Optimization. Despite this open issue regarding general
singleton queries, we were able to develop a polynomial time and space algorithm
for singleton queries of the form {ax} where ax ∈ O.7 This algorithm gets an
FPI 〈O,B,P ,N 〉, a set of known minimal diagnoses D as well as a query selection
heuristic h (among those discussed in [23]) as an input, and outputs the globally
optimal singleton query of the above-mentioned form. At this, “globally optimal”
means optimal in terms of h among all queries in the query space. The basis for our
algorithm is provided by the theory and strategies for normal queries elaborated in
[17], which we extended and adapted accordingly to obtain a method for singleton
queries. The full description of the new algorithm is beyond the scope of this work
and can be found in [19]. Here, we rather focus on understanding the added value
of singleton queries and their comparison with normal queries.

5 Evaluation

Goal. The aim of the following experiments is the analysis of normal queries
under different answering conditions (expert types discussed in Sect. 3) and the
comparison between normal queries and the proposed singleton queries. Focus
of the investigations is the required effort for the expert for fault localization and
the query computation time.
Dataset, Experiment Settings and Measurements. The dataset of faulty
(inconsistent and/or incoherent) real-world ontologies used in our experiments
is given in Table 1. We used each of these ontologies O to specify an FPI as
fpi := 〈O, ∅, ∅, ∅〉, i.e., the background knowledge B as well as the positive (P)
and negative (N ) test cases were initially empty. Table 1 also gives an idea of
the diagnostic structure of the considered FPIs, in terms of the size and logical
expressivity8 of the ontology, as well as the number and minimal/maximal size of
7 Such (singleton) queries consisting of only axioms explicitly included in the ontology

are called explicit (singleton) queries [17].
8 The logical expressivity refers to the power of the logical language used in the ontol-

ogy in terms of how much can be expressed using this language. In general, the higher
the expressivity, the higher the cost of reasoning (and thus the cost of computing
queries) with the respective logic tends to be. See [1] for more details on the logical
expressivity of ontologies.
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all minimal diagnoses for the initial problem. As query selection heuristics (h) we
used the measures discussed in [26,30]. These are ENT (maximize information
gain per query), SPL (maximize worst-case diagnoses elimination rate per query)
and RIO (optimize balance between ENT and SPL per query).

For each FPI and each heuristic h we ran 20 fault localization sessions, each
time using a different randomly specified actual diagnosis D∗ to be located.
To automatically answer queries throughout a session in a way the predefined
diagnosis D∗ is finally located, we implemented a function based on D∗ which
simulates the interacting user. Specifically, the query-based expert was simulated
by always outputting an answer to a query Q that does not effectuate the invali-
dation of D∗; the axiom-based experts (minimalist, pragmatist, maximalist) were
simulated in a way that, if they classify an axiom ax at all (cf. Sect. 3), then as
an entailment if ax /∈ D∗ and as a non-entailment else. The size of the diagnoses
sample generated before each query computation was set to |D| = 10. Since two
of the used heuristics (ENT, RIO) depend on diagnosis probabilities, we sampled
and assigned uniform random probabilities to diagnoses for each FPI. For query
generation throughout the fault localization sessions, we used the algorithms
described in [17] (for normal queries) and [19] (for singleton queries). Note, all
(normal and singleton) queries Q computed in our experiments were restricted
to include axioms that occur in the ontology O, i.e., Q ⊆ O for all queries Q.9

For each performed fault localization session we measured the number of
answered queries (#Q) as well as the number of classified query-axioms (#Ax )
required until the predefined D∗ was found with certainty (i.e., until all other
diagnoses were ruled out through the answered queries), and the average com-
putation time to find the best next query (time per Q).

Table 1. Dataset of faulty ontologies used in the experiments, sorted by the ontology
size |O|.

ontology O |O| expressivity 1) #D/min/max 2)

Koala (K) 3) 42 ALCON (D) 10/1/3
University (U) 4) 50 SOIN (D) 90/3/4
MiniTambis (M) 4) 173 ALCN 48/3/3
Transportation (T) 4) 1300 ALCH(D) 1782/6/9
Economy (E) 4) 1781 ALCH(D) 864/4/8
DBpedia (D) 5) 7228 ALCHF(D) 7/1/1

Key:
1): Description Logic expressivity [1].
2): #D, min, max denote the number, the minimal as

well as the maximal size of minimal diagnoses for
the input FPI.

3): Faulty ontology included in the Protégé Project.
4): Sufficiently complex FPIs (#D ≥ 40) used in [30].
5): Faulty version of the DB-Pedia ontology, down-

loaded from https://bit.ly/2RUVbMj.

Experiment Results. First, we observe that, for normal queries, the answering
style has a significant impact on the expert’s effort, both when using #Ax and
#Q as a cost metric. In fact, any axiom-based strategy (pragmatist, maximalist
or minimalist) is better than a query-based one (bars in Fig. 1), with savings

9 This is owed to the fact that the efficient generation of optimal singleton queries
including “implicit” axioms, i.e., where Q �⊆ O holds, is still an open research topic
(cf. Sect. 4).
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Fig. 1. Overview of observations for ontology E (left) and M (right): The bars
show #Ax and #Q for heuristics ENT (blue), SPL (gray) and RIO (yellow) and for
expert types minimalist, pragmatist, max imalist, and query-based expert (cf. Sect. 3),
for normal queries (normalQ) and singleton queries (singletonQ). The red line reports
time per Q (in sec). All plotted values are averages over all 20 fault localization sessions.
Bars refer to left y-axis, red line to right y-axis. (Color figure online)

Fig. 2. Comparison between normal and singleton queries for ENT (left) and
RIO (right) heuristics: The violin plots show the difference in query answering effort
(#Ax) between using the best answering strategy (pragmatist) for normal queries
(normalQ) and using singleton queries (singletonQ), for all ontologies (x-axis) given
in Table 1. Each violin plot summarizes the differences per session over all 20 fault
localization sessions. White dots in plots indicate the median; if above/below zero (red
line), singleton/normal queries are better in the majority of the sessions. (Color figure
online)

of up to 57 % wrt. #Ax and up to 58 % wrt. #Q (cf. ENT, pragmatist vs.
query-based, M ontology, in Fig. 1). The reason for this is that an axiom-based
approach involves strictly more informative answers than a query-based one (cf.
Sect. 3).

Second, also among the axiom-based expert types, there are notable cost
differences (wrt. #Ax). As it turns out, the pragmatist approach is clearly the
best choice to answer normal queries for all investigated ontologies.10 Also, when
measuring the cost by #Q (as existing works do), the pragmatist tends to be

10 Note, the presented figures do not expose all results. However, the observations were
greatly consistent over all studied ontologies. See the extended version [19] of this
paper for all plots.
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the most reasonable type, albeit the differences are just marginal in this case.
So far, we conclude that normal queries, for best efficiency and regardless of
the adopted query selection heuristic, should not be answered simply by y or n,
but the interacting expert should evaluate the individual query-axioms, pursuing
the pragmatist method (cf. Sect. 3). Note, it is surprising that one (axiom-based)
answering strategy always prevails, as normal queries are optimized based on the
assumption of the (fairly different) query-based user.

Third, when comparing singleton with normal queries (answered by the prag-
matist strategy), the costs wrt. #Ax are often pretty similar on average (see, e.g.,
M ontology in Fig. 1), even though with a notable tendency towards a superior-
ity of singleton queries. E.g., for the E ontology and ENT heuristic, we measure
an average effort overhead of more than 30 % when relying on normal queries as
opposed to singleton ones (Fig. 1). Figure 2 gives a clearer picture of this com-
parison. E.g., it reveals that, for all ontologies, singleton queries were at least as
good as normal ones in the majority of sessions when using ENT as a heuristic.
For the RIO heuristic, the results are similar, and in three cases (ontologies K, T,
D) even more in favor of singleton queries than for ENT. Over all ontologies and
heuristics, singleton queries even led to less expert interactions in more than 66%
of the sessions. However, there are scenarios where normal queries outperform
singletons on average as well, as evidenced by the RIO and M ontology com-
bination. Moreover, in most scenarios the proportion of sessions where normal
queries mean fewer expert consultations (area of violin plots below the red line)
is significant. Thus, normal queries are a reasonable way of expert interaction,
but can match up to singleton queries only if the pragmatist answering behavior
is given.

Regarding the computation time per query, we clearly recognize (red lines
in Fig. 1) that (optimal) singleton queries are significantly faster determined
than (optimal) normal queries. The savings always amounted to between
80% and 90%.

6 Research Limitations and Future Work

First, the evaluations in this work are based on simulations of fault localiza-
tion sessions and objective measures such as computation times or the number
of required queries. Although this objective assessment shows a higher average
efficiency of the new approach as compared to existing ones, it is important
to validate the subjective usefulness of the suggested querying technique, for
instance in terms of a user study. This is part of our future work. However, it
nevertheless stands to reason that users familiar with normal queries would like-
wise accept and adopt singleton queries, just because singleton queries represent
a particularly simple subclass of normal queries.

A second limitation is the restriction to explicit queries—those that are con-
stituted by axioms from the ontology at hand—in our empirical analyses. The
reason we did so is because we currently only have an algorithm for the computa-
tion and optimization of explicit singleton queries, by drawing on and extending
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the theory elaborated in [17]. The finding of an efficient algorithm that soundly
generates implicit singleton queries, in contrast, is an open issue and on our
future work agenda. That said, as soon as we have developed an adequate algo-
rithm, we plan to do similar evaluations as done in this work for singleton and
normal queries without the restriction to explicit queries.

As a third limitation, it should be noted that the analyzed expert types,
as discussed in Sect. 3, provide by no means a complete characterization of all
possible cases that could arise. While the discussion in this work bases on the
assumption that an expert will provide for each query at the minimum as much
information as is necessary to classify the entire query as a positive or nega-
tive test case (cf. the expert function in Sect. 2), there are (at least) two further
query answering scenarios that are worthwhile considering. First, there is the
case where the expert classifies a proper subset (or even none) of the axioms of
a normal query positively while not labeling any axiom negatively, e.g., due to
laziness or lack of knowledge. Second, there is the case where an expert might
misclassify axioms when answering queries. Such “oracle errors” were observed
quite commonly in the studies conducted in [21]. Investigating these two scenar-
ios for normal and singleton queries as well as the conception of strategies how
to handle these cases is another research avenue we will prospectively pursue.

7 Conclusions

We critically discuss design choices, made assumptions and used optimization
criteria of state-of-the-art query-based ontology fault localization approaches.
Based on the revealed issues, we propose a new way of asking questions to an
expert. Theoretical and empirical analyses using real-world problems demon-
strate significant advantages of the novel querying method. Among other things,
we learn that the suggested method—as opposed to existing approaches—(1) is
simpler, (2) enables exact query optimizations instead of only approximate ones,
(3) implies a more than 80 % reduction of the expert’s waiting time for the next
question, (4) enforces more informative expert inputs, (5) leads to the least fault
localization effort for the expert in more than 66% of the cases, and (6) guaran-
tees the same efficiency regardless of the expert’s (answering) behavior. Notably,
our method is basically applicable to any monotonic knowledge representation
language [16], as well as to other model-based diagnosis applications [22].
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Abstract. Medical diagnosis can be defined as the detection of a disease by
examining a patient’s signs, symptoms and history. Diagnostic reasoning can be
viewed as a process of testing hypotheses guided by symptoms and signs.
Solutions to diagnostic problems can be found by generating a limited number of
hypotheses early in the diagnostic process and using them to guide subsequent
collection of data. Each hypothesis, if correct, can be used to pre-dict what
additional findings must be present, and the diagnostic process would then be a
guided search for these findings. The process depends on the medical knowledge
available. Description Logic-based ontologies provide class definitions (i.e., the
necessary and sufficient conditions for defining class membership). In medicine,
these definitions correspond to diagnostic criteria, i.e., the particular form of
diseases should be associated with the relevant disease categories. In this paper,
we model medical diagnosis as an (iterative) abductive reasoning process using
ALC. ALC is employed to take advantage of its inference services. However, the
inference capabilities provided by DL are not sufficient for diagnosis purposes.
The contributions of the paper include: (1) arguing for the need for a disease-
symptoms ontology, (2) proposing an ontological representation which, beside
facilitating abductive reasoning, takes into account the diagnostic criteria such
that specific patient conditions can be classified under a specific disease, and
(3) employing Abox abduction to capture the process of medical diagnosis (the
process of generating and testing hypotheses) on this proposed representation.

Keywords: Medical diagnosis � Description logic � Ontology �
Abductive reasoning

1 Introduction

Medical diagnosis can be defined as the detection of a disease by examining a patient’s
signs, symptoms and history. Symptoms are the most directly observable characteris-
tics of a disease and the very basis of clinical disease classification. Symptoms and
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signs represent the high-level manifestations of a disease that are actually noticed by
patients and physicians. Eventually, it is due to certain symptoms that a person will
seek professional help. However, the process is challenging because (1) the vast
amount and intricacy of medical data hinders the process of a thorough study of the
content of the data, (2) symptoms and signs vary widely. Most diseases have their own
specific signs and symptoms while many symptoms such as fever, fatigue, and muscle
aches are common to a number of diseases. It was emphasized in [6] that diagnostic
classification (i.e. classifying a patient as having a particular disease) is an important
issue that has to be addressed in medicine.

Ontologies define classes of entities and their interrelations. They are used to
organize data according to a theory of the domain. The shared understanding results
from the fact that all the agents interpret the concepts with regard to the same ontology.
There are many existing biomedical vocabularies and ontologies such as SNOMED-CT
which holds a very large number of relationships between medical entities such as
diseases, body locations and clinical findings [7, 8]. However, they contain a very small
number of symptom-disease relationships needed for clinical diagnoses. Furthermore,
ontologies provide class definitions (i.e., the necessary and sufficient conditions for
defining class membership). In medicine, these definitions correspond to diagnostic
criteria, i.e., the particular form of diseases as described in the records of patients
suffering from these disease should be associated with the relevant disease categories. It
was shown in [6] that eligibility criteria are often more useful than the Aristotelian
definitions traditionally used in ontology for diagnostic classification. They argue that
the classificatory principles and properties represented in ontologies may not be suf-
ficient to classify instances of diseases. They suggest that operational definitions of
diseases are more useful. These definitions are mostly based on the association of signs
and symptoms. However, as mentioned above, this is difficult to achieve as the
symptoms and signs of a disease varies widely and many diseases share a lot of
common symptoms and signs.

Description Logic (DL) systems [4, 5] provide some inference capabilities. DL-
based ontologies are appropriate for modeling, and reasoning about, knowledge. Some
important features of DL systems are that: (1) the core reasoning problems are (usually)
decidable and (2) efficient decision procedures have been designed and implemented
for these problems. This explains why most ontologies are represented using DL.

Furthermore, the inference capabilities provided by DL are not sufficient for
diagnosis purposes. Abduction is considered as the inference process that goes from
observations to explanations within a (classical) logical theory (e.g., ontology).
Abductive reasoning is a backward chaining inference which involves generating
hypotheses and finding the best explanation for some given observations. This may
involve the assumption of new knowledge in order to constructively infer the obser-
vation. We use both the observation and the available medical knowledge to expressed
in a suitable DL (ALC) system using backward chaining to generate the hypotheses.
Forward chaining is then used to determine satisfiable and preferred explanation(s).

The objective of this study is to show that formal ontology can adequately represent
diagnostic criteria which together with the inference services provided by formal logic
(e.g. ALC) and the appropriate employment of abductive reasoning (via Abox
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abduction) allows the system to propose plausible explanations/diagnoses to
observations/symptoms.

The system presented in this paper is not intended to replace the clinician during
diagnosis, but to determine the extent to which formal ontology and abductive rea-
soning can play a supporting role in disease diagnosis.

In this paper, we model medical diagnosis as an (iterative) abductive reasoning
process using ALC. ALC is employed to take advantage of its inference services.
However, the inference capabilities provided by DL are not sufficient for diagnosis
purposes. The contributions of the paper include: (1) making a case for the need for a
disease-symptoms ontology, (2) proposing an ontological representation which takes
into account the diagnostic criteria such that specific patient conditions can be classified
under a specific disease and (3) employing Abox abduction to capture the process of
medical diagnosis on this proposed representation.

2 ALC and Tableau Reasoning

ALC has three basic types of entities: individuals/objects represented as constants,
concepts which are represented as unary predicates and roles which are represented as
binary relations in FOPC [4, 5]. We use P, P1, … Cp1, Cp2, … to denote concept
names, R0, R1,… to denote role names, a, b, c … for object names, and A, B, C, … for
propositional variables. ALC makes available to us the following constructors: nega-
tion (¬), conjunction (

Q
), existential 9ð Þ and universal 8ð Þ restriction.

We shall use T (resp. ⊥) to denote the universal (resp. bottom) concept. Atomic
concepts are validly concepts. The formation of Complex concepts is similar to the
FItis a concept. If P is an atomic concept then ¬P is a concept. If R is a role, Cp1 and
Cp2 are concepts then Cp1 u Cp2, Cp1 t Cp2, 8R.Cp and 9R.Cp are concepts.

ALC has a model theoretic semantics. The semantics are given by an interpretation
I = (DI, .I) where DI is a non-empty domain and .I is a function that maps every
individual name to an individual from DI, every concept name to a subset of individual
and every role name to a set of pairs of individual from DI. In particular, TI ¼
DI and ?I ¼ / (the empty set). The semantic of complex concept constructors is
defined inductively as in Table 1 below.

Table 1. The Syntax and semantics of complex concept constructors.

Constructor Semantics Syntax

Concept negation DI\CpI ¬Cp
Concept intersection Cp1I \ Cp2I Cp1 u Cp2
Concept union Cp1I [ Cp2I Cp1 t Cp2
Existential restriction {x: 9y((x, y)2RI K y 2 CpI} 9R.Cp
4th-level heading {x: 8y((x, y) 2 RI ! y 2 CpI} 8R.Cp
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An ALC Knowledge Base (KB), KB = (A, T) where T is a TBox and A is an Abox.
T is the terminological part of KB where relationships between concepts and roles are
established. We employ axioms of the form Cp1 Y Cp2 to means that Cp1 is a sub-
concept of Cp2, and Cp1� Cp2 to mean that Cp1 and Cp2 are equivalent, i.e., Cp1 Y
Cp2 and Cp2 Y Cp1. A consists of a set of assertions of the form Cp(a) or R(a, b). Cp
(a) states that a is an instance of Cp and R(a, b) states that individual a is related to b via
role R.

The semantics of T and A are defined as shown in Table 2. An interpretation .I

satisfies an axiom if, and only if, the semantics of the axiom are respected under .I. a
model of a KB is an interpretation that satisfies all of its axioms. KB is satisfiable if,
and only if, it has, at least, one model.

ALC Inference Services include satisfiability checking, subsumption checking and
concepts classification, Instance Checking and KB Consistency checking.

2.1 Tableau Reasoning

Checking satisfiability of concepts in description logics can be performed using a
tableau-based algorithm [3]. For instance, to test whether a concept/assertion Cp is
satisfiable, the algorithm starts with an ABox containing the assertion Cp(x) where x is
a new individual. To test the satisfiability of a subsumption (i.e., Cp1 Y Cp2), the
algorithm starts with {(Cp1 u ¬Cp2)(a)}.

The algorithm requires the assertions to be normalized to Negation Normal Form
(NNF), i.e. negations can only appear in front of atomic concepts. This is performed by
applying De Morgan’s laws and rules for quantifiers. An assertion Cp can be trans-
formed into NNF(Cp) by pushing negation inwards, using the following formulae:

:ðCp1uCp2Þ � :Cp1t:Cp2
:ðCp1tCp2Þ � :Cp1u:Cp2;

:ð9R:CpÞ � ð8R::CpÞ
:ð8R:CpÞ � ð9R::CpÞ:

One possible way of implementing this method is by employing completion graphs.
These are directed graphs in which every node represents a set of assertions. The
ABox for a node contains all the assertions of the node, together with the assertions of
the nodes on the path to the root.

Table 2. Semantics of DL axioms.

Axiom Semantics

Cp1 Y Cp2 Cp1I � Cp2I

Cp1 � Cp2 Cp1I = Cp2I

C(a) aI 2 CI

R(a, b) (aI, bI) 2 RI
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The notion completion is defined as the process where the algorithm continues
applying the consistency-preserving transformation rules to the ABox until no more
rules productively apply. A rule is productively applicable if its application brings
some modification to the Abox A. The Application of the t-rule produces new nodes
where each node contains one assertion. The other rules (i.e., u -rule, 8-rule and 9-rule)
add assertions to the node where the rule is applied. The ABox for a node contains all
the assertions of the node, together with the assertions of the nodes on the path to the
root.

Tableau Consistency-Preserving Transformation Rules for ALC
u-rule: if A contains (Cp1 u Cp2((a) and A does not contain both Cp1(a) and Cp2

(a) and a is not blocked then replace A with A′ = A [ {Cp1(a), Cp2(a)}
t-rule: if A contains (Cp1 t Cp2)(a), and A neither contain Cp1(a) nor Cp2(a) and

a is not blocked, then replace A with A′ = A [ {Cp1(a)} and replace A with
A″ = A [ {Cp2(a)}

9-rule: if A contains (9 r.Cp)(a), a is not blocked, and there is no individual b such
that Cp(b) and r(a, b) are in A then create a new individual c which does not
occur in A and replace A with A′ = A [ {r(a, c), Cp(c)}

8-rule: if A contains (8 r.Cp)(a) and r(a, b), a is not blocked, but A does not contain
b then replace A with A′= A [ {CP(b)}

Blocking can be used to guarantee terminating proofs even in the presence of concept
inclusions. Blocking is used to prevent the application of the same rule again and again
i.e., when it is clear that the subtree rooted in some node x is similar to the subtree
rooted in some predecessor node y of x. The tableau expansion rules given previously
can then be modified so that they apply only to individuals such as a if they are not
blocked. In this way, the tableau techniques can be seen to be sound and complete
decision procedures for ALC. For more details on blocking cf. [14].

Definition 2.1.

1. An ABox A is called complete iff none of the transformation rules presented above
productively applies to it.

2. A contains a clash iff there is a concept name Cp and an individual name x such that
A contains both Cp(x) and ¬Cp(x).

3. A is called closed if it contains a clash, and open otherwise.

Satisfiability is proven if, at least, one of the ABoxes connected to a leaf node does
not contain a contradiction. Otherwise unsatisfiability is proven.

To test the satisfiability of a subsumption (i.e., Cp1 Y Cp2), the algorithm starts
with {(Cp1 u ¬Cp2)(a)}. In order to take subsumption axioms and concept definitions
in the TBox into account, ABoxes have to be expanded with statements of the form
(:Cp1 t Cp2)(a) for every individual a in the ABox, for each axiom Cp1Y Cp2 in the
TBox. This is often a costly task, and different methods are used to minimize the need
for such expansions.
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3 Medical Diagnosis and ABox Abduction

Abduction is basic for medical diagnosis. It is simply the generation of a hypothesis
that explains one or more observations (signs). When explaining a given set of
observations (signs), the clinician has often to choose among different explanations to
choose what is deemed to be the best according to the observations [17]. As not all
signs are usually available at the beginning of a diagnostic process, abduction is an
iterative process, because new detected signs will be interpreted and integrated to
generate one single present explanation for all captured signs so far. The present
explanation is not definitive or absolute as it may change in the light of new obser-
vations. This process ends when the flow of new signs stops and/or a plausible/
conclusive explanation is reached.

Reasoning involved in abduction goes beyond the information included in the
premises. Abduction can generate “plausible” hypotheses or it can be considered as
inference “to the best explanation” [17, 18].

Definition 3.1 (ABox abduction problem). Let KB = (A, T) an ALC KB and let B a set
of ABox assertions denoted as the abductive query.

We say that (KB, B) is an ABox abduction problem iff K | 6¼ B and KB [ B | 6¼ ?.
The ABox abduction problem, in DL, is the problem of finding a set of assertions

H that, when added to the knowledge base KB causes the entailment of a desired set of
ABox axioms B. The notion of entailment should be taken as the classical consequence
relation, i.e., S entails S’ (S |= S’) if every model of S is a model of S’.

Definition 3.2 (ABox abduction solution). Let H a set of ABox assertions. H is a
solution to abductive problem (KB, B) iff KB [ H |= B.

Additionally, we say that H is:

1. consistent iff KB [ H | 6¼ ?.
2. relevant iff H | 6¼ B.
3. minimal iff there is no solution H’ to (KB, B) such that H’ |= H.

ABox abduction problem is the problem of finding a set of assertions H that, when
added to the knowledge base KB, causes the entailment of a desired set of ABox ax-
ioms B. The notion of entailment should be taken as the classical consequence relation
where S entails S’ (S |= S’) if every model of S is a model of S’.

It has been shown in [10] that computing all abductive solutions, even in the case of
propositional logic, is not always practical. Therefore, constraints on the solutions can
considerably reduce the search space and allow reasonable benefits of logical-based
abduction. Minimality ensures that accepted solutions do not contain unnecessary
information.

The consistency requirement discards solutions inconsistent with KB. In other
words, if K [ H |= ?, then H is not considered a solution. It is possible to argue that
inconsistent solutions could be valuable in a defeasible reasoning setting.
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The relevance condition filters out those solutions that entail the query without any
contribution to the background knowledge

4 Representational Issues and Examples

In the medical domain, effective Knowledge Representation (KR) requires the use of
homogeneous vocabularies to ensure both shared understanding among medical
workers and interoperability between medical information systems.

Onology allows us to formally represent and share knowledge. It employs three
different types of elements: individuals/constants, concepts/unary relations and
roles/binary relations to represent a domain. For instance, a medical ontology C that
contains medical knowledge about heart problems may employ roles such as has
symptom, has disease, etc., concepts such as ChestPain, ArmPain etc. and individual
names John, Mary, etc. It may also employ relations between concepts such as is-
a provides a hierarchical organization to the concepts. For example, Chest Pain is-
a Heart Failure symptoms and Cardiac Arrhythmia is-a Heart Failure symptom.
Another type of relationships can be expressed formally as for example has-manifes-
tations relationship between diseases and their manifestations/symptoms such as Heart
Failure has-manifestations one or more of Heart Failure symptoms. Ontology can also
contain entities (individuals) which are domain real objects.

As mentioned in the introduction, ontologies provide class definitions (i.e., the
necessary and sufficient conditions for defining class membership). In medicine, these
definitions correspond to diagnostic criteria, i.e., the particular form of diseases as
described in the records of patients suffering from these disease should be associated
with the relevant disease categories. It was shown in [6] that eligibility criteria are often
more useful than the Aristotelian definitions traditionally used in ontology for diag-
nostic classification. They argue that the classificatory principles and properties rep-
resented in ontologies may not be sufficient to classify instances of diseases. They
suggest that operational definitions of diseases are more useful. These definitions are
mostly based on the association of signs and symptoms. However, as mentioned above,
this is difficult to achieve as the symptoms and signs of a disease varies widely and
many diseases share a lot of common symptoms and signs. For instance, the Heart
Failure (HF) symptoms include Edema in lower limb(Ell), Dyspnea (Dy), Hypertension
(H), Xerostomia (X), Wheezing (W), Weight Gain (WG), Chest Pain (CP), Cardiac
Arrhythmia (CA) and Rapid or irregular heartbeat. Furthermore, it is not required that
all the symptoms of a disease are in a patient to be diagnosed as having a heart failure.
However, since the heart failure disease has many common symptoms with many other
disease such as symptoms such as Angina Pectoris, Mitral Valve Prolapse

Example 1: The medical ontology C (cf. Fig. 1) contains some medical knowledge
about heart problems as described below:
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The Heart Failure (HF) symptoms include Edema in lower limb(Ell), Dyspnea (Dy),
Hypertension (H), Xerostomia (X), Wheezing (W), Weight Gain (WG), Chest Pain
(CP), Cardiac Arrhythmia (CA) and Rapid or irregular heartbeat.

The Angina Pectoris (AP) symptoms include Chest Pain (CP), Heartburn
(HAP) and Pain in Arm (P).
The Mitral Valve Prolapse (MVP) symptoms include Dizziness (Di), Syncope
(Sy) and Chest Pain (CP).
The Myocarditis (M) symptoms include Fatigue (F), Fluid retention (FR), Headache
(HM) and Chest Pain (CP).
The Supraventricular Arrhythmia (SA) Symptoms include Excessive Urine Pro-
duction (EUP), Syncope (Sy) and Dizziness (Di).

Representation of Part of C in ALC: The representation of concepts and their
relationships are as follows:

Ell Y HF-Sympt, Dy Y HF-Sympt, H Y HF-Sympt, X Y HF-Sympt, W Y HF-
Sympt, WG Y HF-Sympt, CP Y HF-Sympt, CA Y HF-Sympt, and so on.

These assertions state that Edema in lower limbs is a heart failure symptom,
Dyspnea is a heart failure symptom and so on.

Fig. 1. Medical ontology C
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Consider the following rules:

(R1) 9HasDisease.HF Y 9HasSympt.S1 u … u 9HasSympt. Sk
where S1 Y HF-Sympt, …, Sk Y HF-Sympt and 1 � k � No-of-Atoms
(HF-Sympt)

(R2) 9HasDisease.AP Y 9HasSympt.S1 u … u 9 HasSympt.Sk
where S1 Y AP-Sympt, Sk Y AP-Sympt and 1 � k � No-of-Atoms (AP-
Sympt)

(R3) 9HasDisease. MVP Y 9HasSympt.S1 u … u 9HasSympt. Sk
where S1 Y MVP-Sympt, Sk Y MVP-Sympt and 1 � k � No-of-Atoms
(MVP-Sympt)

(R4) 9HasDisease. Myc Y 9HasSympt.S1 u u 9HasSympt.Sk
where S1 Y Myc-Sympt, Sk Y Myc-Sympt and 1 � k � No-of-Atoms (CP-
Sympt)

(R5) 9 HasDisease.SA Y 9HasSympt.S1 u … u 9HasSympt.Sk
where S1 Y SA-Sympt, Sk Y SA-Sympt and 1 � k � No-of-Atoms (CP-
Sympt).

R1 states that a patient suffering from a heart failure will show one or more symptoms,
each of which is a heart failure symptom. R2, R3, R4 and R5 can be interpreted in the
same way. R2 is concerned with Angina Pectoris, R3 with Mitral Valve Prolapse, R4
with Myocarditis and R6 with Supraventricular Arrhythmia (SA).

Case1. Suppose that we are presented with a 40 years old male, say John, complaining
of chest pain. Using ALC inference services (forward chaining) we can infer that:

C11. Chest Pain is a heart failure symptom (CP Y HF-Sympt).
C12. Chest Pain is an Angina Pectoris symptom (CP Y AP-Sympt).
C13. Chest Pain is a Mitral Valve Prolapsed symptom (CP Y MVP-Sympt).
C14. Chest Pain is a Myocarditis Symptom (CP Y Myc-Sympt).

Now, using Abox Abduction (backward chaining), we have the following possible
explanations:

C11’. Heart failure, HF using R1,
C12’. Angina Pectoris, AP using R2,
C13’. Mitral Valve Prolapsed, MTV using R3 and
C14’. Myocarditis, Myc using R4.

Case2. Suppose that in addition to chest pain, John complains of dizziness.
Using ALC inference services (forward chaining) we can infer that:

C21. Chest Pain is a heart failure symptom (CP Y HF-Sympt).
C22. Chest Pain is an Angina Pectoris symptom (CP Y AP-Sympt).
C23. Chest Pain is a Mitral Valve Prolapsed symptom (CP Y MVP-Sympt) and

Dizziness is a Supraventricular Arrhythmia Symptom (Di Y MVP-Sympt).
C24. Chest Pain is a Myocarditis Symptom (CP Y Myc-Sympt).
C25. Dizziness is a Supraventricular Arrhythmia Symptom (Di Y SA-Sympt).
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Now, using Abduction, we have the following possible explanations:

C21’. Heart failure, HF using R1.
C22’. Angina Pectoris, AP using R2.
C23’. Mitral Valve Prolapsed, MTV using R3 and R5.
C14’. Myocarditis, Myc using R4.
C25’. Supraventricular Arrhythmia using R5.
C26’. Heart failure and Supraventricular Arrhythmia using R1+R4.
C27’. Angina Pectoris and Supraventricular Arrhythmia using R2+R5.
C28’. Myocarditis and Supraventricular Arrhythmia using R4+R5.

The most plausible explanation that satisfies the minimality criterion together with the
other criteria namely consistency and relevance is C23’.

5 Some Approaches to Abductive Reasoning in DL

A distinction has been made between four different abductive reasoning tasks such as
concept abduction, ABox abduction, TBox abduction and KB abduction [11]. Most
existing approaches emphasize ABox and concept abduction. Most of these approaches
are based on existing proof techniques such as semantic tableau and resolution.

The authors in [12] propose an approach for ABox abduction in ALC. They use
semantic tableau in their approach and they perform instance checking on an abductive
query. After extracting a full completion graph, the algorithm generates a set of concept
assertions for each open branch which would close that branch. Their algorithm is
sound but not definitely complete and the solutions may not be semantically minimal.

The authors in [16] propose two approaches for ABox abduction. In one approach,
they employ semantic-tableau. In the other, they employ resolution. Both approaches
are goal-oriented in the sense that only actions which contribute to the solution are
chosen in the proof procedures. These approaches require translation to first order logic
(conjunctive normal form) and the solutions are then translated back to description
logic. They are both complete and sound for consistent and semantically minimal
solutions. However, as the set of possible solutions may contain some inconsistent and
non-minimal solutions, there is a need for additional checks in order to ensure con-
sistency and minimality. An approach presented in [9] uses existing abductive logic
programming systems. It considers solutions over a finite set of concepts and roles. The
solutions are consistent and minimal. However, it does not guarantee completeness
since it requires translation to a Datalog program which is approximate and in some
cases a solution may not be found.

Other approaches such as [11, 30] to Abox abduction that emphasized medical
diagnosis have logical inconsistencies in their examples or formulae. In [11], we have
assertions like:

Paul: 9has symptom.(Laziness
Q

Pizza Appetite) which can be expressed in First
order predicate calculus (FOPC) as:

(9 y) (has symptom(Paul, y)&Laziness(y)&PizzaAppetite(y))

a: 9has symptom.(Headache t Depressed)
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which can be expressed in FOPC as:

(9 y) (has symptom(a, y)&(Headache(y) V Depressed(y))

What if a has headache and a is depressed?.
Similarly, in [30], we have assertions like:

9hasDiag:DM Y 9hasSymp.(S1 u S2 u …. u S8)

We have similar patterns in formule 3 and 9 in the paper.

6 Conclusions and Future Work

We have, in this paper, made an attempt to model medical diagnosis as an (iterative)
abductive reasoning process using ALC. We have an ontological representation which
takes into account the diagnostic criteria such that specific patient conditions can be
classified under a specific disease. We employed ALC to benefit from its inference
services. However, the inference capabilities provided by DL were not sufficient for
diagnosis purposes. Therefore, we had to employ Abox abduction to capture the
process of medical diagnosis.

It is worthwhile noting that there are issues such as the hierarchy of diseases where
a disease could be manifested by some symptoms, signs and the emergence of other
diseases. That is, the Disease-Symptom concept may include symptoms and diseases.
This may require us to use a system such as ALCR+ [15]. Furthermore, time (temporal
findings) is essential for the diagnosis of many diseases. This may require us to employ
a temporal description logic [2].

Approaches which use classical logic presume complete knowledge of the domain
of concern. These approaches cannot deal with inconsistency. When an inconsistency
arises in a Knowledge Base (KB), then every conclusion can be derived and the system
collapses. However, we only have partial knowledge of any domain. Defeasible rules
systems [1, 13, 19–29, 31] are appropriate in those situations as they offer more
expressive capabilities and are closer to commonsense reasoning. There are many
situations in which conflicting rules may arise on the Web or in other contexts such as:
(1) Reasoning with Incomplete Information, (2) Rules with Exceptions, (3) Default
Inheritance in Ontologies and (4) Ontology Merging. These issues are not addressed in
this paper. However, we hope to be able to elaborate on these issues in a future
publication as there will be a need to employ defeasible ontologies and to integrate
them with abductive reasoning.
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Abstract. Semantic Web is rapidly becoming a reality through the develop-
ment of Linked Data in recent years. Linked Data uses RDF data model to
describe statements that link arbitrary data resources on the Internet. It can
facilitate to infer new data resources at runtime through the RDF links, and then
provide more complete answers as new data resources appear on the Internet.
Linked Data provides the means to reach the goal of Semantic Web. At present,
Linked Data being used only in the promotion of information sharing or
exchange is not a semantic inference due to the lack of an easily shared infer-
ence engine. This study addresses the issue developing a Lightweight Linked
Data Reasoner (LLDR) which is based on Jena reasoner and is implemented in
the apache Axis2. To illustrate the LLDR application, this study developed the
Vehicle Ontology to annotate project document from heterogeneous and dis-
tributed project resources as Linked Data.

Keywords: Linked Data � Semantic Web � Jena

1 Introduction

The Semantic Web is an extension of the current Web in which information is given
well defined meaning, better enabling computers and people to work in cooperation.
The term Linked Data is also first introduced by Tim Berners-Lee, which is used to
refer to a set of best practices for publishing and connecting structured data on the Web
[1]. Linked Data uses RDF data model to describe statements that link arbitrary data
resources on the Web. It can facilitate to infer new data resources at runtime through
the RDF links, and then provide more complete answers as new data resources appear
on the Web. Linked Data provides the means to reach the goal of Semantic Web.
Hence, Linked Data can be regarded as an infrastructure to practice the Semantic Web.
Semantic Web is rapidly becoming a reality through the development of Linked Data in
recent years.

In recent years, more and more Linked Data is created automatically or semi-
automatically. D2R Server [2] is a tool for publishing relational databases as Linked
Data on the Semantic Web. DBpedia [3] is published as Linked Data that can be
regarded as the Semantic Web mirror of Wikipedia. DBpedia extracts structured
information from Wikipedia, convert it into RDF data model, and make it freely
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available on the Internet. Linked Data changed our way of sharing resources and
information. As well known, Web 2.0 is recognized as the next generation of web
applications proposed by O’Reilly [4]. Jena is an inference engine that provides an
ontology-based reasoner for semantic Web-based language, including RDF, RDFS,
OWL, and rule. Apache Axis2 [1] is a widely use web service engine that helps
developers to create, deploy, and run Web Services. Therefore, LLDR hide the detailed
Jena programming and Web Services protocols from the developers and make it easier
for the developers to use. The existing Linked Data can be explained by LLDR to infer
new data resources at runtime.

This paper is organized as follows. The next section presents some related works.
Section 3 develops the Vehicle ontology to provide common knowledge and reusable
resources for the LLDR. The LLDR is presented in Sect. 4. Section 5 presents an
applicable demonstration and experimental results are presented. Finally, summary and
concluding remarks are included.

2 Related Works

The Semantic Web is an extension of the current Web in which information is given
well defined meaning, better enabling computers and people to work in cooperation.
Many studies [5, 6] adopt Semantic Web to build intelligent applications in various
domains. Linked Data can be regarded as an infrastructure to practice the Semantic
Web. One major feature of existing Web is to adopt Linked Data to build a more
maintainable and cooperative Web. Linked Data is a kind of metadata that can be
considered as resources over the Internet. Therefore, Linked Data can be used to
enhance the intelligence, reusability, and interoperability of Web applications. In [7],
the authors shows how linked data sets can be exploited to build rich Web applications
with little effort. In order to make it as easy as possible for Web applications to process
data, system developer should reuse existing RDF-based ontology from well-known
vocabularies wherever possible. Developers should only define new vocabularies if
they can not find required vocabularies in existing RDF-based ontology. An application
that combines resources from different websites to produce a new Web application is
called a Web 2.0 Mashup [8]. The growing availability of Linked Data does not keep
pace with the rich semantic descriptions to facilitate the direct deployment of user-
tailored services.

3 Project Domain Ontology

The core ingredients of an RDF-based ontology include a set of concepts, a set of
properties, and the relationships between the elements of these two sets. The Vehicle
Ontology offers the vehicle classification in a high abstraction level and is used to
describe the semantic-based relation between classes, such as Vehicle, Department,
Car, Bus etc., involved in the traffic domain. Figure 1 shows the semantic structure of
Vehicle Ontology as a UML class diagram. Vehicle Ontology is defined based on RDF
Schema and a set of well-known vocabularies, including FOAF and DC, that makes it

392 I.-C. Hsu and S.-F. Lyu



easy for program to process some basic facts about the terms in the Vehicle Ontology.
The Vehicle Ontology introduces the following classes and properties.

The Department class is a subclass of the foaf:Organization class, which can inherit
semantics from the foaf:Organization. The major properties of foaf:Organization
include foaf:mbox, foaf:weblog, foaf:made, foaf:holdsAccount, etc. The Department
class of Vehicle Ontology is used to describe the agent for traffic domain. The
Employee class is a subclass of the foaf:Person class. The major properties of foaf:
Person include foaf:firstName, foaf:surname, foaf:family_name, foaf:knows, foaf:in-
terest, foaf:topic_interest, etc. The Employee class can inherit above properties to
describe employees of a department. The Department class is composed of two sub-
classes: Public and Technology. In the Vehicle Ontology, the Vehicle can be divided
into four categories: Car, Bus, Truck, and Motorcycle. There is an inverse relation
between use property and used By property. The support property is symmetric. The
manage property is transitive.

The partial instances and relationships of Vehicle are summarized in Tables 1 and
2, respectively. For example, the entity ID “E3939889” is an instance of Employee
class. Therefore, it can inherit semantics from Employee and foaf:Person classes. The
relation addresses the relationship (such as, domain “E3939889”, range “C9278120”)
is an instance of use property. There is a use relationship from “ E3939889” to
“C9278120”. Therefore, the relationship can inherit semantic from the use property. In
the following, this study illustrates how Vehicle Ontology can be combined with
FOAF, and DC to annotate relationships of project resources using the concrete
examples.

4 Lightweight Linked Data Reasoner

The Lightweight Linked Data Reasoner (LLDR) can be associated with various domain
ontologies and Linked Data. The basic function of Linked Data is to provide RDF-
based metadata for Web resources on the Internet. The LLDR is a semantic reasoner

Fig. 1. The UML diagram for Vehicle Ontology
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that serves as a Web service to support RDF-based reasoning. The LLDR application
environment includes the LLDR, Web Server, Knowledge Base, Linked Data Base,
and Client. The flow-oriented LLDR architecture is depicted in Fig. 2.

Table 1. The partial instances in Vehicle Ontology

Entity URI Class

E3939889 Employee
C9278120 Car
P5562109 Public
T6527182 Technology
B6785421 Bus
E3939888 Employee

Table 2. The partial relationships in the instances

Property Domain Range

Use E3939889 C9278120
Use E3939888 B6785421
Member T6527182 E3939888
Member P5562109 E3939889
Manage P5562109 T6527182
Support C9278120 C9275512
Support C9278120 C9275532

Fig. 2. The flow-oriented LLDR architecture
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LLDR is a Jena-based reasoner and is implemented based on Apache Axis2. There
are two implementations for the Apache Axis2 Web services engine, including Apache
Axis2/Java and Apache Axis2/C. This work adopted the former to develop the LLDR.
The partial code of LLDR is shown in Fig. 2.

Knowledge Base is composed of OWL-based ontologies that provide semantic
reasoning, and plays the same role as the knowledge base in a traditional expert system.

Linked Data Base is an annotation repository composed of RDF-based documents,
which plays the same role as the fact base in a traditional expert system.

Web Server listens to client’s request and invokes the remote LLDR. It serves as a
broker that receives and filters the information from the LLDR.

The information flow of the LLDR occurs as follows.

1. Steps for finding WSDL.
1:1 The WSDL of LLDR is automatically generated and published by the Apache

Axis2.
1:2 Web Server parses the WSDL of LLDR to call the LLDR API.

2. Steps for request.
2:1 The client sends a request with URL to Web Server.
2:2 The Web Server processes the request. The Web Server then invokes the LLDR

with two URL parameters, including ontology and RDF parameters, to assign
the ontology and RDF files location, respectively.

Fig. 3. The inferred results with XML format
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2:3 The LLDR accesses the remote domain ontology (as shown in Fig. 3 (A)) based
on the ontology parameter.

2:4 The LLDR accesses the remote Linked Data (as shown in Fig. 3 (B)) based on
the RDF parameter.

2:5 The LDDR derives new RDF facts from these existing Linked Data and domain
ontology.

3. Steps for response.
3:1 The LLDR passes the inferred results with XML format (as shown in Fig. 3

(C)), mentioned in Step 2.5, to Web Server.
3:2 The Web Server parses the XML document to filter the available information,

and then responses to the Client.

5 Conclusion

Linked Data contains a structured information source which is written in RDF data
model to facilitate the machine-readable. It can facilitate to infer new data resources at
runtime through the RDF links, and then provide more complete answers as new data
resources appear on the Internet. At present, Linked Data being used only in the
promotion of information sharing or exchange is not a semantic inference due to the
lack of an easily shared inference engine. This study implements a Lightweight Linked
Data Reasoner (LLDR) serves as a Web service that adopts the Jena-based inference
engine and develops based on Apache Axis2.

Further research will be to extend the LLDR with advance logic descriptions to
support additional intelligence by deducing new adaptation rules. By integrating logic
rules into LLDR, this approach can describe additional semantics of Linked Data [9,
10]. Semantic Web Rule language (SWRL) [11] seems to be the most appropriate
language to further study, because it currently is the main language for representing
logic rules in the Semantic Web.
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Abstract. The research presented here extends a previous prototype
that supported human recollection with tag clouds created from the use
of a personal calendar and Twitter. That system weighted keywords by
combining term frequency and the number of photos taken by users to
recall memorable events. The aim in this paper is to improve upon our
previous work and present a full system that uses tag clouds for recalling
personal memories. The main differences from our previous work are as
follows. (1) Multiple information sources such as SNSs or instant messen-
gers can be used. (2) To handle multiple information sources, we present
a new unified keyword-weighting algorithm. (3) We implemented new
functions, such as keyword search, tag search, and photo display, to form
a complete system. Preliminary experiments reveal the usefulness of our
system in recalling personal memories.

Keywords: Personal memory support · Tag cloud · Calendar ·
Twitter · LINE · Number of photos

1 Introduction

Memory is crucial for various activities in our daily lives. For example, we may
have to write progress reports about what we have done on particular days or
weeks. We may have to plan anniversaries and thus recall what we did last year
or in previous years. Or we might simply want to reminisce about the day we
saw our spouse for the first time. In addition, the amount of information that
we manage is increasing. Consequently, we aim to support human memory.

We have presented a prototype that supports human recollection with tag
clouds created from the use of calendar and Twitter [1]. Since we assumed that
we could identify memorable events based on the days when a user took many
photos, we weighted keywords by combining term frequency and the number of
photos taken by users to generate tag clouds.

However, we found the following problems in the prototype. (1) Information
sources are fixed in a calendar and Twitter. The trends of SNSs are changing,
and their preferences are different. We need to easily cope with other informa-
tion sources. (2) The keyword weighting algorithms for calendar and Twitter are
c© Springer Nature Switzerland AG 2019
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different because they are customized to each source. To cope with new informa-
tion sources, we need to develop an effective simplified weighting algorithm. (3)
There is no function of keyword search, which is obviously useful for recalling
memory. (4) Photos were used for keyword-weighing algorithms, but the photos
themselves were not displayed. Photos are also obviously effective for recalling
the past.

The aim of this research is to improve the system developed in our previous
work to cope with the above problems and to present a new complete system
using tag cloud for recalling personal memories. The main differences from our
previous work are as follows. (1) Multiple information sources such as SNSs or
instant messengers can be used. (2) To handle multiple information sources, we
presented a new unified keyword-weighting algorithm. (3) We implemented new
functions, such as keyword search, tag search, and photo display, to build a
complete system.

2 Tag Browser

Our research generates a tag cloud by extracting keywords from various kinds of
information usage and weighting them using term frequency and the number of
photos. First, we obtain the data written by users and generate history structures
[2]. Next, we generate tag clouds from these history structures. We call our new
system a tag browser. LINE, which is classified as an SNS but is actually the
most frequently used instant messenger in Japan, is adopted as well as calendar
and Twitter. The user can set the period and the number of tags (default number
is 30) and the system displays a tag cloud, information logs, and photos.

Several new functions have been developed for the tag browser. (1) Multiple
information sources such as SNSs or instant messengers can be used. (2) Log win-
dows (display position of information sources) are defined automatically based
on the amount of log data. (3) The same keyword-weighting algorithm is used for
all information sources. (4) The user can change the weighting algorithm using a
slider interface. (5) Tag and keyword search functions can be made. (6) Photos
are displayed according to date. In what follows, we translated the examples in
this paper from Japanese into English for publication.

2.1 Generating History Structure

The basic components constructing the history structure include time, keywords,
and log (original text) sets1. Nouns and noun phrases are extracted from infor-
mation logs as keywords. For example, from a LINE message “· · · Yes! In Kyoto
every day is like a festival!” The system extracts “Kyoto,” “every day,” and
“festival” as keywords. See Fig. 1 for example of history structures.

1 We have changed from using URI [2] to log in this research. Other attribute infor-
mation such as URI can be stored optionally. For LINE, the receiver and sender of
the message are stored as To and From, respectively.
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Fig. 1. Example of history structures

2.2 Displaying Tag Clouds

Based on the results of experiments, it was decided to display tag cloud to the
left and information logs to the right. First, we describe how to display a tag
cloud. According to the input (period with or without a keyword), weights of
keywords are calculated using Eqs. (1) and (2).

First, Wi,tk defines the weight of term tk in each information source i:

Wi,tk =
∑ 1 + Cphoto(Gdate(tk))

Ckeyword(Gdate(tk))
, (1)

where the addition occurs for each term tk appearing in each history structure.
Here, Gdate(tk) is a function that obtains the date of term tk, Cphoto(R) is a
function that obtains the number of photos in range R, and Ckeyword(R) is a
function that obtains the number of keywords (terms) in range R. The denomi-
nator works as a normalizing factor for the number of information logs.

Next, Wtk defines the weight of term tk:

Wtk =
n∑

i=1

αiWi,tk , (2)

where n is the number of information sources and the default value for αi is 0.5.
In this research, we assigned the following values to i: calendar: 1, Twitter: 2,
and LINE: 3.

The size of tags (keywords) is based on the weights determined by Eq. (2).
Font colors are designed according to the information sources in which they
appear. They reflect the original color image of the applications except for the
calendar. If term tk only appears in the calendar, it is orange, while it is blue in
Twitter and green in LINE. If term tk appears in more than one log, it is red.
Tags are sorted by the time of first appearance.

2.3 Displaying Information Logs and Photos

According to the amount of data, information logs are displayed from left to
right. In each information source, logs are displayed according to time. When



A System Using Tag Cloud for Recalling Personal Memories 401

only a period is input, all logs during the period are displayed. In tag or keyword
searches, logs that contain the tag or keyword are displayed. Photos are displayed
in ascending order according to date. When only a period is input, all photos
during that period are displayed. In tag or keyword search, the photos taken on
the date matching the date of logs containing the searched tag or keyword are
displayed.

2.4 Example

Figure 2 shows an example of the system’s basic usage. The user can set the
period and number of tags, and a tag cloud is displayed on the left while infor-
mation logs are displayed on the right. In this case, LINE, Twitter, and calendar
logs are displayed from left to right according to the amount of data. Logs and
photos are displayed according to time order, and the user can scroll them. The
user can change parameter αi of Eq. (2) (0 ≤ αi ≤ 1) by using the slider.

Fig. 2. Screenshot of display for one-month period

Figure 2 shows an example screen of one month (Aug. 2017) for a user. “Fire-
works Display” is the largest tag and is shown in red. 10 out of 30 (33%) tags
are related to places. In this month’ case, many tags work as clues to remember
salient events.

When the user clicks a tag in the tag cloud, history structures that contain
the keyword are extracted, a new tag cloud is generated, and the information
logs of these history structures are displayed. For example, when the user clicks
“fireworks,” information logs containing “fireworks” are searched and displayed.
Photos taken on the dates of the retrieved logs are displayed, and thus the user
can recall pleasant memories of “Fireworks Display at Kakogawa.”

Figure 3 shows an example of keyword search. When the user inputs “Kyoto,”
information logs containing “Kyoto” are retrieved. In this case, the period is set
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to about half a year. Although the user went to Kyoto just once in February
as in calendar log, many message exchanges using LINE related to Kyoto are
retrieved, and various types of information (plan, memory, etc.) about Kyoto
can be recalled. Photos related to Kyoto are also displayed.

Fig. 3. Screenshot of display for keyword search

The tag browser can be used for business as well. For example, the user can
look for photos of certain presentation slides taken at conferences. Although there
is no manual tag for the photos, they can be found using a date or information
logs searched via tag or keyword search.

3 Experiment

We recruited subjects who satisfied the following conditions: (a) those who take
photos and (b) those using more than one of the following: writing a calendar
schedule on any device, using Twitter, or using LINE. We gathered data for
more than three months, and each experiment used the data of one month.

3.1 Experiment 1: Generating Tag Cloud

We evaluated the usefulness of our algorithm for creating tag clouds. Our sub-
jects were ten males and one female, with an average age of 22.8. We prepared
four tag clouds from four weighting algorithms (our algorithm, raw frequency
(number of tk in each history structure), relative frequency (number of tk divided
by number of keywords in each history structure), and a previous algorithm [1])
that display 30 keywords for comparison. The subjects performed the following
task: “Rank the four tag clouds by the ease with which they helped you recall
your memories.” Five subjects selected our algorithm as 1st rank among the
four algorithms. Three subjects selected raw frequency, two selected the pre-
vious algorithm, and one selected relative frequency. No subject selected our
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algorithm as 4th (worst) rank. Although the difference was slight, our algorithm
was best among the four algorithms, and we found that it was possible to unify
a keyword-weighting algorithm.

3.2 Experiment 2: Tag Browser

We evaluated the usefulness of our system. Our subjects were five males and one
female, with average age of 23.2. After recalling a one-month-old memory using
the system, the subjects answered questions at five levels (5 to 1; 5 is best).
Here, we extract some results of the questions in Table 1.

Table 1. Some results of questionnaire

Questions Mean SD

Q1 Was the system useful for recalling your memories? 4.50 0.50

Q2 Do you want to use this system in the future? 4.33 0.75

Q3 Did you feel fun while using this system? 4.33 0.75

For the question “Which part was the most useful for recalling your memo-
ries? - A: Tag cloud, B: Logs, C: Photos,” five subjects answered A: Tag cloud
and one subject answered C: Photos. Overall, the results show the usefulness of
our system for recalling personal memories.

4 Related Work

This research is a part of our work on personal memory support. Murakami
[2] presented the concept of information structure called history structure. The
history structure integrates various kinds of information usage. Murakami et
al. [3] developed a knowledge-space browser that displays a network rather than a
tag cloud. Matsumoto et al. [1] developed the initial prototype of the tag browser
displaying a tag cloud. This research improved upon the previous work [1] by
further refining the tag browser to its current form.

Our research uses tag clouds for human memory recall, even though little
research has used them for this purpose. Chen and Jones [4] developed a proto-
type system called iCLIPS that searched through personal lifelogs for memory
support. In iCLIPS, computer activities and the names of locations and people
were displayed in term clouds, which resemble tag clouds. No detailed algorithms
for generating term clouds and user studies of the prototype have been reported.
We focus on generating better tag clouds rather than accumulating all human
activities. We also conducted preliminary experiments that demonstrated our
system’s usefulness.

Mathur et al. [5] presented a prototype system of a tool called LifeView,
which visualizes textual lifelogs for Sentimental Recall and Sharing. In this sys-
tem, events are manually created by users who manually annotate tags. A tag
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cloud (these tags) for one event was displayed. On the other hand, our app-
roach automatically extracts keywords from information sources and generates
tag clouds.

Aires and Goncalves [6] presented Personal Information Dashboard, a web
application that allows users to see, at a glance, various facets of their lives.
In this system, Keywords Cloud is a tag cloud-like visualization that shows the
most important words from a set of emails, posts, and/or tweets. To calculate
the important words, they used tf-idf. The presentation (layout) is spacial (not
sorting). Keywords Cloud can be configured to show data from a specific time
period. Our tag cloud’s algorithm, presentation, and information sources are
different from Keywords Cloud.

Many systems and researches have generated tag clouds. The two main pur-
poses are summarizing and navigating certain content. Rivadeneira et al. [7]
classified tasks that tag clouds can support into four: (a) search, (b) browsing,
(c) impression formation or gisting, and (d) recognition/matching. In general,
(a) tag selection algorithms are based on the frequency of the terms or objects,
(b) important tags are represented by size or color, and (c) tags are ordered
alphabetically.

Venetis et al. [8] evaluated existing algorithms for exploring and understand-
ing a set of objects against tf-idf-based algorithms and presented a maximum
covering algorithm that seems a very good choice for most scenarios in their
experiment and a popularity algorithm, which is easier to implement and per-
forms well in specific contexts. Both algorithms are based on the number of
objects associated with tags. Our research presented a unique algorithm based
on the frequency of terms and photos.

Much research has presented ideas for integrating information in the light
of Personal Information Management (PIM) [9], to overcome information over-
load (e.g. [10]). History structure is simply generated from existing information
sources. Our research resembles text-based lifelog research. Our approach is sim-
ple and does not need special devices to capture information from the world.

5 Summary

We improved upon what we developed in our previous work and presented a com-
plete new system using tag clouds for recalling personal memories. The main dif-
ferences from our previous work are as follows. (1) Multiple information sources
such as SNSs or instant messengers can be used. (2) To handle multiple informa-
tion sources, we presented a new unified keyword-weighting algorithm. (3) We
implemented new functions, such as keyword search, tag search, and photo dis-
play, to build a complete system. Preliminary experiments reveal the usefulness
of our system for recalling personal memories.
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Abstract. Skypatterns are important since they enable to take into
account user preference through Pareto-dominance. Given a set of mea-
sures, a skypattern query finds the patterns that are not dominated by
others. In practice, different users may be interested in different mea-
sures, and issue queries on any subset of measures (a.k.a subspace). This
issue was recently addressed by introducing the concept of skypattern
cubes. However, such a structure presents high redundancy and is not
well adapted for updating operations like adding or removing measures,
due to the high costs of subspace computations in retrieving skypatterns.
In this paper, we propose a new structure called Compressed Skypat-
tern Cube (abbreviated CSKYC), which concisely represents a skypat-
tern cube, and gives an efficient algorithm to compute it. We thoroughly
explore its properties and provide an efficient query processing algorithm.
Experimental results show that our proposal allows to construct and to
query a CSKYC very efficiently.

Keywords: Skypatterns · Pareto-dominance relation ·
Skypattern cubes

1 Introduction

The notion of skyline queries [2] has been quite recently integrated into the
pattern discovery paradigm to mine skyline patterns (henceforth called skypat-
terns) [11,15]. Given a set of measures, skypatterns are based on a Pareto-
dominance relation, which means that no measure can be improved without
degrading the others. As an example, a user may prefer patterns with a high fre-
quency, large size and a high confidence. Then a pattern xi dominates another
pattern xj if freq(xj) ≥ freq(xi), size(xj) ≥ size(xi), conf(xj) ≥ conf(xi)
where at least one strict inequality holds. The skypattern set contains the pat-
terns that are not dominated by any other pattern. Skypatterns are highly inter-
esting since they do not require thresholds for the measures and the dominance
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relation gives them global interestingness with a semantics easily understood by
the user.

In practice, users do not know the exact role of each measure and it is difficult
to select beforehand the most appropriate subset of measures. Users would like
to keep all potentially useful measures, look at what happens on skypattern sets
when removing or adding a measure, thus evaluating the impact of measures,
and then converge to a convenient skypattern set.

This issue has been first addressed with the notion of a Skypattern Cube [13],
which is the lattice of all possible subsets of measures associated with their sky-
pattern sets. More formally, given a set M of n measures, the 2n − 1 possible
non-empty skypattern subsets should be precomputed to efficiently handle vari-
ous queries of users. By comparing two neighboring nodes (differentiated by only
one measure), users can observe new skypatterns and the ones which disappear,
greatly helping to better understand the role of the measures. To sum up, the
cube is a structure that enables to discover the most interesting skypattern sets.
The skypattern cube has been exploited in various domains such as bioinfor-
matics [10] and mutagenicity [13]. However there are 2n − 1 possible non-empty
skypattern sets with high redundancy coming from derivations of skypatterns
among subspaces of the cube [13].

In this paper, we propose a new structure called the Compressed Skypattern
Cube (denoted CSKYC). Each subspace stores skypatterns (called proper skypat-
terns) that do not appear in its descendant ones and the compressed skypattern
cube contains only non-empty subspaces. Compared to the original skypattern
cube [13], the CSKYC has fewer duplicates among subspaces, and does not need
to store all of them. Moreover the cube includes unbalanced skypatterns. For
instance, let M = {freq, size} and three patterns xi, xj and xk such that
freq(xi) = 10, size(xi) = 1, freq(xj) = 2, size(xj) = 8, freq(xk) = 4 and
size(xk) = 5. Clearly, xi (resp. xj) is a skypattern for {freq} (resp. {size}),
thus xi (resp. xj) will be instantly a skypattern for M being derived from {freq}
(resp. {size}). However, xk is also a skypattern for M , being more balanced over
measures than xi (resp. xj) which only has an extreme value for {freq} (resp.
{size}). Proper skypatterns are often well-balanced skypatterns.

Contributions Overview. We thoroughly explore interesting properties of the
compressed skypattern cube and provide an efficient query processing algorithm.
Our contributions can be summarized as follows: (i) we provide the summariza-
tion structure CSKYC which concisely represents the whole skypattern cube and
preserves its essential information. (ii) We propose a bottom-up approach to con-
struct the CSKYC. (iii) We show how this structure can be used efficiently for
query processing. Finally, (iv) we present an extensive set of experiments showing
the advantages of our proposals.

Paper Organization. The rest of this paper is organized as follows. Section 2
recalls the definitions of the notions used in this paper. Section 3 first introduces
the CSKYC, provides algorithms to build it, and shows how the CSKYC can
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Trans. Items
t1 c1 A E F
t2 c1 B C D E
t3 c1 B C D E F
t4 c2 A B C D E
t5 c2 B C D
t6 c2 B E F
t7 c2 A B C D E F

Item A B C D E F

Price 30 40 10 40 70 55

(a) Transactional dataset T. (b) Skypatterns for {m1,m3}. (c) Skypatterns for {m2,m4}.

(d) Lattice associated to M.

Subset of M Skypatterns
{m1, m2, m3, m4} BCD, BCDE, BDE, BE, E, EF

{m1, m2, m3} BCD, BCDE, E
{m1, m2, m4} E
{m1, m3, m4} BCD, BCDE, BDE, BE, E, EF
{m2, m3, m4} BCDE, BDE, E, EF

{m1, m2} E
{m1, m3} BCD, BCDE, B, E
{m1, m4} E
{m2, m3} BCDE
{m2, m4} E
{m3, m4} BCDE, BDE, E, EF

{m1} B, E

{m2} AEF, BCDE, BCDEF, BDE, E,
BCDF, BDEF, BDF, AF, EF, F

{m3} BCDE
{m4} E

(e) SKY C for M.

Subset of M Proper
Skypatterns

{m1,m3,m4} BE
{m1,m3} BCD
{m3,m4} BDE, EF

{m1} B, E

{m2}

AEF, AF, BDE,
BCDEF, BCDF,
BCDE, BDEF,
BDF, E, EF, F

{m3} BCDE
{m4} E

(f) CSKY C for M.

Fig. 1. Running example: M = {m1:freq(x),m2:gr1(x),m3:area(x),m4:mean(x.price)}.
(Color figure online)

handle various skypattern queries. Section 4 is devoted to related works. Finally,
Sect. 5 shows our experimental results and Sect. 6 concludes.

2 Preliminaries

Let I be a set of distinct literals called items. A pattern (or itemset) is a non-
empty subset of I. The language of patterns corresponds to LI = 2I \ ∅. A
transactional dataset T is a multiset of patterns in LI . The traditional exam-
ple is a supermarket database in which, for each transaction ti, every item in
a transaction is a product bought by the customer i. Table 1 summarizes the
different notations used throughout the paper.

Example 1. Figure 1a depicts a transactional dataset T where items in a trans-
action ti are denoted A, . . . , F . It serves as example throughout the paper. An
attribute (price) is associated to each item. For instance, the Price of A is $30.
The dataset is partitioned into two classes, class c1 for clients with loyalty pro-
grams and class c2 for other clients.

Constraint-based pattern mining aims at extracting all patterns x ∈ LI
satisfying a query q(x) which is usually called theory [7]: Th(LI , q) =
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Table 1. Notations.

Symbol Definition

T Transactional dataset

I Set of items

LI = 2I \ ∅ Language of patterns

M Set of measures

U ⊆ M Subspace U (i.e. subset of measures of M)

Sky(LI ,U) Skypatterns set over LI for U

P -Sky(LI ,U) Proper Skypattern set over LI for U

�-Sky(LI ,U) Large Skypattern set over LI for U

Desc(LI ,U) Union of all proper skypattern sets for all descendant subspaces V ⊂ U

SKY C(LI ,M) Skypattern Cube over LI for M
CSKY C(LI ,M) Compressed Skypattern Cube over LI for M
P ⊆ LI Set of patterns

O(P ) Set of data points associated to P

Skyline(O(P ),U) Set of skyline points on O(P ) for U

{x ∈ LI | q(x) is true}. A common example is the minimal frequency con-
straint (freq(x) ≥ θ) which provides patterns having a number of occurrences
exceeding a given minimal threshold θ. Many other measures for patterns can
be considered such as:

– size(x) = |x| is the number of items that x contains.
– gr1(x) = (|T |−|T1|)×freq1(x)

|T1| × (freq(x)− freq1(x))
where T1 is a sub-dataset (i.e a class partition)

on T .
– min(x.att) = min

i∈x
{i.att} (resp. max(x.att) = max

i∈x
{i.att}) is the lowest (resp.

highest) among item values of x for attribute att.
– mean(x.att) = (min(x.att) + max(x.att))/2.

Example 2. freq(BC) = 5, mean(BCD.price) = 25, . . .

Skypatterns allow to express a user-preference according to a dominance rela-
tion [11].

Definition 1 (Pareto-dominance). A pattern x dominates another pattern y
w.r.t a measure subset (a.k.a subspace) U, noted by x �U y, iff ∀mi ∈ U,mi(x) ≥
mi(y) and ∃mj ∈ U,mj(x) > mj(y).

Example 3. For U = {m1:freq(x),m3:area(x)}, pattern BCD dominates pat-
tern BC since freq(BCD) = freq(BC) = 5 and area(BCD) > area(BC).

The Skypattern Operator [11] extracts the skypattern set w.r.t a subspace U.
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Definition 2 (Skypattern Operator). A pattern is a skypattern w.r.t a
subspace U iff it is not dominated by any other pattern w.r.t U. The
Skypattern Operator returns all the skypatterns w.r.t U: Sky(LI ,U) =
{x ∈ LI | � ∃ y ∈ LI , y �U x}.

Example 4. Consider the dataset of Fig. 1a, users may ask for the skypatterns
for every combination of the measures {m1,m2,m3,m4}. Figures 1b and c depict
skypatterns for {m1,m3} and {m2,m4} respectively.

As said above, users may query multiple skypattern sets for different sub-
spaces. Furthermore, for a space M there are 2|M| − 1 different skypattern sets.
The Skypattern Cube [13] retrieves all skypattern sets for any subspace.

Definition 3 (Skypattern Cube). Given a set of measures M, the
Skypattern Cube of M is defined as SKY C(LI ,M) = {(U, Sky(LI ,U)) | U}
⊆ M,U �= ∅

Example 5. Figure 1d depicts the lattice associated to M (power set of M: 2M \
∅). Figure 1e associates to each non-empty subset of M its skypattern set.

For computing the skypattern cube, [13] has proposed a bottom-up approach
using two derivation rules that provide an easy way to automatically infer a large
proportion of the skypatterns of a parent node from the skypattern sets of its
child nodes without any dominance test (if k measures are associated to a parent
node, its child nodes are the nodes defined by the

(
k

k−1

)
subsets of k−1 measures).

3 Contributions

This section introduces the CSKYC (Compressed Skypattern Cubes) which con-
cisely represents the entire skypattern cube. The main idea is, for every subspace,
to only store its proper skypatterns. More precisely, a skypattern x for a subspace
U is stored iff x ∈ Sky(LI ,U) and there exists no V ⊂ U s.t. x ∈ Sky(LI ,V).
First, we introduce the CSKYC of a set of measures. Then, we propose a bottom-
up approach for building such a CSKYC. Finally, we show how to efficiently
query the whole skypattern set for U from the CSKYC.

3.1 The Compressed Skypattern Cube

Definition 4 (Proper Skypattern). The set of proper skypatterns for a sub-
space U is the subset of skypatterns on U which are not skypatterns in any subset
of U:

P -Sky(LI ,U) = {x ∈ Sky(LI ,U) | �V ⊂ U, x ∈ Sky(LI ,V)}

Example 6. Consider U = {m1,m3,m4} and U′ = {m3,m4}. Table 2a shows the
measure values for skypatterns for U and U′. Figure 2b illustrates how proper
skypattern BE (in red) (resp. BDE (in light-blue)) is more balanced than other
skypatterns for U (resp. U′), having fewer extreme values than the other sky-
patterns.
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Pattern freq area mean(x.price)
S
k
y
(L

I,
U
) BCD 5 15 25.00

S
k
y (L

I
, U

′)

BCDE 4 16 40.00
E 6 6 70.00
EF 4 8 62.50
BDE 4 12 55.00
BE 5 10 55.00

(a) Skypatterns for U and U′.
(b) Measure values of skypatterns.

Fig. 2. Example of (Proper) Skypatterns for U = {m1,m3,m4} and U′ = {m3,m4}.
(Color figure online)

Based on this notion, we define the compressed skypattern cube.

Definition 5 (Compressed Skypattern Cube). Given a set of measures
M, the compressed skypattern cube of M is defined as

CSKY C(LI ,M) =
{
(U,P -Sky(LI ,U)) | U ⊆ M,U �= ∅,P -Sky(LI ,U) �= ∅

}

Example 7. For the dataset shown in Fig. 1a, the CSKY C(LI ,M) is depicted
in Fig. 1f and its sub-lattice (in red) in Fig. 1d. It contains only 6 non-empty
subsets compared to 15 subsets in SKY C(LI ,M). Clearly, the CSKYC is much
more compact.

3.2 Computing the CSKYC

A first and naive way to get the CSKYC consists in first computing the sky-
pattern cube, and then deriving the CSKYC by removing duplicates from their
subspaces. Such an approach is inefficient as the number of subspaces to process
is exponential. In this section, we provide a bottom-up algorithm (CSKYC-BUC)
for building the CSKYC. Given a set of measures M of size d, the subspaces
are organized into d levels, such that the subspaces of size i are in level i. We
only keep non-empty subspaces (i.e. those containing proper skypatterns). All
descendant skypatterns of a subspace are collected to form a large skypattern
set (�-Sky) which are then used as filters, and if no new skypattern is found, the
subspace is discarded from the CSKYC.
Let us first give some preliminary definitions in order to compute the CSKYC.

Definition 6 (Indistinct/Incomparable Skypatterns). Let x, y be two sky-
patterns w.r.t a subspace U: (i) x, y are indistinct, noted x =U y, iff ∀mi ∈
U,mi(x) = mi(y); (ii) x, y are incomparable, noted x ≺�U y, iff x ��U y, y ��U x
and x �=U y.

Incomparable skypatterns and indistinct ones for U constitute partitions of
Sky(LI ,U).
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Definition 7 (Indistinct Subspace (IS)). A subspace U is an Indistinct
Subspace (IS) iff all patterns in Sky(LI ,U) are indistinct from each other.

Example 8. Let U = {m1}, and V = {m1,m3}. B and E are indistinct w.r.t. U,
while BCDE and BCD are incomparable w.r.t. V.

Lemma 1 states that skypatterns that are common to two different subspaces
remain skypatterns in their union.

Lemma 1. Sky(LI ,U) ∩ Sky(LI ,V) ⊆ Sky(LI ,U ∪ V)

Proof (By contradiction). Assume that, for two subspaces U,V s.t. W =
U ∪ V, ∃x ∈ Sky(LI ,U) ∩ Sky(LI ,V)

︸ ︷︷ ︸
(1)

, but x /∈ Sky(LI ,W)
︸ ︷︷ ︸

(2)

. From (1):

x ∈ Sky(LI ,U)
︸ ︷︷ ︸

(3)

and x ∈ Sky(LI ,V)
︸ ︷︷ ︸

(4)

. From (2): ∃y ∈ Sky(LI ,W), y �W x ⇒

∀mi ∈ W,mi(y) ≥ mi(x)︸ ︷︷ ︸
(5)

.

From (3): y ��U x ⇒ ∀mi ∈ U,mi(y) ≤ mi(x). From (5): x =U y
From (4): y ��V x ⇒ ∀mi ∈ V,mi(y) ≤ mi(x). From (5): x =V y

}
x =W y.

Thus, x ∈ Sky(LI ,W) leading to a contradiction.

Based on Lemma 1, the following theorem enables us to characterize empty sub-
spaces in the CSKYC, i.e. those without proper skypatterns.

Theorem 1 (Empty subspaces in CSKYC). Given two subspaces U and
V that are IS, if Sky(LI ,U) ∩ Sky(LI ,V) �= ∅, then U ∪ V is an IS and
P -Sky(LI ,U ∪ V) = ∅.

Proof (By contradiction). Let U,V two IS and W = U ∪ V.

– Assume that W is not an IS and ∃x, y ∈ Sky(T,U) ∩ Sky(T,V). From
Lemma 1: x, y ∈ Sky(T,W). Since W is not an IS, x ≺�W y. As x, y ∈
Sky(T,U), x, y ∈ Sky(T,V) and U and V are IS, thus, x =U y and x =V y.
Thus, x =W y leading to a contradiction.

– Assume that ∃x ∈ Sky(T,U) ∩ Sky(T,V) and ∃y ∈ P -Sky(T,W). From
Lemma 1: x ∈ Sky(T,W). Since W is an IS, x =W y. Thus, x =U y and
x =V y. So, y ∈ Sky(T,U) and y ∈ Sky(T,V). Thus, y /∈ P -Sky(T,W)
leading to a contradiction.

Example 9. In Fig. 1f, P -Sky(LI , {m1,m4}) = ∅ as Sky(LI , {m1}) ∩ Sky(LI , {m4})
= {E}.
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The authors in [13] showed that incomparable skypatterns and some indistinct
skypatterns of a child subspace remain also skypatterns in its parent subspace
(they are referred to as derivable skypatterns). They also showed that a parent
subspace can include non-derivable skypatterns (i.e., those that are not skypat-
terns in any of its child subspaces). Thus, one can collect the non-empty sets of
descendants (which are proper skypatterns) of a subspace to form a large sky-
pattern set and to use them as filters to detect a priori that no proper skypattern
exist (see Corollary 1).

Definition 8 (Large Skypattern Set). The Large Skypattern Set for a sub-
space U is the union of proper skypattern set of U with all proper skypattern sets of
its descendant subspaces V ⊂ U: �-Sky(LI ,U) = P -Sky(LI ,U) ∪ Desc(LI ,U),
where Desc(LI ,U) =

⋃

V⊂U

P -Sky(LI ,V) =
⋃

V⊂U∧|V|=|U|−1

�-Sky(LI ,V).

Example 10. For U = {m1:freq(x),m3:area(x),m4:mean(x.price)}:
�-Sky(LI ,)U = P -Sky(LI ,)U ∪ �-Sky(LI , {m1,m3}) ∪ �-Sky(LI , {m1,m4}) ∪ �-Sky(LI , {m3,m4})

︷ ︸︸ ︷

B,E,
EF,BCD,
BE,BDE,
BCDE

︷ ︸︸ ︷

P -Sky(LI , {m1,m3})
∪

P -Sky(LI , {m1})
∪

P -Sky(LI , {m3})

︷ ︸︸ ︷

P -Sky(LI , {m1,m4})
∪

P -Sky(LI , {m1})
∪

P -Sky(LI , {m4})

︷ ︸︸ ︷

P -Sky(LI , {m3,m4})
∪

P -Sky(LI , {m3})
∪

P -Sky(LI , {m4})

Based on Definition 4, the proper skypatterns of any parent subspace can be
computed thanks to the following corollary.

Corollary 1. P -Sky(LI ,U) = Sky(LI ,U) \ Desc(LI ,U).

To compute P -Sky(LI ,U), we first retrieve its descendants (which are proper
skypatterns), then we seek for skypatterns that are not in Desc(LI ,U). Algo-
rithm1 gives the pseudo-code of our bottom-up approach. It starts by computing
P -Sky(LI ,mi) for every mi ∈ M (level 1) and then follows a level-wise strategy:
from the lower level, each level of the lattice is constructed by applying The-
orem 1 and, if needed, computing non-derivable skypatterns (cf. line 21). Two
data structures, IS and �-Sky are also maintained during the construction pro-
cess, storing for each subspace its large pattern set and its status. They allow
an incremental computation of �-Sky.

3.3 Querying Sky(LI ,U) from CSKY C(LI ,M)

When a skypattern set for a given subspace U is queried, the CSKYC may not
have a record for U; even if it does, the skypattern set that is stored for U is
not complete. We propose a straightforward approach to query the complete
skypattern set for U from CSKY C(LI ,M).

Our approach is based on the fact that Sky(LI ,U) ⊆ �-Sky(LI ,U) and
proceeds in two steps (see Algorithm 2): first, approximating Sky(LI ,U) by
�-Sky(LI ,U), and then, performing domination tests to filter dominated pat-
terns.
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Algorithm 1. CSKYC-BUC: Bottom-up approach for computing CSKYC.

Input: T: a dataset, M: a set of measures.
Output: The Compressed Skypattern Cube w.r.t M.

1 CSKYC ← ∅; IS[ ] ← ∅; �-Sky[ ] ← ∅; // Initialization step

2 foreach mi ∈ M do
3 P -Sky ← CP+Sky(LI , {mi}) ; // Compute P -Sky(LI ,mi)
4 �-Sky[{mi}] ← P -Sky;
5 CSKYC ← CSKYC ∪ {({mi},P -Sky)};
6 IS[{mi}] ← true;

7 for i ← 2 to |M| do
8 foreach U ⊆ M s.t. |U| = i do
9 P -Sky ← ComputeProperSky(U); // Compute P -Sky(LI ,U)

10 if P -Sky �= ∅ then
11 CSKYC ← CSKYC ∪ {(U,P -Sky)};

12 return CSKYC ;
13 Function ComputeProperSky(U):
14 children ← {V ⊂ U | |V| = |U| − 1}; // Children of U
15 childrenIS ← {W ∈ children | IS[W] = true};
16 IS[U] ← false;
17 if ∃V,W ∈ childrenIS s.t. Sky[V] ∩ Sky[W] �= ∅ then // Apply theorem 1

18 P -Sky ← ∅;
19 IS[U] ← true;

20 Desc ← ⋃

V∈children

�-Sky[V]; // Generate the filter skypatterns

21 if ¬IS[U] then
22 P -Sky ← CP+Sky(LI \ Desc,U); // Apply corollary 1

23 �-Sky[U] ← P -Sky ∪ Desc; // Update �-Sky for U
24 return P -Sky

(i) Approximating Sky(LI ,U).
Based on Definition 8, we have that: ∀ U ⊆ M, Sky(LI ,U) ⊆ �-Sky(LI ,U). The
proof is straightforward: ∀ x ∈ Sky(LI ,U), either x ∈ P -Sky(LI ,U), or ∃V ⊂
U s.t. x ∈ P -Sky(LI ,V).

(ii) Filtering dominated skypatterns.
To remove dominated skypatterns, we convert the problem into skyline mining
operation in |U| dimensions to process it more efficiently. Let f be a mapping
function from a set of patterns P ⊆ LI to IRn that associates, to each pattern
xi ∈ P , a data point f(xi) ∈ IRn with coordinates (m1(xi) = vi,1, . . ., mn(xi) =
vi,n). Let us note by O(P ) = {f(x) | x ∈ P} the set of data points associated to
P (see Table 2) and Skyline(O(P ),U) be the set of skyline points of O(P ) w.r.t.
U. Thus, ∀U ⊆ M, Sky(P,U) = Skyline(O(P ),U). So, applying the skyline
operator on O(P ) provides the skypattern set.
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Table 2. The multidimensional view for a set of patterns P ⊆ LI w.r.t. a subspace
U (|U| = n).

Pa
tte
rn

m1 m2 . . . mn

P ⊆ LI

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

x1 v1,1 v1,2 . . . v1,n
x2 v2,1 v2,2 . . . v2,n
...

...
...

...
...

xp−1 vp−1,1 vp−1,2 . . . vp−1,n

xp vp,1 vp,2 . . . vp,n

Algorithm 2. Querying Sky(LI ,U) from CSKY C(LI ,M)
Input: U: a subspace and CSKY C: the compressed skyppatern cube w.r.t. M.
Output: Sky(LI ,U)

1 �-Sky ← ⋃

V⊆U

P -Sky(LI ,V); // Approximating Sky(LI ,U)

2 Sky ← BNL(O(�-Sky),U); // Filtering dominated skypatterns

3 return Sky, �-Sky

Theorem 2. Sky(LI ,U) = Skyline(O(�-Sky(LI ,U)),U).

Proof. Given a subspace U, we prove the two implications:
(⇒) Assume that ∃x ∈ Sky(LI ,U): ∀y ∈ LI , y ��U x. So, ∀y ∈
�-Sky(LI ,U), y ��U x therefore x ∈ Sky(�-Sky(LI ,U),U). Thus, f(x) ∈
Skyline(O(�-Sky(LI ,U)),U).
(⇐) Assume that ∃f(x) ∈ Skyline(O(�-Sky(LI ,U)),U). So, ∀y1 ∈
�-Sky(LI ,U), y1 ��U x. From Definition 8: ∀y2 ∈ LI \ �-Sky(LI ,U),∃y3 ∈
Sky(LI ,U), y3 �U y2. Thus, y2 ��U x. Therefore, x ∈ Sky(LI ,U).

The second step is performed using a skyline algorithm based on the BNL app-
roach [2].

4 Related Work

Skylines vs Skypatterns. The notion of skyline queries [2,3] has been recently
integrated into pattern discovery to mine skypatterns [11]. Even if these notions
seem similar, they correspond to very different extraction tasks. Skyline queries
focus on the extraction of dominant tuples of a (point) database (T ). The points
(objects) are known in advance and then dominance test are applied. The sky-
pattern mining task requires to mine patterns from a dataset (T ) that must
be Pareto-dominant for a given set of measures. Therefore, the latter problem
is much harder since the search space for skypatterns is much larger than the
search space for skylines: O(LI = 2|I|) instead of O(|T |). Two methods have
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been designed for mining skypatterns: Aetheris [11] is a two-step method that
benefits from theoretical relationships between condensed representations and
skypatterns, while CP+Sky [15] mines skypatterns using dynamic CSPs. Finally,
[12] provides a point-to-point comparison between these two approaches.

Skyline Cube vs Skypattern Cube. To offer the best possible response time
for a subspace skyline query, skyline cubes (a.k.a SkyCube) were introduced
independently by [9,17]. They proposed several strategies to share skyline com-
putation in different subspaces. Pei et al. proposed in [8] Stellar, which computes
seed skylines groups in the full space, then extend it to build the final set of sky-
line groups and thus avoid the computation of skylines in all the subspaces.
Similarly to the notions of skyline/skypattern, the skyline cube differs from the
skypattern cube. A SkyCube tackles a point database looking for skyline point
sets for a given set of dimensions. The skypattern cube computation has to deal
with all the skypattern sets for a given set of measures. As seen in the previous
paragraph, even if these notions are close, computing the skypattern cubes is
much harder due to the huge search space. Two methods have been proposed
to compute the skypattern cube. The first method, called as CP+SKY+CUBE [13],
is based on a bottom-up approach and derivation rules exploiting the relation
between the nodes in the lattice. The second method [14] proposes an approx-
imation of the skypattern cube and then applies skyline cube mining in |M|
dimensions on that approximation.

The Compressed Skyline Cube. Probably the closest previous work to our
proposal is the so called compressed skycube (CSC) [16]. Its compression tech-
nique consists in storing for every subspace its partial skyline. It also supports
concurrent subspace skyline queries in frequent updated databases. Our CSKYC
can be seen as a reshaping of the CSC. However, the compressed skypattern cube
computation is much harder due to the huge search space. Indeed, as shown pre-
viously, we need to extract patterns from a transactional dataset (T) in order to
determinate proper skypatterns for a given subspace. Other skycube summariza-
tion techniques have also been introduced. For instance, [1] proposed Hashcube, a
structure based on bit-strings for storing the whole skycube. The work described
in [6] proposed the negative skycube that returns subspaces where objects are
not skylines.

5 Experimental Evaluation

This section evaluates constructing and querying the CSKYC on a real-life
dataset and benchmarks. We compare the performances of the CSKYC with
those of the original SKYC in terms of running-time and space storage, fol-
lowed by query performance using CSKYC. The implementation of the different
algorithms were carried out in C++. All experiments were conducted on a PC
running Linux with a core i3 processor at 2.13 GHz.
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5.1 Compressed Skypattern Cubes for Mutagenicity Dataset

We performed experiments on a real-life dataset of large size extracted from
mutagenicity data [5] (a major problem in risk assessment of chemicals). This
dataset has |T|=6, 512 transactions encoding chemicals and |I| = 1, 073 items
encoding frequent closed subgraphs previously extracted from T with a 2% rel-
ative frequency threshold. Chemists use up to |M| = 11 measures, five of them
are typically used in contrast mining (e.g. growth rate) and allow to express
different kinds of background knowledge. The other six measures are related to
topological and chemical properties of the chemicals.

Space Analysis. Figure 3a shows the storage comparison of CSKYC to skypat-
tern cubes of different dimensionality. Column 1 corresponds to the number of
measures. Columns 2 and 3 report the total number of skypatterns for SKYC
and CSKYC respectively. Column 4 gives their ratio. Columns 5 and 6 report
the total number of subspaces for SKYC and CSKYC respectively. Column 7
gives their ratio. For each |M| = k, reported values in columns (2), (3), (5)
and (6) represent the averages over all

(
11
k

)
possible skypattern cubes. Over-

all, CSKYC achieves the best compression of the skypattern sets. The effect of
duplicate elimination is greatly amplified for |M| ≥ 6. CSKYCachieves up to
20.6× compression (in number of skypatterns) and permits using 4− 7× fewer
subspaces. For |M| = 11, the total number of proper skypatterns is 3, 853, while
for SKYC the total number of skypatterns is 87, 374. This lead to a substantial
gain greater than 95%.

CPU-Time Analysis. We compare our approach (CSKYC-BUC) with two
methods: (i) a base-line method (BL-CSKYC) for computing CSKYC, and (ii)
CP+SKY+CUBE proposed in [13] for computing SKYC. BL-CSKYC follows a bottom-
up strategy: from the lower level, for each level and each subspace of the lattice,
we compute its skypatterns, collect the skypatterns of its descendant subspaces,
and then we remove all the duplicates. Figure 3b shows the performance of the
three methods according to the number of measures |M |. The scale is logarithmic.
For CSKYC-BUC (resp. CP+SKY+CUBE)) and for |M | = k, the reported CPU-time
is the average of CPU-times over all

(
11
k

)
possible CSKYC (resp. SKYC). As we

can see, CSKYC-BUC clearly outperforms BL-CSKYC by several orders of magni-
tude. This is particularly obvious for higher values of |M | due to the reduced
number of skypatterns involved in the construction. For (2 ≤ |M| ≤ 5), the
average speed-up is 37.3. For |M| = 8, there is an order of magnitude (speed-up
value 213.15). For |M| = 11, the speed-up value reaches 949. Finally, CSKYC-BUC
is an average 2x faster than CP+SKY+CUBE for building the CSKYC.

Querying CSKYC. Evaluating the query performance of Algorithm2, for
|M | = k, is performed by dividing the total time to sequentially query every
subspace by 2k−1. Each query is extracted from the CSKYC. The reported CPU-
time in Fig. 3c are the averages of CPU-times over all

(
11
k

)
possible CSKYCs.

By comparing the CPU-times for the two steps of Algorithm 2, overall, the BNL
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|M| ∑

U
⊆

M
|S
k
y
(L

I,
U
)|

∑

U
⊆

M
|P

-S
k
y
(L

I,
U
)|

1
−

(3
)

(2
)

2|M
| −

1

1
−

(6
)

(5
)

(2) (3) (5) (6)
1 338 338 0.00 1 1 0.00
2 753 493 0.35 3 1 0.67
3 1,280 784 0.39 7 4 0.43
4 1,983 1,123 0.43 15 6 0.60
5 2,982 1,525 0.49 31 11 0.65
6 4,526 1,990 0.56 63 20 0.68
7 7,146 2,484 0.65 127 32 0.75
8 12,015 2,924 0.76 255 51 0.80
9 21,773 3,246 0.85 511 82 0.84
10 42,386 3,462 0.92 1,023 149 0.85
11 87,374 3,853 0.96 2,047 281 0.86

(6) |{ U ⊆ M | P -Sky(LI ,U) �= ∅ }|
(a) Space analysis.

(b) CPU-times.

(c) Query times.

Fig. 3. Results on Mutagenicity Dataset with |M| = 11.

step is negligible as compared to the fist step. The scale is logarithmic. Experi-
mental results show that query processing of the CSKYC is fast (less than 10 s
for |M | = 11).

5.2 Compressed Skypattern Cubes for UCI Datasets

Experiments were carried out on 15 datasets from UCI benchmarks [4]. We
considered 5 measures M = {freq, max, area, mean, gr1}. In order to use mea-
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Dataset CPU-Time Speed-Up

Name I T Density BL-CSKYC CP+SKY+CUBECSKYC-BUC (5)
(7)

(6)
(7)(5) (6) (7)

austral 55 690 0.272 6m04s 1m31s 1m01s 5.97 1.49
cleve 43 303 0.325 1m53s 21s 15s 7.53 1.40
cmc 28 1,474 0.357 26s 22s 16s 1.63 1.38
crx 59 690 0.269 8m40s 1m13s 59s 8.81 1.24

german 76 1,000 0.276 2h34m18s 14m03s 9m36s 16.07 1.46
heart 38 270 0.368 1m46s 19s 9s 11.78 2.11
hepatic 45 155 0.421 6m12s 19s 10s 37.20 1.90
horse 75 300 0.235 10m34s 58s 32s 19.81 1.81
hypo 47 3,163 0.389 6h13m57s 4m41s 1m21s 159.13 3.47
lymph 59 142 0.322 4m32s 11s 8s 34.00 1.38

mushroom 119 8,124 0.193 9h23m28s 8h54m43s 6h32m15s 1.44 1.36
tic-tac-toe 29 259 0.344 1m10s 41s 21s 3.33 1.95
vehicle 58 846 0.327 34m01s 2m55s 1m03s 32.40 2.78
wine 45 179 0.311 1m00s 13s 7s 8.57 1.86
zoo 43 102 0.394 19s 1s 1s 19.00 1.00

|M| 1 2 3 4 5
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(3) (4) (6) (7) (9) (10) (12) (13)
austral 101,630 1,314 45 0.97 403 211 0.48 648 83 0.87 317 9 0.97
cleve 43,504 6,601 34 0.99 238 85 0.64 300 12 0.96 111 0 1.00
cmc 12,208 559 57 0.90 269 76 0.72 299 1 0.99 104 0 1.00
crx 107,742 5,216 58 0.99 307 105 0.66 437 1 0.99 215 0 1.00

german 1,173,279 35,083 60 0.99 620 352 0.43 1,198 210 0.82 610 13 0.98
heart 34,400 1,218 29 0.98 283 133 0.53 468 35 0.93 211 5 0.98
hepatic 9,598 189 95 0.50 537 194 0.64 762 71 0.91 343 4 0.99
horse 129,716 10,352 22 0.99 177 64 0.64 220 10 0.95 84 0 1.00
hypo 671,961 789 613 0.22 2,134 686 0.68 2,812 129 0.95 1,172 0 1.00
lymph 45,644 98 55 0.44 428 157 0.63 524 59 0.89 268 4 0.99

mushroom 650,965 96,164 45 0.99 216 66 0.69 307 24 0.92 131 1 0.99
tic-tac-toe 16,157 1,301 77 0.94 259 93 0.64 310 16 0.95 109 0 1.00
vehicle 141,974 15,901 69 0.99 480 208 0.57 827 144 0.83 421 24 0.94
wine 15,112 1,346 25 0.98 152 27 0.82 170 5 0.97 57 0 1.00
zoo 4,871 599 50 0.92 197 29 0.85 211 5 0.98 74 0 1.00

(b) Space Analysis. (c) Summarization Ratios.

(a) Time Analysis.

Fig. 4. Results on UCI datasets with |M| = 5.

sures using numeric values, like mean, we generated random values associated
to attributes, each value being within the range [0..1]. Figure 4 summarizes the
results we obtained.

CPU-Time Analysis. Figure 4a compares the performance of the three meth-
ods (with a graphical view). Cols. 1–4 give the characteristics of each dataset
(name, number of items (I), number of transactions (T ) and density). CSKYC-BUC
clearly dominates the base-line method. On half of the datasets, there is an order
of magnitude (speed-up value at least 11.78) (Col. 8). CSKYC-BUC is an average
2 times faster than CP+SKY+CUBE.

Space Analysis. Figure 4b compares, for each dataset, the number of proper
skypatterns vs. the total number of skypatterns at each level of the cube. For
each level i (2 ≤ i ≤ 5), the corresponding summarization ratio is also depicted.
Figure 4c shows the graphical view of these ratios. For level 2, on most of the
datasets, CSKYC achieves a very high summarization ratios (up to 99%). For
level 3, these ratios mostly decrease since both levels (2 and 3) share most
subspaces (

(
5
2

)
+

(
5
3

)
= 20 in total against 31 for the cube). Finally, for level 4
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(resp. 5), CSKYC uses less storage than SKYC by at least 82% (resp. 94%) in
size for all datasets we considered. Within these levels, there are almost no proper
skypatterns since they have few subspaces (

(
5
4

)
= 5 for level 4 and

(
5
5

)
= 1) for

level 5 and each one of these subspaces has a lot of descendant subspaces (14 for
level 4 and 30 for level 5).

6 Conclusion

We have presented the compressed skypattern cube which concisely represents
the skypattern cube and preserves its essential information. Compared to the
original skypattern cube, the compressed skypattern cube has much less dupli-
cates among susbpaces. We have provided an efficient algorithm to compute it
and to query the skypattern set for any subspace. Our experimental study shows
that CSKYC is particularly efficient in terms of build time and space usage com-
pared to the original skypattern cube. Another interesting property is its ability
to efficiently provide the skypattern set of any subspace. As future work, we plan
to investigate the incremental maintenance of the CSKYC by allowing to add
and/or remove any measure.
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Abstract. Instance matching is one of the processes that facilitate the
integration of independently designed knowledge bases. It aims to link
co-referent instances with an owl:sameAs connection to allow knowl-
edge bases to complement each other. In this work, we present VDLS,
an approach for automatic alignment of instances in RDF knowledge
base graphs. VDLS generates for each instance a virtual document from
its local description (i.e., data-type properties) and instances related
to it through object-type properties (i.e., neighbors). We transform
the instance matching problem into a document matching problem and
solve it by a vector space embedding technique. We consider the pre-
trained word embeddings to assess words similarities at both the lexi-
cal and semantic levels. We evaluate our approach on multiple knowl-
edge bases from the instance track of OAEI. The experiments show that
VDLS gets prominent results compared to several state-of-the-art exist-
ing approaches.

Keywords: Data linking · Instance matching · RDF graph ·
Semantic web

1 Introduction

Linked Open Data (LOD) includes several Knowledge Bases (KBs) expressed
by ontologies in the form of RDF graphs from various domains of applications
such as geography, biology, etc. These KBs are often created independently from
each other. They may contain resources (with distinct descriptions) that are
co-referring, but not explicitly defined. Instance Matching (IM) is the process
of matching instances across these different knowledge bases, that refer to the
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same entity in the real-world (e.g., the same person in two different knowledge
bases).

The existing IM approaches can be categorized as domain-dependent [19,20]
and domain-independent approaches [7,12,16,21]. An IM approach is called
domain-dependent when it deals with KBs related to a specific domain (e.g.,
music domain). Otherwise, it is called domain-independent. For more details
about IM approaches, we refer the reader to [6,15]. In fact, most of the exist-
ing approaches mainly depend on the result of the instances’ property align-
ments. The property alignment process aims to match properties from different
KBs, that have similar semantics. This process is not trivial since KBs are usu-
ally expressed by their specific ontologies in order to describe the RDF graph
instances and relations. For example, the information included in the “address”
property in a source KB can be represented by several properties (e.g., street, zip-
code, etc.) in another KB. Thus, the property alignment will not find its corre-
sponding property in the target KB. As a result, such information will be ignored
even if it may be worthy to consider it for IM. Indeed, in some cases the descrip-
tion of instances does not carry properties with similar semantics. However, they
can contain information with some expressive relationships. For example, given
a KB that describes the instance “Arthur Purdy Stout” with two properties:
“f:profession” and “f:death Place”, the former property says “Researcher
in Surgical pathology and pathologists” as his profession. The latter one indi-
cates “New York City” where he died. Now given another KB that describes his
“d:place of birth” as “New York City” and the information about his career
can be deduced from the text given by the property “d:description” which
states “Arthur Purdy Stout, M.D., (1885–1967) was a noted American surgeon
and diagnostician.”. As you notice, the two descriptions have the same meaning.
However, they cannot be inferred by any of the existing property alignment-
based approaches.

In this paper, we propose an approach that tackles these drawbacks. Our
approach represents instances as virtual documents where each of the latter is
represented by a collection of words, and is generated for each instance declared
in the KB. It consists of a “bag of words” extracted from the identifier of the
instance, predicates, as well as the ones from all of its neighbors. To capture
the semantic string similarity between words as “pathologist” and “diagnosti-
cian” in the above example, we use the distributed representation of words (e.g.,
FastText [3], GloVe [18]) also known as word embedding. This latter represents
words by a low dimensional dense vector, such that the vectors for similar words
(i.e., “pathologist”, “diagnostician”) are close to each others in their semantic
embedding space.

Our major contributions are summarized as follows: (1) We propose a new
idea for building virtual documents for instances. (2) We include words embed-
dings for capturing their semantics (i.e., synonym and terminological variants).
(3) We transform the instance matching problem into a document similarity
problem and we solve it using lexical semantic similarity technique [13].



424 A. Assi et al.

We experimentally validate our approach, Virtual Document Lexical Similar-
ity (termed VDLS), on four KBs from the benchmark instance matching track of
OAEI 2009 and 2010. The obtained results show that our approach gets highly
competitive results compared to state-of-the-art approaches.

2 Preliminaries

In the semantic web, the meaning of a “concept” is similar to the notion of a
Class in the Object-Oriented Programming (OOP) view. Thus, resources cre-
ated according to the structure of a class are known as instances of that class [1].

The Resource Description Framework (RDF) data model [9] represents the
descriptions of the entities (i.e., concepts) and the instances by RDF expressions,
called triples, in the form <subject, predicate, object>. A subject can be
a URI or a blank node. The latter represents an anonymous entity. An object
can be a URI, a blank node, or a basic value (e.g., a string, a date, an integer,
etc). A predicate allows to model a relationship between the subject and the
object.

Definition 1 (RDF knowledge base graph). An RDF Knowledge Base (KB)
graph is a set of facts in the form <subject, predicate, object> ∈ (E ∪B)×
P × (E ∪ L ∪ B), where E is the set of instances, B is the set of blank nodes, P
is the set of predicates and L is the set of literals (basic values).

An RDF KB graph can adhere or not to an ontology. In the rest of the paper,
we write KB shortly to refer to RDF KB graph.

Instance Matching (IM) is the problem of identifying instances that co-refer
to the same object of the real world. It can be seen as a process of building the
predicate owl:sameAs between the co-referent instances belonging to different
KBs. Formally:

Definition 2 (Instance matching). Given two input sets of instances S and
T belonging to two different KBs, the aim of IM is to compute the set M =
{(i1, i2) | (i1, i2) ∈ S × T , <i1, owl:sameAs, i2>}.

Instance matching is a difficult task [5] mainly due to textual variation of
the property values, incompleteness, presence of erroneous information, multi-
lingualism, etc.

3 Instance Matching Through Graph Embedding and
Lexical Semantic Similarity

3.1 Virtual Document

An instance e is described by a set of triples: T (e) = {t1, . . . , tn}. All these
triples share the same subject e denoted by a URI. For every instance in the
KB, a “Virtual Document” (VD) is created. It is represented as a collection
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of words extracted from different parts of its triples (i.e., from the URI’s sub-
ject and its properties’ values). We consider to treat the URIs as literals as
in [17]. This approach is based on the assumption that many URIs encompass
valuable information. It detects a pattern from the characters of the URIs. The
pattern has the form (prefix-infix-(suffix)). The prefix (P) is the URI domain.
The (optional) suffix (S) contains details about the format of the data or named
anchor. The infix (I) represents the local identifier of the target instance.

Example 1. In the URI: http://people.csail.mit.edu/lalana kagal/foaf#me, the
prefix is “http://people.csail.mit.edu”, the infix is “/lalana kagal”, and the suffix
is “/foaf#me”.

Definition 3 (Statement). A statement t is the smallest irreducible represen-
tation for linking one object s to another object o or a literal l via a predicate p.
Formally: t = <s, p, o> where s ∈ E ∪ B, p ∈ P and o ∈ E ∪ B ∪ L.

In the following, we refer to the infix of a given URI e by I(e). Indeed,
we refer to the different parts of a statement t by subject(t) to designate its
subject (i.e., s), by object(t) to designate its object (i.e., o) when this object is
a URI or by value(t) when the object is a basic value. We have only included in
T (e) the forward statements (triples) from the instance e. We suppose that such
triples allow to describe the main features of the instance e. Thus, we define the
neighbors of e as follows:

Definition 4 (Forward neighbors). Let e be an instance, B be the set of blank
nodes and t be any statement with e as its subject. The instance e has a set of
forward neighbors denoted by FN and defined as:

FN(e) =
⋃

e=subject(t)

{object(t)} (1)

Definition 5 (Local name of an instance). Let e be an instance in E. The
local name of e, denoted by LN(e), is equal to the infix of e, i.e., LN(e) = I(e).

Definition 6 (Local name of a blank node). Let :b be a blank node ( :b ∈ B)
and t be any statement with :b as its subject. The local name of :b, denoted
by LN( :b), is defined as equal to the local names of its direct 1-hop forward
neighbors in the graph:

LN( :b) =
∑

o∈FN( :b)

N(o) (2)

where N is a function that returns the name of the object o ∈ E∪B. The function
N is equal to I when the object o ∈ E . Whereas, it leads to a recursive extended
definition of the local name of a blank node when o ∈ B.

Definition 7 (Recursive local name of a blank node). Let :b be a blank
node ( :b ∈ B) and t be any statement with :b as its subject. The recursive local

http://people.csail.mit.edu/lalana_kagal/foaf#me
http://people.csail.mit.edu
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name of :b, denoted by LNk( :b), is defined as the local names of leaf nodes of
at most k-hops paths starting form :b and ending in object nodes o ∈ E:

∀k ≥ 1, LNk( :b) = LN( :b) +
∑

:b=subject(t)
o=object(t)

o∈B

LNk−1(o)
(3)

Note that the recursive definition could terminate in less then k-hops in
the case where all the neighbor nodes are leaf nodes. Otherwise, the function
terminates in k-hops (in the worst case), if there exists at least a path of length
greater or equal to k composed of only blank nodes and that starts from the root
blank node of the recursive function. The benefits of this limitation are twofold.
Indeed, this allows to alleviate the computation in cases of big KB graph datasets
or in cases where the datasets contain long paths of consecutive blank nodes. In
addition, this avoids the trap of infinite loops in cases where a cycle of blank
nodes exists.

Definition 8 (Local description of an instance). Let e be an instance
denoted by a Uniform Resource Identifier (URI) and t be any statement with
e as its subject. The local description of e, denoted by Des(e), is a collection of
words defined by:

Des(e) = α1 × LN(e) + α2 × Data(e) + α3 ×
∑

e=subject(t)
o=object(t)
o∈FN(e)

LN(o)
(4)

where Data is the set of values extracted from T (e) (i.e., basic values) and the
coefficients α1, α2 and α3 are three fixed constants in {0, 1}. LN depends on the
strategy used when creating the URIs (i.e., α1 = 1 when the URIs information
is meaningful).

Definition 9 (Local description of a blank node). Let :b be a blank node
( :b ∈ B) and t be any statement with :b as its subject. The local description of
:b, denoted by LD( :b), is defined as equal to its local data values (Data( :b))

and the local descriptions of its direct 1-hop forward neighbors in the graph:

LD( :b) = Data( :b) +
∑

:b=subject(t)
o∈FN( :b)

D(o)
(5)

where D is a function that returns the description of the object o ∈ E ∪ B. If
o ∈ E , then the function D will be equal to Des. Whereas, in the case where
o ∈ B, then the local description of a blank node will be defined in a recursive
way as follows.

Definition 10 (Recursive local description of a blank node). Let :b be a
blank node ( :b ∈ B) and t be any statement with :b as its subject. The recursive
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local description of :b, denoted by LDk( :b), is defined as the local descriptions
of leaf nodes of the k-hops paths starting form :b and ending in object nodes
o ∈ E:

∀k ≥ 1, LDk( :b) = LD( :b) +
∑

o=object(t)
:b=subject(t)

o∈B

LDk−1(o)
(6)

Note also that here the iterations of the recursive definition will terminate in
at most k-hops for the same arguments discussed in Definition 7.

Definition 11 (Virtual document of an instance). The virtual document
of an instance e (denoted by V D(e)) is defined as:

V D(e) = Des(e) + α ×
∑

e′∈FN(e)

Des(e′) (7)

where α is a parameter defined in {0, 1}. If the node has a rich description,
then we can limit VD(e) to the local description of e provided in the set of 1-
hop neighbors by setting the parameter α to 0. However, in some applications,
the local description of e in the KB graph could be poor and thus it would be
judicious to incorporate additional information on e from farther neighbors in
the KB by performing walks in the graph. This could be performed by setting
α to 1.

3.2 Lexical Semantic Vector

The lexical semantic vector method was introduced in [13] then modified in [10].
Given two VDs (V D1, V D2), we create a combined list of vocabulary, denoted by
L, that consists of all the unique words in V D1 and V D2, i.e., L = V D1 ∪V D2.
Then, we compute the pairwise similarity of each word vL in L with every word
v1 in V D1. This leads to create a lexical semantic vector V1 that contains the
maximum similarities between each word in L and all words in V D1 (respectively
for V D2). Formally, each element in the lexical semantic vectors V1 and V2 is
defined as:

V1j = max
1≤i≤|V D1|

Sim(v1i, vLj) : ∀vLj ∈ L (8)

V2j = max
1≤i≤|V D2|

Sim(v2i, vLj) : ∀vLj ∈ L (9)

where Sim is a similarity measure (cosine in this paper) that computes the
similarity between pairs of words based on their embedding vectors.

Definition 12 (Lexical semantic word embedding). A word embedding
(also called dense distributed representation [2]) is a learned representation where
each word is mapped to a real-valued dense vector in a semantic vector space.
This is based on the assumption that words with similar contexts will have simi-
lar meanings and also will have similar representations (i.e., close vectors in the
semantic vector space).
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3.3 Indexing

After determining the VDs that correspond to the source KB, we build an
inverted-index, i.e., a binary vector representation (1 the presence or 0 the
absence) from the words of these VDs.

Infrequent-Words: One of the common problems encountered while build-
ing the inverted-index representation is that multiple used keywords are highly
frequent and thus they do not sufficiently provide specificity for the instances.
In order to alleviate this drawback, we define Infrequency as a measure that
quantifies the infrequency of a given word in a dataset:

Infrequency(token) =
1

log2
(
WF (token) + 1

) (10)

where WF is the number of VDs containing the token. Infrequency is theoreti-
cally defined in [0, 1]. A word appearing only once in a KB has an infrequency of
1. In contrast, the more a word appears in the KB, the more its infrequency is
close to 0. In fact, 0 represents a theoretical lower bound for infrequency where
WF leans toward +∞. In practical cases, the maximum word frequency WF is
bounded by the size of the dataset. Thus, we propose to normalize (MinMax
normalization) the infrequency values to make them fall within the range of [0,
1]. Note that a token is considered as an infrequent-word when its infrequency
(after normalization) is higher or equal to a predefined threshold γ.

Common Infrequent-Words: Let I1 and I2 be two instances for a source and
a target KB, respectively. I2 is considered as a potential matching candidate for
I1 (i.e., Candidate(I1, I2) = True), if both instances share a number of “common
infrequent-words” that is higher or equal to a predefined threshold β. Formally:

Candidate(I1, I2) = | I1 ∩ I2 |≥ β (11)

3.4 Approach Overview

Our approach VDLS (see Fig. 1) starts by parsing the given source and tar-
get KBs then it builds the VDs for each instance in them according to the
Definition 11. Once the VDs corresponding to the source KB are determined, an
inverted-index is set up from their words. Note that infrequency takes effect only
over the words of the source KB. By using this index, each source instance gets
its candidates from the target KB. A target instance is a candidate for a source
instance if both share at least β common infrequent-words in their descriptions
as described in Eq. 11. The similarity between the instances is computed between
their corresponding Lexical Semantic embedding vectors as detailed in Sect. 3.2.
Once this computation step is done, we select for each source instance its best
candidate (i.e., top similarity score) as a co-referent.
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4 Experimental Evaluation

Datasets. We evaluate our proposed method on two benchmark datasets
(Table 1): PR (synthetic) and A-R-S (real) used in OAEI 2010 and 2009, respec-
tively. PR is a small benchmark including two persons data and one restaurants
RDF data. A-R-S includes three RDF files named eprints, rexa and dblp related
to scientific publications RDF data. For each set, the OAEI provides a mapping
file (“gold standard”) including the co-referent pairs between the source and
target RDF files.

Fig. 1. An overview of our instance matching approach.

Table 1. Benchmarks statistics

Benchmarks Datasets Source Target Gold standard

PR Person1 2000 URIs 1000 URIs 500

Person2 2400 URIs 800 URIs 400

Restaurant 399 URIS 2256 URIs 112

A-R-S eprints-rexa 1130 URIS 18,492 URIs 777

eprints-dblp 1130 URIs 2, 650, 832 URIs 554

Experimental Setup. For word embedding vectors, we use a dataset of pre-
trained word vectors embedding developed by Facebook research team using
FastText [3]. This dataset is trained on Wikipedia corpus and the generated
vectors are of dimensionality equal to 300. If a word does not exist in the pre-
trained embeddings, a unique vector will be created at test time. We run the
experiments with different infrequency thresholds γ between [0,1] with a step size
of 0.1. In Table 2, we report the optimal obtained results. We set β = 2 in Eq. 11
to represent the minimum required number of words between two instances to be
considered as a candidate pair. In addition, we allow the paths to be composed at
most of 2 blank nodes (i.e., k = 2 in Eq. 3). Our approach is implemented in Java
and the KBs are parsed using the RDF4J library. We execute the experiments
on a Linux server with 128 GB RAM and two Intel E5-2683 v4 “Broadwell”
CPUs of 2.1 Ghz.
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4.1 Results and Discussion

Analysis of the Effect of the Context on the IM. We first analyze the effect
of including (or not) the context information on the accuracy of the IM process.
Table 2 reports the obtained results for VDLS with the context information (α =
1) and without it (α = 0). We notice that when the instances contain a sufficient
local description information, the neighboring information either does not bring
any benefit to the matching process (the case of Person1 and Person2) or it
leads to an information overload and thus may hinder the IM results (the case
of Restaurant). In the case of largely and noisy datasets as in eprints-rexa, the
neighboring information permits to relax the effect of the noisy data and thus
to enhance the accuracy of the matching process.

Table 2. F-measure results of VDLS with (α = 1) and without (α = 0) the context
information.

Datasets Person1 Person2 Restaurant eprints-rexa eprints-dblp

VDLS (α = 0) 1 1 1 0.85 0.89

VDLS (α = 1) 1 1 0.98 0.87 0.9

Fig. 2. The effect of Infrequency on the running time of VDLS (using the eprints-rexa
datasets).

Analysis of the Effect of Word Infrequency on the Running Time. A
higher F-measure requires a higher number of words and thus lower values of
infrequency. This requires more running time. Figure 2 shows a clear example
of the evolution of running time of VDLS with respect to different infrequency
thresholds. Indeed, the required computation time increases when we add more
words (lower infrequency) in the VDs. However, such a consideration makes
VDLS subject to the “no free lunch” principle [22], where the gain in accuracy
comes with an offset of computational cost. Hence, a trade-off between running
time and accuracy is essential especially with large scale datasets.
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Comparative Analysis. In Table 3, we report the results of multiple state-of-
the-art IM approaches on the PR and A-R-S benchmarks and we compare our
approach against them. On the PR benchmark, VDLS performed overall better
than the other approaches. It was able to correctly retrieve all the co-referent
instance, except for Restaurant where VDLS (α = 1) where the F-measure was
0.98. This was due to the effect of information overload, where the context
(neighbor) information did slightly hinder the accuracy of the IM process. As for
the A-R-S benchmark, the IM was more difficult than with the PR benchmark.
Indeed, VDLS outperformed all the other approaches in terms of F-measure yet
the best results did not exceed 0.87 and 0.9 respectively for eprints-rexa and
eprints-dblp. By analyzing the false matchings, we noticed that several of these
instances were isolated nodes in the RDF graph and thus their VDs did lack
context information.

Table 3. Comparative analyses of F-measure results on PR and A-R-S benchmarks.

Datasets Person1 Person2 Restaurant eprints-rexa eprints-dblp

VDLS (α = 0) 1 1 1 0.85 0.89

VDLS (α = 1) 1 1 0.98 0.87 0.90

PARIS [21] 1 1 0.91 - -

ObjectCoref [7] 1 0.95 0.90 - -

ASMOV-D [8] 0.87 0.24 0.70 - -

CODI [16] 0.91 0.36 0.72 - -

RIMOM [11] 1 0.97 0.81 0.80 0.73

DSSIM [14] - - - 0.38 0.13

HMATCH [4] - - - 0.62 0.65

VMI [12] - - - 0.85 0.66

5 Conclusion and Future Works

In this paper, we proposed a property-independent approach for IM and a new
method for building VDs corresponding to the instances. We also transformed
the IM problem into a document matching problem and we created lexical seman-
tic vectors to measure the similarity between two VDs. We have compared our
approach to state-of-the-art methods on benchmark datasets, and we achieved
very promising results.

As future work, we will include more pruning heuristics to reduce the num-
ber of candidates for each query instance. It will also be interesting to propose
an extension for VDLS that leverages parallel and distributed computation to
efficiently handle big data scenarios with large-scale KBs.
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Abstract. The number of music in digital format increases years after years.
The amount of data available allows streaming services to offer wide variety of
music. This makes these services attractive. Automatic classification process is
required to manage and structure all files available. Automatic music classifi-
cation is an active field of research. Researches rely on machine learning
techniques such as deep neural network. These techniques used features
extracted from raw data to generate classification. Features have an important
impact on results. Selecting the right descriptors is one of the main difficulties
associated with automatic music classification. Opacity of current methods
makes it difficult to evaluate the contribution of descriptors in the classification
process. In this paper, we propose to use association rules to add more trans-
parency and interpretability.

Keywords: Information retrieval � Classification � Music � Association rules �
Descriptor � Transparency

1 Introduction

Today, music streaming platforms share millions of subscribers. These platforms give
access to large music collections. In addition, they recommend new songs based on
user preferences. This particularity contributes to their success. However, finding
interesting similar songs hidden in large music databases is not a trivial task.

Robust recognition mechanisms already exist. Audio fingerprint is one of these
mechanisms. It allows finding songs from short audio excerpts. Researches made in
this area led to the development of industrial products such as Shazam [19]. An audio
fingerprint is a unique spectral signature. When an unknown audio excerpt is used as
query, its fingerprint is calculated and matched against those stored. A song can be
recognized using an excerpt of only few seconds. Audio fingerprinting is a robust
recognition tool, but this mechanism is not designed to deal with different versions of a
same song nor similar songs [8]. Because of this limitation, audio fingerprint needs to
be combined with classification mechanisms.

Automatic music classification is an active domain of research. Many approaches
rely on comparison of spectral descriptors. Instead conducting spectral analysis to
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create fingerprint, it’s performed to find descriptors. Desired descriptors must exhibit
the main characteristics of songs. Even though same descriptors are found in multiple
songs, those songs can vary greatly from one to another. Therefore, usefulness of such
descriptors is limited. Classification are generated using different machine learning
algorithms such as KNN [18] or SVM [6, 10]. Both, descriptors and classifier, impact
classification results. Still today, different combinations of descriptors and classifiers
are experimented. Recent research has shown promising results with Deep Convolu-
tional Recurrent Neural Network [7]. However, opacity of current methods makes it
difficult to verify the contribution of descriptors in the process. We propose to use
association rules to visualize how descriptors are distributed into songs. The proposed
approach is a tool to better understand the impact of descriptors on classifications.

2 Music Classification

Musical genres are used naturally to describe music. Humans can recognize music
easily, but they may have difficulty to classify it. Musicological indicators such as
instrumentation, meter, rhythm, tempo, harmony, melody or playing style can be
considered to identify genres [17]. Despite this, how these indicators are arranged to
formed genres is not so obvious. The main reason is musical genres are ill-defined
categories. For instance, consider the GTZAN dataset [18]. This dataset was built by
Tzanetakis for the purpose of his research. It contains 1000 excerpts classified into 10
genres: blues, classical, country, disco, hip-hop, jazz, metal, pop, reggae and rock. Each
genre is represented by 100 excerpts of the same duration. Since its creation in 2002,
GTZAN was widely used as reference dataset. Figure 1 illustrates how Shazam and
iTunes classify the classical excerpts of GTZAN dataset while Fig. 2 illustrates how
they classify the Hip-Hop excerpts. If you look at these figures, it’s obvious that
GTZAN, iTunes and Shazam define genres differently, especially hip-hop.

0%
20%
40%
60%
80%
100%

Classical Unknown Instrumental

Classical

Shazam iTunes

Fig. 1. Classification of GTZAN Classical
excerpts according to Shazam and iTunes.

0%
20%
40%
60%
80%
100%

Hip-Hop

Shazam iTunes

Fig. 2. Classification of GTZAN Hip-Hop
excerpts according to Shazam and iTunes.
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Genre associated to some music files might seem representative for one individual
and aberrant for another. Even worse, our definition of genres evolves over time. Often,
more than one genre is associated to a song. Dealing with this complexity and sub-
jectivity is complicated for computers. Selection of relevant descriptors is challenging.
The ability of one descriptor to help identifying a specific genre does not guarantee its
value for another genre. Still today, selection relies on a trial and error approach.
Therefore, there is a need for a tool to help identifying how descriptors are distributed
through classes. That’s exactly what association rules offer.

3 Association Rules Mining

Association rules mining is an important subfield of data mining. Interest regarding this
method started from the research conducted by Agrawal [1]. He showed that associ-
ation rules can be used to discover interesting patterns in a transactional database. This
section presents the notions introduced by Agrawal.

In a general form, a transaction is simply a subset of data. Let T = t1, t2, t3,…, tn be
a set of n transactions, each item i contained in transactions may be a music file
content-based descriptor for instance. Let I = i1, i2, i3, …, id be a set of d distinct items
then a subset of items from I is called an itemset. In order words, an itemset represent a
possible combination of items. An itemset is denoted by a capitalized letter such as X
or Y. The goal of association rules is to highlight frequent relations between items. This
task is performed considering frequent itemsets namely items that appear frequently
together in transactions. Measures such as support count or support are used to evaluate
how frequent an itemset is. An itemset whose support count or support is greater than a
minimum threshold is considered as frequent itemset. Let T = t1, t2, t3,…, tn be a set of
n transactions containing items from I, then the support count of an itemset X repre-
sents the number of transactions that contain X. The support count is given by Eq. (1).

r Xð Þ ¼ �
� tif : X�ti; ti 2 Tg�

�
�
� ð1Þ

The support is a measure like support count, but the overall number of transactions is
considered. The support is given by Eq. (2).

S Xð Þ ¼ r Xð Þ=n ð2Þ

Let X and Y be two frequent itemsets such as X \ Y ¼ ; an association rule is
expressed as X ! Y. It represents the co-occurrence regularities between itemsets X
and Y. The quality of an association rule is determined by a measure m and a threshold.
Thus, an association rule X ! Y is considered relevant if m(X ! Y) � threshold.
Support and confidence are the main measures used to estimate the relevance of an
association rule. The support of an association rule is the number of transactions that
contain both X and Y. The support is given by Eq. (3).
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S X ! Yð Þ ¼ r X[Yð Þ=n ð3Þ

The confidence of a rule is the number of transactions that contain both X and Y
among transactions that contain X. The confidence is given by Eq. (4). The support
gives the frequency of an association rule while the confidence gives its precision.

C X ! Yð Þ ¼ r X[Yð Þ=r Xð Þ ð4Þ

Extraction of association rules may be divided into two main tasks which are detection
of frequent itemsets and generation of rules. Finding frequent itemsets is the most
demanding task. From d items, 2d itemsets can be generated. Many algorithms such as
Apriori, FP-Growth, H-Mine and LCM have been proposed to extract association rules.

Association rules were originally designed formarket basket analysis, but they are not
limited to transactional database. They can be applied to any field if the concept of
transaction can be adapted. Recently, association rules have led to interesting results in
music information retrieval. They have been applied to obtain relevant feedback during
music retrieval process [15], to predict the musical genre [4] and to index audio files [13].

4 Experimentations

Several researches dedicated to automatic music classification try to replicate existing
classifications. This approach is somehow an error because targeted classifications
represent a point of view that is not necessarily shared by everyone. For instance, many
researches use the GTZAN dataset as a reference [3, 5, 12, 14]. This dataset is known
to contain faults. These faults were investigated in detail by Sturm [16]. According to
him, 10,6% of the dataset is mislabeled. Therefore, researchers able to replicate the
GTZAN classification scheme fail in reproducing a universal model of classification
but rather the point of view of Tzanetakis. The presence of faults has motivated the
choice of GTZAN as dataset. Instead of trying to replicate it, we have decided to use
association rules to illustrate how descriptors may impact the classification result.

4.1 Methodology

The excerpts need to be split into transactions to apply association rules mining. So,
each excerpt is represented by a set of transactions containing spectrum bins. Spectrum
bins are compact descriptors. They can be computed using a straight forward approach.
First, the frequencies are obtained using a fast Fourier transform (FFT). The fre-
quencies are then grouped into bins. Firsts bins group low frequencies while lasts bins
group high frequencies. Finally, the magnitude of each bin is computed. Few low
frequencies are grouped together in firsts bins, but many high frequencies are grouped
together in lasts bins because human ear is more sensitive to low frequencies compared
to high frequencies. The main advantage of spectrum bins is they allow controlling the
number of items inside the transactions. The maximum number of items per transaction
is limited to the number of bins considered.
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Association rules help identify recurring patterns. In other words, they highlight
existing relations between the frequencies which characterize the excerpts. The level of
similarity between excerpts is established by comparing the number of association rules
they share. The complete procedure is the following:

1. Split audio data: The raw data of excerpts are divided in subsets to further be
converted into transactions. This operation aims to represent the signal evolution
over time.

2. Compute spectrum bin: The spectrum bins are used to describe the musical content.
They are computed for each subset of raw data created in step 1. 31 bins are
considered. Only the spectrum bins with the highest magnitude are kept.

3. Extract association rules: Extraction of association rules is performed using the
Apriori algorithm [2]. Rules like Bin 3, Bin 4 ! Bin 1 are extracted. The previous
rule can be interpreted as “when the spectrum bins 3 and 4 contain significant
frequencies then the spectrum bin 1 also contains significant frequencies”.

4. Compare association rules: 80% of excerpts from a genre are used to build a
prototype of this genre. Only the association rules shared by all these excerpts are
used to build the prototype. The other 20% of the excerpts are kept for evaluation
purpose. The association rules of evaluation excerpts are compared with those of all
prototypes.

5. Illustrate similarity levels: A similarity matrix is generated to help the visualization
of level of similarity between excerpts. Rows represent the evaluation excerpts
while columns represent the genre prototypes. Each cell gives the percentage of
association rules shared between a given evaluation excerpt and a given genre
prototype. A third dimension, the brightness, is added to facilitate the visualization
of the data. A dark cell indicates a strong similarity while a white cell means little
similarity.

After having been applied the proposed procedure, the visual representation generated
can be used to measure the impact of the selected descriptor on the classification result.

4.2 Results

The proposed approach is not a supervised approach. It is not built to reproduce the
GTZAN classification. As discussed previously, the musical genres are ill-defined
categories. Experiments aim to highlight similarities and differences between the
excerpts and genres.

Table 1 shows the classical similarity matrix. Looking at this matrix, it’s obvious
that the classical evaluation excerpts shared a significant number of association rules
with the prototype of classical genre. In fact, 90% of the time, classical evaluation
excerpts shared more association rules with classical prototype than any other proto-
type. Table 1 also illustrates that Classical and Jazz excerpts share many rules.
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Table 2 shows the hip-hop similarity matrix. In contrast to the results obtained for
classical music, only 10% of the hip-hop evaluation excerpts are more similar with their
prototype than any other prototype. Nevertheless, the similarity matrix indicates that
there are indeed similarities between hip-hop evaluation excerpts and hip-hop proto-
type. More surprisingly, the similarity matrix suggests that there is a possible relation
between reggae, popular and hip-hop excerpts. After having listening the excerpts, this
relation seems effectively existing at least for this dataset. The low level of similarity
between hip-hop evaluation files and the classical prototype is also highlighted in the
similarity matrix. Thus, considering the model generated from spectrum bins, it would
be appropriate to recommend popular or reggae music to hip-hop fan and not appro-
priate to recommend to him classical music.

Visualizing the distribution of descriptors helps to understand why automatic
processes may group songs belonging to different genres into a single category. This
can also be useful for measuring the descriptors quality.

Table 1. Classical similarity matrix
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C95 20% 5% 1% 30% 9% 7% 13% 2% 4% 8%

C90 16% 3% 6% 20% 5% 6% 20% 3% 17% 4%

C85 9% 3% 9% 2% 12% 5% 14% 8% 30% 8%

C80 8% 4% 9% 0% 19% 3% 7% 18% 22% 11%

C75 5% 4% 6% 1% 23% 4% 3% 12% 35% 7%

C70 6% 4% 5% 3% 15% 5% 6% 12% 34% 9%

C65 6% 5% 9% 1% 21% 6% 7% 12% 24% 9%

C60 8% 3% 8% 2% 16% 4% 9% 10% 32% 7%

C55 6% 4% 9% 1% 21% 5% 4% 14% 29% 8%

C50 6% 4% 7% 1% 22% 5% 4% 14% 29% 8%

C45 7% 3% 11% 2% 17% 4% 8% 12% 26% 9%

C40 7% 4% 13% 2% 17% 5% 9% 12% 23% 8%

C35 9% 5% 7% 1% 18% 4% 5% 18% 21% 12%

C30 5% 4% 8% 1% 21% 6% 6% 13% 29% 8%

C25 4% 3% 4% 0% 18% 6% 4% 15% 40% 7%

C20 4% 3% 7% 1% 21% 5% 3% 12% 37% 7%

C15 14% 3% 6% 3% 7% 1% 18% 5% 28% 13%

C10 6% 3% 6% 2% 15% 6% 7% 13% 36% 7%

C05 6% 3% 9% 1% 19% 5% 7% 13% 30% 7%

C00 8% 5% 7% 3% 14% 4% 12% 6% 35% 7%
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5 Conclusion

Automatic music classification relies on evaluation of descriptors extracted from audio
signal. Descriptors have an important impact on result. Selecting the right descriptors is
one of the main difficulties associated with automatic music classification. Opacity of
current methods makes it difficult to evaluate the contribution of descriptors in the
classification process. In this paper, we have proposed to use association rules to add
more interpretability. Association rules highlight recurring patterns hidden in data. The
same recurring patterns may be observed in several songs. Therefore, association rules
can be used to evaluate similarities and dissimilarities between songs. The proposed
approach is explanatory in contrast with many other which are black boxes.

Experiments were conducted considering only one kind of descriptors but it easy to
imagine that other descriptors can be considerate. This would help to discover which
descriptors are meaningful and which aren’t.

Table 2. Hip-Hop similarity matrix
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H95 8% 16% 13% 12% 8% 16% 9% 7% 1% 10%

H90 5% 19% 22% 6% 6% 18% 9% 8% 1% 7%

H85 5% 17% 18% 12% 8% 16% 9% 7% 1% 8%

H80 7% 11% 12% 9% 12% 11% 8% 14% 8% 8%

H75 5% 21% 18% 6% 7% 17% 9% 8% 1% 9%

H70 11% 13% 8% 9% 9% 14% 11% 10% 1% 14%

H65 7% 17% 13% 8% 9% 16% 11% 7% 1% 11%

H60 6% 19% 15% 7% 9% 18% 9% 7% 1% 10%

H55 7% 20% 9% 9% 8% 14% 10% 9% 1% 12%

H50 7% 18% 14% 8% 8% 17% 10% 8% 1% 10%

H45 5% 18% 19% 6% 9% 16% 8% 7% 3% 9%

H40 6% 15% 11% 7% 9% 13% 9% 11% 12% 7%

H35 6% 19% 17% 7% 8% 18% 9% 7% 1% 9%

H30 9% 15% 10% 9% 10% 17% 11% 6% 1% 12%

H25 9% 19% 19% 8% 4% 16% 11% 7% 3% 6%

H20 6% 14% 20% 24% 2% 19% 6% 4% 0% 4%

H15 4% 16% 18% 4% 11% 14% 7% 8% 9% 8%

H10 8% 16% 13% 7% 9% 16% 12% 6% 2% 10%

H05 4% 21% 20% 6% 7% 17% 8% 7% 1% 8%

H00 16% 5% 7% 22% 6% 9% 20% 3% 9% 5%
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Abstract. Due to the growing aging of the population and the impact of falls on
the health and autonomy of the older people, the development of cost-effective
non-invasive automatic fall detection systems (FDS) has gained much attention.
This work proposes and analyzes the capability of convolutional deep neural
networks to detect fall events based on the measurements captured by wearable
tri-axial accelerometers that are transported by the user to characterize the
mobility of the body. The study is performed on a long public data repository
containing the traces obtained from a wide group of experimental users during
the execution of a predetermined set of Activities of the Daily Living (ADLs)
and mimicked falls. The system is evaluated in term of accuracy, sensitivity and
specificity when the network is alternatively fed with the module of the accel-
eration and the with the tri-axial components of the acceleration.

Keywords: Fall detection systems � Deep learning �
Convolutional Neural Networks � Accelerometer � Wearables

1 Introduction

During the last decades, the number of older people that face the risks of living on their
own has rocketed because of social changes and, especially, due to the noteworthy
increase of life expectancy. In this regard, falls are one of the main factors that may
degrade the quality of life and the sense of autonomy of the elderly.

According to the World Health Organization [1], 28–35% of people aged over 65
years of age fall at least once per year while this percentage reaches 32–42% for those
over 70, as the frequency of falls are strongly related to age and frailty. In this regard,
these rates are even higher (up to 50%, with 40% of them experiencing recurrent falls
[2]) for people residing in long-term care institutions or nursing homes. In addition,
fall-related injuries and hospitalization are expected to annually increase by 2% until
2030. Consequently, the development of systems for the automatic detection of falls
could be in the near future a key element to support both the self-sufficiency of the
elderly and the economic sustainability of national health and welfare systems.

Fall Detection Systems (FDSs) are designed to track the movements of the user so
that an alerting message (SMS, phone call, etc.) can be automatically emitted as soon as
a fall accident is presumed to have occurred. In this sense, FDSs are expected to
maximize the probability of identifying falls, while minimizing the false positives, i.e.
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the cases in which a conventional movement or ADL (Activity of Daily Living) is
mistaken as a fall and an unnecessary alarm is triggered.

FDSs can be grouped into two general categories [3–5]: context-aware (ambient
and/or vision based) and wearable systems. In the first group, the identification of the
fall relies on the analysis of the signals measured by a set of environmental sensors
(such as vibration sensors, audiovisual equipment, etc.) placed in a pre-determined
zone around the subject to be supervised.

Context-aware solutions imply several disadvantages. Firstly, they are only effec-
tive in a very restricted monitoring area. They may also entail high installation and
maintenance costs and a certain privacy invasion if video-cameras or microphones are
permanently operative. In addition, the detection decision can be easily altered by
spurious elements [6] such as variations of the lighting, external sounds, movements of
another individuals or pets, changes in the furniture, falling objects, etc.

Conversely, wearable systems providing ubiquitous tracking of the patients by
leveraging sensing nodes that are seamlessly transported and integrated into the user’s
clothing or garments. Therefore, these sensors (normally inertial measurement units –
IMUs - embedding an accelerometer and a gyroscope) only track variables unmis-
takably associated to the movements of the user. Owing to the plummeting costs and
increasing computing power of wearable electronics, the design of wearable FDSs has
gained much research attention during the last decade in the field of mHealth (or
application of mobile technologies to Health).

The core of an FDS is the detection algorithm, which is in charge of constantly
classifying any movement of the subject as a fall or as an ADL. Coarsely, there are two
main categories of detection algorithms [7]: Threshold-Based Approaches try to infer
the occurrence of falls by comparing the magnitudes captured by the inertial sensors
with one or several reference thresholds. However, the nature and variety of ADLs and
falls is quite complex. In fact, the definition itself of the term ‘fall’ (a loss of balance or
an accident which results in an individual coming to rest unintentionally on the ground
or other lower level) is still ambiguous and controversial [8]. As a consequence,
deterministic ‘thresholding’ fall detection methods are too inflexible and normally yield
poor results.

On the other hand, pattern recognition methods based on machine learning and
artificial intelligence strategies have been shown to clearly outperform thresholding
strategies [9]. Under pattern recognition architectures with supervised learning (such as
k-Nearest Neighbor or Support Vector Machine), the classification algorithms can be
automatically parametrized and tuned to optimize the results for a wide set of training
samples without heuristically defining arbitrary decision thresholds.

In the field of machine learning, Convolutional Neural Networks (CNNs) are one of
the most promising AI techniques. CNNs, consisting of a set of sequenced processing
layers interconnected through nodes or ‘neurons’, are able to autonomously identify
underlying structures in big datasets by learning the representation of the data with
different layers of abstraction [10].

CNNs were especially conceived and oriented for image processing applications
but they have been successfully applied in other domains such as speech, text or audio
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analysis. More recently, CNNs and deep learning have been adopted in HAR (Human
Activity Recognition) systems to substitute traditional strategies that require some kind
of ‘hand-crafted’ feature extraction from the data series [11]. In [12], for example,
authors compare the results of applying deep, convolutional, and recurrent approaches
to three different datasets containing inertial information captured with wearable
sensors.

In this paper, we employ CNNs to assess the capability of these deep learning
architectures to perform as the detection algorithm in a wearable FDS scheme. In order
to train and test the networks we utilize one of the largest public data repository of
accelerometry signals of falls and ADLs.

2 Election and Description of the Dataset

One of the key aspect in the deployment of an FDS is the experimental procedure that
must be followed to assess the effectiveness of the detection algorithm.

Given the obvious difficulties of using real-world falls (in particular those experi-
enced by older people), most studies on fall detection systems utilize movements traces
captured by monitoring the activity of a group of volunteers (specifically recruited for
that objective) while they execute a preconfigured set of ADLs and emulated falls
(normally on a mattress or any other cushioned surface) in a controlled test scenario
(e.g. a laboratory). In most cases, the generated datasets used for the evaluation are not
published, so they cannot be used as the basis for the cross-comparison with alternative
detection methods proposed by other authors.

To address this shortcoming and to provide a common benchmarking framework
for fall detection algorithms, during the last five years, several data bases have been
released by different research groups working on this topic (see [13] for a revision of
most existing datasets). All these samples consist of a repository of files containing the
numerical series with the measurements captured by one (or several) accelerometers
(and in some cases, gyroscopes and magnetometers) located at one or several positions
of the body of the volunteers that performed the corresponding movements (ADLs or
falls).

After revising the characteristics of the available datasets, we chose the SisFall
repository [14] for our analysis, as it combines: a wide group of experimental subjects
(38 volunteers comprising 19 males and 19 females) with the highest age range (19–75
years), a numerous amount of samples (4505, including 2707 ADLs and 1798 emulated
falls) with a considerably long duration (between 10 and 180 s per sample, with a mean
value of 15 s). The typology of the executed activities also presents a remarkable
variety of movements: 19 types of ADLs (ranging from sitting down to stumbling or
jogging) and 15 types of falls (depending on the direction of the fall and the initial
position). As a general rule, every volunteer replicated every considered movement 5
times, except the activities implying jogging and walking, which were executed just
once but for a longer period of time (100 s).
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During each experiment, the volunteers transported a sensing node that incorpo-
rated two accelerometers (ADXL345, MMA8451Q), an ITG3200 gyroscope and SD
card to record the measurements. The sensing mote was attached to the waist, which is
considered to be good point to capture the human mobility [15] as it is relatively close
to the gravity center of the human body and not linked to the individual movements of
a particular limb (as the wrist, the ankle or the knee). The sampling rate was set to
200 Hz, which is far above the minimum frequency of 20–40 Hz, that is recommended
for a proper characterization of the fall dynamics [16].

In any case, we have to point out that the suitability of evaluating a FDS with falls
mimicked by young healthy volunteers on a padded surface is still a controversial issue
out of the scope of this paper. Some works, such as that by Klenk in [17], have detected
noteworthy differences between the dynamics of real-life falls and those emulated on a
controlled testbed. Conversely, after investigating the mobility patterns of actual falls
suffered by older people, Jämsa et al. state in [18] that real-life and intentional falls
present similar characteristics.

3 Discussion on the Input Features

The detection decision in a wearable FDS is supposed to be produced in real-time by an
embedded system with strong limitations in terms of computing and processing power.
In addition, one of the main advantages of CNNs is that they can learn autonomously
from the internal structure of the input data, without requiring an initial and manual
feature extraction.

Consequently, in order to define the input features that will feed the CNN, we
propose to directly employ the measurements captured by the sensors. In this manner,
we avoid the real-time computation of an arbitrarily selected set of complex statistics
derived from the time series of the measurements (statistical moments, autocorrelation,
discrete Fourier transform, primary and secondary peaks and ‘valleys’ of the acceler-
ation module, etc.).

As in most works in the related literature, we consider the accelerometry signals as
the basis for the detection algorithm. To simplify the structure and the dimension of the
network, we used as inputs the measurements of the ADXL345 accelerometer (a future
work should contemplate if the data provided by the gyroscope and the other
accelerometer introduce any improvements in the effectiveness of the movement
classification).

Falls are always linked to one or several sudden increases of the acceleration values
provoked by the impact (or impacts) of the body against the floor [19]. Accordingly, we
focus our analysis on a fixed time window around the peak or maximum value) of the
acceleration module of every sample, as it is the interval where a fall is most likely to
have occurred. This acceleration module or Signal Magnitude Vector (SMVi) for the
i-th sample can be calculated as:
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SMVi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
xi þA2

yi þA2
zi

q
ð1Þ

where Axi , Ayi and Azi define the x, y, and z components of the measured acceleration
vector (being AYi the acceleration measured in the direction perpendicular to the floor
plane when the user is standing).

Thus, the maximum of the SMV is straightforwardly computed as:

SMVmax ¼ SMVko ¼ maxð SMVi : i 2 1;N½ �f gÞ ð2Þ

where N is the number of samples of the trace while ko is the index of the sample at
which the maximum value of the module is found.

The impact of a fall is preceded by a certain phase of ‘free fall’ (in which the
acceleration module tends to zero) and is accompanied (both before and after the
contact with the ground) by sudden alterations of the values of the three coordinates of
the acceleration, caused by the successive and abrupt changes of the orientation of the
body.

As a typical fall lasts between 1 s and 3 s [20], by observing a time window of 5 s
around the peak (2.5 s before and after the peak) the most relevant aspects of the
dynamics of the fall will be most probably included in analysis patterns that are
delivered as input data to the CNN.

By way of example, Fig. 1 shows the evolution of the SMV and the acceleration
components for a certain ADL (during which the subject quickly sits on a chair,
remains seated some seconds, and then gets up quickly) and an emulated fall (a forward
collapse caused by a slip while walking). Figure 2 depicts in turn the same variables for
the same movements when we just consider the 5-s observation window around the
detected maximum.

a) ADL b) Fall 

Fig. 1. Example of the evolution of the SMV and the acceleration components during the
execution of an ADL and a fall.
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The example clearly illustrates that a window of 5 s is enough to characterize the
sudden ups and downs in the acceleration signals caused by a fall.

In this regard, we consider two possible cases for the network inputs of the CNN:

• The sequence of the acceleration modules (SMVj) around the peak:

SMVj 8j 2 ko � T
2
fs; ko þ T

2
fs

� �
ð3Þ

where fs represents the sampling rate while T is the duration of the observation window.
As the sampling rate of the employed traces is 200 Hz, a window of 5-s requires 1001
values.

• The sequence of three triaxial components of the acceleration around the same peak
(which imply 3001 input features at the CNN):

Axj; Ayj; Azj; 8j 2 ko � T
2
fs; ko þ T

2
fs

� �
ð4Þ

4 Configuration of the CNN

The general goal of a feedforward neural network is to map a fixed-size input (in our
problem, the accelerometer data) into a fixed-size output (a binary probability of 0 or 1,
depending on the nature of the movements, ADL or fall). CNNs differ from traditional
multilayer perceptrons in some key aspects. Firstly, a CNN consists of several stage or
neuron layers (such as convolutional layers, pooling layers, and fully-connected layers)
that are in charge of different functions. Secondly, neurons in a layer may be uniquely

a) ADL b) Fall 

Fig. 2. Example of the evolution of the SMV and the acceleration components during the
execution of an ADL and a fall for an observation window of 5 s around the detected peak of the
SMV.
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connected to other neurons in a particular ‘zone’ or subregion of the following layer,
unlike the fully-connected scheme of other categories of neural networks for which the
number of parameters (weights) can increase enormously as the number of inputs rises.
This enables the neurons in a CNN to be only responsive to a certain selection of the
inputs (e.g. a certain phase or period during the fall in our input dataset). As these
subregions can overlap, the neurons of a CNN may yield correlated outputs (a corre-
lation that does not exist in other types of neural networks, where neurons are not
grouped and produce independent individual results).

During training, the neurons in each layer act as ‘feature extractor’ by learning
nonlinear combinations of the inputs. These learned features from one layer become the
inputs for the next layer. For that purpose, every set of neurons pass the weighted sum
of their inputs (received from the precedent layer) through a non-linear activation
function. Apart from the ‘classical’ sigmoids, one of the most popular activation
functions (used in this work) is the Rectified Linear Unit (ReLU), defined as f(z) = max
(z, 0) [10].

The architecture of a CNN is defined through the typology and number of layers
that it includes. If a small basic structure with only one or two convolutional layers
might be adequate to learn a small set of data, more layers can be needed for complex
datasets, as that used in our proposal.

An equivalent ‘image’ of (1 � width) ‘pixels’ is utilized as the network input,
where the parameter ‘width’ indicates the size of the samples (input features of the
CNN) in the observation window around the acceleration peak (1001 or 3001).

After the initial input layer that directly receives the accelerometer data, the con-
volutional layers are responsible for detecting the local conjunctions of features from
the inputs. Pooling layers are in turn placed immediately after these convolutional
layers. The goal of pooling layers is to down-sample and condense the features
obtained by the convolutional stages into a summarized feature map. Each neuron in
the pooling layer may condense or represent a region of neurons in the previous layer.
The common scheme employed in our architecture is known as max-pooling. Under
this paradigm, a pooling unit simply outputs the maximum activation in the input
region of neurons.

The previous layers are followed by one fully connected layer, which combines all
the features (local information) learned by the previous layer across the input signal
(processed as input ‘images’), aiming at identifying the largest patterns. Thus, the
system is enabled to classify the ‘images’ between different output types (ADL and
falls). For classification problems, as the one considered in this project, a softmax layer
is placed after the final fully connected layer.

The global learned features become the inputs to the end layer, which can be a
classifier or a regression function that yields an output in the form of a continuous
variable. In our FDS, for which a binary response (fall or ADL) is required, we select
an output classification function. In this final layer, the output values from the softmax
function are assigned to one of the two mutually exclusive classes using the cross-
entropy function.
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4.1 Cross-Validation Method

To avoid overfitting, we apply the cross-validation method. To this end, the whole
repository is split into three independent groups: training, validation and test sets, so
that 60%, 20% and 20% of the samples in the original dataset are respectively assigned
to these three sets. The division is performed randomly but guaranteeing the same
proportional distribution of the falls and ADLs within the three groups.

The validation dataset is employed to evaluate the network after being trained (with
the training dataset) for a certain number of epochs. This process is iterated until the
error for the validation patterns increases, which is an indication that the network is
beginning to overfit the data. Once the training phase is finished, the performance of the
CNN is assessed with the test data, which are used as independent input to compute an
error that characterizes the network efficacy.

In addition, during training, dropout layers and L2 Regularization techniques are
also considered to prevent overfitting. To decide the moment where the training pro-
cedure should stop, we set 20 maximum training epochs and a validation patience (or
number of times that the loss computed for the validation set can increase) to 3.
Figure 3 represents the evolution of the accuracy and loss of the training and validation
sets during the learning process.

To sum up, Table 1 recapitulates the structure and basic characteristics of the
employed CNN and the parameters employed for the training phase. As it can be
observed, the learning architecture includes four feature extraction layers and one final
classifying layer. Each feature extractor contains one convolutional layer, one batch

Fig. 3. Training progress: Training and validation accuracy curves
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normalization layer, one ReLU layer (with a nonlinear ReLU activation function) and
one max pooling down-sampling layer (except for the final feature extraction layer,
which does not contain this final max pooling element). The final classifying layer
comprises in turn one fully-connected input layer, one softmax output layer (which
applies the normalized exponential function) and one final classifier that bases the
decision on a cross-entropy function.

5 Numerical Results

The CNN was implemented through Matlab [21] scripts that employed the so-called
Deep Learning ToolboxTM [22].

To characterize the behavior of the CNN we computed three typical performance
metrics that are commonly considered in the evaluation of binary classification sys-
tems: sensitivity or recall (which is related to the capability of detecting falls), speci-
ficity (which describes the efficacy of the detector to avoid false alarms – ADLs
misclassified as falls-), and accuracy (which offers a global measurement of the
effectiveness of the system). These metrics (defined as a decimal) can be calculated as
the following ratios:

Table 1. Characteristics of the employed CNN.

Training algorithm Stochastic gradient descent momentum

Layers activation functions ReLU (hidden layers) and softmax (output
layer)

Maximum number of training epochs 20
Iterations per epoch 42
Validation patience 3
Mini-batch size (to estimate the gradient of
the loss in every iteration)

64 training instances

Techniques to prevent overfitting L2Regularization facto and dropout layers
Initial learning rate: 0.0001
Number of feature extraction layers 4
Sub-layers for every extraction layer 4 (1 convolutional, 1 normalization, 1 ReLU

and 1 max pooling layers)
Number of filters for each convolutional
layer

16 (1st layer), 32 (2nd), 64 (3rd), 128 (4th)

Filter size (for all convolutional layers) 1 � 5
Size of zero-padding 2 samples
Stride 1 � 1 (“non-strided”)
Pool size of the max-pooling layer 1 � 5
Classification layers 1 fully-connected layer, 1 softmax layer and 1

final classifier
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Sensitivity ¼ TP
FN þ TP

ð5Þ

Specificity ¼ TN
FPþ TN

ð6Þ

Accuracy ¼ TPþ TN
TPþFPþ TN þFN

ð7Þ

where TP and TN respectively represent the amounts of ‘True Positives’ and ‘True
Negatives’ (i.e. the numbers of falls and ADLs that have been properly identified),
while FP and FN indicate the numbers of ‘False Positive’ and ‘False Negatives’ (ADLs
and falls that have been wrongly recognized).

The results (expressed as percentages) obtained with the test data are presented in
Table 2. The table shows that the effectiveness of the FDS (especially the sensitivity)
clearly improves when the 3-axis signals are considered. This can be explained by the
fact that the information related to the abrupt changes in the direction of the acceler-
ation provoked by the falls most presumably helps the CNN to discriminate the fall
patterns.

These results (with both specificity and sensitivity around 99%) are better than
those obtained by other studies that propose fall detection algorithms and employ the
same SisFall dataset to assess their efficacy, such as the works in [14, 16, 23–25],
where a specificity or/and a sensitivity higher than 0.98 are not achieved. Similarly, our
system also shows a better behavior than the Recurrent Neural Networks (RNNs)
presented in [26], which is also used as the core of a FDS and tested with three different
datasets.

6 Conclusions

This work has presented a detection algorithm aimed at wearable systems for fall
alerting and personal tracking. The algorithm, which classifies every movement as a
fall or an ADL (Activity of Daily Living) is based on a convolutional neural network
fed with the signals captured by an accelerometer. To simplify the required prepro-
cessing of the signals, the system directly bases its decision on the acceleration samples
measured during a time window centered around the instant where an acceleration peak
is detected and a fall event can be suspected.

Table 2. Performance results of the detection system.

Input feature Performance metric
Specificity Sensitivity Accuracy

SMV 98.19% 92.84% 96.12%
3-axis signals 99.25% 98.92% 99.1%
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The performance of the detection process is assessed by using one of the largest
existing public repository of movements containing emulated falls. Results (with
specificity and sensitivity around 99%) indicate that the efficacy of the detector notably
increases when the three components of the acceleration (instead of the acceleration
module) are input into the convolutional neural network. Further studies should analyze
the benefits of complementing the characterization of the movements with the mea-
surements of other sensors (e.g. the gyroscope). Additionally, the system should be
deployed on a wearable system to evaluate its performance (at least in terms of the false
alarms that it provokes) when it is applied to real-life movements during a long
monitoring period.
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Abstract. Indoor positioning methods make it possible to estimate the
location of a mobile object in a building. Many of these methods rely on
fingerprinting approach. First, signal strength data is collected in a num-
ber of reference indoor locations. Frequently, the vectors of the strength
of the signals emitted by WiFi access points acquired in this way are
used to train machine learning models, including instance-based models.

In this study, we address the problem of signal strength data acqui-
sition to verify whether different strategies of selecting signal strength
data for model testing are equivalent. In the analysed case, the con-
tent of a testing data set can be created in a variety of ways. First of
all, leave-one-out approach can be adopted. Alternatively, data from ran-
domly selected points or same grid points can be used to estimate method
accuracy. We show which of these and other approaches yield different
accuracy estimates and in which cases these differences are statistically
significant. Our study extends previous studies on analysing the per-
formance of indoor positioning systems. At the same time, it illustrates
an interesting problem of testing data acquisition and balancing the con-
flicting needs of collecting testing data in similar, yet different conditions
compared to how training data was acquired.

Keywords: Performance evaluation · Indoor positioning · Regression ·
Data preprocessing

1 Introduction

Indoor positioning methods (IPM) [1,7,13] also referred to as localisation algo-
rithms [10] are used to estimate the location of mobile objects inside of single
or multi-floor buildings. Many IPM solutions rely on fingerprinting [2,6,8,10]
paradigm. In terminal-centric version of fingerprinting, first measurements of
received signal strengths (RSS) observed in a number of reference points (RPs)
of a building are made. As a result, a database of labelled RSS vectors linked to
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known (x, y, floor) locations is created. This is referred to as a radio map. Next,
in on-line phase, the location of an object is estimated using RSS measurements,
acquired in an unknown location, as an input for IPM. By comparing the newly
acquired RSS vector to the vectors contained in a radio map, the location of
the object can be estimated. It is important to note that due to major cost of
labelled RSS data acquisition, attempts to reduce the number of records and
RPs in which these records are collected are needed.

Most frequently, a positioning algorithm involves the use of machine learn-
ing (ML) techniques. The positioning task can be treated as a regression (in
the case of x and y estimation) or a classification (in the case of floor detec-
tion) task. Thus, for indoor positioning techniques such as Nearest Neighbour
(NN) algorithm [1,13,16], (weighted) kNN [9,13], or random forest [4] are fre-
quently used. Empirical evaluation of the accuracy of individual methods is
based on tests made in a number of indoor locations. It relies on comparing true
coordinates with the coordinates estimated by the IPM of interest. As different
indoor testbeds are used to evaluate individual techniques, the areas used for the
tests, the number of RPs, and their granularity differ, which makes the compar-
ison of reported accuracies difficult [7]. Furthermore, comparison of localisation
techniques has been also reported to be hindered by lack of standardised rep-
resentative data [7]. In this study we aim to contribute to the development of
IPM performance evaluation practices by investigating the methods of selecting
testing data used to analyse the performance of IPMs.

The evaluation of the accuracy of indoor positioning techniques is done by
referring to the approaches used in the field of machine learning. A fundamental
assumption is to perform the evaluation of the algorithm using the data not
included in the training data set. However, the way evaluation guidelines known
from ML domain should be adapted to fingerprinting-based algorithms remains
largely an open issue.

The key aspect of the evaluation, which is addressed in this study, is the
selection of testing data sets used to evaluate individual IPMs. Since the number
of records present in a radio map should be relatively large, typically available
RSS data is divided into one training and one testing data set. This follows
the idea of holdout approach [5] frequently present in ML studies i.e. using a
separate set of instances to assess model performance. One of the advantages of
the holdout approach is that error estimates are obtained on a separate test set
i.e. the advantage of these estimates is their independence from training set [5].
Hence, given enough test data is available and the data are representative of
the domain of interest, we can obtain reliable error estimates. If the data set
is limited, we can use techniques such as cross-validation [3,5], which relies on
dividing the data into multiple parts and repeating the evaluation process with
one part playing the role of testing data in every iteration. Importantly, also in
this case the assumption that the use of a separate testing set is necessary to
evaluate ML model is fundamental for the evaluation.

However, the content of the testing data sets can be created in a variety of
ways that satisfy the condition of splitting available data into disjoint training
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part(s) and testing part(s). In the case of fingerprinting-based IPS, typically a
separate set of testing points is established, the data from which are used as
testing data. In different studies, the testing points are equally distributed in
a testing area of a building [10], randomly placed [14] or manually placed in
different locations, which are not within the same fixed distance from each other
[10,11,14,15]. Last but not least, in some studies how they were placed is not
clarified [7,9,12]. Furthermore, leave-one-out approach can be adopted. More
precisely, one of the training RSS vectors can be removed from the training data
and treated as a testing data set containing a single element. Similarly, the data
from a single RP can be moved in every iteration to a testing data set. Obviously,
this process has to be repeated to get reliable estimates. Alternatively, an entire
RSS data set can be randomly divided into a training and a testing data set.

Moreover, in many studies [2,10,15] measurements are repeated in each loca-
tion several times. Hence, when random division of a data set is used, some RSS
vectors from one location can be potentially placed both in a training and a
testing data set. In particular, in [2] out of 100 samples made in each location,
90 are used for training and 10 for testing. Similarly, Dawes and Chin in [1] to
create testing data selected 5000 of all RSS vectors, which were sampled across
all 56 locations in which RSS measurements were made. It is important to note
that similar decisions can be made in other domains. As an example data from
the same or different data sources such as sensors or patients can be placed in
testing data set. Furthermore, multiple records from the same source can be
collected and split into training and testing data. Hence, the problem of testing
RSS data selection illustrates a wider class of problems encountered when ML
methods are used to develop classification or regression models.

The question arises whether different ways of splitting available RSS data
intro training and testing data are equivalent, and if not which of them could be
recommended. This can be treated as in intuitive example of the investigation
of how the selection of testing data in view of under which conditions (here:
in which locations) the data were collected should be performed. To address
these open issues and promote progress in the development of indoor positioning
methods, we propose guidelines on the selection of testing data set. We use a
training data set composed of the data collected in a number of indoor locations
as a reference set. Moreover, a reference method of creating testing data sets
is proposed. Next, based on machine learning practices and the aforementioned
approaches used in the past, a number of other methods of constructing testing
data sets are analysed and compared in terms of the equivalence of performance
estimates they provide. Finally, statistical significance of accuracy differences
caused by varied testing data sets is verified. The remainder of this work is
organised as follows:

– First, the data used for the experiments are documented in Sect. 2.
– Next, different methods of creating testing data sets are summarised in Sect. 3.

This includes both existing and newly proposed approaches.
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– This is followed by the proposal for a method evaluating the impact of testing
data selection on IPM performance estimates, which is made in Sect. 4, which
is followed by results summarised in Sect. 5.

– Finally, conclusions and suggestions for future research are made.

2 The Reference Data

Similarly to other studies on fingerprinting-based IPMs, real RSS data collected
in a reference building is used also in this study. First, extensive RSS data have
been collected in a number of Indoor Locations, described by (x, y, floor) coor-
dinates. These indoor locations will be referred to as Points of Interest (POIs) in
the remainder of this study. The POIs were densely located in a reference build-
ing of the Warsaw University of Technology within a grid of 0.25 m resolution on
3 different floors. Similarly to [7,14], we placed points in the corridors of these
floors. In every POI, up to 10 repetitions of measurements were made in each
of 4 directions. This yields up to 40 RSS vectors per a point, which is equal to
the number of times measurements were made in every point inter alia in [10].
A decision was made to use WiFi RSS vectors for the study in terminal-centric
approach. Thus, the RSS vectors collected in each POI are composed of the
measurements of WiFi signal strengths of the signals emitted by WiFi Access
Points.

The objective of the analysis is to verify whether different testing data sets
can be used interchangeably i.e. whether there is no statistically significant dif-
ference between mean positioning errors attained when testing the same IMP
with different testing data sets. For this reason, we propose to develop a com-
plex training data set and vary the content of testing data set under the same
positioning method. Should a statistically significant difference between mean
error rates observed for different strategies of selecting test data be identified,
it could be fully attributed to the fact that the way individual testing data sets
were developed was different.

For the scenario described above to be used, a reference training data set,
identical or virtually identical for all the runs should be developed. We propose to
follow a common practice to develop such a data set. The reference training data
set R is created by placing in it the RSS data from a rectangular grid of RPs of
a 1.5 m resolution. Furthermore, for every POI used as a RP, and every direction
of a terminal, approx. 50% of records available for this combination of RP and
direction was placed in the reference training set. In this way, the rest of the
data collected in every RP can be used for testing purposes. As a consequence,
the entire data set Ω of RSS vectors was split into the reference training set R
and other data O. The summary of both data sets is provided in Table 1.

Furthermore, let us denote the set of unique POIs that A data set was col-
lected in by ξ(A). What should be emphasised is that the RSS records have been
collected in a large number of locations |ξ(Ω)| = 7112 to make the investigation
of various testing grids possible.
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Table 1. Summary of the data used in this study

Data set Role No. of RSS records No. of POIs

Ω All available data 284435 7112

R Reference training data 4267 225

O Other data, providing
testing data sets

280168 7112

3 Development of Testing Data Sets

3.1 Key Assumptions

As already observed, different approaches are applied to develop testing data
sets for fingerprinting-based IPM. These approaches will be referred to as Test
Data Acquisition Methods (TDAMs). Frequently, a monitored object moving in
an indoor area is allowed to move to any location in a continuous (x, y) space,
constrained by the architecture of the building. In addition, in some buildings
a user is allowed to move to different floors out of all or allowed floors. This
suggests that a reference testing data set should include RSS data from a number
of randomly selected testing points (TPs) located in accessible area covered by
IPM i.e. having possibly continuous (x, y) coordinates and located possibly on
different floors. We will refer to this area as a reference area.

While for the purpose of this study RSS measurements in a very dense mea-
surement grid of multiple POIs located in the reference area were made, due
to budget constraints such extensive measurements are not likely to be used
in production deployments of IPM. It is worth noting here that RSS measure-
ments frequently are made manually and can be only partly automated. This is
because of limited access areas such as hospitals or lecture theatres and stair-
cases in which semi-automated movable devices can not be used. Hence, for this
study to be representative of a real IPM use, we limit the number of records
present in all testing data sets to be no larger than the cardinality of a training
data set i.e. card(T ) ≤ card(R).

3.2 Test Data Acquisition Methods

First of all, we propose the method of developing a testing data set by random
sampling of card(R) of RSS records from O set to be treated as a reference
TDAM. This is because for IPM evaluation to be representative, ideally data
from many locations from reference area, most likely not the same as training
locations should be used. In this way, we reflect the fact that a monitored object
can appear anywhere in a reference area. This method allows possibly continuous
(x, y) coordinates i.e. matches behaviour of a monitored object. Moreover, it
allows the object to be present in the RPs, but pays particular attention to
other locations. In the case of the data used for this study, the majority of the
RSS vectors, the testing RSS vectors are sampled from, come from 7112 − 225
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= 6887 locations not present in the training data. This is because the reference
TDAM is applied to O data set described above. This TDAM will be referred
to as RANDOM POIS.

Apart from the reference TDAM, other methods are used in research com-
munity or can be proposed by adapting ML rules to the needs of fingerprinting-
based evaluation. All methods considered in this study are described in Table 2.
In the next stage, individual TDAMs will be compared against RANDOM POIS to
determine whether accuracy estimates they provide are the same.

Table 2. Summary of Test Data Acquisition Methods (TDAMs) considered in this
study

TDAM Description Dependencies

RANDOM POIS Reference method. RSS records
are sampled from RSS records
collected in other locations than the
locations of RPs and collected in RP
locations, but at different time

|T | = |R| and T ⊂ O

ONE RSS OUT Leave one RSS record out i.e.
remove one RSS record from training
data R to use it as testing data T

|T | = 1 and ξ(R) ∩ ξ(T ) �= φ
and T ⊂ R

ONE POI OUT All RSS records from one of RPs are
moved to a testing data set

|ξ(T )| = 1 and
ξ(R) ∩ ξ(T ) = φ and T ⊂ R

SAME POIS All RSS records are sampled from
remaining RSS records collected in
the RPs

ξ(T ) ⊂ ξ(R) and |T | = |R|
and T ⊂ O

OTHER ES POIS RSS records are sampled from the
locations shifted by [±0.75, ±0.75]m
compared to RP locations

|T | = |R| and T ⊂ O

SAME LINE POIS RSS records are sampled from
(x, y, floor) locations sharing either
x or y with one of the RPs

|T | = |R| and T ⊂ O

Importantly, all TDAMs satisfy the condition that RSS data collected for
training purposes are not used for model testing. However, individual methods
vary in terms of the size of the testing data sets they create and the way the
location of TPs is selected. In particular, ONE RSS OUT and SAME POIS generate
testing data sets, which include data collected only in the same locations as the
data of a training data set.

Figure 1 provides an overview of the testing grids produced by individual
TDAMs, illustrated on a schematic plan illustrating the conditions under which
IPM systems are deployed. It should be noted here that apart from walls, ele-
vators and other building elements, also obstacles such as printing devices and
furniture limit the accessibility and the area of feasible locations of both moni-
tored objects and POIs. It is worth noting here that ONE RSS OUT and SAME POIS
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Fig. 1. Sample layout of reference points (cross symbols) and testing points (circles)
under: (a) RANDOM POIS, (b) OTHER ES POIS, (c) SAME LINE POIS, and (d) ONE POI OUT

strategy, respectively.

were skipped in Fig. 1, as under these strategies testing locations overlap with
training locations.

4 Performance Investigation Method

The key objective of this work is to analyse whether testing data sets developed
with individual TDAMs can be used interchangeably. More precisely, a proposal
is made to develop for every TDAM multiple positioning models and test them
with multiple testing data sets sampled in each run independently from the avail-
able data with each TDAM. Next, an average horizontal error is calculated for
each of the models on its testing data set. The process we propose is documented
in detail in Algorithm1.
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Input: R - original training data, O - remaining RSS data to be used for the
development of testing data T , N - the number of algorithm runs for
one TDAM, S - TDAM i.e. one of the methods described in Table 2.

Data: T̃ - testing data set generated by TDAM, rj ∈ T̃ - j-th record of testing
data, s(rj) - WiFi signal strength vector, x(rj), y(rj) - x and y
coordinates of the POI where this record has been acquired, respectively,
d : R2 × R

2 −→ R≥0 - Euclidean horizontal distance between true and
predicted object location

Result: Eh - a vector of the positioning errors of models evaluated on testing
data sets developed with S method

begin
for i = 1, . . . , N do

if S ∈ {ONE POI OUT, ONE RSS OUT} then

(R̃i, T̃i) = S(R);
end
else

/* remaining strategies extract testing data from O,

possibly based on the location of RPs */

T̃i = S(ξ(R), O);

R̃i = R;

end
/* Train positioning models for x and y coordinates */

Mx = trainx(R̃i);

My = trainy(R̃i);

Eh(i) =
∑|T̃i|

j=1 d
(
[x(rj),y(rj)],[Mx(s(rj)),My(s(rj))]

)

|T̃i| ;

end

end
Algorithm 1. The evaluation of the impact of testing data selection on model
performance estimates

Algorithm 1 distinguishes between ONE RSS OUT and ONE POI OUT and the
remaining strategies, as the two former strategies do not use O data, but move
a subset of the original training data R to the actual training data R̃ used to
develop the positioning models. Irrespective of TDAM used, once Mx and My

regression models are trained, they are evaluated on testing data T̃ sampled
with S method independently in every run out of N runs of the algorithm. This
makes it possible to observe the distribution of errors caused by both multiple
training sessions of the models and varied content of individual testing data sets
developed under the same method S.

5 Results

To analyse the possible impact of testing data selection on performance esti-
mates, Algorithm 1 was executed with N = 100 runs. Furthermore, random
forest was used to develop positioning models. In every session a random forest
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composed of 50 trees was built on training data and applied to testing data. This
has been repeated for x and y coordinates. We selected random forest method for
the evaluation, as the method is resilient to noisy signals. This made it suitable
for multiple runs of the method and eliminated the impact of manual feature
selection on the evaluation process.

Table 3. Summary of data sets developed with individual Test Data Acquisition Meth-
ods (TDAM)

TDAM min(ξ(T̃ )) avg(ξ(T̃ )) max(ξ(T̃ )) max(|T̃ |)
RANDOM POIS 3250.00 3304.14 3348.00 4267.00

SAME LINE POIS 2229.00 2280.83 2317.00 4267.00

ONE RSS OUT 1.00 1.00 1.00 1.00

ONE POI OUT 1.00 1.00 1.00 19.00

SAME POIS 225.00 225.00 225.00 4267.00

OTHER ES POIS 205.00 205.00 205.00 4267.00

First, the summary data on 100 testing data sets developed with each TDAM
is worth investigating. Minimum, mean, and maximum number of locations
present in individual testing data sets T̃i is provided in Table 3. The table includes
also the maximum number of records placed in T̃i in one run of a single strat-
egy. What should be noted here is that the size and content of the reference
training data set is kept possibly identical in all model development sessions.
The only allowed difference is to extract a single RSS vector or RSS vectors
from a single RP into a testing data set. The latter divergence from the fixed
content of R data set is necessary in the case of ONE RSS OUT and ONE POI OUT
techniques. In the case of remaining TDAM methods, the number of training
locations |ξ(R̃i)| = 225 and the number of RSS vectors |R̃i| = 4267 in all model
development sessions. Importantly, RANDOM POIS and SAME LINE POIS use data
from a much larger number of testing locations than other TDAMs.

Figure 2 shows the distribution of Eh errors for individual method runs. First
of all, ONE POI OUT and to a lower extent ONE RSS OUT can yield major errors
when the vector or vectors placed in a testing data set turn out to be particularly
difficult to locate in (x, y) space. Moreover, what follows from Fig. 2(b) is that
SAME POIS strategy i.e. the strategy in which a part of the data collected in RPs
is used also for testing purposes yields by far lower error estimates than the
reference RANDOM POIS method.

To verify whether individual differences of Eh values are statistically sig-
nificant, for every TDAM the hypothesis that the mean error rate mean(Eh)
developed for this TDAM is equal to the mean error developed for reference
TDAM has been verified. This has been done based on two vectors of N = 100
mean error values Eh developed with Algorithm1. Unpaired t test was used to
verify the null hypothesis. Confidence level of the interval of mean difference was
set to 0.95. Variances of both vectors were not assumed to be equal. Table 4 con-
tains mean absolute error rates and the results of hypotheses testing, including
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Fig. 2. Distribution of Eh() errors for (a) ONE POI OUT (OPO), ONE RSS OUT (ORO), and
(b) OTHER ES POIS (OEP), RANDOM POIS (RP), SAME LINE POIS (SLP) and SAME POIS

(SP) strategy, respectively.

both p values for the hypothesis of mean error equality and confidence intervals
of differences in means for every TDAM compaired to the reference TDAM.

First of all, let us observe that the reference method yields an average error
of 2.01 m. The two methods using the data from the same locations as training
locations ξ(R) i.e. ONE RSS OUT and SAME POIS yield significantly lower error esti-
mates of 0.534 m and 0.369 m, respectively. The confidence interval [cmin, cmax]
showing the difference of mean values with negligibly small p value confirms that
the hypothesis of the equality of mean error reported on the data sampled from
training locations with the mean error reported under reference TDAM can be
rejected. This shows that random division of data from the same locations into
training and testing data sets results in IPM accuracy estimates largely different
from these encountered in unconstrained use of indoor positioning.

As far as ONE POI OUT method is concerned, there is no basis to reject the
null hypothesis, as the dispersion of errors is too large for statistically significant
reasoning. However, this shows that relying on moving the data from one location
to testing data in a leave-one-out manner does not provide reliable assessment
of IPM performance in a continuous reference area, when the number of runs of
the method is N = 100 i.e. in spite of major calculation overhead considering the
number of training instances involved. It is worth noting here that a complete
leave-one-out process would require even more runs i.e. testing IPM based on
the number of data divisions equal to the number of training locations.

In the case of SAME LINE POIS, error rates are observed to be smaller than
in the case of RANDOM POIS and this difference is confirmed to be statistically
significant. Hence, by placing testing locations along the same lines as training
locations we get reduced error estimates compared to these attained when testing
locations are placed in any point of the reference area. This difference is observed
in spite of using testing data acquired in other locations than training data.

Finally, OTHER ES POIS yields slightly higher i.e. more pessimistic error esti-
mates than the reference TDAM. Importantly, this difference, while not large
is statistically significant. This phenomenon can be explained by the fact that
in the case of OTHER ES POIS technique the average distance between a TP and
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the closest RP is larger than in the case of the reference TDAM. Hence, indoor
positioning can be more difficult compared to RANDOM POIS test grids, in which
some of testing data may come from even the same locations as training data.

To sum up, extensive calculations made in this study show that individual
techniques of selecting testing data out of all available RSS data can largely
influence performance estimates of the same positioning technique. This suggests
the use of the same standard for selecting testing data used to evaluate the
performance of indoor positioning methods. RANDOM POIS provides a valid choice
when a monitored object can move in a continuous space of reference area.
OTHER ES POIS can be used to provide similar estimates while relying on data
collected in a significantly lower number of POIs.

Table 4. Results of testing the hypothesis that mean errors attained for individual
TDAMs are equal to mean errors for reference TDAM i.e. RANDOM POIS method

TDAM mean
(
Eh(T )

)
[m] p value cmin cmax

RANDOM POIS 2.006 0.000 0.000 0.000

SAME LINE POIS 1.828 0.000 0.171 0.186

ONE RSS OUT 0.534 0.000 1.175 1.769

ONE POI OUT 2.045 0.839 −0.412 0.335

SAME POIS 0.369 0.000 1.631 1.643

OTHER ES POIS 2.033 0.000 -0.033 -0.019

6 Conclusions

The analysis of various testing data acquisition methods made in this study
shows that all methods yield horizontal accuracy estimates which are different
from the estimates developed for the reference TDAM. Importantly, except for
one method the differences that have been observed are statistically significant.
This is even though all the methods satisfy the key condition that once RSS
records are collected, they are split into the training and testing part and no data
is shared between the two data sets. This corresponds to making separate RSS
measurements to develop testing data sets. This result contributes to increased
understanding of indoor positioning studies that report diverse accuracies of
the methods they analyse. More precisely, one of the reasons is the fact these
studies frequently follow different strategies of selecting testing data sets and the
locations the data in these sets come from.

In the analysed case of indoor positioning, from a deployment point of view,
OTHER ES POIS strategy is of particular interest. Even though it yields pessimistic
error estimates, it relies on a limited number of TPs, which reduces the cost of
collecting testing data. In the future, we are planning to analyse further tech-
niques aiming to automate the development of representative testing data sets,
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while reducing both the cardinality of these data sets and the number of locations
in which measurements have to be made.

The results of this study highlight a wider problem that just randomly split-
ting available records into training and testing data may be not sufficient to
get performance estimates representative of real use of machine learning meth-
ods. As an example the evaluation of IPS models on testing data coming from
the locations already present in training data yields performance estimates sub-
stantially different from the evaluation on testing data from any neighbouring
location. This illustrates a wider problem that for example testing ML models on
the data from the objects already represented in training data may be not suffi-
cient to estimate the ability of ML methods to model behaviour of new objects.
Importantly, differences in accuracy estimates observed in this study are statis-
tically significant and in some cases are by far larger than differences typically
arising from the use of different regression methods for model development. This
emphasises the role of carefully planned evaluation process in selecting the best
ML method for a problem of interest.

Acknowledgements. This research was partly supported by the National Centre for
Research and Development, grant No. PBS2/B3/24/2014, app. no. 208921.

References

1. Dawes, B., Chin, K.W.: A comparison of deterministic and probabilistic methods
for indoor localization. J. Syst. Softw. 84, 442–451 (2011)

2. Fang, S.H., Lin, T.N., Lin, P.: Location fingerprinting in a decorrelated space.
IEEE Trans. Knowl. Data Eng. 20(5), 685–691 (2008)

3. Flach, P.: Machine Learning: The Art and Science of Algorithms That Make Sense
of Data. Cambridge University Press, New York (2012)

4. Grzenda, M.: Reduction of signal strength data for fingerprinting-based indoor
positioning. In: Jackowski, K., Burduk, R., Walkowiak, K., Woźniak, M., Yin, H.
(eds.) IDEAL 2015. LNCS, vol. 9375, pp. 387–394. Springer, Cham (2015). https://
doi.org/10.1007/978-3-319-24834-9 45

5. Japkowicz, N., Shah, M.: Evaluating Learning Algorithms: A Classification Per-
spective. Cambridge University Press, New York (2011)

6. Jin, Y., Soh, W.S., Wong, W.C.: Error analysis for fingerprint-based localisation.
IEEE Commun. Lett. 14(5), 393–395 (2010)

7. Khalajmehrabadi, A., Gatsis, N., Akopian, D.: Modern WLAN fingerprinting
indoor positioning methods and deployment challenges. IEEE Commun. Surv.
Tutor. 19(3), 1974–2002 (2017). https://doi.org/10.1109/COMST.2017.2671454.
Thirdquarter

8. Kjargaard, M.B.: Indoor location fingerprinting with heterogeneous clients. Perva-
sive Mobile Comput. 7, 31–43 (2011)

9. Lee, M.K., Han, D.S.: Dimensionality reduction of radio map with nonlinear
autoencoder. Electron. Lett. 48(11), 655–657 (2012)

10. Lemic, F., Behboodi, A., Handziski, V., Wolisz, A.: Experimental decomposition
of the performance of fingerprinting-based localization algorithms. In: 2014 Inter-
national Conference on Indoor Positioning and Indoor Navigation (IPIN), pp. 355–
364, October 2014. https://doi.org/10.1109/IPIN.2014.7275503

https://doi.org/10.1007/978-3-319-24834-9_45
https://doi.org/10.1007/978-3-319-24834-9_45
https://doi.org/10.1109/COMST.2017.2671454
https://doi.org/10.1109/IPIN.2014.7275503


Performance of Indoor Positioning: Testing Data Selection 469
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Abstract. Nowadays, artificial intelligence makes a great success in our
modern social life. The human should be prepared to be able to live with
social robots that can provide him comfort and help in solving complex
processes. Extending the use of robot’s technology is certainly desirable,
but preventing certain catastrophes from the misdeeds of artificial intelli-
gence is crucial. One of these troubles could be for instance the creation
of robots’ coalitions to impose pernicious decisions. As a contribution
to cope with such issue, we propose a parallel approach for the detec-
tion of cultural coalitions based on Bat Algorithm. This GPU-based bat
algorithm approach can treat very large datasets due to the possibility
of launching several artificial bats simultaneously, which contribute to
reducing the runtime without affecting the performance. To proof the
effectiveness of the parallel detection coalition method, we conducted
several experiments on datasets of different sizes. These datasets repre-
sent the result of cultural artificial agents playing the colored trails (CT)
game. For the creation of agents’ profiles, we use real cultural datasets
generated based on the WV survey. The experimental analysis demon-
strates that the use of the proposed method will considerably reduce the
runtime.

Keywords: Culture · Coalitions · Social agents · Detecting coalitions

1 Introduction

Few years ago, robots were just a grain of imagination, but with the great
advancement in the technological domain, this imagination becomes a reality.
Robots were created to facilitate difficult tasks such that we find in industry, mil-
itary, and health domain. Due to their great success, researchers seek to improve
their physical appearance until getting robots made from a special batter that
are difficult to distinguish from humans. As a result, robots crawl into human
social life. For the best interaction between robots and humans, researchers aim
to increase the social intelligence of robots by cloning the human cultural intel-
ligence and transplanting it into the artificial intelligence of the robot.
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As each technology, robot engineering has advantages and drawbacks. While
its positives and favor over humanity are great, its drawbacks are also great
and could lead to a major scientific disaster. One of these weaknesses could be
the creation of coalitions of robots to impose pernicious decisions. The issue is
that a subset of users prefer to cooperate within the group and avoid cooperation
outside the group [2], such that the elements of the same coalition share the same
interests and objectives [19]. As knowing the causes of a problem is the most
effective solution to avoid it, detecting coalition becomes nowadays an essential
solution to avoid an inevitable Disaster.

The issue of finding coalitions is a complex problem and classified in the NP-
hard category [22]. It means that this problem lacks from a resolution algorithm
of polynomial complexity, which makes finding solutions needs exponential run-
ning time. Techniques of artificial intelligence have proved their effectiveness in
solving such problems with approximate methods. Unlike the exact methods that
find all the coalitions, intelligent tools find the most efficient ones in a signifi-
cantly reduced amount of time. Swarm algorithms are one of these methods that
are nature-inspired, mimicking some successful characteristics of animal swarms.
It is a promising field based on the simulation of the collective intelligence in
social insects and some animals such as fishes and birds. The most known algo-
rithms in this category are Ant Colony Optimization (ACO) [4], Particle Swarm
Optimization (PSO) [11], Firefly Algorithm (FA) [24], and Bat Algorithm (BA),
a meta-heuristic developed in 2010 [25]. This approach simulates the movements
of bats when searching for preys. It manages a balance between a local search and
PSO optimization, and is appreciated for its good convergence to the optimal
solutions.

Although these methods are basically efficient, however with the use of very
large datasets the time complexity issue reappears. One way to tackle this hard
question is to parallelized the independent parts. Since 2007 and due to the
advancement in the graphics hardware, it was possible to exploit this idea with
the emergence of the Graphics Processor Units (GPU). This type of processor
differs with the old processor in fundamental design philosophy, where multiple
threads cooperate to achieve the goal. For example, in the case of matrix multi-
plications, instead of filing the matrix element by element, all the elements will
be filed in a parallel manner. Each thread is associated with one element, where
it calculates the sum of the product of all the elements from the row i with all
the elements from the column j. This kind of programming can achieve more
than 100 times speedup over sequential execution.

In this paper, we propose a parallel approach for the detection of cultural
coalitions based on the Bat Algorithm. It aims to perform more efficiently than
the existing state-of-the-art algorithms. This approach needs a GPU architecture
and some synchronizations with the CPU, following the master/workers model.
Technically, the designed method consists in running the master on the CPU,
which generates a population of n bats, where each one represents a potential
solution. Then, the master launches n threads offloaded on the GPU, where
each one performs the tasks of one bat to improve its solution by sharing its



472 A. Kechid and H. Drias

best solution with its congeners. The master attempts to receive the result of
each bat to rank the bats on the best solutions in the next iteration.

The remainder of the paper is structured as follows. In the next section, we
present the related works. Then, in Sect. 3, we present our first contribution
on the perception of culture and its integration in the BDI model. In Sect. 4,
we present our second contribution, which deals with the adaptation of Bat
Algorithm to the coalition detection problem. After that, we present the parallel
bat algorithm for the detection of coalitions. Finally, we end this paper with a
conclusion after presenting the experimental results.

2 Literature Review

Coalition creation may cause serious problems such as competitive harm, the
trust and the reputation abuse. To tackle this issue several approaches were
proposed using methods based on Markov chain [3], clustering [23], Rule based,
graph based [9], machine learning, convolutional neural networks [1]. In 2007,
Metwally and his co-authors proposed a method for detecting coalition in adver-
tising networks named detectives [15]. This method used a sampling approach
to detect all pairs of publishers having similarity exceeding a specific threshold.
In order to detect coalition members, the authors used these pairs of publishers
to construct a similarity graph. The graph is composed of vertices which repre-
sent publishers. Two vertices are related with edge if the similarity of visitors
between the two vertices is greater than or equal to a specific threshold. After
creating the similarity graph, they try to detect the maximal clique. Finding a
clique in this graph amounts to finding a set of vertices that are related to each
other.

After that, other researchers proposed CATCH Algorithm [14], which can
detect coalition groups based on the ratio to gain of cost. A coalition is defined
as a group that has its gain per resource (GPR) exceeds a specific threshold and
every subgroup has its gain per resource lower than the gain per resource of the
group.

After one year, Kerr and Cohen proposed a statistical approach [12], which
consists of two steps, clustering and characterizing clusters which contain coali-
tion. In the first step, they use the k-means algorithm [6] to regroup agent
interest in several clusters. Agent interest is a vector of n entities which repre-
sents the interest of the agent with each other. Coalition members are seen as
elements that have a greater interest with coalition members than other mem-
bers. Therefore, in the second step, the average benefit of each candidate cluster
is calculated. After that, for each candidate cluster, they take 100 samples of
the same size and calculate the benefit between this cluster and each sample to
generate large data. From this data, they use the normal distribution to detect
whether the probability of the average benefit calculated above is greater than
the threshold.
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Another method was also proposed to detect the stock market colluding
groups based on spectral clustering algorithm [18]. The authors run several times
the k-means algorithm until maximizing a certain modularity function. In each
iteration, the number of clusters is incremented. On the other hand, the colluders
similarity measure (CSM) [16] uses Colluders Detection Algorithm (CDA) on
the list of suspicious nodes to cluster the nodes with similarity more than a
specific threshold. Another based clustering method was proposed to detect fraud
in internet advertising [21]. It consists of 3 steps: constructing, clustering and
filtering. At the first step, they organize the data, then, they transform the
coalition detection to a clustering problem and finally, they remove false alarm
clusters.

Hybridizing the similarity [15] and GPR [14] methods is the subject of a new
approach used for detecting coalition in online advertising [27]. This approach
consists of 3 phases: initialization, inductive and finalization. The initialization
phase generates the required information in the next step to each metric. In
the inductive phase, the method uses the apriori style to generate the candidate
coalitions, which are transmitted to each method. The result intersection for
each method is used to calculate the candidate coalition for the next iteration.
The final coalition is identified in the last step as the intersection of the identified
coalition in each method.

In 2017, Zhai and his co-authors proposed an approach to detect potential
collusive clique with their activities [26]. This method starts by estimating the
probability of being fraud to each potential candidate. Then, if confirmed fraud-
ulent, their potential wealth is calculated.

3 Culture and Its Integration in the BDI Model

In this section, we present the needed background to understand the remainder
of the paper. We start by presenting our modeling of culture. Then, we explain
how to integrate the concept of culture in the BDI model.

3.1 Our Perception of Culture and Modeling

In previous works [10], we define culture as a multivariate mathematical function,
that assigns each tuple (x1, x2, ..., xn) in domain D a class C = f(x1, x2, ..., xn):

f : D → R
(x1, x2, ..., xn) �→ f(x1, x2, ..., xn) (1)

The tuple is viewed as a vector of socio-cultural factors which is made up of
the following elements presented in Table 1. For each factor, we select one or more
attributes from the WV survey. This survey is started in 1981 and accessible from
the www.worldvaluessurvey.org website. For each country, a dataset is generated,
where each instance represents the answers of one person from this country.

http://www.worldvaluessurvey.org
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After that, we move to the creation of cultural datasets based on the data
generated from the survey. From each of the six following countries: Algeria, Ger-
many, China, Japan, Spain and the United States, we create a cultural dataset,
where rows represent the individual answers on the selected attributes. These
six datasets are analyzed with the Apriori algorithm to generate the frequent
cultural characteristics in each region and extract the cultural association rules.

3.2 Culture Integration in the Belief-Desire-Intention (BDI) Model

After we have introduced the culture modeling, we present the integration of this
concept in the BDI model [17] to implement multi-agent systems [20]. Cultural
attributes are seen as a knowledge base, which can be modified through the
encountered events.

The BDI model is used in the creation of rational agents. It consists of 3
concepts: Beliefs which represent the agent knowledge in his environment, desires
are agent motivations that represent states of the world that agent wants to
reach, and intentions are states of the world that agent undertakes to realize
at a given moment. When an agent detects a new event, he updates his beliefs
according to the perceived event and his culture to generate an options’ list,
which represents the objectives that can be instantiated. From these desires, he
selects the best choice which represents his intention.

4 Bat Algorithm for Coalitions’ Detection

BA is a generic algorithm that can find solutions for several complex issues [8,13].
In this section, we present our previous work, which adapts the BA algorithm
to the problem of finding coalitions. We present the formulation of the coalition
problem, the solution representation, and the fitness function for the performance
evaluation of the artificial bats that encapsulate solutions.

4.1 Problem Formulation

We modeled the problem of finding coalitions as a simple undirected graph G
= (V; E), where each vertex of V represents a specific entity (individual) in the
system, and there is an edge between two vertices i and j of V if the similarity
between the profile interest of the two nodes is less than a specific threshold.

The profile interest of an entity i is a vector of size k, where each dimension
j represents the amount of interest between the entity i and j, and k represents
the number of entities in the system.

For this problem, we can find one or more solutions. A solution is a set of
entities that each one has an edge with each other in the same coalition.
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Table 1. Culture dataset attributes

Contribution

name

Attribute Possible values

Reading Newspaper use Weekly, Monthly, Less than monthly,

Never, No answerThe use of magazines

Tradition Tradition importance Very Important, Important, Somewhat

Important, A little Important, Not

Important, Not at all Important, No answer

Age Age category Child, Teen, Adult, Old person

Work Work importance Very important, Rather important, Not

very important, Not at all important, No

answer, Don’t know

Educational Highest educational level From Incomplete primary school to

University - level education, with degree,

No answer

The interaction

with nearby

environment

Friends importance Very important, Rather important, Not

very important, Not at all important, No

answer, Don’t know

Family Family importance Very important, Rather important, Not

very important, Not at all important, No

answer, Don’t know

Teach independence to children Very important, not very important

Teach hard work to children

Teach feeling of responsibility to

children

Teach imagination to children

Teach tolerance and respect for

other people to children

Teach thrift to children

Teach determination and

perseverance to children

Teach religious faith to children

Teach unselfishness to children

Teach obedience to children

Teach self-expression to children

Individual think up new ideas Very Important, Important, Somewhat

Important, A little Important, Not

Important, Not at all Important, No answer
be rich

Living in secure surroundings

Luxury and comfort

do something for the good of

society

help people living nearby

Being very successful

Adventure and taking risks

behave properly

Looking after the environment

Universal Internet use Daily, Weekly, Monthly, Less than monthly,

Never, No answerTV use
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4.2 Solution Representation

In this problem, we aim to find the sets of agents that participate in coalitions.
As with the BA algorithm each bat encapsulates a single solution, the most
appropriate data structure that represents each bat (solution) is a vector. The
elements of this vector can take values from 0 to the number of entities in the
system. If the value of the element i is equal to 0, it means that this element is
not used. Otherwise, it shows the number of the entity that participates in the
coalition. For example, if there are 10 entities in the system, the coalition that
contains the entities 1, 9, 10, is represented by: 1 9 10 0 0 0 0 0 0 0

4.3 Fitness Function

As BA can generate a lot of solutions, it is necessary to have an effective fitness
function to evaluate the quality of the solution and to guide the future solutions.
For this purpose, we propose to use the following function.

f(x) =

{
the size of coalition, if all the elements are connected.
0 Otherwise

4.4 New Solution Generation

Concerning the generation of the new position, we use Algorithm 1 and Eqs. 2 and
3 [7]. This algorithm aims to update some elements from the solution indicated
by the actual frequency. This modification starts at a specific element indicated
by the actual velocity. So, for each element, it compares the loudness and a
random value. If this value is greater, we increment the value of the bit vi in
the solution and save its modulo (k+1). Otherwise, we decrement the value of
the bit vi and save its modulo. To avoid the redundancy of values in the same
solution, we update the content of bit vi to the calculated value if it does not
exist in the generated solution. After that, it remains just to increment the value
of vi for passing to the next iteration. This process is repeated until vi achieve
the actual frequency.

5 Parallel Bat Algorithm for the Detection of Coalitions

As described in the previous section, BA is a very effective algorithm and can find
solutions to several problems. However, when dealing with very large datasets,
we are obliged to increase the number of bats to obtain the desired performance,
which increase considerably the runtime of the algorithm. One way to tackle this
issue is to launch all the bats in parallel. It means, that all the bats start at the
same time. Exploiting this idea needs a new type of processor named Graphics
Processor Units (GPU).

In this section, we propose the parallel coalition detection method based on
a master/workers paradigm. Whereas the master is executed on the CPU, the
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Algorithm 1. Generate new solution
Require: Coalition xt−1

i , Velocity vi, Loudness Ai ?
Ensure: New coalition xt

i,
Begin
while vi ≺ f t

i do
if rand > At

i then
1- new entity=( (entity at vi ) +1) mod (k+1)

else
2- new entity=( (entity at vi ) -1) mod (k+1)

end if
if new entity does not exist in xt

i then
3- entity at vi =new entity

end if
4- increment vi

end while

workers are offloaded to GPU. Unlike BA, all the bats perform a local search
simultaneously. The master starts by initializing randomly one solution to each
bat, and initialize the velocity v0

i and the frequency f0
i . After initializing the

value of pulse rate r0i and loudness A0
i , the population is evaluated to extract

the best solution x*.
After that, since the maximum number of iterations is not reached again,

it copies the input data to the device (GPU) to launch the necessaries number
of threads. This process is explained in Algorithm2. Afterwards, each thread
calculates its real index in the set of data by contribution to its index in the
block, the index of the block and the number of threads in the block. Each
launched thread performs the process of one bat that is, each bat performs a
virtual movement using Algorithm 1 to generate a new solution by adjusting
frequency fi, velocity vi as shown in Eqs. 2 and 3. After evaluating the new
solutions, each bat in the population generates a new solution through a random
walk using Eq. 4.

f t
i = 1 + (fmax) ∗ β (2)

vt
i = fmax − f t

i − vt−1
i (3)

xnew = x
′
+ ε ∗ A (4)

– Where,
• x∗ is the current best solution.
• β is a random vector in the range [0,1].
• fmin and fmax are respectively the specified lower and upper bounds for

the frequency parameter f.
• x’ is the best solution at the actual iteration.
• ε is a random value between 0 and 1.
• A is the average loudness of all the bats at the actual iteration.
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Finally, the pulse emission rate ri and the loudness Ai are updated using
Eqs. 5 and 6. This principle is explained in Algorithm3. After every bat ends its
tasks and the master receives the solutions, it sorts the solutions according to
its quality and then it ranks the bats of the best solutions

At
i = α ∗ At−1

i (5)

rt
i = r0i (1 − eγt) (6)

– Where,
• α and γ are a constants

Algorithm 2. Pseudo code of the parallel Bat algorithm (master)
Require: The graph G.
Ensure: The sets of coalitions.

Begin
1- generate at random a population of n bats (n solutions);
for each bat i do

2- define its loudness Ai, its pulse frequency fi and its velocity vi;
3- set its pulse rate to ri;
4- select the best solution x*;

end for
while (Max-Iter not reached) do

5- cudaMemcpy(Population, cudaMemcpyHostToDevice)
6- cudaMemcpy(loudness A, cudaMemcpyHostToDevice)
7- cudaMemcpy(frequency f, cudaMemcpyHostToDevice)
8- cudaMemcpy(velocity v, cudaMemcpyHostToDevice)
9- cudaMemcpy(pulse rate r, cudaMemcpyHostToDevice)
10- Launch n threads
11- cudaMemcpy(Population, cudaMemcpyDeviceToHost)
12- cudaMemcpy(loudness A, cudaMemcpyHostToDevice)
13- cudaMemcpy(frequency f, cudaMemcpyHostToDevice)
14- cudaMemcpy(velocity v, cudaMemcpyHostToDevice)
15- cudaMemcpy(pulse rate r, cudaMemcpyHostToDevice)
16- Rank the bats and find the current best solution x*;

end while

6 Experiments

To appreciate the performance of the proposed method, we conducted several
experiments on datasets of different sizes. These datasets are generated in previ-
ous work, where we developed a simulation environment that contains intelligent
cultural agents playing the colored trails game (CT) [5]. These datasets consist
of several instances, where each one represents the benefit between each agent
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Algorithm 3. Pseudo code of the parallel Bat algorithm (Kernel))
Require: Population, loudness A, frequency f, velocity v, pulse rate r.
Ensure: Population, loudness A, frequency f, velocity v, pulse rate r.

1 i ←blockIdx.x ∗ blockDim.x + threadIdx.x
2- compute a new solution (fi, vi, xi ) using Algorithm 1 and equations 2 and 3.
if rand � ri then

3- select a solution x’ among the best solutions;
4- improve the solution using equation 4;

end if
5- generate at random a new solution (fi, vi, xi);
if rand ≺ f(x*) then

6- accept the new solution;
7- increase ri and reduce Ai using formulas 5 and 6

end if

and each other in the system. The agents’ profiles are collected from the culture
dataset based on the WV survey www.worldvaluessurvey.org. We implemented
the proposed method with the C-CUDA 4.0 language using a CPU host coupled
with a GPU device. The CPU is a quad-core Intel.

In these experiments, we used four datasets. The size of the datasets varies
from the 1000 to 4000 instances in increment of 1000. For each dataset, we varied
the size of the population from 200 to 500 bats. Figure 1 shows the runtime of
the parallel and the sequential method on the first dataset. It is easy to notice
that the curve of the proposed method falls under that of the bat algorithm
based method, which means that the runtime of the GPU-based bat algorithm
method is much reduced by contribution to the bat algorithm based method.

Figure 2 shows the same information as the previous figure, but on the second
dataset. We can see that even if we increase the size of the dataset, the parallel
method is faster than the sequential one.

Fig. 1. The runtime of the two meth-
ods on the first dataset

Fig. 2. The runtime of the two meth-
ods on the second dataset

http://www.worldvaluessurvey.org
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Fig. 3. The runtime of the two meth-
ods on the third dataset

Fig. 4. The runtime of the two meth-
ods on the fourth dataset

Figures 3 and 4 show the runtime of the two methods on the third and the
fourth dataset, respectively. From these figures, we can confirm the conclusion
drawn from the previous experiments, which is the parallel method is faster than
the sequential one. So, all the realized experiments share the same conclusion,
which is the use of the proposed method reduces the runtime.

Fig. 5. Comparing the runtime of the
proposed method with an exact app-
roach

Fig. 6. Comparing the performance of
the proposed method with an exact
approach

After comparing the parallel and the sequential methods, we pass to compare
the proposed method with an exact approach named Similarity-based method
[15,27]. Figures 6 and 5 show respectively the performance and the runtime for
the two methods on the four datasets. From Fig. 5, we see that the curve of
the proposed method is situated bottom the curve of the exact approach, which
means that the runtime of the proposed method is well reduced.

On the other hand, from Fig. 6, we see that the curve of the proposed method
is situated bottom the curve of the exact approach. It is clear that the perfor-
mance of the exact approach is higher than the performance of the proposed
method, but the performance of the proposed method remains also good.
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7 Conclusion

In this paper, we propose a parallel detection coalition method based on Bat
Algorithm. This approach allows reducing the runtime while obtaining good
results. Unlike the state-of-art methods, our proposal finds the most effective
solutions in a significantly reduced amount of time.

When dealing with very large datasets, traditional techniques need to increase
the population size, otherwise, we lose in the performance. However, increasing
the population’s size leads to an increase in the running time. The proposed
method allows launching simultaneously several bats on the GPU, which gives
good results without affecting the runtime.

To validate the detection coalition method, we implemented our algorithms
with C-CUDA 4.0 language on a CPU coupled with a GPU architecture. The
obtained result from all the experiments shows the importance of the method.
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Abstract. The classical problem of balancing an inverted pendulum
is commonly used to evaluate control learning techniques. Traditional
learning methods aim to improve the performance of the learned con-
troller, often disregarding comprehensibility of the learned control poli-
cies. Recently, Explainable AI (XAI) has become of great interest in the
areas where humans can benefit from insights discovered by AI, or need
to check whether AI’s decisions make sense. Learning qualitative models
allows formulation of learned hypotheses in a comprehensible way, closer
to human intuition than traditional numerical learning. In this paper,
we use a qualitative approach to learning control strategies, which we
demonstrate on the problem of balancing an inverted pendulum. We
use qualitative induction to learn a qualitative model from experimen-
tally collected numerical traces, and qualitative simulation to search for
possible qualitative control strategies, which are tested through reactive
execution. Successful behaviors provide a clear explanation of the learned
control strategy.

Keywords: Inverted pendulum · Learning qualitative models ·
Qualitative simulation · Explainable models · Explainable control

1 Introduction

To automatically control and stabilize the behavior of a mechanical system, a
controller with a corrective mechanism is required. The controller compares the
output from the actual system with the desired output, and applies an appropri-
ate correction based on its mathematical model. When the mathematical model
is not known, reinforcement learning is often used to learn a controller through
interaction with the environment.

The problem of balancing an inverted pendulum is a clear example of a non-
linear system which has become a popular benchmark problem for many control
learning methods. The most common implementation of inverted pendulum is
the pole-and-cart composition, where the pendulum is controlled indirectly by
applying forces to the cart. Michie and Chambers [10] were among the first ones
c© Springer Nature Switzerland AG 2019
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484 D. Šoberl and I. Bratko

to study adaptive control on the pole-balancing problem. They implemented a
reinforcement learning algorithm called BOXES, which discretized the continu-
ous domain into ‘boxes’ and kept a record on how actions performed within each
‘box’. Later experiments involved various types of neural networks [1,2,6], policy
gradient learning [14], and Q-learning [6,9,12]. Ramamoorthy and Kuipers [13]
used qualitative modeling to design a controller for the pole-and-cart system.
Their control policy, which was derived manually, was robust enough to accom-
modate a large amount of abuse from the user. It should be noted that in contrast
to this, in our work a qualitative model is learned through experimentation, and
a control policy is derived automatically from the learned model.

In the area of learning autonomous control, as well as in other areas of rein-
forcement learning, principal emphasis is on improving the performance of the
system over time. This has been achieved to a level that matches and even sur-
passes human abilities of learning, even in many tasks that were considered com-
putationally unattainable only a few years ago [11,15]. However, performance is
not necessarily a sole purpose of machine learning. In many areas, human exper-
tise could greatly benefit from insights gained by artificial intelligence, or when
explanation is needed for collaboration and trust between a human and an AI
system. The inability of many modern AI learning techniques to explain the
newly discovered concepts can thus be argued as a serious limitation [3].

In this paper we discuss a possible approach to learning explainable control
strategies, which we demonstrate on the pole-and-cart system. Our methods are
based on the principles of qualitative physics—a theory that studies dynamics
of physical systems in a human intuitive way. Only a small amount of numerical
traces, collected in a matter of seconds, is needed to induce a qualitative control
model. Possible control strategies are then found offline by qualitative simulation
and tested through execution. Qualitative formulation of both, the model and
the found strategies, provides a clear explanation on how to control an inverted
pendulum.

The rest of the paper is organized as follows. The following section describes
the pole-and-cart system used throughout the paper, and gives an outline of
the proposed method. Section 3 demonstrates the use of qualitative induction
to learn explainable control models. Section 4 discusses adaptations of qualita-
tive simulation to search for possible control strategies. The method to execute
control strategies is proposed in Sect. 5, where the results of execution on the
pole-and-cart system are also presented. Section 6 summarizes and concludes the
paper.

2 Learning Control Strategies of a Pole-and-Cart System

2.1 The Pole-and-Cart System

A common implementation of inverted pendulum is the pole-and-cart system
shown in Fig. 1. A pole is freely hinged on top of a wheeled cart that moves along
a one-dimensional track. The pole can move vertically in the same direction as
the cart. It is assumed that there is no friction between the cart and the track
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Fig. 1. Forces working on the cart-pole composition while pushing (pulling) the cart
with force �F .

or the pole and the cart. The controller can apply force F of a fixed magnitude
at discrete time intervals in either direction. This is also known as bang-bang
control.

The inverted pendulum was simulated using the following parameters: cart
mass M = 1kg, pole mass m = 0.1 kg, pole length l = 1m, gravitational accel-
eration g = 9.81 m/s2, control force F = ±10 N. Center of mass m was assumed
at the center of the pole. Dynamics of the system were modeled by the following
differential equations [1]:

θ̈ =
g sin θ (M + m) −

(
F + mlθ̇2 sin θ

)
cos θ

4
3 l (M + m) − ml cos2 θ

, (1)

ẍ =
F − ml

(
θ̈ cos θ + θ̇2 sin θ

)

M + m
. (2)

Simulation time step as well as the rate at which the external force was applied
was 0.02 s. Motion was bounded to |x| < 3m and −π

2 < θ < π
2 , outside which

the failure signal was raised and the system reset to its initial state x = 0 and
θ = 0. The task is defined as follows:

1. Move the cart from the initial position x0 to the goal position xgoal and stop
there.

2. Keep the pole near its vertical position θ = 0 at all times. However, notice
that this goal is sometimes in conflict with the goal of moving the cart towards
xgoal.

In this paper we do not consider the problem of swing-up control, i.e. finding a
strategy to lift the pole from a hanging state.

2.2 Method Overview

Our method of learning explainable control strategies is outlined in Fig. 2. First,
experimentation is conducted by the method known as motor babbling. Ran-
domly chosen actions are executed while the resulting behaviors are numerically
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Fig. 2. The method of learning explainable control strategies.

sampled and stored. Relatively small amount of data is typically required, in our
case, only a few seconds of experimentation suffices. The collected data is then
used with a method known as qualitative induction, which is a type of machine
learning that looks for qualitative patterns in numerical data. The output is a
model that describes dependencies between attributes in the form of monotonic
relations. Such a model allows a comprehensible insight into how the system
behaves under the defined actions.

Qualitative model is a qualitative approximation of the system’s mathemat-
ical model, and can be used to simulate possible behaviors of the system. We
use an adaptation of QSIM [7], which is an algorithm that simulates qualitative
physics of a qualitatively modeled system. Unlike a classical physics simulator
that operates in discrete time steps, QSIM captures only qualitatively significant
changes at symbolic times, e.g. transition of the pole from the left to the right
side. Such sequences of qualitatively formulated transitions are close to human
type of reasoning and therefore provide a clear explanation of found control
strategies.

Because a qualitative model is an abstraction of the exact mathematical
model, certain qualitative solutions may be found which are impossible to exe-
cute on our actual system. Each strategy is therefore executed to verify its cor-
rectness, until a feasible solution is found. We explain how such execution is
possible with reactive guidance presented in [17].

In the following sections we describe each step in more detail and demonstrate
how the method applies to the pole-and-cart problem.

3 Learning a Qualitative Control Model

3.1 Qualitative Induction

Our motivation to use qualitative modeling as a means to provide explainable
models is closely related to the concept of qualitative abstraction. A mathemat-
ical model, such as (1, 2), can be viewed as a mathematical abstraction of a
physical system. When trying to understand such formulation intuitively, one
would usually mentally abstract away certain numerical details and focus on the
most significant elements. A possible insight from studying such an equation



Learning Explainable Control Strategies 487

could be e.g. ‘acceleration ẍ can be increased by increasing force F ’. This can
be seen as yet another level of abstraction—qualitative abstraction.

When qualitative models are learned directly from numerical data, we speak
of qualitative induction. Several algorithms exist; two most often used with this
type of experiments are QUIN (QUalitative INduction) [5] and Padé (PArtial
DErivatives) [18]. In this paper we use the former, although both produce com-
parable results. QUIN learns so-called qualitative trees, which are similar to
the well-known decision trees. The difference is that instead of class values,
leaves are labeled with constraints known as multivariate monotonicity con-
straints [16], which are qualitative abstractions of multivariate monotonic func-
tions. Such constraints indicate monotonically increasing and decreasing regions,
e.g. z = M+,−(x, y) indicates the existence of a continuously differentiable func-
tion z = f(x, y), where ∂f/∂x > 0 and ∂f/∂y < 0. Notation with zero index,
e.g. z = M+,−

0 (x, y), also indicates f(0, 0) = 0. QUIN will form a branch at any
point where monotonicity of f changes.

3.2 Qualitative Model of the Pole-and-Cart System

To collect numerical data needed to induce a qualitative model of inverted pen-
dulum, we acquired a sample (F, x, ẋ, θ, θ̇) every Δt = 0.02 s of the running
experimentation. At every Δt, a random force F ∈ {−10, 0, 10}1 was applied
to the cart, and the remaining values x, ẋ, θ, θ̇ recorded at the next Δt,
right before executing the next random action. Experimentation started in state
(x, ẋ, ẍ, θ, θ̇, θ̈) = (0, 0, 0, 0, 0, 0), and was reset to that state as soon as θ fell out
of interval (−π

2 , π
2 ). After 3 s of experimentation, two failed attempts at balanc-

ing the pole were observed and 150 samples collected. From the collected data,
QUIN learned the following two qualitative constraints in about 2 s:

θ̈ = M−,+(F, θ) (3)

ẍ = M+(F ) (4)

Technically, these are two qualitative trees with a single node—the root only,
which means that they apply to all values in the range, within which experi-
ments were conducted. Constraints (3) and (4) are qualitative approximations
of differential equations (1) and (2), and offer a simple explanation on how a
pole-and-cart system can be controlled:

– Angular acceleration θ̈ increases when: (i) F decreases and θ increases, or (ii)
F decreases and θ is steady, or (iii) F is steady and θ increases. The reverse
applies for decreasing θ̈. If F and θ both increase or both decrease, θ̈ can
either increase, decrease, or remain unchanged.

– Acceleration ẍ increases (decreases) when F increases (decreases).

1 Values F ∈ [−10, 10] gave the same results.
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The model is approximate not only in terms of quantities, but also functional
dependencies. The entropy provided by some attributes is high enough to be
treated as noise in the sampled data. We should therefore interpret the induced
constraints in terms of confidence. For example, it is very likely that acceleration
ẍ will increase with force F , while the effect of θ on ẍ is either non-existent or
uncertain. By examining (2), we can see that the true relation between θ and
ẍ is a complex one, involving magnitudes of F , θ̇, and θ̈. On the other hand,
with significant gravitational and small centrifugal force being observed during
experimentation, it is very likely that angular acceleration θ̈ will increase with θ.

4 Finding Control Strategies

The induced model alone does not suffice for a successful control of the cart and
the pendulum. Suppose the goal is to move the cart to the right while not drop-
ping the pole. The question is, which actions to execute under what conditions.
In order to answer this question, long-term behaviors under different actions
need to be computed. One way to do that is through qualitative simulation.

4.1 Qualitative Simulation

Qualitative simulation was introduced by Kuipers [7,8], who defined it as a
constraint satisfaction problem, and implemented it as the QSIM algorithm.
A more recent implementation of QSIM by Bratko can be found in [4]. The
main difference between a conventional physics simulator and QSIM is that con-
ventional simulator performs numerical computations in discrete time, whereas
QSIM operates with symbolic quantities in symbolic time. Qualitative simula-
tion therefore does not answer the question of precise numerical values at specific
times, but provides insights into possible sequences of critical system’s transi-
tions called qualitative behaviors.

Consider a sinusoidal oscillation y = A·sin(t·2π/P ) in time t, of amplitude A
and period P . To perform a numerical simulation, particular values of parameters
A and P are needed. On the other hand, qualitative simulation can explain the
behavior of such oscillators in general, by computing the following qualitative
behavior:

y : 0/std → 0..max/inc → max/std → 0..max/dec →
→ 0/dec → min..0/dec → min/std → min..0/inc → 0/inc → · · ·

Landmarks min and max symbolize the minimum and the maximum value of
variable y. Qualitative state is described by qualitative magnitude and direction
of change; e.g. 0/std states that the variable is steady at value 0, and 0..max/inc
that it is increasing somewhere within the open interval (0,max).

The algorithm works by satisfying two types of constraints: (i) assumption
of smoothness, and (ii) the qualitative model. Assumption of smoothness dis-
allows transitions that exhibit discontinuity of magnitudes, e.g. min..0/inc →
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0..max/inc (here intermediate state 0/inc is missing), or discontinuity of time
derivatives, e.g. 0..max/inc → 0..max/dec. In this paper we are concerned with
two types of constraints provided by model: the monotonicity constraints already
discussed in the previous section, and constraints imposed by time derivatives.
Here, we presume time derivatives to be defined implicitly by notation, i.e. ẍ is
time derivative of ẋ, ẋ of x, etc.

Monotonicity constraint says that y is a function f(x1, x2, . . .) with a property
that y monotonically depends on its arguments as follows. For all si, (1 ≤ i ≤ n) :
if si = + then y increases with xi (provided that all other xi stay constant). More
formally this can be written as: if si = + then ∂f/∂xi > 0, and analogously for
si = −.

The criterion imposed by time derivatives is the following. Let x and its time
derivative ẋ be a part of the qualitative state. State (x/dirx, ẋ/dir ẋ, . . .) is valid
if (ẋ > 0 ⇔ dirx = inc) and (ẋ < 0 ⇔ dirx = dec) and (ẋ = 0 ⇔ dirx = std).

4.2 Control Strategies of the Pole-and-Cart System

We define the problem of controlling the pole-and-cart system in the following
way:

1. Variables θ, θ̇, θ̈, ẋ, ẍ are qualitatively abstracted to domain {neg, 0,pos},
which corresponds to discretization {(−∞, 0), 0, (0,∞)}. Domain of variable
x contains additional landmark x1 that represents the cart’s goal position.
Presuming x1 > 0, possible qualitative magnitudes of x are {neg, 0..x1, x1,
x1..inf}.

2. The initial position of the cart is always x = 0.
3. From the initial position, find a strategy to increase x to x1 and finish with

θ = 0.

A strategy is abstracted from qualitative behavior, found by searching through
the qualitative state space generated by QSIM. We implement the search algo-
rithm in the following ways:

– Favor short solutions. Short strategies offer simpler explanations than long
ones and hopefully take less time to find. They are therefore first to be tested.
This is assured by iterative deepening.

– Favor solutions with effective actions. Consider the constraint θ̈ = M−,+(F, θ)
with directions F : inc, θ : inc. All three outcomes θ̈ : {inc, std,dec} are
valid, where θ̈ : inc indicates that the effect of θ outweighed the effect of
F , rendering action F : inc qualitatively ineffective. Solutions with effective
actions are more likely to succeed.

The initial condition is x = 0, θ = 0. Table 1 shows a shortest found qualitative
behavior that increases position x from an initial state x = 0, θ = 0. This strategy
was found by our implementation of QSIM on a typical laptop in about 2 s. Time
is discretized by symbolic landmarks ti, where the sequence of qualitative states
alternates between time-point states S(ti) and time-interval states S(ti, ti+1).

We define explainable strategy as the following reinterpretation of qualitative
behavior:
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Table 1. Qualitative behavior of an executable strategy to increase position x.

Depth Time F x ẋ ẍ θ θ̇ θ̈

0 t0 0/std 0/std 0/std 0/std 0/std 0/std 0/std

1 (t0, t1) neg/dec neg/dec neg/dec neg/dec pos/inc pos/inc pos/inc

2 t1 neg/std neg/dec neg/dec neg/std pos/inc pos/inc pos/std

3 (t1, t2) neg/inc neg/dec neg/dec neg/inc pos/inc pos/inc pos/dec

4 t2 0/inc neg/dec neg/std 0/inc pos/inc pos/std 0/std

5 (t2, t3) pos/inc neg/dec neg/inc pos/inc pos/inc pos/dec neg/dec

6 t3 pos/std neg/std 0/inc pos/std pos/std 0/dec neg/std

7 (t3, t4) pos/dec neg/inc pos/inc pos/dec pos/dec neg/dec neg/inc

8 t4 pos/dec 0/inc pos/std 0/dec pos/dec neg/std 0/inc

9 (t4, t5) pos/dec 0..x1/inc pos/dec neg/dec pos/dec neg/inc pos/inc

10 t5 neg/std x1/std 0/dec neg/std 0/std 0/inc pos/std

– Simplify the behavior to the values of interest; in our case F (magnitude) and
x, θ (magnitude and direction). The simplified behavior can be shortened by
removing equivalent adjacent states, e.g. states 2 and 3 in Table 1.

– Time-points ti coincide with important changes in qualitative behavior of the
system.

– Time-intervals (ti, ti+1) explain the type of actions to be taken.

Figure 3 shows a visual representation of two different control strategies. Strate-
gies 1 and 2 are shortest found strategies to increase position x. Suppose Strat-
egy 1 is found first. Its interpretation is the following: (a) in the initial state
apply positive force F until (b) a positive velocity of the cart and a negative
velocity of the pole is observed. Then apply negative force F to (c) stop the
motion of the pole while the cart continues moving forward. (d) Eventually, the
pole will gain a certain upward momentum, at which point apply negative force
F , to bring (e) the cart and the pole to a full stop exactly at the goal point.

Strategy 2 in Fig. 3 is abstracted from behavior shown in Table 1. Its inter-
pretation is the following: (a) start by applying the negative force F , until (b)
negative velocity of the cart and positive velocity of the pole is observed. Then
apply positive F to eventually bring (c) the cart and the pole to a stop. By
continuing with the positive F , (d) the cart will gain positive velocity, while the
pole will start to lift, until (e) the goal state is reached.

5 Execution

Control strategy as defined in the previous section can be broken into control
policy that consists of stages of the form:

State(ti)
preconditions

−→ State(ti, ti+1)
action

−→ State(ti+1)
postconditions

.



Learning Explainable Control Strategies 491

Fig. 3. Two shortest control strategies found by QSIM to increase cart position x.
Position x is depicted relative to landmarks x0 and x1. Arrows parallel to the cart and
at the top of the pole depict directions of motion of the cart and the pole respectively.
Actions F : pos and F : neg are respectively symbolized by left and right arrows labeled
with symbol F .

However, without incorporating numerical velocities ẋ and θ̇ into action decision
policy, the execution results in an increasing oscillation of the pole, until the
system is thrown out of balance. We were able to achieve successful execution of
presented control strategies using the reactive method proposed in [17]. Given
a qualitative model (i.e. a set of qualitative constraints), this method is able to
implement a continuous transition between two consecutive qualitative states.
This is done by executing the following procedure multiple times per second:

1. Observe the current numerical state of the system (plots are shown in Fig. 4).
2. If goal conditions are met, finish the execution.
3. Use given qualitative constraints to determine the effect of each possible

action.
4. Estimate the time of arrival T (xi) of each variable xi to its goal value. Vari-

ables with no goal value have T (xi) = 0.
5. Execute the action that minimizes the total estimation

∑
∀i T (xi).

We use this method to execute a qualitative control strategy in the following
way:
For each consecutive qualitative state Si in strategy S do:

1. If state Si is not the final qualitative state of strategy S, let Si+1 be the
executor’s next goal state.

2. Execute state transition until state Si+1 is reached or the given pole-and-cart
constraints (|x| < 3 m, |θ| < π

2 ) are violated.
3. If the pole-and-cart constraints are violated, execution of strategy S is unsuc-

cessful.
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Fig. 4. Execution of control strategies 1 and 2 shown in Fig. 3. The task is to move
from the initial position x0 = −1 m to goal position x1 = 0m, while balancing the pole.
Plots show the first 10 s of execution.

Given a goal condition, e.g. x = x1/std, θ = 0/std, the executor takes into
account all four goal quantities: x = x1, ẋ = 0, θ = 0, and θ̇ = 0. During
the execution, the four numerical values are being read from the sensory input
every 0.02 s, and an appropriate action decided at the same rate, with the aim
to simultaneously bring all four variables to their goal values. In order to lift
the forward inclined pole, the executor will at first issue only pushing actions,
but when a certain momentum is build in the pole, the executor would issue
occasional pulling action to compensate the momentum. This way, the pole is
brought to a near stop before vertical position is achieved. The plot of such
execution is shown in Fig. 4b. The slight offshoot made at the goal position
x = x1 is corrected by the inverted version of Strategy 2.

This reactive execution procedure sometimes has to balance between the
urgency of various goals that occasionally conflict each other (for example, the
goal of preventing the pole from falling would require action F = −10, whereas
the goal of moving the cart to the right would require F = +10). Such conflicts
are resolved by the current urgency of the goals at various stages of the process.
This is also the reason why Strategy 1 results in slowly lowering the pole while
moving the cart away from the goal, as seen from plot in Fig. 4a. As the distance
from the goal x = x1 increases, the executor tends to increase the frequency of
F = +10 actions. Details of this can be found in [17].
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6 Conclusion

The main advantage of using qualitative methods to learn control is the ability
to learn control models and strategies that are easy to interpret, while still
informative enough to allow execution. The learning process is fast in comparison
to typical reinforcement learning; we showed that a successful control of pole-
and-cart composition can be achieved in a matter of seconds. This is mostly due
to the fact that little numerical data is needed to induce a qualitative model,
and the search for strategies is done offline. The actual trial-and-error learning is
left for testing the possible strategies, which is a considerably shorter procedure
than learning on the level of individual actions.

The main drawbacks of this approach are the random exploration strategy,
which may or may not sufficiently sample the attribute space, and computa-
tional complexity of QSIM, which is known to be exponential in the length of
the behavior. With more complex domains the time to find a strategy could
increase beyond reasonable. This problem could in the future be tackled by test-
ing ambiguous state transitions before the search is finished, and thus limit the
state space.
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Abstract. In agriculture, the detection of parasites on the crops is
required to protect the growth of the plants, increase the yield, and
reduce the farming costs. A suitable solution includes the use of mobile
robotic platforms to inspect the fields and collect information about the
status of the crop. Then, by using machine learning techniques the classi-
fication of infected and healthy samples can be performed. Such approach
requires a large amount of data to train the classifiers, which in most of
the cases is not available given constraints such as weather conditions in
the inspection area and the hardware limitations of robotic platforms.
In this work, we propose a solution to detect the downy mildew parasite
in sunflowers fields. A classification pipeline detects infected sunflowers
by using a UAV that overflies the field and captures crop images. Our
method uses visual information and morphological features to perform
infected crop classification. Additionally, we design a simulation environ-
ment for precision agriculture able to generate synthetic data to face the
lack of training samples due to the limitations to perform the collection
of real crop information. Such simulator allows to test and tune the data
acquisition procedures thus making the field operations more effective
and less failure prone.

Keywords: Point clouds · Support vector machines ·
Machine learning

1 Introduction

Detecting the presence of parasites and diseases in crops is a common problem
in agriculture. The crop inspection task is mainly performed by operators, and
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it requires time and effort, as the task typically involves phytosanitary field eval-
uation. Sunflower crops require manual visual inspection to avoid the presence
at harvest of symptomatic dwarfed plants by downy mildew. Aerial robots are
able to inspect the crops in a short time by overflying the terrain and collecting
information about the crops. The onboard sensor selection mainly depends on
the type of information required for detection. Lidar sensors provide morpholog-
ical features of the vegetation for the detection of anomalies during the growing
stages of the crops [1]. Multispectral imagery provides information to determine
parameters such as the normalized difference vegetation index (NDVI) [2], and
perform weed and crop classification [3]. Optical RGB sensors provide informa-
tion to determine the health status of the crops from parameters such as the soil
adjusted vegetation index (SAVI), the Triangular Greenness Index (TGI), the
plant biomass [4], and the leaf area index (LAI)[5]. In this work, we propose a
classification pipeline to detect the downy mildew parasite on sunflower fields,
using point clouds retrieved from crop images captured by a UAV.

The data collected on the field can be analyzed using machine learning (ML)
as well as the reconstructed point clouds to analyze crop status. For instance,
image-based deep learning is used to classify land cover and crops types [6], and
to perform crop and weed classification [7]. These applications require a trans-
formation of the point cloud to obtain an ordered and structured input suitable
for the CNNs. Support vector machines (SVMs) allow to perform crop classifi-
cation using directly the point clouds. SVMs are used in precision agriculture to
detect infected crops using spectral signatures [8] and soil classification [9]. Our
solution uses SVMs to detect infected crops using point clouds instead of images
thus reducing the classification complexity. Our aim is to show a viable solution
by using SVMs and point clouds rather than finding the optimal solution among
different ML approaches. The main limitation to train ML classifiers is the lack of
available samples. The problem can be solved by extending the training dataset
with synthetic samples. The synthetic information can be retrieved by using sim-
ulators able to render photorealistic models of the environment. Game engines
are preferred for this task given their rendering capabilities and their successful
use in robotic applications [10,11]. Our solution includes the implementation of a
simulation tool to generate images of synthetic crops to solve the lack of training
samples problem. Summarizing, the contributions of our work are three-fold:

1. A novel pipeline to detect the sunflower downy mildew parasite using only
images of the crops.

2. The integration of visual information with the morphological features of the
vegetation to perform the detection.

3. The use of a realistic crop simulator to retrieve synthetic data for training
and evaluate the best set of parameters to perform the inspection task.

2 Problem Description

The downy mildew is a common problem in sunflower crops, the parasite can
reduce the yield up to 100% [12]. The main symptoms are the change of color
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of the leaves and the size reduction of the plant by the dwarfism phenomenon.
These symptoms can be used as classification features to detect the presence
of the parasite. In this work, the images of sunflower crops are used to retrieve
these features. First, the variation of color in the leaves is analyzed from the
pixels intensity of the images. Second, the height information is retrieved from a
point cloud of the field computed by using the crop images. Our data show that
the infected crops have a height reduction of at least a 60% with respect to the
healthy sunflowers. Figure 1 shows the height differences between infected and
healthy sunflowers during the last part of the growing stage.

Fig. 1. Infected and healthy sunflowers during the last stage of the growing. A real
crop of sunflowers (left), synthetic field rendered from our simulator (right).

3 Simulation Environment

The main goal of using a simulation environment for precision agriculture is
to generate synthetic images to extend the dataset to train the classifiers for
infected crop detection. Our simulation environment is inspired by [13], how-
ever, our solution enlarges the tool capabilities by simulating the behavior of the
robot that performs the dataset collection. This extension allows for the evalu-
ation and tuning of critical mission parameters before deploying the real robot
for the data collection mission. Parameters such as flying altitude, trajectory,
and variable lighting conditions can be evaluated. The simulator includes the
model of a UAV to take images of the crops from a top view of the field. The
simulation environment is developed using Epic Unreal Engine 4 [14]. It consists
of a unique scene including the lighting, dynamics, and rendering properties for
a realistic simulation of the data collection mission. The scene includes three
types of objects: the environment objects (landscape, mixed vegetation, soil,
rocks, etc), the model of the crops, and the UAV. The models of the crops were
built from the base model of sunflower in Blender. The material of the crops
includes realistic textures to enhance the realism of the crop representation. The
models of the infected vegetation include the dwarfism effect and the change
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of color of the leaves. The models of both infected and healthy sunflowers are
shown in Fig. 1. The UAV follows a trajectory defined by a customizable spline
that controls the vehicle’s trajectory and velocity. During the data collection,
the robot flies parallel to the surface to capture images from a top view of the
field. The parameters of the camera such as the field of view, the aspect ratio,
and light exposure can be set by the user.

4 Classification Pipeline

The process of detecting infected crop samples from the point cloud of the field
is described by the sequence of steps that implement the classification pipeline.
These steps are described as follows: First, a point cloud of the terrain is com-
puted by using the images captured with the aerial vehicle. Second, the soil
component is separated from the vegetation samples using a classifier. Third,
the samples are aligned with respect to a non-tilted global frame to retrieve the
correct height information. Finally, the infected crops are detected for color and
morphological features. Figure 2 shows the block diagram of the classification
pipeline.

Fig. 2. Block diagram of the classification pipeline.

4.1 3D Terrain Reconstruction

The input of the pipeline is the set of images of the crops. The dense point cloud
of the crops is generated by using the Agisoft Photoscan software [15]. The
images have an overlapping factor of at least 70% to ensure the reconstruction
of the majority of the scene. The point cloud dataset consists of point clouds
obtained from synthetic frames and images of real crops. The point cloud samples
are labeled using Photoscan. These annotations are used to train the classifiers
of the pipeline. For each classifier, we generate a set of annotations. (i) Soil and
vegetation labeling for the Soil-Crop SVM, and (ii) infected and healthy crop
annotations for the Healthy-Infected crop SVM.

4.2 Soil-Crop Separation and Reference Plane Alignment

This section describes the classification of the field point cloud into vegetation
and soil samples and the transformation to rotate the point clouds to a non-tilted
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plane. Elimination of the soil is performed by a SVM with radial basis kernel
using the color of the points as classification features. The training point clouds
are obtained from images from both real and synthetic crops under different
terrain configurations (e.g. lighting exposure, soil, etc). The synthetic images are
used to extend the size of the training dataset. For the soil-vegetation separation,
the RGB data of the point clouds were considered as classification features. The
output vegetation samples are the input for the next step, while the soil output
is used to find the rotation matrix to perform the reference alignment. In a real
scenario, the crops may be located on hills or uneven surfaces, therefore, the
vegetation’s height varies depending on the surface inclination. The alignment
rotates the point clouds to a plane in which the z component is referred to a
non-tilted surface. After the rotation, the height is normalized between [0, 1].
The normalization handles the height mismatches of the point clouds obtained
from images captured at different flying altitudes.

4.3 Infected and Healthy Crop Classification

The last step of the pipeline detects the samples with a high probability of being
infected with the downy mildew. As in the soil-vegetation classification, a binary
SVM with radial basis kernel is used to classify the infected and healthy crop
samples. The classification features are divided into: (i) the RGB components of
the point cloud to evaluate the change of color on the leaves, (ii) crop normalized
height to include the presence of the dwarfism effect.

5 Experiments and Evaluation

The experiments for the crop classification are divided into two parts. First,
the soil-vegetation classifier was tested. Second, the performance of the infected-
healthy classifier is evaluated by using samples from real crops. Table 1 summa-
rizes the dataset for training, validating and testing the pipeline. The synthetic
samples consist of point clouds generated using crop images from the simula-
tor. The simulated crops are distributed on fields of 15 × 15m. There are two
types of point cloud datasets computed using images of real crops: (i) Frames
captured during the middle growing stage of the sunflowers. At this stage, the
crop presented few infected samples, therefore, the dataset includes only a few
images of crops. (ii) Infected crops images taken during the last growing stage of
the sunflowers. The frames of the dataset are available online1. The data collec-
tion mission was performed by a UAV that flew over the terrain while capturing
crop images varying parameters such as the day time (morning, afternoon), fly-
ing altitude (5 m, 10 m and 15 m), and weather conditions (clear and partially
cloud).

1 https://mega.nz#F!HiAhRYSS!LruZLdj4-VcqZzSDy63dxQ.

https://mega.nz#F!HiAhRYSS!LruZLdj4-VcqZzSDy63dxQ
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Table 1. Dataset for training, validating and testing the pipeline.

Dataset type Images Point clouds (PCs)

Synthetic crops (1) 577 6

Middle growing stage (2) 199 3

Last growing stage (3) 811 14

5.1 Soil-Vegetation Classification

The test evaluated the soil-vegetation SVM performance. The SVM was trained
using the synthetic samples (1) and the real crop samples (2). The training
point clouds included only a few samples of real crops to evaluate the SVM
performance by extending the dataset with synthetic samples. The dataset was
divided by following a 5-fold approach to perform cross-validation. One fold was
used for validating while the other 4 represent the training samples. For training,
we used a distribution of 50% of soil samples (negative) and 50% of vegetation
samples (positive). The validation reports an accuracy of 97.40%. For the tests,
5 point cloud samples of dataset 3 were considered. These samples are used to
test the complete pipeline. The classifier returns promising results regarding the
Accuracy (97.40%), Recall (0.98), FPR(0.06) and Precision(0.96) parameters.
An example of the test is shown in Fig. 3, the classifier separates successfully the
soil and vegetation samples.

Fig. 3. Classification outcome from the soil-vegetation separation using real crop sam-
ples. Point cloud of the soil (left), and point cloud of the vegetation (right).

5.2 Infected Crop Detection

The experiment evaluates the performance of the pipeline. The SVM was trained
using 10 point clouds of dataset 3. Synthetic samples were not included for train-
ing as the infected 3D model of the sunflower at the final growing stage was not
available for simulation. This fact did not affect training as the number of images
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was enough for training the SVM without the necessity of adding synthetic
samples. The training process followed the procedure described in Subsect. 5.1,
including cross-validation and grid-search to improve the classification results.

The tests utilized the same 5 testing point clouds of Subsect. 5.1. The samples
were divided into four categories based on the weather conditions: (i) clear morn-
ing (1 PC), (ii) clear afternoon (2 PCs), (iii) partially cloud morning (1 PC),
and (iv) partially cloud evening (1 PC). The day time during the data collection
makes an important difference regarding the color appearance of the vegetation.
In our experiments, the samples captured during the afternoon present a high
bright intensity independently of the weather condition. The testing dataset
does not have a 50% class distribution of infected and healthy samples as in the
inspected fields the number of infected samples was considerably low with respect
to the healthy vegetation. The classification results report a good performance
for the four datasets as is shown in Table 2. For each test, the misclassification
is below the 11% and the sum of all reports an average classification error of
7.85%. Besides, the low FPR values indicate a low misclassification of the neg-
ative samples, which means that our classifier correctly classified the majority
of the infected samples. Figure 4 shows two crop maps with detected infected
samples. The red points represent the crop areas infected with the parasite.

Table 2. Classification results using the image samples captured from real crops under
different lighting conditions and flying altitudes.

Dataset FPR Recall F1 Precision Accuracy

Cloud M 0.01 0.94 0.97 1.0 94.58%

Cloud A 0.01 0.90 0.95 1.0 91.25%

Clear M 0.12 0.95 0.95 0.96 93.15%

Clear A 0.04 0.82 0.88 0.96 89.24%

Fig. 4. Map of the terrain highlighting the location of infected crops by red points.
Crop map during a morning sunny day (left), map of the crops in a sunny afternoon
(right). (Color figure online)
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6 Conclusions

In this work, we propose a solution to detect the downy mildew parasite on
sunflower fields by using images of the crops and machine learning. The solution
includes a classification pipeline to detect infected crops from the point cloud
of the terrain and a simulation tool to generate synthetic samples to extend the
training dataset. The classification results show the potential for deploying the
pipeline in agricultural production. An average classification error below 8% on
the whole pipeline shows the effectiveness of the pipeline for finding samples with
a high probability of being infected by the downy mildew. The very low rate of
negative misclassification guarantees the detection of the majority of the infected
samples. Further, the classification results confirm the advantages of using the
simulator environment in the agriculture context. Enlarging the training dataset
using synthetic images improves the classification in case of lack of training
samples. Our future work aims at extending the classification methodology by
using other ML architectures [16] that may improve the pipeline’s performance.
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Abstract. Distributed embedded systems for safety-critical applica-
tions demand reliable communication with real-time characteristics.
Switched Ethernet-based network is a practical and scalable solution
that allows high-reliability level through path redundancy. The Time-
Sensitive Networking (TSN) standard is being developed to support real-
time communication which supports a deterministic and low latency
communication for safety-critical control applications, namely, Time-
Triggered (TT) traffic class. In addition, a bounded-latency traffic class,
namely, Audio Video Bridging (AVB) class is introduced. In this paper,
we propose a multipath routing technique which tackles both TT and
AVB traffic simultaneously. The proposed approach investigates satisfy-
ing path redundancy requirements for each message while the imposed
interference from TT traffic on AVB traffic is minimized. The consid-
ered routing problem is formalized as an Integer Linear Programming
(ILP) optimization problem. The Worst Case end-to-end Delay (WCD)
is the optimization objective. 50 test cases of various network size and
number of messages are solved to evaluate the performance, i.e., inter-
ference reduction, and the scalability of the proposed technique. Results
demonstrate WCD reduction up to 90% comparing to the typical routing
approach that determines TT and AVB routing in separate steps.

Keywords: Time-sensitive network · Routing optimization ·
Multipath routing · Integer linear programming · Mixed-critical traffic

1 Introduction

The future distributed real-time systems require high bandwidth and cover broad
areas. The switched network architecture is a scalable solution for future real-
time communication networks. Nonetheless, achieving a deterministic or very
low-latency delivery by switched networks is hard due to several inherent lim-
itations. One of these limitations is the non-deterministic queuing delay over
the network bridges. Recently, the IEEE Time-Sensitive Networking (TSN) task
group has introduced a new standard, namely the TSN standard in order to real-
ize switched networks with real-time capabilities. The TSN network adapts the
Ethernet technology since it offers large bandwidth and the low cost. TSN based
c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 504–515, 2019.
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networks support two classes of time-critical traffic, namely, Time-Triggered
(TT) and Audion Video Bridging (AVB) classes. The TT messages have deter-
ministic delivery with very low latency, (e.g., <100µs). Whereas, AVB messages
have a guaranteed bounded low Worst-Case Delay (WCD) delivery, (e.g., <2 ms).
The messages of non-critical applications are classified as Best Effort (BE) traffic
which has the lowest priority and does not guarantee timing requirements.

Each output port in each bridge is equipped with Time-Aware Shaper (TAS)
which controls the traffic flow according to the predefined schedule. The TAS
ensures that TT messages are transmitted through the network according to
a static schedule that guarantees exclusive access to the transmission queue at
particular time slots. TT frames have a smooth motion over dedicated links
until reaching their destinations. On the other hand, the TAS blocks the non-
scheduled traffic (e.g., AVB and BE) from reaching the output ports during the
reserved time slots. Such blocking imposes an additional delay, namely, schedule
interference on the AVB traffic. Typical routing techniques for TSN networks
assume that TT and AVB traffic is routed in separate steps [1–4]. In particular,
routing of AVB traffic is optimized to minimize the schedule interference after
deciding the TT routing. Such an optimization approach is limited to the fixed
TT routing which may concentrate the TT traffic in particular links which hike
the maximum WCD of AVB traffic in the network. Therefore, in this paper, we
are interested in the problem of routing both TT and AVB traffic simultaneously
which allows further interference optimization.

In safety-critical industrial application, redundant communication is required
to ensure the high-reliability [5]. Most of the literature that addresses the routing
problem considers non-redundant routing, i.e., the fault-tolerance requirements
for the critical traffic are not considered [2,4,6]. Existing techniques assume that
the network is physically replicated for fault-tolerance. On the other hand, we are
interested in the multipath routing to meet the required Redundancy Level (RL)
which offers higher efficiency in terms of power, cost, and weight. In particular,
multiple replicas of the message are transmitted through disjoint paths, i.e., if
one replica is corrupted, delayed or dropped, the message is still received on
time.

Contribution: The contribution of this paper can be summarized as the fol-
lowing:

– Multipath routing is proposed to meet the spatial redundancy constraints for
the communication of safety-critical applications.

– Joint AVB and TT traffic routing is proposed to improve the design space
exploration and allows further optimized solution.

– A new ILP formulation for the routing of mixed-criticality traffic in TSN net-
works is proposed. The proposed formulation handles various RL constraints
for different messages while optimizing the interference imposed on AVB
traffic.

The remainder of this paper is structured as follows. The related works
are presented in Sect. 2. The definition of the system under consideration is
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presented in Sect. 3. The proposed ILP formulation is explained in Sect. 4. The
experimental results are presented in Sect. 5. Finally, Sect. 6 concludes the work.

2 Related Work

The communication reliability of TSN networks has been a subject of several
studies in the recent literature. Authors in [7] provide an excellent overview of
the different fault-resilience concepts for IEEE 802.1 TSN networks. In [8], a
mathematical analysis of the gain in the transmission reliability due to tem-
poral redundancy is introduced. In [3], a temporal redundancy-based approach
to developing a reliability-aware routing algorithm for the TSN network is pro-
posed. This approach utilizes an ILP-based formulation to determine the path
and temporal redundancy level for each message such that the required Mean-
Time-to-Detect-Error (MTTDE) is satisfied. Despite the resilience efficiency of
the temporal redundancy against transient transmission error, it is incapable
of tolerating permanent link failure scenario since all replicas are sent through
the same route. On the other hand, the spatial redundancy for fault-tolerance is
introduced in [9,10]. In [2], an interference-aware heuristic routing algorithm for
AVB traffic is presented. In this work, a Greedy Randomized Adaptive Search
Procedure (GRASP)-based algorithm to minimize the worst-case delay for the
AVB traffic in the presence of TT traffic. In [1], a schedulability-aware rout-
ing for TT traffic in TSN network to generate routes that increase the chance
of finding a possible schedule is introduced. In this work, the routing problem
of multi-hop TT network is formulated as a set of ILP constraints that takes
into account an additional parameter, namely, maximum scheduled traffic load.
This parameter reduces the chance of getting a conflict between TT messages.
Furthermore, several works have addressed routing and scheduling synthesis. In
[4,11] ILP formulations to solve the routing and scheduling problems of TT traf-
fic, which offer higher optimization capabilities, are introduced. However, these
techniques suffer from scalability limitation, i.e., it is applicable for small size
problems. On the other hand, our approach tackles the routing problem to attain
higher scalability. To the best of our knowledge, there is currently no work on
the multipath routing of TT and AVB traffic.

3 System Model

In this paper, we consider an Ethernet-based multi-hop switched architecture
compliant with IEEE TSN standard. An example of a network topology is shown
in Fig. 1. This network is composed of 5 bridges (B1–B5). Each bridge is con-
nected to several Electronic Control Units (ECUs). A set of full-duplex physical
links connects all of these components. We assume one queue is reserved for TT
streams while the remaining queues stores non-scheduled traffic. Figure 2 pro-
vides a simplified view of the egress port defined in IEEE 802.1Qbv [12]. The
mixed-critical traffic is isolated in separate gated buffers controlled by a Gate
Control List (GCL) which is configured off-line. We assume that both TT and



Multipath Routing of Mixed-Critical Traffic in Time Sensitive Networks 507

AVB messages are transmitted periodically every specific time interval called
hyper-period.

Fig. 1. Example topology of five-bridge TSN network shows the location of time aware
shapers in front of each directional link in the network.

Fig. 2. Simplified view of TSN egress port composes of the TAS including the GCL, 8
egress queues in which the highest priority queue (priority 7) is assigned for scheduled
traffic the remaining 7 queues are assigned for non-scheduled traffic, and a priority-
based transmission selection.

We consider a set of ECUs E that exchange a set of TT messages M through
a set of bridges B. The messages in M should be sent through the network
according to an overlap-free schedule such that the output ports of the bridges
along the message’s path are dedicated for that message before it arrives. The
set of ECUs E as well as the set of TT messages M are predefined as inputs
to the problem. Each message, m ∈ M, is defined by the following tuple
〈m.src,m.dest,m.size,m.period,m.rl〉 where m.src and m.dest denote the mes-
sage source and destination, respectively. m.size and m.period denote the frame
size and the period between frames, respectively. Finally, m.rl denotes the RL of
the message which specifies the required number of disjoint paths through which
the message should be routed. We assume that the design engineers specify RL
of the messages according to the criticality of the application that needs these



508 A. A. Atallah et al.

messages. Multiple replicas of each message, mi where i ∈ m.rl, are transmitted
through a specific set of disjoint paths, rim ∈ Rm. The path rim is denoted by an
ordered sequence of connected vertices starting from m.src and ending at m.dest.

4 Proposed ILP-Based Multipath Routing Technique

This section presents the proposed ILP formulation for the proposed multipath
routing of critical traffic in TSN networks. In the following, the formulation for
the redundancy and capacity constraints are introduced. Then we present the
objective function which minimizes the interference imposed on AVB messages.
The ILP problem is defined by the following constants:

1. MTT : The set of TT messages.
2. MAV B : The set of AVB messages.
3. M = MTT ∪ MAV B : The set of time-sensitive messages to be handle.
4. m ∈ M : Index of messages.
5. Om: Number of redundant paths that are required for message m.
6. Pm: Period of message m.
7. Nm: The set of possible paths for message m.
8. n ∈ Nm: Index of a possible path for message m.
9. L(m,n): The set of links that compose path n for message m.

10. Q(m,n): The number of links that compose path n for message m.
11. Γl: Available bandwidth on link l.
12. γm: Total bandwidth occupied by message m during one hyper-period.
13. T(m,l): Transmission time for message m on link l.

The ILP uses the following variables:

1. X(m,n): Binary variable indicates whether message m ∈ M is transmitted
through path n

2. Xc(m,n): Auxiliary binary variable complements X(m,n).
3. G(m,n,l): Binary variable indicates whether message m ∈ M passes through

link l.
4. D: Integer variable represents an upper bound for the WCD of MAV B in μ

sec.

4.1 Redundancy Constraints

The following constraints (1)–(5) define the valid routing. Each message should
be assigned to a particular number Om of disjoint paths. This requirement is
guaranteed by constraint (1).

∀m ∈ M :
∑

n∈Nm

X(m,n) = Om (1)

This constraint is applied to each message to enforce the ILP to select a specific
number of redundant paths from the set Nm which represents possible paths
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between the source and destination nodes of message m. The set Nm is obtained
in advance using Yen’s algorithm [13]. Nm can include the whole possible paths
for small problems. Generating all possible paths is a viable option for small-
scale networks. However, for large-scale networks topology such as Orion [14]
that composes of 31 bridges, it is not practical to consider all possible paths.
We address this limitation using a heuristic approach by limiting Nm to the
K-shortest paths.

We add constraints (2), (3), and (4) to define the variable X(m,n) as an
indication that a certain path n is selected for message m. First, constraint (2)
defines when X(m,n) is enforced to be one.

∀m ∈ M,∀n ∈ Nm : X(m,n) +
(

Q(m,n) −
∑

l∈L(m,n)

G(m,n,l)

)
≥ 1 (2)

This constraint states that when message m is assigned to all links that
compose n, then the variable X(m,n) is enforced to be one since the terms inside
the brackets are equal to zero. On the other hand, constraints (3) and (4) are
introduced to specify when X(m,n) is enforced to be zero.

∀m ∈ M,∀n ∈ Nm : −B · Xc(m,n) +
(

Q(m,n) −
∑

l∈L(m,n)

G(m,n,l)

)
≤ 0 (3)

where B is a big number able to dominate other terms and deactivate the inequal-
ity when the message m is not routed through the path n. This constraint states
that, Xc(m,n) is enforced to be one unless all links along path n are allocated for
message m, which implies that X(m,n) is equal to one due to the constraint (4).

∀m ∈ M,∀n ∈ Nm : X(m,n) + Xc(m,n) = 1 (4)

In order to ensure that the selected paths for each message are disjoint, we
introduce constraint (5).

∀m ∈ M,∀l ∈ L :
∑

n∈Nm

G(m,n,l) ≤ 1 (5)

This constraint states that the redundant paths of message m are not allowed
to use any common link.

4.2 Capacity Constraints

Typical link capacity is in range of 100 MB/s to 1 GB/s where a portion of
this capacity is dedicated to the high priority traffic (TT and AVB class-A) to
prevent network starvation and serve the lower priority traffic. TSN standard
allows maximum utilization of 75% of link capacity for high priority traffic [15].
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Constraint (6) is added for each link in the network to ensure that the total size
of the high priority traffic adheres to this specification.

∀l ∈ L :
∑

m∈M

∑

n′∈N l
m

(
G(m,n′,l) · γm

)
≤ Γl (6)

where N l
m ⊂ Nm is the set of possible paths for message m that use link l. The

summations in this constraint represent the total size of TT and AVB traffic
that passes through link l.

4.3 Interference Objective

As mentioned earlier, we are interested in investigating the optimal routing for
TT and AVB messages that minimizes WCD for AVB traffic. Given that vari-
ables X determine the routing of AVB and TT messages, and Dm refers to the
maximum interference imposed on message m. Then, the objective is to minimize
the maximum Dm for m ∈ MAV B as depicted in (7).

{X∗} = arg min
X

{
max

m∈MAV B

Dm

}
(7)

In order to define an upper bound for the maximum Dm for m ∈ MAV B , we
introduce the following constraint:

∀m ∈ MAV B ,∀n ∈ Nm :

−B · Xcmn +
∑

l∈L(m,n)

∑

m′∈M
m′ �=m

(
G(m′,n,l) · T(m,l)

)
≤ Dm (8)

Second term represents the total delay due to messages routed through all links
along path n. Finally, minimizing the objective variable Dm generates the best
routing solution.

5 Experimental Results

In this section, the results of an exhaustive performance and scalability evalua-
tion of the proposed routing technique are presented and discussed. In particular,
the runtime, as well as the WCD reduction, are reported for 50 test cases of dif-
ferent sizes. In addition, a full case study from the space area based on the
Ethernet-based network in the Orion Crew Exploration Vehicle (CEV) [16] is
analyzed. MATLAB 2017a is used to implement the proposed ILP-based algo-
rithm. The reported results have been carried out on a workstation with an Intel
Core i7 6820HQ processor running at 3.0 GHz and 16 GB RAM.
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5.1 Synthetic Test Cases

The synthetic test cases comprise a different number of messages with RL ∈
1, 2, 3. A suitable number of messages is selected for each test case with accor-
dance to its RL value to generate 12, 24, 30, 36, or 48 streams. The streams are
randomly assigned as AVB or TT streams and routed through a network topol-
ogy that comprises 12 ports deployed in 5 bridges similar to the topology shown
in Fig. 1. The source and destination of each message are randomly assigned
from the list of ECUs. The transmission period of the messages is between 0.1
and 10 ms.

The average runtime for a different number of streams and RL is depicted
in Fig. 3 for K = 5. Results show good scalability, i.e., less than 1000 sec for
the most significant test case (48 streams). On the other hand, Fig. 3 show an
increase of the runtime by increasing RL for the same number of streams. This
observation can be explained by the fact that routing streams belonging to the
same message impose additional constraints to ensure the disjointness between
paths.

Fig. 3. Runtime of the proposed technique for different number of messages and redun-
dancy level = [1, 2, 3].

To evaluate the performance of the proposed technique, we investigate the
resultant WCD reduction comparing to the typical Shortest Path Routing (SPR)
technique. Both techniques are implemented in the same framework. All test
cases have been solved, and the resulting maximum WCD are shown in Fig. 4
with respect to their sizes. It can be observed from these results that the proposed
technique has a significant impact, i.e., 40%, on the WCD comparing to the SPR
technique. This impact increases with the number of messages. For instance, in
the case of 60 messages, a reduction of 60% is achieved compared to the SPR
technique.

5.2 Case Study: Orion Crew Exploration Vehicle

Orion project is intended to be the next-generation Crew Exploration Vehicle
(CEV) instead of the ended Space Shuttle Program [16]. Orion has strict relia-
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Fig. 4. Worst case delay resulting using the proposed technique and the shortest path
routing for different loaded networks

bility requirements, e.g., it has to meet an overall reliability allocation of 0.9999
for up to 5000 h of continuous operation at a time under strict weight and power
constraints [14]. Concerning the communication requirements, Orion adapts an
Ethernet-based switched communication network [17]. In this section, multipath
routing is determined for two setups of 50 and 100 messages with the network
topology and the specifications adopted in [17] with RL = 2 (Fig. 5). The relative
reduction in WCD of both setups using the proposed technique in comparison
with the SPR technique is shown in Fig. 6.

Fig. 5. Network topology in the Orion CEV.

Figure 6 shows the reduction in WCD by considering different values of the
shortest path for each message. In particular, these results show that handling
AVB and TT messages simultaneously by the proposed technique achieves 30%
reduction in the case of 50 messages. Moreover, it shows a further reduction
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up to 65% for the higher utilized case of 100 messages. On the other hand,
results demonstrate that the proposed technique provides further reduction of
WCD by increasing the number of considered paths, e.g., by considering the
five shortest paths. This observation can be explained by the fact that larger K
allows better design space exploration which improves the optimization results.

Fig. 6. The relative value of WCD divided on the reference WCD value resulting by
shortest path routing approach for different number of messages and different values
of K.

In order to investigate the impact of the joint routing of AVB and TT traffic,
the reduction in WCD when applying the proposed technique is compared with
the 2-step routing technique. In 2-steps routing, the TT traffic is routed in
advance. Afterward, the routing of AVB traffic is determined such that WCD
is minimized. The relative value of WCD divided on the reference WCD value
resulting by 2-step routing approach for a different number of messages, and
different values of K are shown in Fig. 7. The proposed technique out-performs
the 2-steps routing in both 50- and 100-messages cases, and for all K values.
Moreover, it is observed that the advantage and the efficiency of the proposed
technique become more evident when the high loaded networks increase the
impact of the proposed technique in reducing the AVB traffic delay. For instance,
the proposed joint routing reduces the maximum WCD up to 42% for the case of
100 messages with K = 5. These results highlight the importance of considering
the timing requirements of non-scheduled traffic, e.g., AVB during the routing
of TT traffic to ensure optimal traffic planning.
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Fig. 7. The relative value of WCD divided on the reference WCD value resulting by
2-steps routing approach for different number of messages and different values of K.

6 Conclusion

In this paper, we described a multipath routing technique for mixed-criticality
traffics in TSN networks. The proposed technique determines multipath routing
which comprises of a set of disjoint paths (defined as RL) for each AVB or
TT message. A new ILP formulation is proposed for the considered routing
problem. The scalability of the ILP-based technique is improved by tightening
the search space to small subsets of the shortest path for each message. Yen’s
algorithm is adapted to find these subsets of K shortest path. The proposed
approach is evaluated using 50 synthetic test cases in addition to a realistic
case study based on Orion CEV. The performance of the proposed technique is
compared to the typical SPR technique. Moreover, the gain of the joint routing
of AVB and TT message is evaluated compared to typical successive 2-step
technique. The results demonstrate out-performance compared to the SPR and
2-step techniques with respect to the maximum WCD imposed on AVB traffic.
In particular, the proposed technique reduced the maximum WCD by up to 80%
and 65% compared to SPR technique for the considered synthetic test cases, and
the Orion case study, respectively. The results show the impact of a larger set
of shortest paths on the maximum WCD is settled at K = 5. The scalability of
the proposed technique is evaluated on problems with size up to 100 messages.
All problems have been solved with runtime less than 1000 s.
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Abstract. Traffic sub-area division is an important problem in traffic
management and control. This paper proposes a clustering-based app-
roach to this problem that takes into account both temporal and spatial
information of vehicle trajectories. Considering different orders of mag-
nitude in time and space, we employ a z-score scheme for uniformity and
design an improved density peak clustering method based on a new den-
sity definition and similarity measure to extract hot regions. We design a
distribution-based partitioning method that employs k-means algorithm
to split hot regions into a set of traffic sub-areas. For performance evalu-
ation, we develop a traffic sub-area division criterium based on the SDbw
indicator and the classical Davies-Bouldin index in the literature. Exper-
imental results illustrate that the proposed approach improves traffic
sub-area division quality over existing methods.

Keywords: Clustering · Density · Hot region · Vehicle trajectory ·
Traffic sub-area

1 Introduction

As the urbanization process continues to evolve around the globe, vehicle owner-
ship has rapidly increased and traffic congestion becomes a ubiquitous problem
in almost every place with a dense population. In most transportation systems,
a commonly adopted strategy is to divide a traffic network into small traffic sub-
areas to facilitate traffic analysis at a finer-grained level and hence reduce the
corresponding complexity. Traffic network division has been the focus of research
for decades due to its practical importance and theoretical significance.

In recent years, many methods have been proposed in the literature for traffic
sub-area division, including data mining-based region division [13,20,21], and
road network-based region division [5,6,13,17,22]. Despite promising results as
reported, these methods require to know a priori the number of traffic sub-areas
or identify the geographical characteristics of the road network used to divide the
traffic network. In addition, some methods are not best suited for non-spherical
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distributed data. Most importantly, one key observation we made about traffic
sub-area division is that traffic congestion often occurs in hot regions reflecting
the real traffic situation at different times. As such, a direct traffic sub-area
division is not sufficient to alleviate traffic congestion. An ideal solution would
be to divide the traffic network based on hot regions. Since each hot region has
its own lifespan, the analysis of a hot region is similar to that of a transportation
network within its lifespan. Based on this observation, to address the limitations
of existing methods, we propose a traffic sub-area division approach based on
hot regions, referred to as TSAD-HR. This approach first generates a set of hot
regions based on spatiotemporal trajectories, each of which is then spilt into a
set of traffic sub-areas during the lifespan of each hot region. Finally, all similar
traffic sub-areas form the traffic sub-area division of the entire traffic network
at different times.

The rest of this paper is organized as follows. Section 2 conducts a survey
of related work. The traffic sub-area division problem is defined in Sect. 3. The
design of TSAD-HR is detailed in Sect. 4. We provide experimental results in
Sect. 5 and conclude our work in Sect. 6.

2 Relation Work

In this section, we first describe existing techniques for trajectory clustering,
followed by a survey of related work on traffic sub-area division.

2.1 Trajectory Clustering

Clustering of mobile object trajectories in road networks has attracted a great
deal of attention for various purposes such as understanding and exploring poten-
tial social connections and common interests of mobile users moving in a road
network [7]. As a result, traditional partitioning methods (k-means) and density-
based methods (OPTIC [1], DBSCAN [3]) have been extended to cluster large
volumes of trajectory datasets generated by sensor networks. In spatial cluster-
ing methods, such as k-means and k-medoids methods, clusters are groups of
elements characterized by a small distance to the cluster center. An objective
function, typically the sum of the distances to a set of putative cluster cen-
ters, is optimized [4,8,10] until the best cluster center candidates are found [18].
However, these approaches are not able to detect non-spherical clusters.

Clusters with an arbitrary shape can be easily detected by approaches based
on the density of data points. In density-based spatial clustering methods, clus-
ters are regions of high density separated by regions of low density. DBSCAN is
one representative density-based clustering algorithm, and OPTICS was devised
to reduce the burden of determining parameter values in DBSCAN. Traclus [12],
as one state-of-the-art sub-trajectory clustering technique, partitions each tra-
jectory into sub-trajectories using the Minimum Distance Length principle and
groups similar sub-trajectories together using a variant of DBSCAN. The work in
[15] adapts TraClus to online trajectory clustering and the work in [11] extends
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TraClus for trajectory classification. In density-based clustering, one is required
to adjust the density threshold dynamically until clustering by density peaks [18]
is present. However, the density threshold obtained by [18] is unfavorable when
dealing with spatiotemporal trajectories.

2.2 Traffic Sub-area Division

In the literature, most of the related work is based on a traffic network, which is
abstracted as a weighted graph where the nodes, links, and weights correspond
to the intersections, road segments, and traffic flow parameters, respectively, in
a traffic network. Among them, Ma et al. [17] designed a traffic sub-area division
expert system based on integrated correlation index, which is combined with the
correlation index of every two intersections at a normal condition and the par-
ticular correlation index at the special traffic condition or request, to trade off
dynamic traffic conditions and different division demands. Li et al. [13], based
on Back Propagation neural network, proposed a method to divide traffic con-
trol sub-area dynamically according to traffic flow, distance of intersections and
cycle. However, estimating the traffic in a real traffic network itself is a chal-
lenging task. Thus, Zhou et al. [22] used the traffic states between two adjacent
intersections to represent the correlation degree between intersections, and then
designed a community detection method for traffic network partition. In addi-
tion, to achieve dynamic division of traffic sub-areas, Guo et al. [5] redefined
the similarity between adjacent junctions according to the adjacent junction’s
maximum-minimum static traffic sub-area division and the short-term traffic
state prediction, and then divided traffic sub-areas quickly in a dynamic man-
ner. Shen et al. [6] divided the control area of urban arterial roads into traffic
sub-areas on the basis of correlation degrees obtained by a fuzzy computing
method applied to a hierarchical structure and optimized the split according to
real-time traffic conditions.

All the aforementioned methods consider road networks for traffic sub-area
division. Due to time-varying traffic flows, it is difficult to accurately analyse the
impact of various factors on the division of traffic sub-areas. In this work, we
divide traffic road networks by mining and analyzing data with spatial attributes.

3 Problem Formulation

We provide the following definitions to facilitate the formulation of the traffic
sub-area division problem under study:

Definition 1. Trajectory (TR): A trajectory TRi of any object is represented
by a list of spatiotemporal points sampled at equal time intervals, denoted as
TRi = <pi,1, pi,2 . . . pi,j , . . . , pi,n> and pi,j = (li,j , ti,j) denotes the location
information li,j (longitude and latitude) of the object at time ti,j.

Definition 2. Hot Region (HR): A hot region is a set of spatiotemporal tra-
jectories or trajectories points in a spatial area A, where the moving objects
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appear during a time interval from start time S to end time E. The trajectories
or trajectory points that belong to the same hot region are close to each other
according to the similarity measure.

As illustrated in Fig. 1, x, y, and t are the longitude, latitude, and time of the
3-dimensional space, respectively, and L1, L2 and L3 represent the real traffic
road network layers at different times. Eight vehicle trajectories form two hot
regions HR1 and HR2 marked in different colors. Hot region HR1 corresponds
to area A1 in the traffic road network, which exists during time interval [t1, t2].

Fig. 1. Hot regions.

Definition 3. Traffic Sub-Area (TSA): A traffic sub-area is a part of the
entire transportation network and consists of a group of points extracted from
different trajectories, denoted as (RSA, NSA), where RSA is a topologically closed
polygon representing the location and shape of a place and NSA is the number of
objects at the place.

Definition 4. Hot Region Division (HRD): For a given hot region HRi,
the projection of HRi onto the two-dimensional XY -plane is a traffic network
during time interval [Si, Ei] where each data point represents a location of some
moving object. The transportation network formed by the projection of HRi is
split into num different traffic sub-areas {TSAi1 , TSAi2 , . . . , TSAinum

}, referred
to as hot region division, denoted as HRDi.

According to the above definitions, we formulate the problem of traffic sub-
area division as follows.

We consider a set of trajectories T = {TR1, TR2, . . . , TRnumtrajs} to be
processed to obtain a number of hot region divisions D = {HRD1,HRD2, . . . ,
HRDnumH

}. For the evaluation of division quality, we define a traffic sub-area
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division indicator, referred to as TI, based on the S Dbw index, which combines
both cluster compactness (in terms of intra-cluster variance) and density between
clusters (in terms of inter-cluster density), as well as the classical Davies-Bouldin
index [2].

The TI indicator evaluates the division of hot regions from two aspects: one is
the SDbw indicator of each hot region projected onto the XY -plane, which takes
into account density variation and average scattering for the traffic sub-areas of
a hot region. The smaller the indicator S Dbw is, the better the hot region is
divided. The other is the time interval between the hot regions. The larger the
time interval is, the smaller impact it has between the hot regions.

We first calculate the S Dbw indicator S Dbwi [16] for each hot region HRi

in the two-dimensional XY -plane as follows:

S Dbwi = Dens bwi + Scati, (1)

Dens bwi =
1

|HRDi| · (|HRDi| − 1)

|HRDi|∑

m=1

|HRDi|∑

n=1
m�=n

dsi(umn)

max{dsi(vm), dsi(vn)} , (2)

Scati =
1

|HRDi|
|HRDi|∑

m=1

‖σ(vm)‖
‖σ(HRDi)‖ , (3)

where umn denotes the middle point of the line segment defined by centres
vm and vn of traffic sub-areas TSAi,m and TSAi,n of HRDi, |HRDi| is the
number of traffic sub-areas of HRDi, σ(vm) and σ(HRi) are two-dimensional
vectors denoting the variance of trajectory points included in TSAi,m and HRi

respectively, ‖x‖ is defined as ‖x‖ = (xTx)
1
2 and ds(umn) is defined as:

dsi(umn) =

nummn∑

k=1

fi(xk, umn), (4)

fi(x, u) =

{
0, if distS(x, u) > stdevi,

1, otherwise,
(5)

stdevi =
1

|HRDi|

√√√√
|HRDi|∑

m=1

‖σ(vm)‖, (6)

where nummn denotes the number of points that belong to the union of traffic
sub-areas TSAi,m and TSAi,n, stdevi is the average deviation of traffic sub-areas
of HRDi, and distS(· , ·) denotes the spatial distance in the two-dimensional
XY -plane, i.e., the Euclidean distance between each other. We define TI as

TI =
1

numH

numH∑

i=1

max
j=1∼numH

S Dbwi + S Dbwj

1
N(HRi)·N(HRj)

∑
pm∈HRi

∑
pn∈HRj

distT (pm, pn)
, (7)

where numH denotes the number of hot regions, N(HRi) and N(HRj) are the
number of trajectory points included in hot regions HRi and HRj , respectively,
and distT (·, ·) denotes the time distance, i.e., the absolute value of the time
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difference between each other. In general, a smaller TI indicates a larger time
interval between hot regions or a better division of a hot region. We define the
problem of traffic sub-area division as follows:

Definition 5. Traffic Sub-Area Division (TSAD): Given a set of trajec-
tories T = {TR1, TR2, . . . , TRnumtrajs}, we wish to compute a set of hot region
divisions {HRD1,HRD2, . . . , HRDnumarea} with the minimum TI.

In the real world, moving objects are usually distributed in hot regions, so
these areas may consist of numerous trajectories. Conventional methods consider
regions where a set of trajectories appear or road networks to be divided into a
set of areas. However, these methods can only find a collection of hot regions.
Since a hot region often spans across space or time, traffic congestion cannot
be effectively mitigated, which motivates the design of a new traffic sub-area
division approach.

4 An Approach to Traffic Sub-Area Division: TSAD-HR

We propose a traffic sub-area division approach, which consists of three steps,
namely, trajectory processing, hot regions generation and hot regions division.
Firstly, all points of trajectories are normalized in each dimension by z-score to
eliminate the errors caused by the difference in the dimensions. Then, a series of
hot regions are extracted from the trajectories according to similarity measure.
Finally, the distribution characteristics of each hot region are analyzed to divide
the hot regions into multiple traffic sub-areas. The flowchart of TSAD-HR is
shown in Fig. 2. Note that trajectory processing is relatively more straightfor-
ward. Hence, we focus our explanation on hot regions generation and hot region
division.

Fig. 2. The flowchart of TSAD-HR.
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4.1 Hot Regions Generation

Hot regions generation is mainly based on the similarity measure, which plays
a decisive role in the quality of the extracted hot regions. Conventional simi-
larity metric considers a simple Euclidean distance between trajectory samples.
However, temporal similarity and spatial similarity are two different aspects of
measurement, and the Euclidean distance alone can not reflect their difference.
Therefore, similarity is defined in [19] with weight Simw as

Simw = w · DistT + (1 − w) · DistS , (8)

where DistT and DistS are spatial similarity and temporal similarity, respec-
tively, and w (0 ≤ w ≤ 1) is the weight of spatial similarity. One problem with
this similarity measure is how to comprehensively consider temporal similarity
and spatial similarity. It is rather difficult to decide the value of w. In this work,
considering the practical traffic significance, it is supposed that temporal sim-
ilarity has a higher impact on a hot region than spatial similarity. Therefore,
we define temporal similarity as the main similarity measure and propose an
alternative clustering method based on [4] to extract hot regions according to
temporal similarity, which has potential to specify a series of hierarchical hot
regions without user intervention. The hot regions identified by this method
have a hierarchical structure in time, which can well reflect the traffic situation
in different time periods, such as short-term (working days or holidays) traffic
congestion period detection, long-term (month, season, year) congested highway
identification.

In this method, we consider the sampling points of all trajectories. Given
a set of trajectories T = {TR1, TR2, . . . , TRi, . . . , TRnumtrajs}, we obtain the
trajectory point set S = {p1, p2, . . . , pi, . . . , pnum}, where pi belongs to some
trajectory of T . We compute two characteristics for each trajectory point pi, i.e.,
density ρi and distance δi from points of higher density. These two characteristics
are on the basis of the temporal distance (similarity) distT (pi, pj) between two
points, where distT (pi, pj) is calculated in the same way as distT (pm, pn) in
Eq.(7). In [9], the density ρi of sample point pi is define as

ρi =
∑

j

χ(distT (pi, pj) − dc), (9)

where χ(x) = 1 if x < 0, and χ(x) = 0, otherwise, and dc is a distance threshold.
However, the result is largely affected by threshold dc, and it is difficult to provide
an optimal threshold for different datasets empirically. In this work, inspired by
the field in physical space [14], a concept of field is introduced to compute the
density of trajectory points. For dataset S, all samples are treated as particles
with an equal mass, which have their own fields. The contribution of each sample
to others is related to the distance between them: a smaller distance indicates
a greater contribution. According to their contributions to a given object, the
field strength of each sample point is different, which uncovers different density.
Finally, for each point pi of any trajectory, the new density ξi is defined as
Eq.(10).
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ξi =
num∑

j

(1 − distT (pi, pj)

dmax
), (10)

where dmax represents the maximum time distance among all the points of tra-
jectories and num denotes the number of points in S. We calculate σi through
the minimum distT (pi, pj) between point pi and another point pj with a higher
density than pi. If point pi has the highest density, its σi is the maximum
distT (pi, pj). We define σi as follows:

σi =

{
minj:ξj>ξi distT (pi, pj), ∃ξj > ξi,

maxj=1,2,...,num distT (pi, pj), otherwise.
(11)

It is assumed in [18] that the cluster center should be surrounded by neighbor
objects with lower local density and away from other objects with higher local
density. According to this assumption, the points with both high ξi and σi are
recognized as the cluster centers, and the remaining points are assigned to the
same cluster as their nearest neighbour of higher density.

4.2 Hot Regions Division

For the collection H = {HR1,HR2, . . . , HRk} of generated hot regions, each
hot region HRi implies traffic conditions of the entire transportation network
at the corresponding lifespan, which is comprised of different traffic sub-areas.
Therefore, we need to capture those areas of each hot region. In this work, we
analyze the distribution characteristics of hot region in order to perform traffic
sub-area division in each hot region. Each traffic sub-area can be regarded as
a cluster in which the objects are close to each other. Hence, the problem of
hot region division is equivalent to the clustering problem. Considering that hot
regions are mainly considered in the temporal dimension, we focus on the spatial
dimension during the hot region division process. Specifically, we project a hot
region to the 2-dimensional XY -plane to create a projected area as the area A1

in Fig. 1. The following analysis of distribution characteristics is based on the
data contained in this projection area. Many methods (in particular, k-means
and Gaussian Mixture Model) assume that a cluster adheres to a unimodal
distribution. Based on this assumption, we use a statistical method to decide
how to split the hot region without a priori setting the number of traffic sub-
areas. Given a hot region and a confidence level α, the data from the hot region
is mapped to a line between the two points farthest apart. Then, we check if all
the mapped points in the line follow a Gaussian distribution at the confidence
level α. If not, we split the original data into two parts and iteratively check
them in the same way until all traffic sub-areas satisfy Gaussian distribution at
the given confidence level.

The splitting rule is illustrated in Fig. 3. We first find two points pi and pj
in the dataset that are the farthest from each other and take points C1 and C2

closest to them as the center, respectively, which can alleviate the influence of
outliers on the final result to a certain extent. Next, traditional k-means method
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Fig. 3. The selection of initial centers.

is applied based on the chosen initial centers C1 and C2 to produce two new
subsets.

5 Experimental Evaluation

We implement all the algorithms in Python 2.7, and conduct experiments on
a macOS workstation equipped with Intel Core i5 CPU@2.3 GHz and 8 GB of
memory. We demonstrate the effectiveness of the proposed algorithm using two
datasets. One dataset (Taxi) is the GPS data collected by Microsoft from 10,357
taxis in Beijing. Each taxi’s location is sampled every 177 s on average over a
time span of a week. The other dataset (Truck) contains 1,100 trajectories from
50 different trucks delivering concrete around Athens, Greece, in which there are
94,098 position records consisting of the truck identifiers, dates and times, and
geographical coordinates in GGRS87 reference system. The datasets are publicly
available at http://chorochronos.datastories.org/?q=node/10.

For performance comparison, we divide our experiment into two parts. In
the first part, we rebuild traffic sub-area division based on hot regions obtained
through two other similarity functions: spatiotemporal Euclidean distance and
Simw. These implementations are referred to as ED-TSAD-HR and Simw-
TSAD-HR, respectively. We then perform two sets of experiments to analyze
the effectiveness of TSAD-HR. In the second part, we extend two existing clus-
tering approaches (TraClus and HDBSCAN) to solve the traffic sub-area divi-
sion problem, and add the time factor into the parallel traffic sub-area division
framework Par3PKM proposed in [21]. These three extended algorithms are
named as TraClus-TSAD, HDBSCAN -TSAD and Par3PKM -TSAD, respec-
tively. We evaluate our proposed TSAD-HR in terms of the effectiveness of traffic
sub-area division in comparison with TraClus-TSAD, HDBSCAN -TSAD and
Par3PKM -TSAD.

Using traffic sub-area division indicator (TI), we first conduct an evaluation
of ED-TSAD-HR, Simw-TSAD-HR and TSAD-HR. We run these three algo-
rithms on different numbers of trajectories in the Truck dataset ranging from 20
to 70 at an interval of 10. For each size, we execute ten times and then calcu-
late the corresponding TI measurements. Figure 4a plots the mean and standard

http://chorochronos.datastories.org/?q=node/10
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Fig. 4. Comparison of traffic sub-area division based on hot regions obtained by dif-
ferent similarity metrics.

deviation of the TI indices across 10 times for each number of trajectories. As
illustrated in Fig. (4a), The TI values of ED-TSAD-HR and Simw-TSAD-HR
are not significantly different, but are much higher than TSAD-HR. It means
that it is more beneficial to split the traffic sub-area based on the temporal sim-
ilarity than considering the spatial similarity and temporal similarity together.
To further validate this finding, we conduct experiments on different dates of



526 J. Zhu et al.

Fig. 5. Comparison of traffic sub-area division using TI index.

the Taxi dataset. Similarly, for daily data, we run these algorithms 10 times and
calculate the corresponding TI values. Figure (4b) plots the mean and standard
deviation of the TI indices across 10 times for each day. We observe that TSAD-
HR produces a better traffic division than ED-TSAD-HR and Simw-TSAD-HR
on the daily traffic data. Together with Fig. (4a), we illustrate the efficacy of our
proposed method.
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We further conduct an evaluation of our proposed method in terms of traf-
fic sub-area quality in comparison with three extended approaches, namely,
TraClus-TSAD, HDBSCAN -TSAD and Par3PKM -TSAD. We run these four
algorithms on different numbers of truck trajectories ranging from 20 to 70 at
an interval of 10. For each size, we execute ten times and then calculate the
corresponding TI each time. The mean and standard deviation of the TI indices
across 10 times for each number of trajectories are plotted in Fig. (5a). We
observe that HDBSCAN -TSAD has the highest TI index under all the num-
bers of trajectories while TSAD-HR has the minimum TI index. These results
indicate that TSAD-HR is more effective than the other algorithms in traffic
sub-area division. Figure (5b) shows the mean and standard deviation of the TI
indices obtained by these four algorithms across 10 times for every date on the
Taxi dataset. We observe that HDBSCAN -TSAD still has the highest TI index,
while Par3PKM -TSAD is close to DistT -TSAD-HR on the Taxi dataset, but
still has a TI index slightly higher than TSAD-HR. Therefore, the results from
these two datasets show that TSAD-HR effectively splits the traffic network in
different datasets with a better quality of division than the other algorithms in
comparison.

6 Conclusion

We proposed a traffic sub-area division evaluation index based on the similarity
between traffic sub-areas and clustering, and designed a novel traffic sub-area
division approach, refer to as TSAD-HR, which takes into account both the
time and space factors of trajectories. Extensive experiments demonstrated that
TSAD-HR significantly improves traffic sub-area division quality over the exist-
ing methods. The proposed traffic sub-area division approach has a wide range
of applications in various traffic and location service systems, including urban
planning, traffic navigation, logistics and distribution, service recommendation,
military scheduling and traffic control.
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Abstract. The growing use of computer-like tablets and PCs in educational
settings is enabling more students to study online courses featuring computer-
aided tests. Preparing these tests imposes a large burden on teachers who have to
prepare a large number of questions because they cannot reuse the same
questions many times as students can easily memorize their solutions and share
them with other students, which degrades test reliability. Another burden is
appropriately setting the level of question difficulty to ensure test discrim-
inability. Using magic square puzzles as examples of mathematical questions,
we developed a method for automatically preparing puzzles with appropriate
levels of difficulty. We used crowdsourcing to collect answers to sample
questions to evaluate their difficulty. Item response theory was used to evaluate
the difficulty of the questions from crowdworkers’ answers. Deep learning was
then used to build a model for predicting the difficulty of new questions.

Keywords: Computer-aided test � Item response theory � Crowdsourcing �
Deep learning � Magic square

1 Introduction

Recent advances in information technology have led to the introduction of computer-
like tablets and PCs in educational settings, enabling the worldwide spread of educa-
tional systems that leverage the reach of the Internet and the power of computers.

BBC News reported that almost 70% of primary and secondary schools in the
United Kingdom use tablet PCs and that 45% of the schools not currently using tablets
have plans to introduce them in the future. Their introduction should be especially
beneficial to students who have trouble studying using traditional methods [1].
Research by the Ministry of Education, Culture, Sports, Science and Technology in
Japan revealed that here were about 1.5 million computers in elementary and junior
high schools in Japan in 2018 and that whereas the number of students per computer
was 8.4 in 2008, it was 6.4 in 2018 [2], so the introduction of computers into schools in
Japan is steadily progressing.

In a computer-supported environment, students can study online courses featuring
computer-aided tests(CATs) that are personalized to the student’s skill level and
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F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 530–537, 2019.
https://doi.org/10.1007/978-3-030-22999-3_46

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22999-3_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22999-3_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22999-3_46&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22999-3_46


learning style. Most CAT systems have an item pool for storing many questions from
which questions suitable for each student are taken. Various patterns of questions with
different levels of difficulty are required, especially in the mathematical area, because
the skills of students tend to diverge, so the tests become meaningless if the students
remember the questions. System creators must therefore prepare a large number of
questions for each level of difficulty, and system administrators must frequently update
the questions in the item pool so that students cannot answer the questions without
thinking. Both tasks are burdensome.

Another problem with CATs is setting the level of question difficulty. The difficulty
of a question is normally determined by considering the accuracy rate for the test, the
number of hints or types that will be given, and experiences on this area. But these
measures depend on various factors such as the skill and experience of the test creator
and the overall skill level of the target group of students. Therefore, if the test creator or
student group change, the scores on different tests cannot be directly compared. In such
cases, a large number of students is required for each test to avoid degrading test
reliability.

Using magic square puzzles as examples of mathematical questions, we developed
a user-adaptive method for automatically selecting puzzles with appropriate levels of
difficulty. We used crowdsourcing to collect answers for sample questions and used the
answers to estimate the difficulty of the questions on the basis of item response theory.
We then used machine learning to build a model for predicting the difficulty of new
questions. Finally, by using these difficulties and students’ skills as measured using a
computer adaptive test, we developed a system for recommending questions that can
improve the skill of students.

2 Related Work

Many researchers have considered automatic generation of educational questions in
various subject areas. Hoshino and Nakagawa [3] focused on the English 4 choice
question and used machine learning to identify places in sentences that could be
blanked in order to make fill-in-the-blank questions. Hill and Simba [4] generated
blank locations and distractors in multiple-choice fill-in-blank questions by calculating
word co-occurrence likelihood using n-grams. Sakaguchi et al. [5] used a large number
of sets of English sentences given by English learners and journals and found the error
correction pairs and the misuse probabilities of words. They then used them and a
support vector machine method to generate challenging distractors to confuse the
student when choosing an answer. Liu et al. [6] generated questions in Chinese about
given Chinese sentences by extracting and ranking five elements from the sentences:
when, where, what, which, and who. Rocha and Faron-Zucker [7] and Papasalouros
et al. [8] selected questions automatically from a database ora web by using strategy
estimation based on domain ontology. Takano and Hashimoto [9] and Furudate et al.
[10] created questions automatically by using a knowledge base. Takano and Hashi-
moto used a knowledge base built in advance to store specific questions while Furudate
et al. built the knowledge base itself by using morphological analysis and knowledge
patterns to extract previous questions.
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Most of these studies used databases, knowledge bases, and ontologies created by
relevant experts, so burdens are placed on the experts to build the system and on
administrators to update the system. While many related studies used natural language
and knowledge obtained from the Web or journals, few studies have used automatic
generation of mathematical questions with a large number of various patterns.

3 Item Response Theory (IRT)

Conventional test methods measure the skill of students on the basis of the total points
or standard deviation values for a test. The results of such measures are often affected
by such factors as uneven test difficulties among test creators or uneven skill levels
among different groups of students. This makes is hard to compare the skills of students
who take different tests and to compare the difficulties of questions answered by
different groups of students.

Item response theory (IRT) is a method for probabilistically estimating latent
parameters like the skill levels of students and the difficulties of questions simultane-
ously from the discrete responses of students to questions. Using IRT makes it possible
to estimate parameters universally without the effects of the above-mentioned depen-
dences. This enables comparison of parameter values estimated from different tests and
groups of students on the same scale. IRT was derived from Lord’s Theory of Test
Scores [11].

IRT considers the probability p that student i with skill level h can answer question
j with difficulty b. This process is assumed to follow a logistic regression model with
item discrimination a and approximation constant D:

pjðhiÞ ¼ 1
1þ expð�Daðhi � bjÞÞ :

The larger the h, the higher the skill level of the student; and the larger the b, the more
difficult the question. The likelihood of a student correctly answering a question was
calculated using function L,

LðuijhiÞ ¼
Yn

j¼1
pjðhiÞuijð1� pjðhiÞÞ1�uij :

where uij represents the response of student i to question j: uij ¼ 0 means that the
response was incorrect, and uij ¼ 1 means that it was correct. These are the only
observable responses in the model; the other parameters must be estimated. There are
similar IRT models, but these models contain too many parameters and are too com-
plex for our purpose. Therefore, we decided to use the above simple model.

We cannot calculate likelihood function L because we cannot observe h as in a
normal logistic regression. To estimate the parameters, we use a two-step algorithm
proposed by Mislevy [12] that marginalizes h and uses Bayesian inference to maximize
the likelihood function, which is calculated in a manner similar to that for an
expectation-maximization (EM) algorithm.
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4 Estimating the Difficulties of Magic Square Puzzles

We used supervised machine learning to prepare many magic square puzzles. Magic
square puzzles are a kind of the mathematical puzzles that ask users to guess appro-
priate integers for some blank cells. In this section, we explain how we calculated the
difficulties of these puzzles by using IRT and EM-type IRT models [13] to handle
incomplete answer matrices, where students may not have answered all questions and
questions may not have been answered by all students. To gather answer data, we used
the Lancers crowdsourcing service [14], a service for obtaining input from many
people through the Internet. Along with gathering the answer data, we gathered the
time it took for the crowdsourcing worker to input an answer, his or her confidence that
the answer was correct, and his or her subjective evaluation of the question’s difficulty.

We created 330 magic square puzzles and obtained 9059 answers from 448
crowdsourcing workers. We estimated the difficulty of each puzzle by using the IRT
model and EM-type IRT method. In addition to solving the puzzles, we also asked the
workers to report other factors, as mentioned above: time needed to solve each puzzle,
confidence of solution correctness, and subjective difficulty of each puzzle. In addition
to the IRT-based difficulty, we also considered the time needed to answer a question by
using a computer algorithm and the simple correct rate (rate of correct answers by
workers) as measures of puzzle difficulty.

Table 1 shows the correlations between the difficulty measures and the other fac-
tors. The top row shows the correlation for the time needed to solve a puzzle by
computer using a backtracking algorithm. The middle row shows the correlation for the
rate of correct answers by the workers. The bottom row shows the correlation for the
difficulty estimated using the IRT. The correlations between the difficulty estimated
using the IRT and the other factors were higher than those between the time needed by
computer and those factors. This indicates that puzzle difficulty estimated by computer
differs greatly from that estimated by people. The finding that the difficulty estimated
using the IRT and the simple correct rate show similar correlations with other factors
indicates that the differences in skill levels among the workers were relatively small.

From these results, we concluded that the difficulties of the puzzles estimated using
the IRT were reliable and thus used them as the true difficulties in the supervised
machine learning described in the next section.

Table 1. Correlations between difficulty measures and other factors

Time to
complete cells

Confidence Difficulty
(subjective)

No. of blank
cells

Time with computer
algorithm

0.25 −0.24 0.20 0.22

Simple corrective rate 0.87 −0.98 0.95 0.90
Difficulty (IRT) 0.88 −0.97 0.96 0.90
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5 Difficulty Estimation Using Machine Learning

Although the cost of crowdsourcing is relatively low, asking workers to answer
questions to be used in a test is not realistic. Therefore, we used puzzles with various
IRT-estimated levels of difficulty as training data and used supervised machine learning
to build a model for predicting the difficulty of new puzzles. To evaluate the effec-
tiveness of our approach, we compared the difficulties of puzzles as estimated by
machine learning with those estimated by the IRT.

5.1 Model Overview

In a preliminary study, we were unable to accurately estimate the difficulties of puzzles
by using a simple neural network model, so we first trained three base models and then
trained a combined model using the outputs of the three models. Figure 1 shows the
architecture of our combined model.

As inputs to the base models, we used different feature representations of a puzzle:
simple puzzle, binary puzzle, positions of blank cells, and constraint condition. We
represent the cell in N � N puzzle X at row i and column j as xij and the cell in feature
matrix Y at row u and column v as yuv. The simple puzzle representation represents a
puzzle as an N � N two-dimensional array, with the puzzle being represented as it is
except that when xij is blank, yuv is filled with a zero. In binary puzzle representation, Y
is an N � N � N2 three-dimensional array. If the xij ¼ a, a th element of the array of the
third dimension is set to one, all the other elements of that array are set to zero. If xij is
blank, all the elements in the corresponding array are set to zero. For example, if
xij ¼ 11, the array for the element is ½0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 1; 0; 0; 0; 0; 0�. The rep-
resentation of positions of blank cells are represented using a one-dimensional array
with N elements. When xij is a number, the corresponding element in the array is set to

Fig. 1. Architecture of combined model
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zero, and when xij is blank, the element is set to one. The constraint constant repre-
sentation uses a ð2Nþ 2Þ � N two-dimensional array in which each element represents
a row, column, diagonal constraint in the original puzzle.

We trained three base models: (1) a combination of a convolutional neural network
(CNN) for which the input is the simple puzzle representation and a multi-layer per-
ceptron (MLP) for which the input is the representation of positions of the blank cells,
(2) a combination of a CNN for which the input is the binary puzzle representation and
a MLP for which the input is the representation of positions of the blank cells, and (3) a
single MLP for which the input is the constraint constant representation.

5.2 Model Evaluation

Figure 2 shows the relationship between the ML-based difficulty and the IRT-based
difficulty. Table 2 shows correlations between the two difficulties and other factors.

In Fig. 2, we can see the strong positive correlation (0.93) between the ML-based
difficulty and IRT-based difficulty. In Table 2, we can see that the ML-based difficulty
has as strong correlation with other factors as the IRT-based difficulty has. This result
shows the learned model can accurately predict the IRT-based difficulty.

Table 3 shows the metrics for the combined model and the three base models. Max
and Min are the maximum and minimum values between the true and estimated values;
Max represents the positive difference, and Min represents the negative difference.
RMSE is the root mean square error of each model; the smaller the value the better.
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Fig. 2. ML-based difficulty against IRT-based difficulty

Table 2. Correlations between estimated difficulty and other factors

Time for complete
cells

Confidence Difficulty
(subjective)

No. of blank
cells

IRT-based
difficulty

0.90 −0.96 0.95 0.92

ML-based
difficulty

0.88 −0.92 0.92 0.91
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RCC is Spearman’s rank correlation coefficient, which is used to evaluate the similarity
of the ranking orders of two values. The larger its value, the more accurate the pre-
diction of which of two puzzles X and X

0
is more difficult. RCC (blank cells) is the

average of RCCs for each number of blank cells. The larger this value, the more
accurate the model can distinguish the difficulty of puzzles with the same number of
blank cells.

Base model (1) achieved a large RCC (blank cells), but its RCC was small and its
RMSE was large. This model can distinguish the questions with the same number of
blank cells, but overall accuracy is not good. Base model (2) achieved a good RMSE,
but its RCC (blank cells) was small and the difference between Max and Min was very
large. This model cannot distinguish the difference in difficulty among questions with
the same number of blank cells, and sometime outputs very large outliers despite the
overall high accuracy. Compared with the base models, the combined model inherits
some strong points of the base models and can accurately rank puzzles based on their
difficulties.

6 Conclusion and Future Work

We have developed a method for automatically selecting puzzles with appropriate
levels of difficulty as a basis for the automatic preparation of mathematical questions,
which will reduce the burden on question creators and system administrators. First, we
calculated the numeric difficulties of mathematical questions by using item response
theory and EM-type IRT, and then compared the values to those of other measures by
using crowdsourced data. Next, we used machine learning to create a combined neural
network model for estimating the difficulty of new questions. Testing showed that our
combined model outperformed the three base models.

Future work includes developing a recommendation system that provides suitable
questions to students on the basis of their skill levels as estimated using the IRT. It also
includes building a machine learning model for predicting other values, like the time
needed for a specific student to answer a specific question. Although we focused on
only magic square puzzles, this method can be applied to other mathematical questions.
We will thus work on expanding it for such applications and explore methods that
support user-adaptive recommendation of questions.

Table 3. Metrics for each model.

Combined model Base model (1) Base model (2) Base model (3)

Max 0.65 1.14 1.35 1.14
Min −1.35 −1.62 −1.32 −1.79
RMSE 0.55 0.65 0.55 0.67
RCC 0.89 0.79 0.84 0.84
RCC (blank cells) 0.30 0.50 0.00 0.25
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Abstract. Skyline queries constitute an appropriate tool that can help
users to make intelligent decisions in the presence of multidimensional
data when different, and often contradictory criteria are to be taken into
account. Based on the concept of Pareto dominance, the skyline process
extracts the most interesting (not dominated in sense of Pareto) objects
from a set of data. However, this process often leads to a huge skyline,
which is less informative for the end-users. In this paper, we propose
an efficient approach to refine the skyline and reduce its size, using the
principle of the formal concepts analysis. The basic idea is to build a
formal concept lattice for skyline objects based on the minimal distance
between each concept and the target concept. We show that the refined
skyline is given by the concept that contains k objects (where k is a user-
defined parameter) and has the minimal distance to the target concept.
A set of experiments are conducted to demonstrate the effectiveness and
efficiency of our approach.

Keywords: Skyline queries · Skyline refinement · Pareto dominance ·
Lattice of formal concepts

1 Introduction

The skyline queries are introduced by Borzsönyi in [4] to formulate multi-criteria
searches. Recently, this concept, has gained much attention in the database com-
munity. It has been integrated in many database applications that require deci-
sion making and personalized services. Skyline process attempts to identify the
most interesting (not dominated in sense of Pareto) objects from a set of data.
Skyline queries are based on Pareto dominance relationship. This means that,
given a set D of d-dimensional points (objects), a skyline query returns, the
skyline S, set of points of D that are not dominated by any other point (object)
of D. A point p dominates another point q iff p is better than or equal to q in
all dimensions and strictly better than q in at least one dimension.
c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 541–554, 2019.
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A great research effort has been devoted to develop efficient algorithms to
skyline computation [12,14,17,20,24,29]. The skyline computation often leads
to a huge number of skyline objects which is less informative for the user and
does not bring any insight to decision making. In order, to solve this problem
and reduce the size of skyline, several algorithms have been developed [2,6,7,9,
13,18,21,23,26]. In this paper, we consider this problem, but with another novel
vision. In particular, the idea of the solution advocated is borrowed from the
formal concept analysis field. This idea consists in building a formal concept
lattice for skyline objects based on the minimal distance between each concept
and the target concept (i.e., the ideal object w.r.t the user query). The refined
skyline Sref is given by the concept that has the minimal distance to the target
concept and contains k objects (k is a parameter given by the user). Starting
from this idea, we develop an algorithm to compute the refined skyline, called
FLCMD. In summary, our main contributions cover the following points:

– We define an efficient approach to refine the skyline S based on the minimal
distance between the concepts lattice and the target concept.

– We develop and implement an algorithm to compute Sref efficiently.
– We conduct a set of thorough experiments to study, analyze and compare the

relevance and effectiveness of proposed approach and the naive method.

This paper is structured as follows. In the Sect. 2, we define some necessary
notions about the skyline queries, fuzzy set theory, the formal concept analysis
and lattice then, we report some works related to the skyline refinement and at
the end of this section, we explain the naive approach. In Sect. 3, we present our
approach and we give the FLCMD algorithm that compute the refined skyline
Sref . Section 4 is dedicated to the experimental study and Sect. 5 concludes this
paper and points out some future work.

2 Background and Related Work

2.1 Skyline Queries

Skyline queries [4] represent a very popular and powerful paradigm to extract
objects from a multidimensional dataset. They are based on Pareto dominance
principle which can be defined as follows:

Definition 1. Let D be a set of d-dimensional data points and ui and uj two
points of D. ui is said to dominate, in Pareto sense, uj (denoted ui � uj) iff ui

is better than or equal to uj in all dimensions and strictly better than uj in at
least one dimension. [25]

Formally, we write:

ui � uj ⇔ (∀k ∈ {1, .., d}, ui[k] ≤ uj [k]) ∧ (∃l ∈ {1, .., d}, ui[l] < uj [l]) (1)

where each tuple ui = (ui[1], ui[2], · · · , ui[d]) with ui[k] stands for the value of
the tuple ui for the attribute Ak.

In Eq. (1), without loss of generality, we assume that the minimal value, the
better.
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Definition 2. The skyline of D, denoted by S, is the set of points which are not
dominated by any other point.

u ∈ S ⇔ �u′ ∈ D,u′ � u (2)

Example 1. To illustrate the concept of the Skyline, let us consider a database
containing information about apartments as shown in Table 1. The list of apart-
ments includes the following information: code apartment, area of apartment
(m2), price in (e) and distance between work and home (apartment) (dist wh
in km). Ideally, a person is looking to rent an apartment with a minimal price
and having a minimal distance to his/her work (price and dist wh), ignoring the
other pieces of information. Applying the traditional skyline on the apartments
list of Table 1, returns the following apartments: {A1, A3, A5, A7}, see Fig. 1.

Table 1. List of apartments

Code Area (m2) Price (e) dist wh (km)

A1 60 525 20

A2 40 400 120

A3 25 360 85

A4 30 380 100

A5 25 340 90

A6 60 550 95

A7 65 540 10

Fig. 1. Skyline of apartments

2.2 Fuzzy Set Theory

The concept of fuzzy sets has been developed by Zadeh [30] in 1965 to represent
classes or sets whose limits are imprecise. They can describe gradual transitions
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between total belonging and rejection. Formally, a fuzzy set F on the universe X
is described by a membership function μF : X → [0, 1], where μF (x) represents
the degree of membership of x in F . By definition if μF (x) = 0 then the element
x does not belong to F , μF (x) = 1 then x completely belongs to F , these
elements form the core of F denoted by Cor(F ) = {x ∈ F\μF (x) = 1}. When
0 < μF (x) < 1 we talk about a partial membership, these elements form the
support of F denoted by supp(F ) = {x ∈ F\μF (x) > 0}. Moreover, μF (x) is
closed to 1, more x belongs to F . Let x, y ∈ F , we say that x is preferred to
y iff μF (x) > μF (y). If μF (x) = μF (y) then x and y have the same preference.
In practice, F can be represented by a trapezoid membership function (t.m.f)
(α, β, ϕ, ψ) where [β, ϕ] is the core and ]α,ψ[ is its support see Fig. 2.

Fig. 2. Trapezoidal fuzzy set.

2.3 Formal Concept Analysis

The theory of formal concept analysis (FCA), proposed by Wille in 1982 [28].
It is based on a formal context K = (O,P,R), where O is a set of objects, P
is a set of properties (attributes) and R a binary relation between O and P .
Wille defined a correspondence between sets O and P . These correspondences
are called a Galois derivation operator (or sufficiency operator) noted by �.
Given A ⊂ O, B ⊂ P , A� express all the properties satisfied by all the objects
of A and dually B� express the set of objects satisfying all the properties of B
(see [28]). The dual pair of operators ((.)�,(.)�) constitutes a Galois connection
which allows to introduce formal concepts. A formal concept of a formal context
K is a pair (A,B) with A ⊂ O, B ⊂ P , A� = B and B� = A. A and B
are respectively called extent and intent of the formal concept (A,B). The set
of all formal concepts is equipped with a partial order denoted � defined by:
(A1, B1) � (A2, B2) iff A1 ⊆ A2 or B2 ⊆ B1. Ganter and Wille have proved in
[10] that, the set of all formal concepts ordered by � forms a complete lattice
of the formal context K denoted by L(K). In most applications, like in our case
the attributes are defined a fuzzy way. In order to take into account relations
allowing a gradual satisfaction of a property by an object, a fuzzy FCA was
proposed by Burusco and Fuentes-Gonzales [5] and belohlávek et al. in [3]. In
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this case, the notion of satisfaction can be expressed by a degree ∈ [0, 1]. A
fuzzy context formal is a tuple (L,O, P,R), where a fuzzy relation R ∈ LO×P is
a function that is defined O × P −→ L which assigns to each object o ∈ O and
for each property p ∈ P a degree R(o, p) for which the object o has the property
p. In general L = [0, 1]. The generalization of the Galois derivation operator, to
fuzzy settings is based on the fuzzy implication defined by belohlávek in [3]. It
is defined for an subset A ∈ LO (and similarly defined for an subset B ∈ LP ) as
follows:

A�(p) =
∧

o∈O

(A(o) → R(o, p)) (3)

B�(o) =
∧

p∈P

(B(p) → R(o, p)) (4)

→: is a fuzzy implication that verify (0 → 0 = 0 → 1 = 1 → 1 = 1 and
1 → 0 = 0). We distinguish three type of fuzzy formal concepts. Concept with
crisp extent and fuzzy intent, crisp extent and fuzzy intent the third type fuzzy
extent and fuzzy intent.

In this paper, we use concept with crisp extent and fuzzy intent, i.e., the set
of objects is crisp and the set of properties is fuzzy.

Example 2. To illustrate the computation of formal concepts in our case, let us
consider a database containing information about hotels as shown in Table 2.
The set of objects O is composed by different hotels {h1, h2, h3}, the set of
properties P contains the properties cheap (denoted Ch) and Near the beach
(denoted Nb), i.e., P = {Ch,Nb}. R(oi, pj) represents the degree for witch the
object oi satisfies the property pj , for example R(h2, ch) = 0.5 means that the
hotel h2 satisfies the property cheap with degree 0.5. Let us consider the sets of
objects A1 = {h2, h3}, A2 = {h2} and the set of properties B1 = {Ch0.5, Nb0.5}.
Now, let us describe how to compute (A1)�, (A2)� and (B1)�. For (A1)� and
(A2)�, we use Eq. (3) and the implication of Gödel defined by

p −→ q =

{
1 if p ≤ q

q else
(5)

Table 2. List of hotels

Hotel Cheap (Ch) Near the beach (Nb)

h1 0.0 0.8

h2 0.5 0.5

h3 0.5 0.6
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A1 = {h2, h3} = {h0
1, h

1
2, h

1
3}

(A1)�(Ch) = ∧(0 → 0, 1 → 0.5, 1 → 0.5) = ∧(1, 0.5, 0.5) = 0.5
(A1)�(Nb) = ∧(0 → 0.8, 1 → 0.5, 1 → 0.6) = ∧(1, 0.5, 0.6) = 0.5
(A1)� = {Ch0.5, Nb0.5} = B1

Similarly, we obtain (A2)� = {Ch0.5, Nb0.5} = B1

To compute (B1)�, we use Eq. (4) and the implication of Rescher Gaines
defined by

p −→ q =

{
1 ifp ≤ q

0 else
(6)

(B1)�(h1) = ∧(0.5 → 0, 0.5 → 0.8) = ∧(0, 0.5) = 0
(B1)�(h2) = ∧(0.5 → 0.5, 0.5 → 0.5) = ∧(1, 1) = 1
(B1)�(h3) = ∧(0.5 → 0.5, 0.5 → 0.6) = ∧(1, 1) = 1
(B1)� = {h0

1, h
1
2, h

1
3} = {h2, h3} = A1.

– (A1)� = B1 and (B1)� = A1, this means that (A1, B1) forms a fuzzy formal
concept, A1 is its extent and B1 its intent.

– (A2)� = B1 but (B1)� = {h2, h3} = A2 then, (A2, B1) is not a fuzzy formal
concept.

2.4 Related Work

The work proposed by Börzsönyi and al. in [4] is the first work that addresses the
issue of skyline queries in the database field. They have proposed two different
algorithms to process skyline queries in complete database, namely, Block Nested
Loop (BNL) and Divide and Conquer (D& C). Later, many algorithms have been
developed which are inspired from BNL and D&C [4,8,19,23,27,27]. Several
authors have been interested in the problem of huge skyline and have proposed
additional mechanisms to refine the skyline and reduce its size.

In [2,7,13,18,21,23,26] ranking functions are used to refine the skyline. The
idea of these approaches is to combine the skyline operator with the top-K oper-
ator. For each tuple in the skyline, one joins a related score, which is computed
by the means of ranking function F . We note that F must be monotonic on
all its arguments. Skyline tuples are ordered according to their scores, and the
top-K tuples will be returned.

In [11] authors, propose the notion of fuzzy skyline queries, which replaces
the standard comparison operators (=, <,>,≤,≥) with fuzzy comparison oper-
ators defined by user. While in [15], Hadjali and al. have proposed some ideas
to introduce an order between the skyline points in order to single out the most
interesting ones. In [1], a new definition of dominance relationship based on
the fuzzy quantifier “almost all” is introduced to refine the skyline, while in
[16] authors, introduce a strong dominance relationship that relies on the rela-
tion called “much preferred”. This leads to a new extension of skyline, called
MPS (Must Preferred Skyline), to find the most interesting skyline tuples. In
[22] authors, propose a flexible approach called “θ − skyline” to categorize and
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refine the skyline set by applying successive relaxations of the dominance con-
ditions with respect to the user’s preferences. This approach is based on the
ranking method which deals with decision-making in the presence of conflicting
choices. Furthermore, they define a global ranking method over the skyline set.
In [13], Haddache et al. have proposed an approach based on ELECTRE method
borrowed from the outranking domain to refine the skyline.

Furthermore, several researchers have worked on skyline’s refinement for the
evidential data. In [9] authors, have developed efficient algorithms to retrieve
the best evidential skyline objects over uncertain data.

2.5 Naive Method

This approach [6] is based on two steps: (i) first compute for each skyline point
p, the number of points dominated by p denoted by num(p). (ii) The skyline
points are sorted according to num(p) in order to choose the Top − k.

3 Our Approach

In this section, we will present the main steps of our approach. First, we assume
that, we have

– A database formed by a set of m objects (tuples), O = {o1, o2, · · · , om}.
– A set P of n properties (or dimensions or attributes), P = {p1, p2, · · · , pn}.
– Each object oj from the set O is evaluated for every property pi.
– S the skyline of O, S = {o1, o2, · · · , ot}, t <= m, t is the size of skyline.
– Sref the refined skyline returned by our approach.
– In our approach we use the implication(−→) of Rescher Gaines defined by

Eq. (6).

Fig. 3. Steps of our approach

The principle of our approach is to build the fuzzy concept lattice of the skyline
points based on the minimal distance between each new concept and the target
concept. In summary, our approach is based on the following steps (see Fig. 3).
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Algorithm 1. FLCMD
Input: A Skyline S, K: the number of objects chosen by the user
Output: A refined skyline Sref

1 Sref ← ∅; dist ← 100; stop ← false;
2 Compute degree(S); /*compute the degrees of objects*/;
3 Intent target ← Compute target intent();
4 for i := 1 to n do
5 Intent min(i) ← S(1, i);
6 for j := 2 to m do
7 if S(j, i) < Intent min(i) then
8 Intent min(i) ← S(j, i);
9 end

10 end

11 end
12 while stop = false do
13 for i := 1 to nb d do
14 New Intent ← Next intent(Intent min, i);;
15 d ← Compute distance(New Intent, Intent target);
16 if (d < dist) then
17 dist = d; save Intent ← New Intent;
18 extent ← Compute Extent(New Intent);
19 if (size(extent) = k) then
20 Sref ← extent; stop ← true;
21 end

22 end

23 end
24 Intent min ← save Intent;

25 end
26 return Sref ;

1. First, we calculate the skyline using the Basic Nested Loop algorithm (BNL)
for more details see [4].

2. Second, we compute the refined skyline using Algorithm 1 (FLCMD). This
algorithm, starts by computing for each object oi the degree R(oi, pj) for
witch the oi minimizes the property pj chosen by the user. Then, it computes
the formal concept whose intent minimizes the properties chosen by the user,
i.e., maximizes the degrees R(oi, pj) for these properties (this concept is called
target concept).

3. FLCMD builds the fuzzy lattice for skyline objects. It starts by computing the
formal concept whose intent minimizes the degrees R(oi, pj) for the properties
chosen by user,

4. The algorithm FLCMD computes all the following concepts of this concept.
5. For each new concept, FLCMD, computes the size of its extent and the dis-

tance between its intent and the intent of target concept.
6. If the size of the extent equals k (where k is a user-defined parameter), the

process stopped. The refined skyline is given by the objects of this extent
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(when the number of extents having a size equals k is greater than 1, FLCMD
chooses the extent whose intent has the minimal distance).

7. If the size of the extent is greater than k, FLCMD selects the intent that has
the minimal distance and it starts from step 4.

FLCMD algorithm uses the following functions:

– Next intent(Intent min, i): gives the following intent of Intent min on the
dimension i.

– Compute Extent(New Intent): computes the extent of New Intent, using
the equation (4) and the implication given by the Eq. (6).

– Compute distance(New Intent, Intent target): computes the Euclidean dis-
tance between New Intent and Intent target.

Example 3. To illustrate our approach, let us come back to the skyline calculated
in Example 1 presented in Sect. 2.1. As a reminder, we use two properties, namely
price and dist wh. Furthermore, we assume that the minimal value, the better.
BNL algorithm returns as skyline the following apartments: {A1, A3, A5, A7},
see Table 3.
Remark In the following, we note the intent (priceα, dist whβ) by (α, β).

Table 3. Classic skyline and objects degrees

Classic skyline Object degrees R(Ai, Pi)

Code Area (m2) Price (e) dist wh(km) Price dist wh

A1 60 525 20 0.075 0.875

A3 25 360 85 0.9 0.0625

A5 25 340 90 1 0

A7 65 540 10 0 1

First, we compute for each object skyline Ai the degree R(Ai, Pi) for which
Ai minimizes the property Pi. These degrees are given by (see Fig. 4).

– R(Ai, price) = 1 − (x1 − 340)/200, x1 is the value of Ai w.r.t property price.
– R(Ai, dis wh) = 1− (x2 −10)/80, x2 is the value of Ai w.r.t property dis wh.

Second, we compute the target intent and the intent that minimizes the degree
R(Ai, Pi) w.r.t cheap price and short distance. Using data from Table 3, and the
Algorithm 1, one cane observe that Intent target = (1, 1) Intent min = (0, 0).
Then, we compute the following intents of the intent min.

For i = 1, New Intent = (0.075, 0). The distance between this intent and
the target intent d =

√
(1 − 0.075)2 + (1 − 0)2 = 1.36, extent = (A1, A3, A5).

For i = 2, New Intent = (0, 0.0625). The distance between this intent and
the target intent d =

√
(1 − 0)2 + (1 − 0.0625)2 = 1.37, extent=(A1, A3, A7).

If k = 3, the process stopped and Sref = {A1, A3, A5}.
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Fig. 4. Objects degrees

If k < 3, we select the intent (0.075, 0) (because it has the minimal distance
(1.36) with the target intent) then, we compute its following intents and the
process continues as shown in Fig. 5. From Fig. 5, we can see that, if k = 2, the
refined skyline equals {A3, A5}, when k = 1 Sref = {A3}.

Fig. 5. Lattice of skyline points based on minimal distance

4 Experimental Study

In this section, we present the experimental study that we have conducted.
The goal of this study is to prove the effectiveness of our algorithm and its
ability to refine huge skyline and compare its relevance to the naive method.
All experiments were performed under Windows OS, on a machine with an Intel
core i7 2,90 GHz processor, a main memory of 8 GB and 250 GB of disk. All
algorithms were implemented with Java. Dataset benchmark is generated using
the method described in [4]. The test parameters used are distribution dataset
[DIS] (correlated, anti-correlated and independent), the dataset size [D] (100K,
250K, 500K, 1000K, 2000K, 4000K) and the number of dimensions [d] (2, 4, 6, 10,
15). To interpret the results we define the following refinement rate (ref rate):

ref rate =
(ntcs − ntrs)

(ntcs)
(7)

where ntcs is the number of tuples of the regular skyline and ntrs is the number
of tuples for the refined skyline.



A Formal-Concept-Lattice Driven Approach for Skyline Refinement 551

Impact of [DIS]. In this case, we use a dataset with |D| = 100K, d = 6.
Figure 6 shows that the execution time of the two algorithms for anti-correlated
data is high compared to the correlated or independent data. This is due to the
important number of tuples to refine (14758 tuples for anti-correlated data, 2184
and 89 tuples for independent and correlated data). Figure 6 shows also that our
algorithm has the best execution time compared to the naive algorithm (0.004 s
for FLCMD, 0.85 s for naive algorithm in the case of correlated data, 10.41 s for
FLCMD and 72.32 s for the naive algorithm in the case of anti-correlated data,
0.38 s for FLCMD and 18.2 s for the naive algorithm in the case of independent
data). The refinement rate for the two algorithms is very high (for correlated
data = (89−10)/89 = 0.88, for anti-correlated data = (14758−10)/14758 = 0.99
and for independent data = (2184 − 10)/2184 = 0.995).

Fig. 6. Impact of [DIS]

Impact of the Size of the Dataset [D]. In this case, we study the impact
of the size of the database on the execution time of the refined skyline and the
refinement rate for the two algorithms. To do this, we use an anti-correlated
database with d = 4. Figure 7, shows that, the execution time increases with the
increase of the database size. But the execution time of our algorithm remains
the best compared to the naive algorithm (the execution time increases from 0.3
s if |D| = 100K to 10.52 s when |D| = 4000K for FLCMD and from 13.48 s if

Fig. 7. Impact of [D]
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|D| = 100K to 1130.5 s if |D| = 4000K for naive algorithm). The refinement rate
for the two algorithms is very high varied from 0.996 ((2811−10)/2811 = 0.996)
when |D| = 100K to 0.999 ((12540 − 10)/12540 = 0.999) when |D| = 4000K.

Impact of the Number of Dimensions [d]. In this case, we study the impact
of varying the number of dimensions skyline in the process of computing Sref .
We use an anti-correlated distribution data with |D| = 50K. Figure 8 shows that
the execution time increases with the number of dimensions (from 0.008 s for
d = 2 to 120.3 s when d = 15 for the FLCMD algorithm) and (between 0.5 s
and 420 s when d varied from 2 to 15 for naive algorithm). This indicates that
our algorithm gives the best execution time compared to naive algorithm. The
refinement rate increases from 0.94 ((187 − 10)/187 = 0.94) when d = 2 to 0.99
((48103 − 10)/48103 = 0.99) for d = 15.

Fig. 8. Impact of [d]

5 Conclusion and Perspectives

In this paper, we addressed the problem of the skyline, especially a huge sky-
line and we proposed a new approach to reduce its size. The basic idea of this
approach is to build a fuzzy concept lattice for skyline objects based on the
minimal distance between each concept and the target concept. The process
of refinement stopped when we compute the concept that contains k objects
(where k is a user-defined parameter) and has the minimal distance with the
target concept. The refined skyline is given by the objects of this concept. An
algorithm called FLCMD to calculate the refined skyline is proposed. In addi-
tion, we implemented the naive algorithm to compare its performance to that of
our algorithm. The experimental study we have done showed that, our approach
is a good alternative to reduce the size of the classic skyline (the refinement rate
reached 99%) and has a reasonable time computation also, the execution time of
our algorithm is the best compared to the naive algorithm. As for future work,
we will explore, on the one hand the use of semantic distance between concepts
to build the refinement lattice and on the other hand, we will use the lattice
construction algorithms that gives fuzzy extensions in order to sort the objects
of the same concept.



A Formal-Concept-Lattice Driven Approach for Skyline Refinement 553

References

1. Abbaci, K., Hadjali, A., Lietard, L., Rocacher, D.: A linguistic quantifier-based
approach for skyline refinement. In: Joint IFSA World Congress and NAFIPS
Annual Meeting, IFSA/NAFIPS, 24–28 June, Edmonton, Alberta, Canada, pp.
321–326 (2013)

2. Balke, W., Guntzer, U., Lofi, C.: User interaction support for incremental refine-
ment of preference-based queries. In: Proceedings of the First Inter. Conference
on Research Challenges in Information Science (RCIS), 23–26 April, Ouarzazate,
Morocco, pp. 209–220 (2007)
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Abstract. Fault tree (FT) model is one of the most popular techniques
for probabilistic risk analysis of large, safety critical systems. Probabilis-
tic graphical models like Bayesian networks (BN) or Probabilistic Rela-
tional Models (PRM) provide a robust modeling solution for reasoning
under uncertainty. In this paper, we define a general modeling approach
using a PRM. This PRM can represent any FT with possible safety
barriers, spatial information about localization of events, or resources
management. In our proposed approach, we define a direct dependency
between the resources allocated to one location and the strength of the
barriers related to this same location. We will show how this problem can
be fully represented with a PRM by defining its relational schema and
its probabilistic dependencies. This model can be used to estimate the
probability of some risk scenarios and to assess the presence of resources
on each location through barrier’s efficiency on risk reduction.

Keywords: Risk assessment · Probabilistic relational models

1 Introduction

Risk is usually defined as the potentially undesirable outcome resulting from an
incident, event or event, as determined by its probability and the consequences
arising from it. Risk assessment is a process to determine the probability of losses
by analyzing potential hazards and evaluating existing conditions of vulnerabil-
ity that could pose a threat or harm to property, people, livelihoods and the
environment on which they depend [1]. There are different approaches to prob-
abilistic risk assessment (PRA), including probabilistic approaches, fault tree
(FT) [2], event tree or reliability block diagrams.

A FT is a logical and diagrammatic model that allows to estimate the prob-
ability of an event to occur based on the occurrence or non-occurrence of other
event. However, FTs cannot handle situations involved complex or uncertain
dependencies between the system components. In order to accurately calculate
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the reliability of a fault tree in the presence of statistical dependencies between
events, Bobbio et al. [2] present a conversion of FTs into Bayesian Networks
(BNs) [3]. However, when the system under study involves a complex structure,
the BNs also reach their limits. Therefore, several extensions to BN such as
object oriented Bayesian networks or probabilistic relational models (PRMs) [4]
have been to solve this lack of modeling for probabilistic risk assessment. A PRM
associated to a relational schema R is composed of a dependency structure S
and a set of parameters Θ. The relational schema R describes a set of classes
with associated descriptive attributes. S describes the probabilistic dependen-
cies between each attribute and some potential other attributes reachable in all
the classes. Θ is a set of conditional distributions, one for each attribute, given
tis parents in S, and depicts the strength of the corresponding probabilistic
dependency. This PRM is defined for any instance of database corresponding to
this relational schema. A Ground Bayesian Network (GBN) can be generated by
unrolling the dependencies described in the PRM for one given database. Proba-
bilistic inference can be naively performed on this GBN, but some optimizations
have been proposed, taking into account the repetitive structure of the model.

The aim of this work is to propose a methodology for probabilistic risk assess-
ment of socio-technical systems that consider complex structure of the system
with uncertainty about causal relationships between risk factors and where some
resources allocated in specific areas can influence the system.

The paper is organized as follows. Section 2 reviews some related works about
probabilistic risk assessment in an uncertain context. In Sect. 3, we describe
how to extend the approach initially proposed in [5] about modeling a fault
tree with a Probabilistic Relational Model, in order to take into account spatial
information and spatial allocation of resources. Section 4 proposes a toy example
that illustrates the interest of our approach in urban area for road safety. In
Sect. 5 conclusions and future works are mentioned.

2 Related Work

FT models have been used for instance to examine the factors contributing to
the occurrence of road accidents at several urban district [6] or terrorist attack
[9]. BNs are mostly used to modeling the propagation of failure events and the
degradation of the system [7]. Many papers demonstrate the equivalence between
BN and static fault tree [2] and multi-state system through multi-state fault tree
(MSFT) [8]. The ISO 31000:2009 standard suggests evaluating risks in a global
view. Bayesian network-based integrated risk analysis approach for industrial
systems through bow tie formalism have been also proposed. This methodology
is dedicated to modeling human safety barrier (HSB). A BN model for spatial
event monitoring have been developed in [10].
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PRMs have also proved their applicability to analyze risks related to
safety [11]. PRMs take the advantages of both Bayesian networks to model
probabilistic dependencies between attributes, and the decomposability of such
models into multiple instantiable components depending on the context. Kanté
et al. [5] present a conversion of fault tree with possible safety barrier into a
probabilistic relational model, where all these information are described in a
relational database.

3 Contribution

We propose here to improve the approach proposed in [5], based on a probabilistic
relational model for risk assessment of complex systems, by adding spatial infor-
mation and spatial allocation and management of resources as safety functions.
We suppose that each event of the fault tree model have a specific location and
in each location, there is the absence or presence of some resources. We assume
that these resources affect the safety barriers performance for risk reduction. We
also assume that these resources are limited.

Section 3.1 gives some notations related to our previous fault tree model asso-
ciated to safety barrier. In Sect. 3.2, we formalize our contribution by considering
spatial information about event localisation, spatial allocation of resources and
probabilistic relationships between barriers and resources. In Sect. 3.3, we finally
describe the corresponding Probabilistic Relational Model.

3.1 Fault Tree with Safety Barrier

In [5], we consider a fault tree with safety barriers by a triple Ψ = {E ,G,B}.
E = {Ei} is a set of events with a prior probability priorStrength(Ei). G =
{Gj} is a set of gates, with Inputs(Gi) ⊂ E , Output(Gi) ∈ E and Type(Gi)
∈ {OR,AND, . . . }. B = {Bk, (Ei, Gj)} is a set of barriers where Bk is a prior
barrier associated to one specific event Ei appearing as an input of a given gate
Gj , with BarrierStrength(Bk, Ei, Gj) ∈ {absent, low, . . . , high}. One example
of a fault tree with safety barriers is given in Fig. 1, with 8 events, 3 OR gates
and 2 barriers.

3.2 Modeling Spatial Information and Resources

There exist different way to represent spatial data: points, lines, grids, hierar-
chies or networks [12]. The nature of our constraint over resources has led us to
describe our spatial information by a spatial hierarchical data structure T where
each node L ∈ L is a specific location and where the tree structure depicts a set
of belongs-to relationships (L belongs-to parent(L)).
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Fig. 1. Example of a Fault tree with safety barriers for road safety

Fig. 2. Relational schema of a fault tree with safety barriers [5] improved for modeling
spatial information and resources

As we are interested in spatial resources allocation and management of these
resources, we define Resources(L) as the number of resources allocated to the
location L, with constraints on the resources. The constraint is a simple recursive
formula defined in Eq. 1 describing the fact that the number of resources in a
location is the sum of all the resources in the associated sub-locations.

Resources(L) =
∑

Li∈children(L)

Resources(Li) (1)

By defining these spatial locations, we can now extend our fault tree definition
by associating each event Ei to a specific location Location(Ei) ∈ L.

In order to take into account spatial information, we propose to extend the
relational schema defined in [5], as described in Fig. 2. This schema includes the
description of the fault tree (with the two entity classes Event and Barrier and the
association class CausedBy, depicted in black in the figure) and the description
of the spatial data structure (with the entity class Location and the association
class BelongsTo, depicted in blue in the same figure). Instances of the classes
are defined by fives rules: (i) one instance of Location for each Li ∈ L; (ii) one
instance of BelongsTo for each edge in T with Loci = Li and Locj = parent(Li);
(iii) one instance of each Ei ∈ E , and Loc = Location(Ei); (iv) one instance of
CausedBy for each Gj ∈ G and Ei ∈ Inputs(Gj) with ECause = Ei and EEffect
= Output(Gj); (v) one instance of Barrier for each {Bk, (Ei, Gj)} ∈ B, with
CauseById refers to the instance related to gate Gj and input Ei.
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3.3 A Spatial PRM for Fault Tree Modeling and Resources
Management

We now propose to use the relational schema defined in Sect. 3.2 to define a
PRM for fault tree modeling with spatial information and resources manage-
ment. This PRM, depicted in Fig. 3, includes the probabilistic dependencies
defined in [5] for fault tree modeling and extended in this work to take into
account the spatial information, the resource management and the dependencies
between resources and barriers. Location.Resources ∈ {0, 1, . . . , n} represents
the number of resources allocated in a location. The Eq. 1 is transformed into a
conditional probability distribution (CPD) between the resources in a location
Location.Resources and the sum of the resources in the sub-locations. More
precisely, the dependency is here a simple equality that can be described by a
conditional probability table which is the identity matrix. Finally, we propose
to model the fact that a barrier strength depends on the resources allocated in
the locations where occur the events related to this barrier.

Fig. 3. Spatial PRM for fault tree modeling and resources management

4 Toy Example

In this section, we propose a toy example illustrating the interest of using our
approach. In this example, we want to estimate the probability that a particular
event is affected in some locations given a certain hazard scenario.

Let’s consider the fault tree with safety barriers given in Fig. 1, with 8 events,
3 OR gates and 2 barriers. In terms of spatial information, we will focus on 4 loca-
tions: Orvault, Coueron, Nantes and Loire Atlantique, where Orvault, Coueron
and Nantes are three cities belonging to Loire Atlantique. We will consider the
resources allocated in each location as Police vehicles. We note that increasing
the number of resources in one location will increase the barrier strength in
the corresponding fault tree. For this running example, we used the PILGRIM
Relational C++ Library1 to implement the PRM model. The ground Bayesian
network (GBN) generated from this PRM has been exported, visualized and
queried with Genie/Smile software [13].
1 http://pilgrim.univ-nantes.fr.

http://pilgrim.univ-nantes.fr
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We present two scenarios in the same context. Given a set of Event.Existence
and possible Location.Resources, the obtained GBN is queried to estimate the
probability of Driver violating traffic rules and Road accident in each city
(Orvault, Coueron and Nantes). In both scenarios, we consider that Improper
driving etiquette is high, Pedestrian violating traffic rules is medium and Insuf-
ficient traffic and road signs is high in the three cities (Orvault, Coueron and
Nantes). The difference between both scenarios is the resources allocation (0
in Orvault and Coueron, and 4 in Nantes in the first scenario), 0 in Coueron
and Nantes and 4 in Orvault in the second one. Figure 4 shows us the ground
Bayesian network and results of probabilistic inference for the first scenario. We
can see that, given the observed events, the probability of a high Driver violating
traffic rules is 49% in Orvault and Coueron where no resource are present, when
it decreases to 14% in Nantes where the resources are allocated. For the same
reason, the probability of a high Road accident is 16% in Nantes, and increases to
62% in Orvault and even to 67% in Coueron, because of the high Driver violating
traffic rules in Orvault. In the example, we see the impact of the resources on the
barriers between events: allocating all the resources in Nantes helps in blocking
raising of the two target events. We can also observe the propagation of the
spatial information: the high probability of a source event in Orvault increases
the probability of a target event in Coueron. In the second scenario, the resource
allocation has been modified, with all the resources in Orvault. The absence of
resources (now in Coueron in Nantes) gives us a probability of a high Driver
violating traffic rules equal to 49% and a probability of a high Road accident
equal to 62%. The presence of the resources in Orvault helps in decreasing these
probabilities to respectively 14% and 16%. It also increases the barrier strength
between the events from Orvault to Coueron.

We also propose two others scenarios to highlight how the model can be used
for simulating effects of resource allocation for resources management. Due to
lack of space, we cannot show the associated figures. Firstly, we consider that
the number of resources has only be defined for Loire Atlantique (4 resources)
without any precise information in the three cities. Given the observed events,
the probability of a high Driver violating traffic rules is 36% in every city. The
probability of a high Road accident is 44% in Orvault and Nantes, and increases
to 48% in Coueron, because of the high Driver violating traffic rules in Orvault.
Secondly, we allocated two resources in Nantes, without specifying the number
of resources in Orvault and Coueron. We note that this operation helps in mod-
erately decreasing the probability of a high Driver violating traffic rules to 32%
and the probability of a high Road accident to 40% in Nantes. In the same time,
the model will directly infer that less resources will be allocated to Orvault or
Coueron, which increases the probability of a high Driver violating traffic rules
to 50% and the probability of a high Road accident to 49% in Orvault and 53%
in Coueron. Then, the decision-maker can use our model as a simulation tool to
define the allocated resources.
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5 Conclusion and Perspectives

In this paper, we proposed a general framework for probabilistic risk assessment
using a probabilistic relational model. Our model is based on a fault tree, with
possible safety barriers, where the events are associated to specific locations.
The locations are organized into a spatial hierarchical data structure where the
resources can be allocated in each location and influence the corresponding barri-
ers strength. We illustrated the characteristics of our model with a toy example.
We demonstrated the interest of using a probabilistic relational model to esti-
mate the probability of some target events in a complex system with several
locations, events, and dependencies among events in different locations. Finally,
we showed that our model can be used as a simulation tool in order to observe
the impact of some resource allocation policy. This model has been implemented
and is currently being tested by EDICIA, a company specialized in urban safety.
As the next step in our research, we also intend to extend this model by also
adding a temporal dimension, and by taking into account observations of the
events by imprecise probes.
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Abstract. In this paper, we apply a new promising tool for pattern
classification, namely, the Tsetlin Machine (TM), to the field of dis-
ease forecasting. The TM is interpretable because it is based on manip-
ulating expressions in propositional logic, leveraging a large team of
Tsetlin Automata (TA). Apart from being interpretable, this approach
is attractive due to its low computational cost and its capacity to handle
noise. To attack the problem of forecasting, we introduce a preprocess-
ing method that extends the TM so that it can handle continuous input.
Briefly stated, we convert continuous input into a binary representation
based on thresholding. The resulting extended TM is evaluated and ana-
lyzed using an artificial dataset. The TM is further applied to forecast
dengue outbreaks of all the seventeen regions in Philippines using the
spatio-temporal properties of the data. Experimental results show that
dengue outbreak forecasts made by the TM are more accurate than those
obtained by a Support Vector Machine (SVM), Decision Trees (DTs),
and several multi-layered Artificial Neural Networks (ANNs), both in
terms of forecasting precision and F1-score.

Keywords: Tsetlin Machine · Tsetlin Automata ·
Learning automata · Pattern recognition with propositional logic ·
Disease outbreaks forecasting

1 Introduction

The Tsetlin Machine (TM) is a recent pattern classification method that manip-
ulates expressions in propositional logic based on a team of Tsetlin Automata
(TAs) [1]. A Tsetlin Automaton (TA) is a fixed structure deterministic automa-
ton that learns the optimal action among the set of actions offered by an envi-
ronment. Figure 1 shows a two-action TA with 2 N states. The action that the
TA performs next is decided by the present state of the TA. States from 1 to
N maps to Action 1, while states from N + 1 to 2 N maps to Action 2. The TA
interacts with its environment in an iterative way. In each iteration, the TA
c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 564–578, 2019.
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1 2 .....… N-1      N                  N+1 N+2 ……. 2N-1 2N

Action 1          Action 2    

Reward 

Penalty 

Fig. 1. Transition graph of a two-action Tsetlin Automaton.

performs the action associated with its current state. This, in turn, randomly
triggers a reward or a penalty from the environment, according to an unknown
probability distribution. If the TA receives a reward, it reinforces the action per-
formed by moving to a “deeper” state, one step closer to one of the ends (left or
right side). If the action results in a penalty, the TA moves one step towards the
middle state, to weaken the performed action, ultimately jumping to the middle
state of the other action. In this manner, with a sufficient number of states, a
TA converges to performing the action with the highest probability of producing
rewards – the optimal action – with probability arbitrarily close to unity, merely
by interacting with the environment [2].

The TM, introduced in 2018 by Granmo [1], uses the TA as a building block
to solve complex pattern recognition tasks. The TM operates as follows. Firstly,
propositional formulas in disjunctive normal form are used to represent patterns.
The TM is thus a general function approximator. The propositional formulas are
learned through training on labelled data by employing a collective of TAs orga-
nized in a game. The payoff matrix of the game has been designed so that the
Nash equilibria (NE) correspond to the optimal configurations of the TM. As a
result, the architecture of the TM is relatively simple, facilitating transparency
and interpretation of both learning and classification. Additionally, the TM is
designed for bit-wise operation. That is, it takes bits as input and uses fast bit
manipulation operators for both learning and classification. This gives the TM
an inherent computational advantage. Experimental results show that TM out-
performs ANNs, Support Vector Machines (SVMs), the Näıve Bayes Classifier
(NBC), Random Forests (RF), and Logistic Regression (LR) in diverse bench-
marks [1,3]. These promising properties and results make the TM an interesting
target for further research.

In this paper, we introduce a novel scheme that improves the accuracy of
the TM when features are continuous. In Sect. 2, we provide an overview of
related work. Then, in Sect. 3, we present our scheme for handling continuous
features. In all brevity, we encode continuous features in binary form based on
thresholding. The behavior of the resulting TM is studied in Sect. 4 based on
both an artificial dataset and real-life data, focusing on dengue fever forecasting.
Section 5 summarizes our research and provides pointers for further work.
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2 Related Work

Propositional logic is a well-explored framework for knowledge based pattern
classification. In [4], Disjunctive Normal Form (DNF) is used to represent the
patterns in clinical and genomic data to find the recurrence of liver cancer. Data
is converted to bits by setting thresholds for continuous features. Based on the
input features, logical functions for recurrence and non-recurrence are created.
Another example is the use of Boolean expressions to capture visual primitives
for visual recognition, rather than relying on a data driven approach [5]. In
all brevity, the advantage of propositional logic for pattern classification, and
knowledge based approaches in general, as opposed to data driven statistical
models, is that patterns can be identified even without a single training sample.

Learning propositional formulas to represent patterns in data has a long
history [6]. Feldman investigates the hardness of learning DNF [7], Klivans use
Polynomial Threshold Functions to build logical expressions [8], while Feldman
leverages Fourier analysis [9]. Furthermore, so-called Probably Approximately
Correct (PAC) learning has provided fundamental insight into machine learning,
as well as providing a framework for learning formulas in DNF [10]. An integer
programming approach is applied in [11] to learn disjunctions of conjunctions,
providing promising results based on a Bayesian method. In addition to the above
techniques, association rule mining models have been extensively applied in [12,
13] to predict sequential events using set of rules. Recent approaches combine
Bayesian reasoning with propositional formulas in DNF for robust learning of
formulas from data [6]. However, these techniques still suffer when facing noisy
non-linear data, which may trap the learning mechanisms in local optima.

An attractive property of TA is that they support online learning in partic-
ularly noisy environment. Over several decades the basic TA, shown in Fig. 1,
has been extended in several directions. These extensions include the Hierarchy
of Twofold Resource Allocation Automata (H-TRAA) for resource allocation
[14] and the stochastic searching on the line algorithm by Oommen et al. [15].
Furthermore, teams of Tsetlin Automata have been used to create a distributed
coordination system [16], to solve the graph coloring problem [17], and to fore-
cast dengue outbreaks in the Philippines [18]. The TM is a recent addition to
the field of TA, addressing complex pattern recognition.

In order to attack the problem of forecasting, this paper introduces a prepro-
cessing method that extends the TM so that it can handle continuous input. To
achieve this, we convert continuous input into a binary representation based on
thresholding. We use an artificial dataset as well as a real-life dataset to evaluate
this approach, namely, forecasting of dengue fever outbreaks in the Philippines.

Different techniques have already been applied to forecast dengue outbreaks
in different regions of the world. For instance, Seasonal Autoregressive Inte-
grated Moving Average model is applied to forecast future dengue incidences
in Guadeloupe [19] and Bangladesh [20]. In their research, temperature is iden-
tified as the best weather parameter to improve the forecasting performances.
Here, 1-month ahead forecasting produces the highest accuracy, compared to
3-months and 1-year ahead forecasting. Similarly, dengue incidences in Rio de
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Janeiro, Brazil [21], Northeastern Thailand [22], and Southern Thailand [23]
are forecasted using Auto-regressive Integrated Moving Average models. Phung
et al. investigate the forecasting ability of three regression models on dengue
fever incidences in Can Tho city in Vietnam [24]. They find that a Standard
Multiple Regression model provides poor forecasting capability. However, the
Poisson Distributed Lag model performs well in 12-months ahead forecasting
and Seasonal Autoregressive Integrated Moving Average model performs well
in 3-months ahead forecasting. The importance of utilizing data from neighbor-
ing regions to forecast dengue incidences is identified in [25], using an Artificial
Neural Network as the forecasting model with data from the Philippines.

In contrast to the above approaches, we will here investigate whether a rule
based approach, based on the Tsetlin Machine, can forecast outbreaks surpassing
a decision threshold, across the regions of the Philippines.

3 Methodology

3.1 The Tsetlin Machine Architecture

The TM addresses pattern classification problems where a class can be repre-
sented by a collection of sub-patterns, each fixing certain features to distinct
values. The TM is designed to uncover these sub-patterns in an effective, yet rel-
atively simple manner. In all brevity, the TM represents a class using a series of
clauses. Each clause, in turn, captures a sub-pattern by means of a conjunction
of literals, where a literal is a propositional variable or its negation. Each propo-
sitional variable takes the value False or True (in bit form, 0 or 1 respectively).

Let X = [x1, x2, x3, . . . , xn] be a feature vector consisting of n propositional
variables xk with domain {0, 1}. Now suppose the pattern classification problem
involves q outputs, and m sub-patterns per output that we need to recognize.
Then the resulting pattern classification problem can be captured using q × m
conjunctive clauses Cj

i , 1 ≤ j ≤ q, 1 ≤ i ≤ m. The output yj , 1 ≤ j ≤ q, of the
classifier is given as:

Cj
i = 1 ∧

⎛
⎝ ∧

k∈Ij
i

xk

⎞
⎠ ∧

⎛
⎝ ∧

k∈Īj
i

¬xk

⎞
⎠ . (1)

yj =
∨m

i=1
Cj

i . (2)

Above, Iji and Īji are non-overlapping subsets of the input variable indexes,
Iji , Ī

j
i ⊆ {1, .....n}, Iji ∩ Īji = ∅. The subsets decide which of the propositional

variables take part in the clause, and whether they are negated or not.
In the TM, the disjunction operator is replaced by a summation operator

to increase classification robustness [1]. The structure of the multiclass TM is
depicted in Fig. 2b. The sub-figures in Fig. 2 illustrate the three phases of the
classification process, i.e., (a) how a team of TAs forms a clause that processes
the input features; (b) how a TM is composed by multiple TA teams; and (c)
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Fig. 2. (a) A TA team forms the clause Cj
i , 1 ≤ j ≤ q, 1 ≤ i ≤ m. (b) A TM. (c) A

multiclass TM.

how a group of TMs are connected to handle multiclass classification problems.
We will now detail these phases one by one.

The TA Team
Inputs and Literals. The TM takes n propositional variables x1, x2, x3, . . . , xn

as input. For each variable xk, there are two literals, the variable itself and its
negation ¬xk.

Tsetlin Automata and Their Decisions. For each clause Cj
i , each literal is

assigned a unique TA. This TA decides whether to include or exclude its assigned
literal in the given clause. Thus, for n input variables, we need 2n TA. This col-
lective of TA is called a team. The TA team composes a conjunction of the
literals that the team has chosen to be included. The conjunction outputs 1 if
all of the included literals evaluate to 1, otherwise, the clause outputs 0.

The TM
Clauses and Their Role in a TM. A TM consists of m clauses, each associated
with a TA team. The number of clauses needed for a particular class depends
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on the number of sub-patterns associated with the class. Each clause casts a
vote, so that the m clauses jointly decide the output of the TM. Clauses with
odd indexes are assigned positive polarity (+) and clauses with even indexes are
assigned negative polarity (−). The summation operator aggregates the votes
by subtracting the number of negative votes from the number of positive votes.

Note that clauses with positive polarity cast their votes to favor the decision
that the input belongs to the class represented by the TM, whereas clauses with
negative polarity vote for the input belonging to one of the other classes.

The Multiclass TM
Obtaining the Final Output. With multiple TMs we get a multiclass TM. As
shown in Fig. 2c, the final decision is made by the argmax operator to classify
the input data to the class that obtained the highest vote sum.

3.2 The TA Game and Orchestration Scheme

We organize learning in the TM as a game being played among the TAs. The
Nash Equilibria of the game corresponds to the goal state of the TA, providing
the final classifier. In the worst case, the single action of any TA has the power
to disrupt the whole game. Therefore, the TAs must be guided carefully towards
optimal pattern recognition.

To achieve this, the Tsetlin Machine is built around two kinds of feedback:
Type I and Type II feedback. The Reward, Inaction, and Penalty probabilities
under these two feedback types are summarized in Table 1, and they are deter-
mined based on the clause output (1 or 0), the literal value (1 or 0), and the
current action of the TA (include or exclude). Rewards and Penalties are fed to
the TA as normal. Inaction means that the state of the TA remains unchanged.

The training process of the TM thus contains several interacting mechanisms.
To clarify their roles, we provide a flow chart for the complete procedure, shown
in Fig. 3, and explored in the following.

Type I Feedback. As seen in the flowchart, briefly stated, Type I feedback is
only activated when the actual output ŷ is 1. When the output of the target
clause also is 1, Type I Feedback has four roles:

– It reinforces true positive output by assigning a large reward probability s− 1
s

to the action of including literals that evaluate to 1, and thus contributing to
the result of the clause output being 1.

– Conversely, exclude actions are penalized with the same magnitude under
these conditions. This is to “tighten” the clause, because it would still output
1 also when the literal considered is included instead.

– Furthermore, if the value of the literal is 0, excluding the literal is the way to
go, and exclude actions are thus rewarded with probability 1

s .

When the output of the clause is 0 (false negative output), Type I feedback has
the following effect:
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Fig. 3. The training work-flow.

– Type I feedback systematically penalizes include actions with probability 1
s .

Indeed, excluding literals is the only way to invert the output of a clause that
outputs 0.

– When the action is exclude, this is rewarded with probability 1
s , because

reinforcing exclude actions will sooner or later invert the output of the clause
to 1.

Thus, eventually, Type I feedback combats false negative output, and encourages
true positive output.

Type II Feedback. Type II feedback is activated when the actual output ŷ
is 0, as shown in the flowchart. This type of feedback is designed to eliminate
false positive output. That is, when the clause output should be 0, but the
clause erroneously evaluates to 1, Type II feedback is triggered. In brief, repeated
Type II feedback forces in the end the offending clause to evaluate to 0, simply
by including a literal that has the value 0 into the clause (which makes the
conjunction of literals evaluate to 0 as well). This is achieved by penalizing, with
probability 1, exclude actions for literals that evaluate to 0.
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Table 1. Type I and Type II feedback to battle against false negatives and false
positives.

Feedback type I II

Clause output 1 0 1 0

Literal value 1 0 1 0 1 0 1 0

Current state Include Reward probability (s− 1)/s NA 0 0 0 NA 0 0

Inaction probability 1/s NA (s− 1)/s (s− 1)/s 1 NA 1 1

Penalty probability 0 NA 1/s 1/s 0 NA 0 0

Exclude Reward probability 0 1/s 1/s 1/s 0 0 0 0

Inaction probability 1/s (s− 1)/s (s− 1)/s (s− 1)/s 1 0 1 1

Penalty probability (s− 1)/s 0 0 0 0 1 0 0

*s is the precision and controls the granularity of the sub-patterns in [1]

To summarize, Type I Feedback reinforces true positive output, while simul-
taneously reducing false negative output. These dynamics are countered by Type
II Feedback, which systematically reduces false positive output.

The Clause Feedback Activation Function. In [1], an additional feedback
mechanism is introduced, aiming at allocating the sparse pattern representation
resources provided by the clauses as effectively as possible. This is achieved by
introducing a target value T for the number of clauses voting from a specific
pattern. The idea is to gradually reduce the frequency of feedback for a specific
pattern, as the number of votes approaches T . In all brevity, the feedback acti-
vation function is basically an activation probability controlled by a Threshold
T. The probability of activating Type I Feedback for a specific clause is:

T − max(−T,min(T,
∑m

i=1 C
j
i ))

2T
(3)

For Type II Feedback, the probability is:

T + max(−T,min(T,
∑m

i=1 C
j
i ))

2T
(4)

As seen, for Eq. (3), the activation probability decreases as the number of
votes approaches T, and finally when T is reached, the probability becomes 0.
Thus ultimately, Type I feedback will not be activated when enough clauses
are producing the correct number of votes. This in turn “freezes” the affected
clauses since TAs will no longer change state. The crucial point here is that this
frees other clauses to seek other sub-patterns, because the “frozen” pattern is
no longer attractive for the TA. The same rationale holds for Eq. (4) for Type
II feedback. In this way, the pattern representation resources can be allocated
more effectively.

3.3 Data Pre-processing

We now come to one of the main contributions of this paper, namely a scheme
that allows the Tsetlin Machine to successfully recognize patterns consisting of
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Table 2. Conversion of original input features into bits.

Raw data Thresholds

≤3.834 ≤5.779 ≤10.008

5.779 0 1 1

10.008 0 0 1

5.779 0 1 1

3.834 1 1 1

continuous features, despite being constrained to an internal binary representa-
tion. As the TM only takes binary variables as input, we transform continuous
features into binary form in a preprocessing step, detailed in the following.

Table 2 illustrates the transformation procedure, using one continuous feature
as an example. The same procedure is repeated for each continuous feature in
turn. First of all, all the unique values {v1, v2, . . . , vu} of the continuous feature
found in the dataset are identified. We consider each unique value vw to be
a potential threshold “≤vw”. Thus each unique value provides a new derived
binary feature: is the threshold condition fulfilled or not fulfilled for a particular
continuous value v.

As an example, column 1 in Table 2 contains the values of the continues fea-
tures. As seen, there are three unique values, and these provides three thresholds
≤3.834, ≤5.779, and ≤10.008. Accordingly, three new binary features are intro-
duced, encoding the original raw continuous values, also shown in the table. If the
raw continuous value is greater than the threshold, the corresponding bit in the
binary form is assigned the value 0; and if the raw continuous value is less than
or equal to the threshold, it is given the value 1. For example, in Table 2, for the
first value 5.779, it is greater than the first threshold 3.834, so the corresponding
binary feature is assigned the value 0 (in column 2). However, being equal to the
threshold value of the second threshold 5.779, and less than the third threshold
value 10.008, both column 3 and column 4 are assigned the value 1. Therefore,
the final binary bits that represent 5.779 becomes 011. Similarly, 10.008 and
3.834 are represented by 001 and 111, respectively.

This new representation becomes particularly powerful due to the capability
of the TM to negate features, allowing a clause to specify intervals for contin-
uous features. In the following section, we evaluate this procedure both on an
artificial dataset, as well as for the real-life application of forecasting dengue
fever outbreaks in the Philippines.

4 Experiments

First, the behavior of the TM is studied using an artificial dataset. Actions chosen
by TAs in clauses, clause outputs, and TM outputs, are extensively studied with
this dataset. Then, the TM is applied to forecast the dengue outbreaks in the
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Philippines. Data and the TM preparation for both tasks are discussed in the
following subsections.

4.1 Behavior in Dealing with Artificial Data

4.1.1 Experimental Setup
The dataset consists of two inputs (integers, 0 ≤ x1 ≤ 4 and 0 ≤ x2 ≤ 5). If
the sum of the inputs is equal to 9, they are assigned class 1 and the rest is
assigned class 0. Since the features in this process are categorical, we use one-
hot-encoding to convert them into bits instead of the procedure proposed in the
previous section. Input x1 takes one of five values (0, 1, 2, 3, 4) and input x2

takes one of six values (0, 1, 2, 3, 4, 5). Therefore, these two features can be
expressed using 5 and 6 bits, respectively. An example data sample converted to
bits can be found in Table 3.

A Tsetlin Machine with 4 clauses is used to classify the artificial data. Since
there are 11 input bits, 22 TAs are needed to form a clause. Each TA is given
100 states per action. Two of those four clauses will vote in favour of class 0.
The other two clauses will vote in favour of class 1. The two remaining hyper
parameters: Threshold and Precision are set to 1 and 8, respectively.

4.1.2 Behavior Analysis
During the training process, the states of the TAs in each clause are recorded
and plotted in Fig. 4. Clause 1 and 3 have positive polarities and clause 2 and 4
have negative polarities. Clause 1 and 4 vote in favour of class 0 while clause 2
and 3 vote in favour of class 1.

The change in states of the TAs in clause 1 and 4 are more dynamic compared
to the TAs in clauses 2 and 3. This is due to the much larger number of training
samples that belong to class 0. Since more training samples belong to class 0
(∼8/9 of the data) than class 1 (∼1/9 of the data), clauses 1 and 4 receive
feedback more frequently. As seen, the TAs in clauses 2 and 3 move slowly
towards the exclude action (memory states from 0 to 100) since they receive
Type II feedback more often (from class 0 data). However, once the TM is
trained, it can classify all the 200 testing samples with 100% accuracy.

Table 3. Converting integer training samples to bits.

Original sample x1 x2 Out

3 5 8

Bit positions 0 1 2 3 4 0 1 2 3 4 5

Sample in bits 0 0 0 1 0 0 0 0 0 0 1 0
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Fig. 4. Variation of actions of TA to classify artificial data.

4.2 Predicting Disease Outbreaks

4.2.1 Experimental Setup
The number of patients who suffer from dengue haemorrhagic fever or dengue
shock syndrome has been increasing over the years. Therefore, dengue haem-
orrhagic fever is considered as an important public health issue, especially in
tropical and subtropical countries. To control the mortality rate due to dengue
fever, an early warning system, which helps directly on emergency preparedness
and resource planning, is called for [24].

The Philippines has 17 administrative regions (from I to XVI with two IV
regions; IVA and IVB). Department of Health in the Philippines has collected
the number of monthly dengue incidences separately for all these regions from
2008 to 2016.

The number of monthly dengue incidences in most of the regions has been
growing from 2008 and peaked in 2013. However, from 2013, the number of
incidences has dropped to reach an average value of 9.22 patients per 100,000
population. Considering these trends, we decided to use more than 20 monthly
dengue incidences per 100,000 population as an indication of outbreak. Using
the data from 2008 to 2015, dengue outbreaks in the months of 2016 are to be
predicted for all the regions.

In addition to the dengue incidences in the previous-month and previous-
year-same-month of the same region, historical dengue incidences from the neigh-
boring regions and total dengue incidences are considered as input features to
forecast the dengue outbreaks. These regions and total dengue incidences are
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Table 4. Regions that provide their data to forecast dengue incidences of their neigh-
bors

Target Selected regions Target Selected regions

I II, III, IVA, XIV, Total IX X, XI, XII

II I, III, IVA, XIV, Total X IX, XI, XII, XIV, XV

III I, II, IVA, XVI XI IX, X, XII, XV

IVA III, IVB, V, XVI, Total XII IX, X, XI, XV, Total

IVB II, IVA, VI, Total XIII IX, X, XII, XV, Total

V IVA, VI, Total XIV I, II, III, IVA, IVB, Total

VI IVB, V, VII, XII, Total XV IX, X, XI, XII

XII IVA, V, VI, XII, Total XVI I, III, IVA, V

VIII V, VI

selected based on their correlation to the target series. Dengue incidences in the
previous-month of the selected regions and total dengue incidences are used as
input features. The selected regions to forecast each region are summarized in
Table 4.

Once the input features are determined, they are converted to bits using
the procedure proposed in Sect. 3. Then they are fed into the TM to predicts
dengue outbreaks in each region separately. Each TM has 2000 clauses and the
associated TAs are given 100 states per action. The other two hyper parameters,
Threshold and Precision, are set to 15 and 8, respectively.

4.2.2 Results
Possible dengue outbreaks in the Philippines for the year 2016 are forecasted
by the TM. Results from the TM are compared with results from three other
machine learning techniques: ANNs, a SVM, and a Decision Tree (DT). For
comprehensiveness, four ANN architectures are used to forecast the dengue out-
breaks: ANN-1 – one hidden layer with 5 neurons, ANN-2 – one hidden layer
with 20 neurons, ANN-3 – three hidden layers with 20, 150, and 100 neurons,
respectively, and ANN-4 – five hidden layers with 20, 200, 150, 100, and 50 neu-
rons. The SVM uses a Radial Basis Function kernel to capture the non-linear
patterns in the data. The regularization parameter (C) in this case is fixed at
1.0 with gamma = 1/(the number of input features) to maximize prediction
accuracy. The parameters which decide the quality of the DT output, such as
maximum tree depth (=max), minimum number of samples required for split
(=2), and the minimum number of samples required for a leaf node (=1) are
again all adjusted to optimize prediction accuracy. Since there are 17 regions,
all of the 204 testing samples are utilized to test the accuracy of each technique.
These samples encompass 22 outbreaks to be identified. Each model is executed
using 30-fold cross-validation to calculate precision, recall, F1-score, and accu-
racy. The means and the 95% confidence intervals of these scores can be found
in Table 5.



576 K. D. Abeyrathna et al.

Table 5. Summary of the forecasting outcomes by different models.

TM ANN-1 ANN-2 ANN-3 ANN-4 SVM DT

Precision 0.44± 0.02 0.35± 0.02 0.39± 0.01 0.37± 0.02 0.36± 0.02 0.43± 0.01 0.29± 0.02

Recall 0.37± 0.02 0.23± 0.02 0.31± 0.02 0.36± 0.02 0.33± 0.03 0.14± 0.01 0.41± 0.02

F1-score 0.40± 0.01 0.28± 0.02 0.34± 0.02 0.36± 0.02 0.34± 0.03 0.21± 0.01 0.34± 0.01

Accuracy 0.88± 0.01 0.87± 0.01 0.87± 0.01 0.87± 0.02 0.87± 0.01 0.89± 0.01 0.83± 0.01

The TM obtains the highest mean values for precision and F1-score. The
second highest precision (0.43) is obtained by the SVM, at the sacrifice of a
much lower recall. Conversely, DT produces the highest recall, however, pre-
cision suffers. Considering overall performance, captured by the F1 score, the
TM obtains the highest mean F1-score (0.40) while ANN-3 obtains the second
highest mean F1-score (0.36). Even though mean F1 score peaks at 0.36, as a
result of increasing the structural complexity of the ANNs, the score drops again
when complexity is increased further. Due to the imbalance of the dataset (182
non-outbreaks and 22 outbreaks), the SVM produces a particularly high accu-
racy (0.89) by mostly classifying instances as non-outbreaks. Finally, note that
both the mean values of precision, recall, F1-score, and accuracy of the TM are
higher than what we were able to achieve with the ANN models.

5 Conclusion

In this paper, we proposed a feature pre-processing procedure for the TM so that
it can effectively handle continuous input features. This opens up for promising
applications in e.g. forecasting, where continuous features are typical. We applied
the resulting TM approach to forecast dengue outbreaks in the Philippines, after
performing an empirical study on an artificial dataset. While the experiments
with the artificial dataset confirmed the desired properties of the new scheme,
the results on the real-life dataset further demonstrated competitive performance
also with respect to other machine learning approaches. Indeed, it turned out
that the TM is more accurate than the evaluated SVMs, Decision Trees, and
several multi-layered ANNs, both in terms of forecasting precision and F1-score.

In our further work, we intend to exploit this approach also in other pattern
recognition domains where continuous features are dominant. We further intend
to investigate how also the output of the TM can be rendered continuous.
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Abstract. The maintenance of Case-Based Reasoning (CBR) systems
has attracted increasing interest within current research since they
proved high-quality results in different real-world domains. This kind of
systems stores previous experiences, which are described by a vocabulary
(e.g., attributes), incrementally in a case base. Actually, the vocabulary
presents one among the most important maintenance targets, since it
highly contributes in providing accurate solutions and in improving sys-
tems’ performance, especially within high-dimensional domains. How-
ever, there is no policy, in the literature, that offers the ability to exploit
prior knowledge (e.g., given by domain-experts) during the maintenance
of features describing cases. In this paper, we propose a flexible policy
for the most relevant attribute selection based on the attribute clustering
concept. This new policy is able, on the one hand, to manage uncertainty
using the belief function theory based tools, and on the other hand, to
make use of domain-experts knowledge in form of pairwise constraints: If
two attributes offer the same information without any added-value, then
a Must-link constraint between them is generated. Otherwise, if there
is no relation between them and they offer different information, then a
Cannot-link constraint between them is created.

Keywords: Case-Based Reasoning · Vocabulary maintenance ·
Belief function theory · Uncertainty · Constrained attribute clustering

1 Introduction

Case-Based Reasoning is a methodology of problem-solving that recalls past
experiences to solve new problems. It is mainly based on the hypothesis that
similar problems have similar solutions with offering the possibility to make
some adaptations to the provided solution in order to perfectly match the new
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problem’s characterizations. After the revision of every provided solution, the
problem-solution couple is retained as a new case within the Case Base (CB)
[1]. Over the last three decades, CBR systems have been more and more utilized
and applied in several areas such as medicine [2], finance [3], and ecology [4].
Obviously, this can only indicate its strength, success and adequacy even with
weak-understandable domains. Since CBR systems are now commercially used,
the need of their maintenance presents a key issue for overtime success. Hence,
more and more research focus on maintaining the different knowledge contain-
ers of CBR systems. Actually, there are four knowledge containers, as defined
in [5], that may be maintained [6] within a CBR system: (1) Case Base, (2)
Adaptation, (3) Similarity, and (4) Vocabulary. Obviously, the CB is the ele-
mentary container of any CBR system, that several research aimed to maintain
[7]. However, the vocabulary container also presents one among the most impor-
tant maintenance targets, since it can seen as the basis of the different CBR’s
steps to offer solutions. For Structural CBR systems (SCBR), we can restrict
the vocabulary knowledge to the set of attributes describing cases. By this way,
to maintain vocabulary for CBR systems, we are faced to two main challenges:
First, the elimination of redundant attributes in order to improve CBR systems
performance, especially within large-scale domains. Second, the removal of noisy
attributes so as to help the CBR system to be conducted to the most accurate
solution. To tackle these challenges in the best way possible, a crucial need of
uncertainty management within CBR systems knowledge arises. In fact, cases
stored in every CB involve real-world experiences which are never exact. Hence,
they cause ignorance and overlapping data regions during learning. This uncer-
tainty within knowledge is managed only in some research, in the literature,
that focus on maintaining CBR systems vocabulary via the automatic analysis
of their content. However, these works suffer from their disability to aid their
automatic maintaining mechanism when prior knowledge regarding attributes,
which can be provided by domain experts, are available. This limitation can be
tackled through semi-supervised learning of features, more precisely the semi-
supervised clustering. It consists, in our settings, at using the pairwise Must-link
and Cannot-link constraints on some instances to help the used unsupervised
attributes clustering. Since we intend to learn on features, Must-link constraint1

between two features is generated when a prior knowledge affirms that they offer
almost the same information. On the contrary, a Cannot-link constraint2 is cre-
ated when prior knowledge is available to affirm that there is no relation between
them. Based on these ideas, we build our new vocabulary maintenance policy
named CEVM, for “Constrained Evidential Vocabulary Maintenance policy for
CBR systems”, which manages uncertainty within the framework of belief func-
tion theory [14,15], and allows the exploitation of experts knowledge, related to
attributes relations, using the constrained evidential dissimilarity-based cluster-
ing technique called CEVCLUS [16].

1 Two attributes are surely belonging to the same cluster.
2 Two attributes cannot belong to the same cluster.



CEVM: Constrained Evidential Vocabulary Maintenance 581

The remaining of this paper is organized as follows. Section 2 is dedicated to
define the vocabulary as a maintenance target in CBR systems with explaining
our motivation. The related background on the belief function theory is presented
in Sect. 3. Throughout Sect. 4, we detail our new established policy aiming at
selecting only the most relevant attributes for cases description. We show our
experimental study as well as our proposed modes for artificial constraints gen-
eration in Sect. 5. Finally, the Sect. 6 is dedicated for the conclusion.

2 Vocabulary Maintenance for CBR Systems

Obviously, CBR systems are made to operate for a long period of time. How-
ever, the change of the context along with the incremental learning through
experiences give rise to the need of maintaining the vocabulary that describes
cases.

2.1 The Vocabulary as a Knowledge Container in a CBR System

The vocabulary knowledge is presented and modeled in [5] as the basis of all
the other three knowledge containers. In fact, its definition depends mainly on
the knowledge source’s nature. In this paper, we focus on attribute-value data.
However, in non-structural CBR system, more sophisticated methods may be
included within the vocabulary container. For our current purpose, we restrict
the vocabulary knowledge container to the set of attributes.

2.2 The Vocabulary as a Maintenance Target

Every encountered experience in our real life can be described with an infinite
number of features. However, only some of them are useful to provide the accu-
rate solution for one problem. As already mentioned, there are basically two
types of attributes that should be removed to maintain cases’ vocabulary. On
the one hand, the set of noisy attributes that their removal from the vocabu-
lary conducts to the improvement of the CBR system’s decision making. On the
other hand, the set of redundant attributes that we define by the ensemble of
high correlated features. Actually, we call them redundant since they offer the
same information, and the removal of one of them does not affect the whole
CBR system’s competence in solving new problems, but it may improve its per-
formance in term of response time. Within the same road, some works, such in
[8–10], target the vocabulary of CBR systems for maintenance. They are mainly
based on selecting the most relevant features, where we cite, for instance, the
ReliefF method [11] as one among the baselines of features selection methods.
However, existing policies suffer from some weaknesses towards the concepts
shown in the following Subsections, where we present our motivation.
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2.3 Attribute Clustering and Uncertainty Management During
Vocabulary Maintenance

Regrouping attributes according to some proximity data between them can be
reached through the attribute clustering concept [12,13]. Actually, applying this
concept during maintaining vocabulary leads to preserve relations between fea-
tures and offers a high amount of flexibility to the CBR framework, where we
can substitute every attribute by any other one belonging to the same cluster.
Similarly to object clustering, we can consider the set of attributes as the set of
objects, and regroup them in such a way that features belong to the same cluster
are somehow similar. In contrast, attributes belonging to different clusters are
dissimilar. However, uncertainty within attributes clustering has to be managed
since attributes-values refer to the description of real-world experiences that are
full of uncertainty, vagueness, and imprecision. Further, as mentioned in [18], the
vocabulary presents one among the origins of uncertainty in CBR framework.
That’s why, we make use of one among the most powerful tools for this matter
called the belief function theory [14,15], where its basic concepts are shown in
Sect. 3.

2.4 Exploiting Prior Knowledge During Vocabulary Maintenance

Usually, research that are interested on knowledge extraction learn via the auto-
matic analysis of available data content without giving the possibility to domain-
experts or available prior knowledge to intervene inside this process. Within
Case-Based Reasoning framework, systems are generally solving problems within
some specific domain, where its experts may provide knowledge that are expen-
sively extracted by machine learning methods. Consequently, it is greatly use-
ful to aid the automatic maintenance process through the exploitation of prior
knowledge in form of Must-Link and Cannot-Link constraints. This can be done,
for instance, inside a constrained machine learning technique.

3 Belief Function Theory

To handle uncertainty during the decision making process, we use the belief
function theory [14,15], called also Dempster-Shafer theory or Evidence the-
ory, which is a powerful mathematical framework used to deal with partial and
unreliable information in many fields. We show, during this Section, the funda-
mental concepts of this theory as well as the evidential clustering and the credal
partition concepts.

3.1 Fundamental Concepts

A belief function model is originally defined by a discrete and finite set of elemen-
tary events called the frame of discernment Θ of the problem taken into account.
The set 2Θ is called the power set and contains all the possible subsets of Θ. The
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basic belief mass (bbm) mΘ is a mapping function from 2Θ to [0, 1] that assigns
to every subset A of Θ a degree of belief reflecting the partial knowledge taken
by a variable y defined on Θ, and verifies the constraint

∑
A⊆Θ m(A) = 1. A

mass function m is normalized if m(∅) = 0. On the opposite case, the interpre-
tation of the mass assigned to the empty set partition consists at measuring the
degree of belief towards the hypothesis saying that y does not belong to Θ. This
amount of belief can be useful in clustering to identify noises [16]. From a given
mass function m, the plausibility function is defined, to measure the maximum
amount of belief supporting the different subsets in Θ, as follows:

pl(A) =
∑

B∩A �=∅
m(B) ∀A ⊆ Θ (1)

Given two bbms m1 and m2, defined in the same frame of discernment Θ, the
following Equation, proposed in [15], presents one among the most known mea-
surements that aim to quantify the degree of conflict between them such that:

κ =
∑

A∩B

m1(A) m2(B) (2)

Authors in [17] proved that if two bbms represent evidence regarding two distinct
questions and defined in the same frame Θ, then the plausibility that they acquire
the same answer is equal to 1 − κ.

3.2 Evidential Clustering and Credal Partition

We call Evidential Clustering the task of regrouping objects3, according to some
attribute-based/dissimilarity-based data, within the frame of belief function the-
ory. In an evidential clustering context, the frame of discernment Θ defines the
set of a finite number K of clusters. Besides, the uncertainty regarding the mem-
bership of an object oi to the different clusters is modeled by a bbm mi on Θ. If
we have n objects, the credal partition is, therefore, the n-tuple composed by n
mass functions, such that M = (m1, ...,mn) [17]. Generally, M is generated after
applying an evidential clustering technique to regroup a set of objects according
to their similarity while managing the uncertainty in their membership to all
the possible partitions of clusters. Since it quantifies uncertainty in a power set
space, the credal partition is more general than hard and soft partitions. Never-
theless, it can be converted to any one of these types [16,17]. After generating
the credal partition, the decision about the membership may regard the cluster
having the highest pignistic probability, which is defined as follows:

BetP (ω) =
∑

ω∈A

m(A)
|A| ∀ω ∈ Θ (3)

3 In our context, these objects represent the set of features that describe cases.
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In the case of non normalized mass functions, a preprocessing step of normal-
ization for every bbm should beforehand be applied as follows:

m∗(A) =

⎧
⎨

⎩

m(A)
1 − m(∅)

if A �= ∅
0 Otherwise

(4)

After presenting the essential background as well as our motivation, we move
on now at detailing our contribution for this paper.

4 Maintaining Vocabulary Through Evidential
Constrained Attribute Clustering

At the aim of performing a high-quality attribute selection within a CBR system,
our new Constrained Evidential Vocabulary Maintenance policy for CBR sys-
tems (CEVM) goes through three main steps, as shown in Fig. 1. It consists, first
of all, at generating some dissimilarity data, from the CB, between attributes
based on the correlation between their values. Second, CEVM regroups the set of
attributes using their dissimilarities and with taking advantage of prior knowl-
edge. After managing uncertainty and generating the credal partition by allowing
every attribute to belong to all the partitions of clusters with a degree of belief,
we make decision about their membership along with removing noisy and redun-
dant features. More details are given during the three following Subsections.

Case Base

n cases
p+1 a ributes

Step 1: Extract Dissimilarity Data Between A ributes

Step 2: Constrained Eviden al A ribute Clustering

Step 3: A ribute Maintenance

Measure the correla on

Measure the similarity

Conclude the dissimilarity

Delete noisiness

Making decision about 
a ributes membership

Remove redundancy

Prior 
knowledge

Fig. 1. Steps and substeps of CEVM policy
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4.1 Step 1: Extracting Attributes Dissimilarity Data

The notion of dissimilarity between attributes can be defined, according to the
context into account, in term of dependency, correlation, etc. To generate the
dissimilarity between attributes, three substeps are followed by our new CEVM
policy.

1. Correlation between attributes: In our context, the origins of dissimilarity data
between attributes are generated through measuring the correlation between
their values. The idea is that if two attributes are highly correlated, then
they offer the same information for solving problems. We use the Pearson’s
Correlation Coefficient [19] so as to measure the linear association between
the different values ai and bi of attributes A and B respectively, as follows:

rAB =
∑n

i=1(ai − a)(bi − b)
√∑n

i=1 (ai − a)2
√∑n

i=1 (bi − b)2
(5)

where a and b are the mean values of features A and B respectively.
The set of correlations between every two features A and B gives rise to a
square relational matrix defined as R = (rAB).

2. Similarity between attributes: All the correlation values in R are bounded
between −1 and 1 [19]. If rAB � −1, then there is a high negative correlation
and a high similarity between A and B since they offer the same information.
Similarly, if rAB � 1, then there is a high positive correlation and a high
similarity between A and B since they offer the same information for learning.
However, if rAB � 0, then there is no correlation between them, which makes
A and B completely dissimilar. As an intuitive consequence, we create the
square similarity matrix S = (sAB) such as:

sAB = |rAB | (6)

3. Attributes dissimilarity data: After measuring the similarity between features,
it is straightforward to compute the square dissimilarity matrix D = (dAB)
such that:

dAB = 1 − sAB (7)

By this way, values in D are also in the interval [0, 1].

4.2 Step 2: Constrained Evidential Attribute Clustering

When we have some background knowledge, it is so gainful to use them through-
out learning. Actually, this is the main principle of semi-supervised learning.
This step, that aims at regrouping features according to their similarity, is very
important to reach two other objectives during vocabulary maintenance. First,
managing the uncertainty in attributes membership to clusters from the complete
ignorance to the total certainty using the belief function framework. Secondly,
exploiting the prior available knowledge supplied, for instance, by the experts



586 S. Ben Ayed et al.

of domain in which the CBR is applied. We used a constrained evidential clus-
tering method based on dissimilarity data between objects4 called Constrained
EVidential CLUStering (CEVCLUS) [16]. It is a variant of EVCLUS [17] that
is characterized by its ability to taking into account a prior knowledge in form
of two pairwise constraints: The Must-link (ML) constraint which concerns two
attributes that belong for sure to the same cluster, and the Cannot-Link (CL)
constraint that concerns the pair of attributes that are known to belong to dis-
tinct clusters.
Given mi and mj two bbms regarding cluster-membership of attributes Ai and
Aj respectively, let plij(Θij) refers to their plausibility to belong to the same
cluster, and plij(Θij) refers to the plausibility of the complementary event. They
can be calculated as follows [16]:

plij(Θij) = 1 − κij (8a)

plij(Θij) = 1 − mi(∅) − mj(∅) + mi(∅) mj(∅) −
K∑

k=1

mi({ωk})mj({ωk}) (8b)

For the sake of clarity regarding the calculation of this plausibility, let men-
tion that it consists at placing ourselves in the Cartesian product Θ2 = Θ × Θ
and combining the two vacuous extensions of mi and mj [17]. If the resulted
combination is denoted by mij , then plij can be computed through mij using
Eq. 1.

To construct the credal partition M , the non-constrained EVCLUS [17] algo-
rithm minimizes a stress function, using a gradient based algorithm, similar to:

J(M) = η
∑

i<j

(κij − δij)2 (9)

where η = (
∑

i<j δ2ij)
−1, and δij = ϕ(dij), with ϕ is an increasing function such

as ϕ(d) = 1 − exp(−γd2). γ can be calculated as −logα/d20, with a recommen-
dation to fix α to 0.05 and d0, which determines the size of each class, can be
set to some quantile of the dissimilarities in D.

The principle of the previous stress function is explained by Eq. 8a. It means
that if two attributes are too far in term of distance, then they should have a
low plausibility to belong to the same cluster, and a large degree of conflict. In
our context, if we have prior knowledge that attributes Ai and Aj surely belong
to different clusters, then the constraints plij(Θij) = 1 and plij(Θij) = 0 are
imposed. In contrast, if prior knowledge affirm that they belong to the same
cluster, then the constraints plij(Θij) = 0 and plij(Θij) = 1 are created. By
this way, the CEVCLUS algorithm minimizes, using an iterative gradient-based
optimization procedure, the following cost function composed by the sum of
EVCLUS’s stress function [17] and a penalization term:

4 In our policy, it concerns dissimilarity data between attributes, which are supplied
from the previous step.
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JC(M) = stress +
ξ

2(|ML| + |CL|) (JML + JCL), (10)

with

JML =
∑

(i,j)∈ML

plij(Θij) + 1 − plij(Θij), (11a)

JCL =
∑

(i,j)∈CL

plij(Θij) + 1 − plij(Θij), (11b)

where ξ presents the hyper-parameter aiming at arbitrating between the stress
function and the constraints.

4.3 Step 3: Attribute Maintenance

Ultimately, we reach our purpose for cases’ vocabulary maintenance through
removing noisy and redundant features, and keeping only those that are unique
and represent the different generated clusters during the previous step. As shown
in Fig. 1, this step is composed by the three following substeps:

1. Removing noisy attributes: Since the previous applied clustering method
devotes the empty set partition for noisiness allocation, we eliminate
attributes characterized by a high belief’s assignment to the empty set par-
tition, such that:

Ai ∈ NA iff mi(∅) >
∑

Bj⊆Θ,Bj �=∅
mi(Bj) (12)

where Ai represents the attribute i, and NA presents the set of all the noisy
attributes.

2. Making decision about attributes membership to clusters through the highest
pignistic probability value, using Eq. 3.

3. Removing redundancy by keeping only one representative attribute for each
cluster. This idea gives an amount of flexibility to our policy towards CBR
framework: If there is a problem in selecting one representative attribute,
then we can re-select and re-flag any other attribute from the same cluster.

Example 1. Let consider some CB’s vocabulary described by four attributes A1,
A2, A3, and A4. Let us suppose, now, that the frame of discernment con-
tains two clusters (Θ = {cluster1, cluster2}), and the values of the credal
partition M = [m1;m2;m3;m4] are given by the previous step as shown in
Table 1. First, we note, from Table 1, that m2(∅) is higher than m2({cluster1})+
m2({cluster2})+m2({cluster1, cluster2}). Then, according to Eq. 12, we flag A2

as a noisy attribute (A2 ∈ NA). Consequently, we update the CB’s vocabulary
by removing the second attribute A2. Then, we make decision about attributes
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membership to clusters using BetP defined in Eq. 3. Their corresponding pignis-
tic probability values are shown in Table 2, from which we can conclude that A1

belongs to cluster1, and A3 and A4 belong to cluster2. Finally, we keep only the
attribute A1 as representative of cluster1 and the attribute A3 as representative
of cluster2 to describe the new maintained case base vocabulary.

Table 1. Example of credal partition values

M ∅ {cluster1} {cluster2} {cluster1, cluster2}
m1 0.05 0.75 0.15 0.05

m2 0.65 0.1 0.1 0.15

m3 0.1 0.05 0.8 0.05

m4 0.2 0.1 0.5 0.2

Table 2. Pignistic probability transformation values

cluster1 cluster2

BetP1 0.8158 0.1842

BetP2 0.5 0.5

BetP3 0.0833 0.9167

BetP4 0.25 0.75

5 Experimental Analysis Using Artificial Constraints

Throughout this Section, we establish our experimentation and validate our
contribution by developing two variants of our CEVM policy that differ by their
way in generating artificial constraints5.

5.1 Constraints Generation Strategy

Two main modes for Must-link and Cannot-link constraints generation, such in
[7], are build during our experimental analysis:

– Batch mode for constraints generation (CEVMbat): It consists at generating
simultaneously a number t of constraints (Must-link and Cannot-link). For
instance, we took t equal to 25% of the total number of attributes. We store
the list of these constraints in listConst. The activity diagram of CEVMbat

is shown in Fig. 2.

5 Calling domain-experts to generate constraints presents one among our perspectives.
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Fig. 2. Activity diagram for batch mode constraints generation

– Alternated mode for constraints generation (CEVMalt): It consists at alter-
nating between generating one constraint (Must-link or Cannot-link) and
learning, with storing each one incrementally in listConst. Similarly, the
number of constraints t is taken equal to #attributes × 25/100. Its activ-
ity diagram is shown in Fig. 3.

Fig. 3. Activity diagram for alternate mode constraints generation

How we generate a constraint? Actually, we generate artificially a pairwise con-
straint by handling the uncertainty offered by the credal partition and the pignis-
tic probability transformation (Eq. 3). The idea consists at randomly picking two
attributes Ai and Aj and behaving according to the three following situations
that may arise:

1. If ∃ a cluster ω/BetPi(ω) > Thresh and BetPj(ω) > Thresh, then generate
a Must-link constraint between the attributes Ai and Aj .

2. If ∀ clusters ωk/|BetPi(ωk)−BetPj(ωk)| > Thresh, then generate a Cannot-
link constraint between the attributes Ai and Aj .

3. Else, go back to randomly picking two attributes.

where Thresh is a threshold that aims to answer to the question: “From which
amount of membership certainty in [0, 1] , we consider that the attributes Ai

and Aj belong or not to the same cluster?”6.

5.2 Data, Evaluation Criteria, and Experimental Settings

Our new CEVM policy has been implemented using Matlab R2015a and the
default values for the different CEVCLUS [16] method’s parameters have been
taken. CEVM with its two variants have been tested on six data sets from
U.C.I Repository7 where the set of attributes are considered as the vocabulary
describing cases’ problems, and their classes refer to cases’ solutions.
6 During the experimentation, different values to set Thresh have been tested. The

best results are offered with Thresh = 0.55.
7 Sonar (SN), Ionosphere (IO), Glass (GL), BreastCancer (BC), German (GR), and

Heart (HR): https://archive.ics.uci.edu/ml/.

https://archive.ics.uci.edu/ml/
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In order to assess the efficiency of our new vocabulary maintenance policy,
we use the two following evaluation criteria:

– The Percentage of Correct Classifications (PCC), which is defined as follows:

PCC(%) =
# Correct classifications

# Total classifications
× 100 (13)

The PCC criterion refers to the competence of CBR systems in solving new
problems.

– The Retrieval Time (RT ) Criterion, which measures the time spent to offer all
the solutions for the different cases instances. It may refer to the performance
of CBR systems.

To solve cases’ problems, we use the K-Nearest Neighbor (K-NN) since it
presents one among the most used machine learning techniques within the CBR
framework. We choose to apply 3-NN so as to avoid the effect of noisy cases
during learning. Hence, the RT criterion is exerted around that 3-NN method.
To offer the final results towards the PCC, the 10-fold cross validation technique
is used.

5.3 Results and Discussion

In our comparative study, as shown in Table 3, we present results offered by five
different sources where two among them present the two variants of our contri-
bution for this paper (CEVMbat and CEVMalt), and the three others present
the non maintained case base (Original-CBR), the reliefF method [11] for fea-
ture selection (ReliefF-CBR), and the non-constrained vocabulary maintenance
policy EvAttClus [8]. Results in Table 3 are offered after varying the number
of clusters, or the number of the selected attributes K, from 3 to 9. The most
convenient K for every method and every data set is chosen8.

In term of accuracy, both of our two variants CEVMbat and CEVMalt offer
good results comparing to the other methods as well as to the original non-
maintained case bases (Original-CBR). We note that the alternate mode for
constraints generation is more efficient than the batch mode. We can conclude,
furthermore, that better results may be offered if we resort to domain experts.
In our context, both of CEVM’s variants, that are able to make use of prior
knowledge in form of constraints, have been able to maintain all the tested CBs’
vocabulary with preserving or even improving their competence in solving prob-
lems. For example, they offer PCCs equal to 88.79% and 91.34% for “Glass” data
set, where ReliefF-CBR and AttEvClus methods offer PCCs equal to 87.38% and
87.98% respectively. These results can only be explained by CEVM strategy’s

8 ReliefF-CBR: GL and GR (K = 7); BC (K = 8); SN, IO, and HR (K = 9);
EvAttClus: IO (K = 3); HR (K = 5); BC and GR (K = 8); SN and GL (K = 9);
CEVMbat: IO (K = 3); HR (K = 4); BC and GR (K = 8); GL and SN (K = 9);
CEVMalt: IO (K = 3); HR (K = 4); GR (K = 6); GL (K = 7); SN and BC (K = 8).
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Table 3. Accuracy and retrieval time evaluation

CB Original-CBR ReliefF-CBR AttEvClus CEVMbat CEVMalt

PCC(%) RT(s) PCC(%) RT(s) PCC(%) RT(s) PCC(%) RT(s) PCC(%) RT(s)

1 SN 73.07 0.0642 71.15 0.0078 74.51 0.0082 74.51 0.0081 75.12 0.0079

2 IO 86.04 0.0223 84.90 0.0121 88.03 0.0085 88.03 0.0082 88.03 0.0087

3 GL 88.79 0.0141 87.38 0.0089 87.98 0.0093 88.79 0.0092 91.34 0.0081

4 BC 96.04 0.0199 96.45 0.0097 96.63 0.0097 96.63 0.0098 96.63 0.0099

5 GR 70.60 0.0319 69.60 0.0119 71.21 0.0122 71.21 0.0123 73.25 0.0121

6 HR 56.80 0.0276 59.86 0.0089 60.88 0.0081 62.78 0.0078 62.78 0.0071

efficiency in detecting noisy and redundant features. In term of retrieval time,
we note very competitive results offered by the four vocabulary maintaining
policies. However, a slightly higher difference in RT are noted towards Original-
CBR. For instance, “Sonar” data set (60 attributes), moved from RT= 0.0642 s
to RT= 0.0079 s with CEVMalt.

6 Conclusion

In this paper, a new vocabulary maintenance method for CBR systems, called
CEVM, with two modes for artificial constraints generation (batch and alternate
mode), are proposed. In order to aid its automatic maintaining process, the pro-
posed policies CEVMbat and CEVMalt offer an ability to exploit prior knowledge
in form of pairwise constraints within a constrained clustering method. They are
also able to manage the uncertainty thanks to the framework of the belief func-
tion theory. Finally, the attribute clustering concept for feature selection makes
our new CEVM method more flexible for maintaining vocabulary within CBR
framework. During experimentation, better results are offered by CEVMalt ver-
sion than by CEVMbat.

References

1. Aamodt, A., Plaza, E.: Case-based reasoning: foundational issues, methodological
variations, and system approaches. Artif. Intell. Commun. 7, 39–52 (1994)

2. Glez-Pea, D., Daz, F., Hernndez, J., Corchado, J., Fdez-Riverola, F.: geneCBR:
a translational tool for multiple-microarray analysis and integrative information
retrieval for aiding diagnosis in cancer research. BMC Bioinform. 10, 187 (2009)

3. Chuang, C.L.: Application of hybrid case-based reasoning for enhanced perfor-
mance in bankruptcy prediction. Inf. Sci. 236, 174–185 (2013)

4. Lesniak, A., Zima, K.: Cost calculation of construction projects including sus-
tainability factors using the Case Based Reasoning (CBR) method. Sustainability
10(5), 1608 (2018)

5. Richter, M.M., Michael, M.: Knowledge containers. In: Readings in Case-Based
Reasoning. Morgan Kaufmann (2003)



592 S. Ben Ayed et al.

6. Wilson, D.C., Leake, D.B.: Maintaining case-based reasoners: dimensions and
directions. Comput. Intell. 17, 196–213 (2001)

7. Ben Ayed, S., Elouedi, Z., Lefevre, E.: Exploiting domain-experts knowledge within
an evidential process for case base maintenance. In: Destercke, S., Denoeux, T.,
Cuzzolin, F., Martin, A. (eds.) BELIEF 2018. LNCS (LNAI), vol. 11069, pp. 22–30.
Springer, Cham (2018). https://doi.org/10.1007/978-3-319-99383-6 4

8. Ben Ayed, S., Elouedi, Z., Lefevre., E.: Maintaining case knowledge vocabulary
using a new Evidential Attribute Clustering method. In: 13th International FLINS
Conference on Data Science and Knowledge Engineering for Sensing Decision Sup-
port, pp. 347–354, Springer, Heidelberg (2018)

9. Arshadi, N., Jurisica, I.: Feature selection for improving case-based classifiers on
high-dimensional data sets. In: Florida Artificial Intelligence Research Society Con-
ference (FLAIRS), pp. 99–104 (2005)

10. Leake, D., Schack, B.: Flexible feature deletion: compacting case bases by selec-
tively compressing case contents. In: Hüllermeier, E., Minor, M. (eds.) ICCBR
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Abstract. Assumptions are needed to perform non-monotonic reason-
ing in assumption-based argumentation (ABA), while hypotheses are
used to perform abductive or hypothetical reasoning. However not only
were hypotheses sometimes confused with assumptions when represent-
ing them in ABA frameworks but no work has been done to perform
extended abduction in ABA frameworks whose languages contain explicit
negation ¬. Hence first we define consistency of ABA frameworks w.r.t.
¬. Second based on it, we present the framework to perform extended
abduction in ABA while treating hypotheses along with assumptions
in the framework. Theoretically it is shown that Sakama and Inoue’s
extended abduction w.r.t. an abductive logic program (ALP) containing
classical negation can be captured by our extended abduction in ABA
instantiated with the ALP. Finally we provide the method to compute
extended abduction in ABA based on answer set programming.

Keywords: Assumption-based argumentation · Extended abduction ·
Hypotheses · Explicit negation · Consistency

1 Introduction

In logic programming, negation-as-failure literals are used to perform non-mono-
tonic and default reasoning, while hypotheses (i.e. abducibles, abducible facts)
are used to perform abductive reasoning or hypothetical reasoning [16]. In con-
trast, as for argumentation, assumptions enable us to perform non-monotonic
and default reasoning in assumption-based argumentation (ABA, for short) [1].

However not only were hypotheses sometimes confused with assumptions
[6] when representing them in an ABA framework as addressed in [20, Exam-
ple 1] but no work has been done to perform extended abduction [12] in ABA
frameworks whose languages contain an explicit negation operator ¬, which are
the motivation of this study. The following non-monotonic reasoning example
illustrates the needs to perform extended abduction in ABA while expressing
hypotheses as well as assumptions in the framework.
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Example 1 (Adapted from [13,16]). “Normally a bird flies unless its wing
is broken. Tweety and opus are birds, but tweety broke its wing recently.”
The knowledge can be represented by the ABA framework 〈L,P,A, ¯̄ 〉 as follows;

P: flies(x) ← bird(x), normal(x), ab(x) ← broken-w(x),
bird(tweety) ←, bird(opus) ←, broken-w(tweety) ←,

A = {normal(tweety), normal(opus)},
normal(x) = ab(x) for x ∈ {tweety, opus}.

We can conclude that tweety does not fly but opus flies since the argu-
ment whose claim is flies(tweety) (i.e. {normal(tweety) � flies(tweety)}) is
not credulously justified, while the argument {normal(Opus)} � flies(opus) is
skeptically justified under argument-based semantics, e.g. preferred semantics.
Now if we observe that tweety flies, there is good reason to assume that the
wounded has already healed. Then the fact broken-w(tweety) must be removed
from the knowledge base to explain the observation flies(tweety). Hence broken-
w(tweety) that becomes true or not true depending on the situation should
be hypothesis, and we may consider that {broken-w(tweety), broken-w(opus)}
is the set of hypotheses H. Then in the revised ABA 〈L,P \ J,A, ¯̄ 〉 where
J = {broken-w(tweety)} is erased from P, the argument whose claim is
flies(tweety) is skeptically justified successfully. J is called a negative expla-
nation of a positive observation flies(tweety) [13]. On the other hand, suppose
that we later notice that the bird opus does not fly any more though the
argument whose claim is flies(opus) is skeptically justified in the current ABA
〈L,P,A, ¯̄ 〉. Thus we now should revise the knowledge base to block the skep-
tical justification of the argument by assuming broken-w(opus), for instance.
This situation is characterized by the notion of anti-explanations to account
for negative observation which do not hold [16]. In fact, in the revised ABA
〈L,P ∪ I,A, ¯̄ 〉 where I = {broken-w(opus)} is added to P, the argument whose
claim is flies(opus) is not credulously justified anymore. I is called a positive
anti-explanation of a negative observation flies(opus).

Furthermore when an ABA framework has a language L containing explicit
negation ¬, it is required to ensure that such a revised ABA framework is con-
sistent since there is the possibility that arguments having contradictory claims
each other may exist in the extension of the revised ABA framework due to
hypotheses introduction or erasure for explaining an observation. To the best
of our knowledge, however, no one has defined the notion of (in)consistency of
ABA frameworks though Caminada and Amgoud proposed rationality postulates
[4] (i.e. the closure and consistency properties [9]) to guarantee consistency of
rule-based argumentation systems so far. Hence first we define consistency of
ABA frameworks w.r.t. ¬, which is different from satisfying their postulates,
i.e. the so-called consistency-property [4,9]. Second based on it, we propose the
novel framework which enables us to perform extended abduction w.r.t. (abduc-
tive) ABA frameworks whose languages may contain explicit negation ¬ while
treating hypotheses along with assumptions in the frameworks. Theoretically
it is shown that (anti-)explanations of a given observation w.r.t. Sakama and
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Inoue’s abductive logic program (ALP) [16] containing classical negation [11]
can be captured by our extended abduction w.r.t. the abductive ABA frame-
work instantiated with the ALP under stable semantics. Finally we provide the
method to compute (anti-)explanations of the proposed extended abduction in
ABA based on answer set programming (ASP, for short) [11].

The rest of this paper is as follows. After addressing preliminaries in Sect. 2,
we present in Sect. 3 our framework to perform extended abduction in ABA.
In Sect. 4, we show its computational method in answer set programming. We
discuss related work and conclude in Sect. 5.

2 Preliminaries

We briefly review the basic notions used throughout this paper.

Definition 1. An assumption-based argumentation framework (an ABA frame-
work, or an ABA, for short) [1,8] is a tuple 〈L,R,A, ¯̄ 〉, where (L,R) is a deduc-
tive system, consisting of a language L and a set R of inference rules of the form:
b0 ← b1, . . . , bm (m ≥ 0, bi ∈ L), A ⊆ L is a set of assumptions, and ¯̄ is a total
mapping from A into L, where α is referred to as the contrary of α. For a rule
r ∈ R s.t. b0 ← b1, . . . , bm, let head(r) = b0 (resp. body(r) = {b1, . . . , bm}). We
will sometimes represent b0 ← simply as b0. We enforce that ABA frameworks
are flat, namely assumptions do not occur in the head of rules.

In ABA, an argument for (the claim)c ∈ L supported by K ⊆ A (K � c in
short) is a (finite) tree with nodes labelled by sentences in L or by τ , and attacks
against arguments are directed at the assumptions in their supports as follows.

– An argument K1 � c1 attacks an argument K2 � c2 iff c1 = ᾱ for ∃α ∈ K2.

Corresponding to a flat ABA F = 〈L,R,A, ¯̄ 〉, the abstract argumen-
tation (AA) framework AFF = (AR, attacks) is constructed based on argu-
ments and attacks addressed above, and all argumentation semantics [7]
can be applied to AFF . For a set Args of arguments, let Args+= {A|
there exists an argument in Args that attacks A}. Args is conflict-free iff
Args ∩ Args+ = ∅. Args defends an argument A iff each argument that attacks
A is attacked by an argument in Args.

Definition 2. [1,7,8] Let 〈L,R,A, ¯̄ 〉 be an ABA framework, and AR the asso-
ciated set of arguments. Then Args ⊆ AR is: admissible iff Args is conflict-
free and defends all its elements; a complete argument extension iff Args is
admissible and contains all arguments it defends; a preferred (resp. grounded)
argument extension iff it is a (subset-)maximal (resp. (subset-)minimal) com-
plete argument extension; a stable argument extension iff it is conflict-free and
Args ∪ Args+ = AR.

Let claim(Ag) be the claim of an argument Ag. The conclusion of an argu-
ment extension E is defined by Concs(E) = {c ∈ L|c = claim(Ag) for Ag ∈ E}.
Let Sname ∈ {complete, preferred , grounded , stable}. Originally the various ABA
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semantics [1] is given by sets of assumptions called assumption extensions. How-
ever a flat ABA framework F can be identified with the corresponding AA frame-
work AFF since there is a one-to-one correspondence between Sname assumption
extensions and Sname argument extensions [5]. Caminada and Amgoud’s ratio-
nality postulates [4], i.e. satisfying the closure and consistency properties [9] are
stated as follows.

Definition 3. [9] Given a flat ABA framework 〈L,R,A, ¯̄ 〉, a set X ⊆ L is said
to be contradictory iff X is contradictory w.r.t. ¯̄ , i.e. there exists an assumption
α ∈ A such that {α, α} ⊆ X; or X is contradictory w.r.t. ¬, i.e. there exists
σ ∈ L such that {σ,¬σ} ⊆ X if L contains an explicit negation operator ¬.

Let CNR : 2L → 2L be a consequence operator. CNR(X) is the smallest set
s.t. X ⊆ CNR(X), and for each r ∈ R, if body(r) ⊆ CNR(X) then head(r) ∈
CNR(X). A set X is said to be inconsistent iff CNR(X) is contradictory. X is
said to be consistent iff it is not inconsistent. A flat ABA F = 〈L,R,A, ¯̄ 〉 is
said to satisfy the consistency-property (resp. the closure-property) if for each
complete extension E of AFF generated from it, Concs(E) is consistent (resp.
Concs(E)= CNR(Concs(E))).

Definition 4. An extended logic program (ELP) is a set of rules of the form:

L0 ← L1, . . . , Lm, not Lm+1, . . . , not Ln, (n ≥ m ≥ 0) (1)

where each Li is a literal, i.e. either an atom or an atom preceded by classical
negation ¬. Each atom, say A, is called a positive literal, while ¬A is called
a negative literal. not represents negation as failure (NAF). A literal preceded
by not is called a NAF-literal. A rule L0 ← is identified with L0. Let LitP be
the set of all ground literals in the language of an ELP P . The semantics of an
ELP is given by answer set semantics [10,11] (resp. paraconsistent stable model
semantics [15]) defined as follows.

First, let P be a not-free ELP (i.e., for each rule m = n). Then, S ⊆ LitP is
an answer set of P if S is a minimal set satisfying the following two conditions: (i)
For each ground instance of a rule L0 ← L1, . . . , Lm in P , if {L1, . . . , Lm} ⊆ S,
then L0 ∈ S. (ii) If S contains a pair of complementary literals, then S = LitP .
Second, let P be any ELP and S ⊆ LitP . The reduct of P by S is a not-free ELP
PS which contains L0 ← L1, . . . , Lm iff there is a ground rule of the form (1) in
P such that {Lm+1, . . . , Ln} ∩ S = ∅. Then S is an answer set of P if S is an
answer set of PS . In contrast, paraconsistent stable models (p-stable models, for
short) [15] are regarded as answer sets defined without the condition (ii).

An answer set is consistent if it is not LitP ; otherwise it is inconsistent. An
ELP P is consistent if it has a consistent answer set; otherwise P is inconsistent
under answer set semantics. On the other hand, a p-stable model is inconsistent
if it contains a pair of complementary literals; otherwise it is consistent. For
an ELP P , P is consistent if it has a consistent p-stable model; otherwise it is
inconsistent under paraconsistent stable model semantics. An ELP P is called a
normal logic program (NLP) [10] if every literal Li in the program is an atom,
i.e. Li ∈ HBP for a Herbrand base HBP of P . Answer sets as well as p-stable
models of P coincide with stable models [10] when P is an NLP.
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3 Extended Abduction in ABA

3.1 Consistency of ABA Frameworks

The following theorems hold w.r.t. the closure and consistency properties [4,9].

Theorem 1. A flat ABA framework satisfies the closure property.

Proof: Based on [9, Theorems 6 and 2], this theorem is proved. �

Theorem 2. A flat ABA framework F= 〈L,R,A, ¯̄ 〉 satisfies the consistency
property if and only if for each complete argument extension E of the AA frame-
work AFF generated from F , Concs(E) is not contradictory w.r.t. ¬.

Proof: This is easily proved based on Theorem1. �

In contrast, we define (in)consistency of a flat ABA framework in a way
similar to the way to define (in)consistency of an ELP as follows.

Definition 5. A complete argument extension E of AFF is said to be consistent
if Concs(E) is consistent, i.e. not contradictory w.r.t. ¬; otherwise it is inconsis-
tent. A flat ABA F is consistent under Sname semantics if AFF generated from
F has a consistent Sname argument extension; otherwise it is inconsistent.

The following example illustrates the difference between our definition of
(in)consistency of a flat ABA framework and the rationality postulates [4,9].

Example 2. Consider the following ELP P .

P : ¬p ← not a, a ← p, not b, p ←, b ← not a

P is consistent under answer set semantics since it has the unique consistent
answer set {a, p}. On the other hand, P has two p-stable models, S1 = {a, p}
and S2 = {¬p, p, b}, where S1 is consistent and S2 is inconsistent. Hence P is
also consistent under paraconsistent stable model semantics.

Next consider the ABA framework FP = 〈L, P,A, ¯̄ 〉 instantiated with P
where A = {not a, not b}, not a = a, not b = b. FP has arguments as follows:

A1 : {not a} � ¬p, A2 : {not b} � a, A3 : { } � p,
A4 : {not a} � b, A5 : {not a} � not a, A6 : {not b} � not b,
and attacks = {(A2, A1), (A2, A5), (A2, A4), (A4, A2), (A4, A6)}. There are

three complete argument extensions E1, E2, E3 in FP as follows,
E1 = {A2, A3, A6}, concs(E1) = {a, p, not b}
E2 = {A1, A3, A4, A5}, concs(E2) = {¬p, p, b, not a}.
E3 = {A3}, concs(E3) = {p}.

where E1, E2 are stable extensions such that concs(Ei) ∩ LitP = Si for i = 1, 2.
Then regarding ¬ in P as explicit negation in FP , concs(E1) and concs(E3) are
consistent, while concs(E2) is inconsistent. Thus FP is consistent under stable
(resp. complete) semantics since it has the consistent stable extension E1, while
FP does not satisfy the consistency-property [9] since it has the inconsistent E2.
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3.2 Frameworks for Performing Extended Abduction in ABA

We propose the framework to establish extended abduction in ABA as follows.

Definition 6 (ABAs equipped with hypotheses). Let H ⊆ L be a finite
set of hypotheses. An assumption-based argumentation framework equipped with
hypotheses (or a h ABA for short) is a tuple as follows:

〈L, (R,H),A, ¯̄ 〉,

where H ∩ A = ∅ and 〈L,R,A, ¯̄ 〉 is a flat ABA framework. We assume b0 �∈ H
for ∀(b0 ← b1, . . . , bm) ∈ R.

Abductive ABA frameworks w.r.t. a given h ABA are defined as follows.

Definition 7 (Abductive ABA frameworks). Given a h ABA 〈L, (R,H),A,
¯̄ 〉, an ABA 〈L,P,A, ¯̄ 〉 where P = R∪E= R∪{h ← |h ∈ E ⊆ H} is called an
abductive ABA framework with (the set of hypotheses) E ⊆ H from the h ABA
(or an AABA, for short). An AABA with H, i.e. 〈L,R ∪ H,A, ¯̄ 〉 is called a
universal AABA. There are 2|H| AABAs w.r.t. a given h ABA, where |H| is the
cardinality of H.

For an abductive ABA framework, arguments and attacks are defined as
follows. τ �∈ L stands for an empty set of premises as used in [8, Definition 10.1].

Definition 8 (Arguments and attacks in abductive ABA frameworks).
Given a h ABA 〈L, (R,H),A, ¯̄ 〉, let 〈L,P,A, ¯̄ 〉 be an AABA with E = H ∩ P
from the h ABA, where P = R ∪ E. Then an argument for (the claim) c ∈ L
supported by assumptions K ⊆ A and hypotheses Δ ⊆ E (K �Δ c, in short) is a
(finite) tree with nodes labelled by sentences in L, or by the symbol τ such that

• the root is labelled by c,
• leaves are labelled either by an assumption in A or by τ ,
• for every non-leaf node N whose label is �N ,

– if �N ∈ E ⊆ H, the child of N is labelled by τ ,
– otherwise �N �∈H, then there is an inference rule �N ← b1, . . . , bm(m≥0)

and either m = 0 and the child of N is labelled by τ
or m > 0 and N has m children, labelled by b1, . . . , bm respectively,

• K ⊆ A is the set of all assumptions labelling the leaves,
• Δ⊆E is the set of all hypotheses labelling non-leaves.

In an AABA, attacks against arguments are directed at the assumptions in
their supports as usual as follows.

- An argument K1 �Δ1 c1 attacks an argument K2 �Δ2 c2 iff α = c1 for
∃α∈K2.

Like a standard ABA, the AA framework associated with an AABA is gen-
erated from the AABA based on arguments and attacks defined above.
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Definition 9 (Abductive AFs associated with abductive ABAs). Given
a h ABA 〈L, (R,H),A, ¯̄ 〉, let AFP = (ArgsP , attacksP) be the AA framework
associated with an AABA FP = 〈L,P,A, ¯̄ 〉 with E = H ∩ P = {h ∈ H| h←∈
P} where P = R ∪ E. AFP is called the abductive AF (or the AAF, for short)
associated with an AABA FP . Hereafter AFU stands for the AAF AFR∪H =
(ArgsR∪H, attacksR∪H) associated with the universal AABA 〈L,R ∪ H,A, ¯̄ 〉.
W.r.t. AFP = (ArgsP , attacksP), it holds that

ArgsP = {K �Δ c ∈ ArgsR∪H|Δ ⊆ E ⊆ H for E = H ∩ P},
attacksP = attacksR∪H ∩ (ArgsP × ArgsP).

Argument extensions as well as assumption extensions are defined for AAFs
and AABAs under Sname semantics in a way similar to the way for standard
ABAs. We define notations for naming arguments as follows.

〈Notation〉
When H = ∅, an argument K �Δ c defined in Definition 8 reduces to an argument
K � c in an ABA framework defined in [8, Definition 10.1]. Then when Δ = ∅,
we sometimes write K � c instead of K �∅ c. We often use a unique name to
denote an argument, e.g. Ag: K �Δ c that is an argument K �Δ c with name
Ag. With an abuse of notation, the name of an argument sometimes stands for
the whole argument, for example, Ag denotes the argument Ag: K �Δ c.

Example 3. The ABA framework 〈L,P,A, ¯̄ 〉 shown in Example 1 is the
AABA 〈L,P,A, ¯̄ 〉 with the set of hypotheses {broken-w(tweety)} from the
h ABA 〈L, (R,H),A, ¯̄ 〉 where R = P \ {broken-w(tweety) ←} and H =
{broken-w(tweety), broken-w(opus)}.

Example 4. Consider the h ABA 〈L, (R,H),A, ¯̄ 〉, where
R = {¬p ← α, a ← e, p ← ¬h}, H = {e,¬h}, A = {α}, α = a.
There are four AABAs Fi = 〈L,R ∪ Ei,A, ¯̄ 〉 (1 ≤ i ≤ 4) such that E1 = ∅,

E2 = {e}, E3 = {¬h}, E4 = H = {e,¬h}. The universal AABA F4 or AFU

has arguments: A1:{α} � ¬p, A2:{α} � α, A3:∅ �{e} a, A4:∅ �{¬h} p, A5:∅ �{e} e,
A6:∅�{¬h} ¬h and attacksR∪H = {(A3, A1), (A3, A2)}.

Then each Fi (1 ≤ i ≤ 4) has the unique complete argument extension
Ei such that E1 = {A1, A2} with Concs(E1) = {¬p, α}, E2 = {A3, A5} with
Concs(E2) = {a, e}, E3 = {A1, A2, A4, A6} with Concs(E3) = {¬p, α, p,¬h}
which is contradictory w.r.t. ¬, and E4 = {A3, A4, A5, A6} with Concs(E4) =
{a, p, e,¬h}. Hence F1, F2 and F4 are consistent, while F3 is inconsistent under
complete semantics.

We are ready to show our framework to perform extended abduction in ABA.

Definition 10 (Positive/negative observations). A sentence G is called a
positive observation if it is observed, namely it holds; otherwise called a negative
observation.

Definition 11 (Explanations/anti-explanations). Let 〈L, (R,H),A, ¯̄ 〉 be
a h ABA, 〈L,P,A, ¯̄ 〉 be an AABA with H ∩ P from the h ABA and (I, J)
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∈ 2H × 2H. Let Ecur be H ∩ P. Then given G+ ∈ L a sentence representing a
positive observation, a pair (I, J) (or E = (Ecur \ J) ∪ I) is called a skeptical
(resp. credulous) explanation of G+ w.r.t. an AABA 〈L,P,A, ¯̄ 〉 with Ecur under
Sname semantics if

1. every (resp. some) consistent Sname argument extension of the AABA
〈L, (P \ J) ∪ I,A, ¯̄ 〉 with E = (Ecur \ J) ∪ I contains an argument with
claim G+,

2. I ⊆ H \ P and J ⊆ H ∩ P, (in other word, I ⊆ H \ Ecur and J ⊆ Ecur),

3. the AABA 〈L, (P \J)∪ I,A, ¯̄ 〉 with E is consistent under Sname semantics.

On the other hand, given G− ∈ L a sentence representing a negative obser-
vation, a pair (I, J) (or E = (Ecur \J)∪ I) is called a credulous (resp. skeptical)
anti-explanation of G− w.r.t. 〈L,P,A, ¯̄ 〉 with Ecur under Sname semantics if

1. some (resp. every) consistent Sname argument extension of the AABA
〈L, (P \ J) ∪ I,A, ¯̄ 〉 with E = (Ecur \ J) ∪ I does not contain any argu-
ment with claim G−,

2. I ⊆ H \ P and J ⊆ H ∩ P, (in other word, I ⊆ H \ Ecur and J ⊆ Ecur),

3. the AABA 〈L, (P \J)∪ I,A, ¯̄ 〉 with E is consistent under Sname semantics.

Remarks: Note that P = R∪Ecur, while (P\J)∪I = R∪E for E = (Ecur\J)∪I.

An (anti-)explanation (I, J) of an observation G is called minimal if for any
(anti-)explanation (I ′, J ′) of G, I ′ ⊆I and J ′ ⊆J imply I ′ =I and J ′ =J .

Example 5 (Example 3 Cont.). Both (∅,{broken-w(tweety)}) and ({broken-w
(opus)}, {broken-w(tweety)}) are skeptical explanations of flies(tweety) w.r.t.
the AABA with {broken-w(tweety)}, while both ({broken-w(opus)}, ∅)
and ({broken-w(opus)}, {broken-w(tweety)}) are credulous anti-explanations of
flies (opus) w.r.t. the AABA with {broken-w(tweety)} under complete seman-
tics.

Example 6 (Example 4 Cont.). ({¬h}, ∅) is the unique skeptical explanation of
the positive observation p w.r.t. the AABA F2 with E2 = {e} under complete
semantics due to F4, whereas both (∅, {e}) and (∅, ∅)) are the credulous anti-
explanations of the negative observation p w.r.t. the AABA F2 with E2 = {e}
due to F1 (resp. F2).

Though Sakama and Inoue [13,16] defined extended abduction1 w.r.t. an
abductive logic program (ALP, for short) under answer set semantics [10,11], it
can be also defined under paraconsistent stable model semantics [15] as follows.

1 Normal abduction [14] is considered as a special case of extended abduction where
only hypotheses introduction is considered for explaining positive observations.
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Definition 12. Let 〈P,H〉 be an ALP where P is an ELP and H ⊆ LitP .
It is assumed that for any rule L ← Γ from P , L ∈ H implies Γ = ∅. Let
(I, J) ∈ 2LitP ×2LitP and LPmodel ∈ {answer set, paraconsistent stable model}.

1. Given G+ ∈ LitP representing a positive observation, a pair (I, J) is a skepti-
cal (resp. credulous) explanation of G+ w.r.t. 〈P,H〉 under LPmodel seman-
tics if G+ is included in every (resp. some) consistent LPmodel of (P \J ∪ I),
where I ⊆ H \ P , J ⊆ H ∩ P and (P \ J) ∪ I is consistent under LPmodel
semantics.

2. Given G− ∈ LitP representing a negative observation, (I, J) is a credu-
lous (resp. skeptical) ant-explanation of G− w.r.t. 〈P,H〉 under LPmodel
semantics if G− is not included in some (resp. every) consistent LPmodel of
(P \ J ∪ I), where I ⊆ H \ P , J ⊆ H ∩ P and (P \ J) ∪ I is consistent under
LPmodel semantics.

The following theorem states that Sakama and Inoue’s extended abduction
w.r.t. an ALP 〈P,H〉 where P is an ELP and H ⊆ LitP under paraconsistent
stable model semantics (resp. P is an NLP and H ⊆ HBP under answer set
semantics) can be captured by our extended abduction in ABA instantiated
with the ALP under stable semantics.

Theorem 3. Let 〈P,H〉 be an ALP where P is an ELP and H ⊆ LitP ,
and 〈LP , (R,H), Litnot, ¯̄ 〉 be the h ABA instantiated with the ALP such that
R = P \ H, Litnot = {not L | L ∈ LitP }, LP = LitP ∪ Litnot and not L = L
for L ∈ LitP . Then given an observation G ∈ LitP , a pair (I, J) is a skeptical
(resp. credulous) (anti-)explanation of G w.r.t. an ALP 〈P,H〉 under paracon-
sistent stable model semantics iff (I, J) is a skeptical (resp. credulous) (anti-)
explanation of G w.r.t. the AABA 〈LP , P, Litnot, ¯̄ 〉 with H ∩P from the h ABA
〈LP , (R,H), Litnot, ¯̄ 〉 under stable semantics.

Proof: See appendix. �

4 Computing Extended Abduction in ABA Using ASP

We show the method to compute extended abduction in ABA under complete
and stable semantics by making use of answer set programming in [18,19].

Based on the idea proposed in [18,19], the AA framework (i.e. the AAF)
AFP associated with an AABA FP= 〈L,P ,A, ¯̄ 〉 with H ∩ P is translated into
the ELP for the respective semantics whose answer set (if exists), say S, embeds
Caminada’s reinstatement labelling L [3] such that an atom in(a) is in S if
and only if the argument a is labelled in by L, (that is, in(a) ∈ S iff a ∈
in(L)) where L satisfies the conditions for the respective semantics. Furthermore
in order to check consistency of the conclusion of each complete (resp. stable)
extension, not only is an explicit negation operator ¬ contained in the language
L of an AABA (resp. an ABA) expressed by the classical negation sign ¬ in the
translated ELP but each answer set S of the ELP also embeds the conclusion
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of the corresponding extension which is consistent. Then each sentence s ∈ L
in an AABA (resp. an ABA) whose form is a ∈ L or ¬a ∈ L is expressed by a
literal ŝ in the translated ELP whose form is a positive literal (i.e. an atom) â
or a negative literal ¬â preceded by classical negation ¬. Hereafter let V̂ = {v̂
|v̂ is a literal expressing v ∈ V } for a set V ⊆ L.

The following ELP Π which is translated from AFU (or a universal AABA)
is the slightly modified one for the ELP given in [19, Definition 20].

Definition 13. Given a h ABA 〈L, (R,H),A, ¯̄ 〉, AFU denoting the AAF
AFR∪H = (ArgsR∪H, attacksR∪H) associated with a universal AABA 〈L,R ∪
H,A, ¯̄ 〉 is translated into the ELP Π = ΠAF ∪ ΠLab, where ΠAF is a set of
domain-dependent rules as follows:

1. for any argument (a:K �Δ c) ∈ ArgsR∪H,
ag(a) ← Δ̂, where Δ̂ = {ĥ | ĥ is a literal expressing h ∈ Δ ⊆ H} ⊆ Ĥ

2. for any (a1, a2) ∈ attacksR∪H,
def (a1, a2) ← ag(a1), ag(a2),

3. for any argument (a:K �Δ c) ∈ ArgsR∪H,
ĉ ← in(a), where ĉ is a literal expressing the claim c ∈ L,

and ΠLab is the set of domain-independent rules [18, Definition 9] as follows:

4. in(X) ← ag(X), not ng(X),
ng(X) ← ag(X), ag(Y ), in(Y ), def (Y,X),
ng(X) ← ag(X), ag(Y ), undec(Y ), def (Y,X),

5. out(X) ← ag(X), ag(Y ), in(Y ), def (Y,X),
6. undec(X) ← ag(X), not in(X), not out(X),

where in(a) (resp. out(a), undec(a)) denotes that the argument a:K �Δ c whose
name is a is labelled in (resp. out, undec) [3].

The rule no.3 plays a role to generate the consistent complete argument
extensions along with their conclusions except inconsistent ones.

The following lemma states that the ELP Π ∪ Ê yields answer sets which
embed consistent complete extensions of an AABA 〈L,R ∪ E,A, ¯̄ 〉 with E.

Lemma 1 (Soundness and Completeness Theorems). Let 〈L, (R,H),
A, ¯̄ 〉 be a h ABA. Then E is a consistent complete (resp. stable) argument exten-
sion of the AAF AFR∪E = (ArgsR∪E, attacksR∪E) associated with an AABA
〈L,R ∪ E,A, ¯̄ 〉 with E ⊆ H iff there is a consistent answer set S of Π ∪ Ê
(resp. Π ∪ {←undec(X)} ∪ Ê) s.t. E = {a|in(a) ∈ S} for Ê ⊆ Ĥ.

Proof (Sketch). This is easily proved based on [18, Lemma 1]. �

Notice that we can make use of Lemma 1 along with Definition 13 to obtain only
the consistent complete (resp. stable) extensions in a standard ABA framework.
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Example 7. Consider Example 2. The ABA framework FP has no hypotheses,
i.e. H = ∅. Then the AA framework for FP is translated into ΠAF ∪ ΠLab

where ΠAF = {ag(Ai)|1 ≤ i ≤ 6} ∪ {def (A2, A1), def (A2, A5), def (A2, A4),
def (A4, A2), def (A4, A6)} ∪ {¬p ← in(A1), a ← in(A2), p ← in(A3), b ←
in(A4), not a ← in(A5), not b ← in(A6)}. Note that not a and not b are atoms
expressing sentences in L such as claim(A5) = not a and claim(A6) = not b. As a
result, ΠAF ∪ΠLab ∪{←undec(X)} has the unique consistent answer set S such
that {a|in(a) ∈ S)} = {A2, A3, A6} = E1 and the conclusion {a, p, not b} ⊆ S
w.r.t. the consistent stable extension E1.

To obtain every explanation/anti-explanation 〈I, J〉 (or E = (Ecur \J)∪ I ⊆
H) under complete (resp. stable) semantics, we should take into account 2|H|

AABAs for a given h ABA, in other words, Π ∪Ê (resp. Π ∪{←undec(X)}∪Ê)
w.r.t. any E ∈ 2H. In order to establish this, Lemma1 for Π ∪ Ê for example is
extended into Theorem 4 for the ELP Π ∪ Γ (H) where Γ (H) is the set of rules
as follows. For any hypothesis h ∈ H, the following pair of rules are in Γ (H),

h′ ← not ĥ, ĥ ← not h′

where ĥ is the literal expressing a hypothesis h, while h′ is a newly introduced
atom uniquely associated with h representing the complement of h.

Theorem 4 (Soundness and Completeness Theorems). Let 〈L, (R,H),
A, ¯̄ 〉 be a h ABA. E is a consistent complete (resp. stable) argument extension
of the AAF AFR∪E associated with an AABA 〈L,R ∪ E,A, ¯̄ 〉 with E ⊆ H iff
there is a consistent answer set S of Π∪Γ (H) (resp. Π∪{← undec(X)}∪Γ (H))
s.t. E = {a|in(a) ∈ S} and S ∩ Ĥ = Ê for Ê ⊆ Ĥ.

Proof: This is proved in a similar way to the proof of [19, Theorem 1]. �

Moreover we provide the new notations, symbols and sets as follows.

• Γ+(H, E) where E ⊆ H is the set of rules defined as follows:
– for the literal ĥ expressing a hypothesis h∈H \ E,

h+ ← ĥ,

– for the literal ĥ expressing a hypothesis h ∈ E,

h− ← not ĥ,

where h+ (resp. h−)2 is a newly introduced literal associated with h denoting
that h∈H\E (resp. h∈E) is added (resp. removed) to explain an observation.

• Given a set of literals S, let S+={s+|s ∈ S} and S− ={s−|s ∈ S}. Conversely
given a set S+ (resp. S−), let S ={s|s+ ∈ S+} (resp. S ={s|s− ∈ S−}).

2 h+ and h− are literals which correspond to update atoms in [16, Definition 3.1].
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• M |X def= M ∩ X for an answer set M and a set X.

• I def= {in(a) | (a : K �Δ c) ∈ ArgsR∪H}.

Hereby the following propositions indicate that credulous explanations (resp.
anti-explanations) of our approach can be computed in answer set programming.

Proposition 1. Let 〈L, (R,H),A, ¯̄ 〉 be a h ABA. Given a positive observation
G, a pair (I, J) is a credulous explanation of G w.r.t. an AABA 〈L,P,A, ¯̄ 〉 with
H ∩ P from the h ABA under complete semantics iff there is a consistent answer
set S of the ELP Π ∪ Γ (H) ∪ Γ+(H,H ∩ P) ∪ {← not G} such that G ∈ S,
Î+ = S|Ĥ+ , Ĵ− = S|Ĥ− , Ê = S|Ĥ and S|I= {in(a)|a ∈ E s.t. G ∈ concs(E)},
where E is a consistent complete argument extension of the AAF associated with
the AABA 〈L, (P \ J) ∪ I,A, ¯̄ 〉 with E = ((H ∩ P) \ J) ∪ I.

Proof (Sketch). This is proved based on Theorem4 and [19, Proposition 1]. �

Proposition 2. Let 〈L, (R,H),A, ¯̄ 〉 be a h ABA. Given a negative observation
G, a pair (I, J) is a credulous anti-explanation of G w.r.t. an AABA 〈L,P,A, ¯̄ 〉
with H ∩ P from the h ABA under complete semantics iff there is a consistent
answer set S of the ELP Π ∪ Γ (H)∪Γ+(H,H ∩ P) ∪ {g ← not G}∪{← not g}
for a newly introduced atom g such that G �∈ S, Î+=S|Ĥ+ , Ĵ− =S|Ĥ− , Ê = S|Ĥ
and S|I= {in(a)|a ∈ E s.t. G �∈ concs(E)}, where E is a consistent complete
argument extension of the AAF associated with the AABA 〈L, (P \ J) ∪ I,A, ¯̄ 〉
with E = ((H ∩ P) \ J) ∪ I.

Proof: This is easily proved like Proposition 1. �

Example 8 (Cont. Examples 6 and 4). W.r.t. AFU , i.e. the AABA F4, ΠAF is:
ΠAF = {ag(A1)←, ag(A2)←, ag(A3)←e, ag(A4)←¬h, ag(A5)←e, ag(A6)←

¬h, def (A3, A1)←ag(A1),ag(A3), def (A3, A2)←ag(A1),ag(A3),¬p ← in(A1),
α ← in(A2), a ← in(A3), p ← in(A4), e ← in(A5), ¬h ← in(A6)}.
For H = {e,¬h}, let Ĥ = {e,¬h}, Ĥ+ = {e+, ¬h+} and Ĥ− = {e−,¬h−}.

Then Γ (H) = {e′ ← not e, e ← not e′, h′ ← not ¬h, ¬h ← not h′} and
Γ+(H, {e}) = {¬h+ ← ¬h, e− ← not e} for E2 = {e} are obtained. As a result,
Π ∪ Γ (H) ∪ Γ+(H, {e}) has three answer sets Si (1 ≤ i ≤ 3) as follows.

– p �∈ S1, ¬p ∈ S1 where S1|Ĥ+ ={}, S1|Ĥ− ={e−}, S1|Ĥ ={},
S1|I = {in(A1), in(A2)} = {in(a)|a ∈ E1} for consistent E1,

– p �∈ S2, ¬p �∈ S2 where S2|Ĥ+ ={ }, S2|Ĥ− ={}, S2|Ĥ ={e},
S2|I = {in(A3), in(A5)} = {in(a)|a ∈ E2} for consistent E2,

– p ∈ S3, ¬p �∈ S3 where S3|Ĥ+ = {¬h+}, S3|Ĥ− = {}, S3|Ĥ = {e,¬h}, S3|I =
{in(A3), in(A4), in(A5), in(A6)} = {in(a)|a ∈ E4} for consistent E4.

Then given the observation p, Π ∪ Γ (H) ∪ Γ+(H, E2) ∪ {← not p} has the
unique answer set S3. Thus due to Î+ = S3|Ĥ+ = {¬h+} and Ĵ− = S3|Ĥ− = {},
we obtain (I, J) = ({¬h}, ∅) is a credulous explanation of p w.r.t. the AABA F2

with E2 = {e} under complete semantics.
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On the other hand, whether a credulous (anti-)explanation (I, J) of an obser-
vation G w.r.t. a given AABA is skeptical can be decided based on the following
proposition.

Proposition 3. Let (I, J) be a credulous explanation (resp. anti-explanation)
of an observation G w.r.t. an AABA 〈L,P,A, ¯̄ 〉 with H ∩ P from the h ABA
〈L, (R,H),A, ¯̄ 〉 under complete semantics. Then (I, J) is a skeptical explana-
tion (resp. anti-explanation) of an observation G w.r.t. the AABA under com-
plete semantics iff the ELP Π ∪ Ê ∪{← G} (resp. Π ∪ Ê ∪{g ← not G}∪{← g}
for a new atom g) has no answer sets for Ê expressing E = ((H ∩ P) \ J) ∪ I.

Example 9 (Example 8 Cont.). For (I, J) = ({¬h}, ∅) and E2 = {e}, E = (E2 \
J) ∪ I = {e,¬h}. Then since Π ∪ {e ←,¬h ←} ∪ {← p} has no answer sets,
(I, J) = ({¬h}, ∅) is a skeptical explanation of p w.r.t. the AABA F2 with {e}.

Propositions 1, 2 and 3 also hold for stable semantics by replacing Π with
Π ∪ {← undec(X)} in the respective ELP.

5 Related Work and Conclusion

We defined consistency of ABA frameworks whose languages have explicit nega-
tion ¬. Then based on it, we formulated extended abduction w.r.t. such (abduc-
tive) ABA frameworks which can treat hypotheses along with assumptions.
Finally we provided its computational method in answer set programming.

Booth et al. [2] studied to perform extended abduction in AA frameworks.
They showed in [2, Theorem 4] that their AAF instantiated with an ALP 〈P,H〉
where P is an NLP and H ⊆ HBP can capture Sakama and Inoue’s extended
abduction w.r.t. the ALP under the partial stable semantics. Hence their theo-
rem, i.e. [2, Theorem 4] may be regarded as the special case of our Theorem 3
since an ALP 〈P,H〉 where P is ELP and H ⊆ LitP is considered to instantiate
the AABA in Theorem 3. In other words, classical negation ¬ may occur in our
ALPs, whereas it is not allowed in their ALPs when instantiating the respective
abductive argumentation. Thus not only did they not need to take account of
ensuring consistency of their instantiated AAFs but their applicable class is also
far smaller than ours due to less expressive power of their ALPs.

Sakama formulated extended abduction in AA frameworks [17]. However he
did not show how to instantiate his AA frameworks for abduction with ALPs.
Hence he took account of neither the rationality postulates [4,9] nor consistency
of his framework since every argument is abstract in his approach.

Wakaki et al. [19] proposed abductive argumentation whose underlying lan-
guage is an ELP. However in their approach, hypotheses erasure is not considered
(i.e. J = ∅) like the traditional normal abduction in logic programming [14].

Our future work is not only to implement the computational method shown
in Sect. 4 by using the ASP solver (e.g. DLV) but also to apply our approach to
various practical problems such as legal reasoning or dishonest reasoning where
abductive explanations are required based on argumentation.
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Appendix: Proof of Theorem3

1. (I, J) is a skeptical explanation (resp. anti-explanation) of G w.r.t. 〈P,H〉
under paraconsistent stable model semantics
iff G ∈ M (resp. G �∈ M) for every consistent p-stable model M of (P \J)∪I,

where (P \J)∪I is consistent under paraconsistent stable model semantics
iff G ∈ Concs(E) ∩ LitP (resp. G �∈ Concs(E) ∩ LitP ) for every consistent

Concs(E) where E is the consistent extension of the ABA 〈LP , (P \ J) ∪ I,
Litnot, ¯̄ 〉 under stable semantics due to [21, Theorem 3]

iff every consistent stable extension of the AABA 〈LP , (P \ J) ∪ I, Litnot, ¯̄ 〉
with ((H ∩P ) \J)∪ I from the h ABA 〈LP , (P \H,H), Litnot, ¯̄ 〉 contains
(resp. does not contain) an argument with claim G, where the AABA with
((H ∩ P ) \ J) ∪ I is consistent under stable semantics

iff (I, J) is a skeptical explanation (resp. anti-explanation) of G w.r.t. AABA
〈LP , P, Litnot, ¯̄ 〉 with H ∩ P from the h ABA under stable semantics.

2. (I, J) is a credulous explanation (resp. anti-explanation) of G w.r.t. 〈P,H〉
under paraconsistent stable model semantics
iff G ∈ M (resp. G �∈ M) for some consistent p-stable model M of (P \J)∪ I,

where (P \J)∪I is consistent under paraconsistent stable model semantics
iff G ∈ Concs(E) ∩ LitP (resp. G �∈ Concs(E) ∩ LitP ) for some consistent

Concs(E) where E is the consistent extension of the ABA 〈LP ,(P \ J) ∪ I,
Litnot, ¯̄ 〉 under stable semantics due to [21, Theorem 3]

iff some consistent stable extension of the AABA 〈LP , (P \ J) ∪ I, Litnot, ¯̄ 〉
with ((H ∩P ) \J)∪ I from the h ABA 〈LP , (P \H,H), Litnot, ¯̄ 〉 contains
(resp. does not contain) an argument with claim G, where the AABA with
((H ∩ P ) \ J) ∪ I is consistent under stable semantics

iff (I, J) is a credulous explanation (resp. anti-explanation) of G w.r.t. AABA
〈LP , P, Litnot, ¯̄ 〉 with H ∩ P from the h ABA under stable semantics. �
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(LNAI), vol. 10564, pp. 178–193. Springer, Cham (2017). https://doi.org/10.1007/
978-3-319-67582-4 13

21. Wakaki, T.: Assumption-based argumentation equipped with preferences and its
application to decision-making, practical reasoning, and epistemic reasoning. J.
Comput. Intell. 33(4), 706–736 (2017)

https://doi.org/10.1007/978-0-387-98197-0_10
https://doi.org/10.1007/978-3-319-10061-6_19
https://doi.org/10.1007/978-3-319-10061-6_19
https://doi.org/10.1007/978-3-642-00609-8_22
https://doi.org/10.1007/978-3-642-00609-8_22
https://doi.org/10.1007/978-3-642-12805-9_12
https://doi.org/10.1007/978-3-319-67582-4_13
https://doi.org/10.1007/978-3-319-67582-4_13


Integrative Cognitive and Affective Modeling
of Deep Brain Stimulation

Seyed Sahand Mohammadi Ziabari(&)

Social AI Group, Vrije Universiteit Amsterdam, De Boelelaan 1105,
Amsterdam, The Netherlands

sahandmohammadiziabari@gmail.com

Abstract. In this paper a computational model of Deep Brain Stimulation
(DBS) therapy for post-traumatic stress disorder is presented. The considered
therapy has as a goal to decrease the stress level of a stressed individual by using
electrode which placed in a specific area in brain. Several areas in brain have been
used to decrease the stress level, one of them isAmygdala. The presented temporal-
causal network model aims at integrative modeling a Deep Brain Stimulation
therapy where the relevant brain areas are modeled in a dynamic manner.

Keywords: Deep Brain Stimulation � Amygdala �
Network-Oriented Modeling � PTSD

1 Introduction

Post-Traumatic Stress Disorder (briefly PTSD) [15] is a severe psychiatric mental
problem that might happen in an individual after serious trauma or extreme stress.
PTSD can generate intense apprehension, impuissance in persons [1]. It has been
known that electrical stimulation of the amygdala has a remarkable effect and changes
on emotional, perceptual, and behavioral functioning.

What is deep brain stimulation is completely explained in [6, p. 406, 12]:

‘The implementation of DBS electrodes is a neurosurgical procedure, often performed under
local anesthesia with patients fully awake to facilitate precise stimulation mapping. After
placement of the electrodes in the desired target below the convexity of the brain, they are
connected to a programmable pulse generator, similar to modern cardiac pacemakers, that is
implanted under the skin below the collarbone.’

There are variety of indications for PTSD such as insomnia, hypervigilance, and
stress [14]. Some brain components are involved in having reaction to the stress like
cerebral Cortex, Hippocampus, Hypothalamus, Amygdala [12]. The Network-Oriented
Modeling approach based on temporal-causal network models described in [16] is such
a modeling approach, and has been used here.

The paper is organized as follows. In Sect. 2 the underlying biological and neu-
rological principles concerning the parts of the brain involved in stress and in the
suppression of stress are addressed. In Sect. 3 the integrative temporal-causal network
model is introduced. In Sect. 4 simulation results of the model are discussed, and
eventually in the last section a conclusion is presented.
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2 Underlying Biological and Neurological Principles

As have been discussed in the literature a deep brain stimulation (DBS) has an important
role in treatment with PTSD; e.g., [1]. There are many other therapies which have been
explained in [18–27]. For instance, the cognitive models of using Ritalin and doing yoga
to decrease the stress level presented in [24] and [25], respectively. The efficiency of
deep brain stimulation and also the method is introduced precisely in [1, p. 1]:

‘Deep Brain Stimulation (DBS) has shown promise in refractory movement disorders,
depression and obsessive-compulsive disorder, with deep brain targets chosen by integration of
clinical and neuroimaging literature. The basolateral amygdala (BLn) is an optimal target for
high-frequency DBS in PTSD based on neurocircuitry findings from a variety of perspective.’
‘An electroencephalographic [EEG] telemetry session will test safety of stimulation before
randomization to staggered-onset, double-blind sham versus active stimulation for two months.’
‘Deep Brain Stimulation (DBS) refers to the process of delivering an electrical current to a
precise location in the brain. DBS is now a common clinical practice. DBS is an invasive
treatment, and the potential for benefits must clearly outweigh the risks.’

It notable that only stimulation of the BLn [11] has remarkable effect on curing PTSD
as stated in [1, p. 7]:

‘DBS of gray matter, such as the BLn, would likely have effects opposite those seen from DBS
of the white matters in the case of the amygdala.

1. It supports the model that amygdala overactivity is responsible for the symptoms of PTSD.
DBS of the stria terminals physiologically equates to amygdala overactivity. In this patient
with no psychiatric history, an increase in amygdala output activity has led to symptoms
commonly seen in combat PTSD (for example, irritability, helplessness, depression and
suicidality.)

2. The correction of the amygdala activity led to resolution of the symptoms. As opposed to
DBS of the stria terminals, BLn DBS is expected to reduce amygdala.

3. The patient did not suffer from a seizure or deterioration in neuropsychological status during
chronic DBS for nine months. This suggests an acceptable safety profile of DBS of the
amygdala.’

‘Notably, only stimulation of the BLn, but not the central nucleus, the amygdala outflow tract,
or neighboring regions affected by other contacts of the stimulating electrodes, led to benefit.
Also important was the absence of significant side effects, including seizures.
While we thus agree that the BLn is not the only potentially valuable target for DBS in PTSD,
we believe, based on the rationale described above, that it is the optimal target and it can be
modulated safely with current technology.’

Targeting the exact part of the amygdala named Basolateral nucleus (BLn) is more
complicated than it is assumed the exact region is defined in [12];

‘Targeting the BLn is complicated due to anatomical variations in this region. Using a
stereotactic atlas, the inferior limit of the BLn is located 16 mm lateral to the AC, 4 mm
posterior to the AC and 18 mm inferior to the AC-PC plane.’

Changing in functionality in noradrenergic neurons is believed to be involved in
hyperarousal and reexperiencing symptoms of PTSD [2].

PTSD is also defined clearly in [1, p. 2];
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‘PTSD was characterized by three clusters of psychiatric symptoms. The first, re-experiencing,
involves the emotional and perceptual reliving of traumatic events either spontaneously or in
response to ‘triggers’ that remind one of the events because they bear some similarity to the
original circumstance.’

There are many therapies for PTSD such as Exposure therapy (PE) [3], Cognitive
Processing Therapy [4], and Eye Movement Desensitization and reprocessing (EMDR)
[5].

The connection between cerebellum and striatum, amygdala and striatum has been
explained in [7, p. 489], [9].

‘Inputs from the cortex primarily project to the striatum.’ ‘The striatum glutamatergic inputs
from several areas, including the cortex, hippocampus, amygdala, and thalamus.’

In [10] they claimed that direct stimulation of the vmPFC can prevent the respon-
siveness of the amygdala. In [10] it has been claimed that amygdalotomy may regulate
and moderate stress level.

3 The Temporal-Causal Network Model

First the Network-Oriented Modelling approach used to model the integrative overall
process is briefly explained. As discussed in detail in [16, Chap. 2] this approach is
based on temporal-causal network models which can be represented at two levels: by a
conceptual representation and by a numerical representation (Fig. 1 and Table 1).

• Strength of a connection xX,Y. Each connection from a state X to a state Y has a
connection weight value xX,Y representing the strength of the connection, often
between 0 and 1, but sometimes also below 0 (negative effect) or above 1.

• Combining multiple impacts on a state cY(..). For each state a combination
function cY(..) is chosen to combine the causal impacts of other states on state Y.

• Speed of change of a state ηY. For each state Y a speed factor ηY is used to
represent how fast a state is changing upon causal impact.

Table 1. Explanation of some states and their relation to neurological principles

States Neurological principles Quotation, References

wsc External stressor External stress-inducing event [16, 17]
wsee World (body) state of

extreme emotion ee
External stress-inducing event [16]

ssc Sensor state for perception
of the stressor

‘Human states can refer, for example, to
states of body parts to see (Eyes), hear (ears)
and fee (skin).’ In [16, p. 51]

srsee Sensory and Feeling
representation of stressful
event

‘The dACC was activated during the
observe condition. The dACC is associated
with attention and the ability to accurately
detect emotional signals.’ [2, p. 12] and [13]

(continued)
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Fig. 1. Conceptual representation of the integrative temporal-causal network model

Table 1. (continued)

States Neurological principles Quotation, References

goal (electrode) Executive function of
stimulation

‘Using electrode on basolateral nucleus of
Amygdala for Deep brain stimulation’

Hippocampus Brain parts Brain parts
Thalamus Brain parts Brain parts
Lateral nucleus component of Amygdala Lateral part of the Amygdala in brain part
Basolateral nucleus component of Amygdala

(influential for stimulation)
Middle part of the Amygdala in brain part

mPFC medial Prefrontal Cortex
(Reasoning part of brain)

Brain parts

Cerebellum Brain part ‘The cerebellum receives information from
the sensory systems, the spinal cord, and
other parts of the brain and then regulates
motor movements. The cerebellum
coordinates voluntary movements such as
posture, balance, coordination, and speech,
resulting in smooth and balanced muscular
activity.’ [8]

Striatum, mPFC,
Hippocampus,
Thalamus

Brain part Brain parts
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4 Example Simulation

An example simulation of this process is shown in Fig. 2. Table 2 shows the con-
nection weights used, where the value for x24 is initial value as these weights are
adapted over time. The model implemented in the Matlab template provided in [22].

Table 3 shows the states which use scale sum function as their combination
function. The other states except X3 (world state of context) and X10 (goal) all contains
identity function as they have only one incoming connection weight.

As a biological process, the electrode triggers the activation of Basolateral nucleus
in Amygdala at the first state and this impacts other brain parts such as the remarkable
one mPFC, left and right lateral nucleus.

Figure 3 shows a simulation result of using Hebbian learning principle between
states basolateral nucleus in amygdala and medial Prefrontal Cortex in one period of
using deep brain stimulation.

Fig. 2. Simulation results for Deep Brain Stimulation (DBS)

Table 2. Connection weights and scaling factors for the example simulation

Connection weight x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12

Value 1 1 1 1 1 1 1 1 1 1 1 1
Connection weight x13 x14 x15 x16 x17 x18 x19 x20 x21 x22 x23 x24

Value 1 1 1 1 1 1 1 1 1 1 0.1 0.1
Connection weight x25 x26 x25 x26 x27 x28 x29 x30

Value 1 1 1 1 −0.9 1 1 −0.5

Table 3. Scaling factors for the example simulation of states with scale sum function

State X5 X8 X13 X14 X15 X16 X17 X19

ki 2 0.8 2 2 2 1 2.1 4
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5 Mathematical Verification

To verify the model that has been proposed mathematical analysis used. For some
states in the model the mathematical analysis has been done. Table 4 shows this result.
By using the WIMS Linear Solver1, the following (unique) algebraic solution was
obtained for the general case of these equations:

X1 ¼ X9

X2 ¼ X1

X3 ¼ 1

X4 ¼ X3

2 � X5 ¼ 1 � X2þ 1 � X8

X6 ¼ X4

X7 ¼ X5

2 � X8 ¼ 1 � X6þ 1 � X7� 0:99 � X16� 0:5 � X20

X9 ¼ X8

X10 ¼ 0:2

X11 ¼ X10

X12 ¼ X11

2 � X13 ¼ 1 � X5þ 1 � X14

2 � X14 ¼ X13þX15

X15 ¼ 1 � X14

X16 ¼ 0:1�X17
X17 ¼ 0:8 � X14

X18 ¼ 1 � X17

2 � X19 ¼ 0:95 � X15

X20 ¼ X19

Fig. 3. Simulation results for Deep Brain Stimulation (DBS), Adaptive connections

1 https://wims.unice.fr/wims/wims.cgi?session=K06C12840B.2&+lang=nl&+module=tool%2Flinear
%2Flinsolver.en.
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Table 4. Scaling factors for the example simulation of states with scale sum function

State wsee
X1

ssee
X2

wsc
X3

ssc
X4

srsee
X5

srsc
X6

fsee
X7

psee
X8

Simulation 0.7056 0.7047 1,0000 1,0000 0.7029 1,0000 0.6913 0.7209
Analysis 0.7594 0.7594 1,0000 1,0000 0.7594 0.9987 0.7594 0.7594
Deviation 0.0538 0.0547 0,0000 0,0000 0.0565 0.0013 0.0681 0,0385

6 Conclusion

In this paper an integrative cognitive and affective model of therapy by using deep
brain stimulation (DBS) for Post-Traumatic Stress Disorder (PTSD) is introduced in
which electrode is used. This affects the preparation state of stress and enables to
release the stressed person from a chronic stress. This model can be used as the basis of
a virtual agent model to get insight in such processes and to bring up a certain cure or
treatment of individuals to perform the therapies of extreme emotions for post-
traumatic disorder persons.
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Abstract. The use of fuzzy logic to generate optimal actions for hardware
architecture reconfiguration offers flexible and efficient solutions. In this paper, a
new fuzzy approach is proposed in order to guarantee the balance between real
time periodic application schedulability and energy consumption optimization
under multi-core architecture. Dynamic voltage/frequency scaling (DVFS) has
been a key technique in exploiting the processors configurable characteristics.
However, for large class of applications in embedded real time systems, the
variable operating frequency interferes with tasks deadline respect. The problem
is seen as multi-criteria multi-objective decision making issue with dependent
criteria. The approach calculates, in offline mode and in online mode, the optimal
number of activated homogenous cores and their frequency. Simulated and tested
on periodic task sets generated with different system charges, the proposed
intelligent technique is support decision system that shows significant results.

Keywords: Fuzzy Decision Making (FDM) �
Dynamic Voltage/Frequency Scaling (DVFS) � CPU energy consumption �
Periodic real time application � Multiprocessor architecture � Schedulability

1 Introduction

Decision Making is the act of choosing between two or more courses of action.
However, it must always be remembered that there may not always be a ‘correct’
decision among the available choices [28]. The theory of decision making formed a
basis for more systematic and rational decision making especially in the situation where
multiple criteria need to be accounted. This decision theory does not take so much time
to fully recognized with the four terms consolidated to be known as multi criteria
decision making (MCDM). Fuzzy logic approach is suitable to use when the modeling
of human knowledge is necessary and when human knowledge, reasoning and eval-
uation are needed. This idea was first introduced in the paper [1], it was followed by
many researches having the same direction. Applications of fuzzy logic, once thought
to be an obscure mathematical curiosity, can be found in many engineering and sci-
entific works. Fuzzy logic has been used in numerous applications such as facial pattern
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recognition, air conditioners, washing machines, vacuum cleaners, antiskid braking
systems, transmission systems, control of subway systems and unmanned helicopters,
knowledge-based systems for multi-objective optimization of power systems, weather
forecasting systems, models for new product pricing or project risk assessment, medical
diagnosis and treatment plans, and stock trading [18, 19]. Using fuzzy logic algorithms
could enable machines to understand and respond to vague human concepts without
having an exhaustive mathematical model. Almost every application, including
embedded control, could reap some benefits from fuzzy logic. The use of fuzzy logic to
optimize the configuration of hardware architecture was adopted because it offers some
advantages [27]. Its incorporation in embedded systems could lead to enhanced per-
formance, increased simplicity and productivity. First, detailed complex modeling of
the system is not needed and human logic knowledge is captured. Second, it offers
easily adaptive and light weight design support system [4, 5, 27].

2 Research Issue

The usages of energy are growing rapidly with the increase of portable devices,
embedded system, automation and much real time devices. Research is going on to
provide better power efficiency both at hardware and software level [2]. Dynamic
voltage and frequency scaling (DVFS) is a well-known method for reducing power
consumption in modern real time applications [3]. Dynamic power, in its cost major
parts, is consumed because of the gates switching that dissipated in complementary
metal-oxide-semiconductor (CMOS) circuits. DVFS has been easily implemented in
real-time system under timing constraints where tasks can be executed with lower CPU
frequency. Hence, it could reduce power dissipation especially when the energy
leakage is not important. However, it also, significantly, affects real time application
performance because lower CPU frequency increases tasks execution time making time
contrasts respect a significant issue. Therefore, the chosen scaling factor must give best
possible trade-off between energy reduction and time performance. The main challenge
is to guarantee that the deadlines will not be violated when frequency is reduced to
decrease energy consumption. Besides, multiprocessor architectures are becoming one
of the most used solutions in order to meet growing computation requirements of
modern applications. Hardware configuration, in this work, concerns design parame-
ters: number of cores and their frequencies. Hence, we treated this issue as multiple
criteria multiple objective decision making problem.

In this paper, we present fuzzy decision making system (FDMS) that configures
hardware multiprocessor architecture using two design parameters: the number of
activated cores and their frequencies. The main objective of the FDMS is to respect the
application time constraints and to optimize CPU energy consumption. Therefore, our
approach calculates offline parameters before runtime then it updates them during
runtime when application temporal parameters change. This paper describes the con-
tribution of the approach in three main parts: The first paragraph is a state of art about
dynamic frequency scaling in multiprocessing architecture and about fuzzy logic in
embedded systems. The second part is dedicated to the proposed fuzzy decision
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approach details. Finally, simulations on generated periodic sets with different system
charges are detailed to evaluate the approach performance.

3 State of Art: Intelligent DVFS Approaches

Methods used to reduce energy consumption with DVFS are classified into offline
scaling factor selection methods and online scaling factor selection methods. While the
number of cores is fixed, offline methods return static scaling factor values to identify
the speed of processors participating in the execution of tasks. Different methods select
the appropriate scaling factor values to eliminate slack times before runtime. Slack time
is the amount of time left after a job is finished. Heuristic or an exact method uses the
retrieved information to compute the values of scaling factor for processors. However,
online scaling factor selection methods are executed during the runtime of the program.
They are usually integrated when the instances of tasks are finished. Using information
about actual execution time (AET), slack time and energy consumption, scaling factor
is updated for each processor. Significant research and development efforts have been
made to study voltage and frequency scaling in MPSOC architecture [8]. Many DVFS
algorithms are used to raise architecture performances. Typically, they use simple
feedback mechanism, such as detecting the amount of idle time on processors over a
period of time and then adjust the frequency and voltage to just optimize computational
load [10, 11]. The main idea of these studies is about avoiding wasting cycles by
reducing the operating frequency which optimizes energy consumption. However, they
cannot provide any timeliness guarantees and real time tasks may miss their deadlines.
In fact, these algorithms are tightly-coupled with operating system’s task management
services, since the dynamic selection of DVFS must be coupled to task computation
time [10]. Intelligent DVFS approaches are essentially based on Tree decision method,
neural networks, deep learning [24, 25], fuzzy logic [4, 5, 16, 17, 23, 26] …

In [23] the author developed an on-line adaptive fuzzy logic controller for DVFS
that is able to accurately and robustly predict and track the workload variations even
when those variations are highly non stationary or soft. The fuzzy logic controller
decides about changing the supply voltage of the circuit under control by observing and
predicting the supply-current variations.

The use of heuristic based methodologies to design space optimization for MPSoC
involves the knowledge of processor characteristics in order to converge toward a final
solution. Qadri in [4, 5] presented a fuzzy based reconfiguration for MPSoc that takes
into consideration energy consumption and throughout of real time system. This work
argues the advantages of integration fuzzy inference system that calculates the number
of cores and the operating frequency. A book is published by springer [27] collected
fuzzy logic based approaches that managed multicore architecture configuration for
Intel and Xeon. In [26] a FIS is proposed with power and throughputs as criteria and
frequency as decision alternative.
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4 Energy Model and Schedulability Test Under DVFS
for Homogenous Multiprocessor Platform

Since DVFS lowers core frequency, execution time of a program running over that
scaled down processor may increase, especially if the program is compute bound. The
frequency reduction process can be expressed by the scaling factor S which is the ratio
between the highest available frequency (fmax) for the CPU and the new frequency
(fnew) applied to the CPU, as in Eq. (1).

S ¼ fmax=fnew ð1Þ

4.1 Periodic Application Schedulability

In this paper, we assume a periodic task model in which each task Ci is defined by (ri1,
WCETi, AETi, Ti, Di): ri: release time, Ti: period, Di: deadline and computation time
that could be WCETi (worst case computation time) or AETi (Actual Execution Time).
Furthermore, we focus our attention on implicit deadline task system (Ci < Ti = Di).
As in classical treatments of the real-time scheduling problem [14], the relative
deadline is assumed to be equal to period so a task must complete its execution before
its next release. Given that the worst case computation time is supposed to be the time
needed by the task to complete its charge in maximum operating frequency, a real time
scheduler allocates processor time to the task in such way that it respects its deadline.
In this section, we try to establish a relationship between operating frequency and
system schedulability. A system is schedulable when all its tasks respect their deadline
under designed architecture and specific real time scheduler. Many schedulability tests
where associated with several schedulers such as global EDF (earliest deadline first).
For a set of n periodic tasks, when we assume that the platform is composed of m
identical processors and that Un is system utilization, system schedulability is assured if
this sufficient and necessary condition is satisfied [13–15]:

Un ¼
Xn

i¼1

Ci

Ti
� m

S
ð2Þ

4.2 Energy Model

The energy consumption of a program is given by formula Eq. (3) [9]. Many searches
divide the power consumed by a processor into two power metrics: static power and
dynamic power [4, 6, 7, 10, 12]. The first one is consumed as long as the computing
unit is on; the latter is only consumed during computation times.

E ¼
Z tmax

0
P tð Þ:dt with P ¼ Pdyn þPstat ð3Þ
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The dynamic power Pdyn is related to the switching activity a, load capacitance CL,
the supply voltage V and operational frequency f, as shown in Eq. (4) [22].

Pdyn ¼ a � CL � V2 � f ð4Þ

For earlier processors static power was considered to be negligible [22]:

Pstatic ¼ V :N:kdesign � lleak ð5Þ

With N: Number of transistor, kdesign: design dependent parameter, lleak: technology
dependent parameter. The dynamic power is reduced by a factor of S when reducing
the frequency of a processor by a factor of S. The energy consumption is measured in
Joule, and can be calculated by multiplying the power consumption, measured in watts,
by the execution time of the program as follows: Energy = Power.T.

5 Fuzzy Approach to Optimize Energy Consumption
and Schedulability

A decision making process involves: Identifying the objective/goal of the decision
making process, selection of the criteria, selection of alternatives and aggregation
Method. There are two main objectives in this case: minimize energy consumption and
guarantee system schedulability under global EDF. Total system charge and initial
frequency are approach criterion. In fact, mathematical relation between system charge
and the frequency make it a decision-making with interdependent multiple criteria.
Decision-making with interdependent multiple criteria is a surprisingly difficult task. If
we have clearly conflicting objectives there normally is no optimal solution which
would simultaneously satisfy all the criteria [28]. In fact in this case, minimizing CPU
speed reduces energy (realizes first objective) but rises computation time and system
load (contraries second objective).

Figure 1 represents the proposed approach. Fuzzy inference system (FIS) has two
inputs Un and actual CPU frequency fo and calculates the number of processor m and the
newCPU frequency fn. Thismodule is in closed loopwith energy aware algorithmmodule
that takes (m,fn) to calculate the approximated consumed energy and the new Un. Until
stabilization, that’s when FIS generates the same solution, the loop continues to iterate.

Fig. 1. Fuzzy configuration energy/feasibility aware approach
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The main idea of the proposed architecture is to take advantage of fuzzy logic to
avoid the establishment of a model describing the exact relations between input and
output parameters. The fuzzy system involves: input and output variables identification,
associating variables with appropriate membership functions, formulating rule base and
defuzzification.

In this problem, both static and dynamic energy for each processor are dependent
on frequency and scaling factor. Figure 2 shows the variation of estimated normalized
energy depending on frequency values which confirms their proportional relation-
ship. Thus, FIS inputs are Un and fo respectively system load and old frequency that it
is the frequency adopted in (t − 1). It is obvious in that case that the two criteria are
dependent and they represent system state at the instant (t − 1). The FIS outputs are
proposed actions ai = (m,fn) for the instant t. Tables 1 and 2 present the membership
functions associated to input linguistic terms. Un is presented by four terms: {Verylow,
Low, Good and High}. System load Un is calculated over m processors then to
guarantee system schedulability it should not exceed the limit one. This concept
explains the limits of trapezoidal membership functions. The universe of discourse
varies in positive real values but the interference between sets is centered on [0-1]. It is
explained by the fact that when system charge exceeds the limit the application is not
feasible under Global EDF.

The second input involved in the FIS is old frequency for which is represented by
four linguistic terms (f0, f1, f2, f3) corresponding to the four functional points of our
study case CPU. For generic purpose, the number of membership terms and functions
are generated easily depending on the CPU characteristics. Membership functions are
triangular with no interference between sets because the information is almost exact
about the frequency value.

Table 1. Input1 Un membership and fuzzy sets

Terms Fuzzy membership

Verylow Trapezoid((−1,0), (0,1), (0.3,1), (0.635,0))
Low Trapezoid((0.284,0), (0.62,1), (0.84,1), (0.986,0))
Good Trapezoid((0.9,0), (0.954,1), (1.02,1), (1.04,0))
High Trapezoid((0.098,0), (1.23,1), (30,1), (32,0))

Table 2. Input2: fn membership and fuzzy sets

Terms Fuzzy membership

f0 Triangular((f1 − 1,0), (f1,1), (f1 + 1,0))
f1 Triangular((f2 − 1,0), (f2,1), (f2 + 1,1))
f2 Triangular((f3 − 1,0), (f3,1), (f3 + 1,0))
f3 Triangular((f4 − 1,0), (f4,1), (f4 + 1,0))
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FIS outputs are the proposed frequency which membership functions are detailed in
Table 2 and the number of processor. Table 3 presents three trapezoidal membership
functions associated to linguistic terms: inf, same and sup. The functions are centered
around mp which is equal to mp = E(Un) + 1 so the number of iterations to stabi-
lization will be minimized.

To establish relationship between the input variables and output parameters, fuzzy
logic rules were defined. There are standard criteria for the definition of the rule base.
Figure 2 represents the variation of normalized energy (En = Enew/Emax) and system
charge Un when changing the scaling factor s for two sets of periodic tasks with different
load under Intel x 86 multiprocessor architecture. From some logic facts, mathematical
variations and experimental results, the rule base is constructed: When the system
utilization Un is inferior to one then we could decrease the operating frequency trying to
minimize energy consumption and idle time. Working with lower frequencies must
respect schedulabiliy test. When Un is superior to one operating frequency is increased
until it reaches a feasible scenario. If the system charge doesn’t allow it the feed-back
module will augment the number of cores until stabilization (Table 4).

Fig. 2. Normalized energy/system load variation with different scaling factor – CPU Intel x 86
(Set1: 3 tasks U = 0.8 m = 1/Set 2: 10 tasks U = 1.36 m = 1)

Table 3. Output1: m membership and fuzzy sets

Terms Fuzzy membership

inf Trapezoid((mp − 1.5,0), (mp − 1.25,1), (mp − 0.75,1), (mp − 0.65,0))
same Trapezoid((mp − 0.45,0), (mp − 0.35,1), (mp + 0.35,1), (mp + 0.45))
sup Trapezoid((mp + 0.45,0), (mp + 0.55,1), (mp + 1.45,1), (mp + 1.55))
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We use an online method DSR (Dynamic Slack Reclamation) for on line power
optimization. It uses the slack between WCET and AET to slow down tasks in order to
reduce the consumed energy of the processor. Slacks are consumed over processors
equally. In fact the same FIS is activated when task’s instance is achieved with
computation time less than its WCET. New action is proposed by the system with the
new recalculated Un (Fig. 3).

6 Experimental Results

Our experiments are executed on multiprocessor scheduling simulator that we develop
with python. The fuzzy logic engine was implemented conforming to TCE 61131-7
standard [20]. The free Fuzzy logic module (Fuzzython) is an open source class library

Table 4. Rule base of FIS

Rule Base
        rule1 = 'if U is verylow and fo is f1 then  fn is f1 and m is same'
        rule2 = 'if U is verylow and fo is f2 then  fn is f1 and m is same'
        rule3 = 'if U is verylow and fo is f3 then  fn is f2 and m is same'
        rule4 = 'if U is verylow and fo is f4 then fn is f3 and m is same'    
        rule5 = 'if U is low and  fo is f1 then fn is f1 and m is same'
        rule6 = 'if U is low and  fo is f2 then fn is f1 and m is same'
        rule7 = 'if U is low and  fo is f3 then fn is f2 and m is same'
        rule8 = 'if U is low and  fo is f4 then fn is f3 and m is same'

rule9 = 'if U is good and fo is f1 then fn is f1 and m is same'
        rule10 = 'if U is good and fo is f1 then fn is f2 and m is sup '
        rule11 = 'if U is good and fo is f3 then fn is f3 and m is sup '
        rule12 = 'if U is good and fo is f4 then fn is f4 and m is sup '
        rule13 ='if U is high and fo is f1 then fn is f2 and m is sup '
        rule14 = 'if U is high and fo is  f2 then fn is f3 and m is sup '
        rule15 = 'if U is high and fo is f3 then fn is f4 and m is sup '

rule16 = 'if U is high and fo is f4 then fn is f4 and m is sup'

Fig. 3. Example of system response stabilization depending on Un and En values
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which is optimized for faster response. The target architectures are multiprocessor
systems composed of identical processors supporting DVFS mechanism (Intel 486
GX). Table 5 gives the power consumption of processors for all possible operating
points. The scheduler is global EDF, which is dynamic priority based.

The proposed approach was applied to four periodic sets generated using random
generation method with different load and task number. The results showed that the
algorithm selected different scaling factors for each set depending on Un. The plots of
figure show the normalized energy and the table gives results.

The main emphasis of the proposed fuzzy reconfiguration technique is to assure
balance between energy consumption and system schedulability. However, mainly it
represents Decision Support System (DSS) for periodic real time applications config-
uration. In order to fulfill our aims, the proposed algorithm starts the iteration 0 with
initial parameters which are the number of cores and the operating frequency (fi =
fmax = 33 MHz). And it calculates normalized energy consumption and total system
utilization Un calculated from the task model.

It begins executing the FIS and it completes the offline system configuration when
the decision or the action ai = (m,f) stays invariant. The number of iterations, needed to

Table 5. Periodic generated sets and power consumption and Intel X86 embedded processor
datasheet [21]

Intel x 86
Parameter Value

Processor types
Number of cores
Processing frequency
Operating voltage
Dynamic Energy Cons.

Intel 86
[1..16]
[16 20 25 33] Mhz
[2.0 2.2 2.4 2.7] V
[13.1 15.4 18.7 22.9] nJ

Simulation system
Task 
Set

Number 
of tasks Un Random genera-

tion method
Set 1 3 0.8 Rand fix sum

Set 2 7 2.79 Rand fix sum

Set 3 10 1.34 Rand fix sum

Set 4 30 24.77 Rand fix sum

Fig. 4. FIS online decision response for Set 2 (Un = 2.79 and it number = 8) – Di = (20,5)
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stabilize the system, depends on real time application utilization value Un. We could
notice that the offline configuration of the most important set (Set 3 with Un = 16.33)
needed 17 iterations which proved that it stabilizes quickly. The system utilization
affects proportionally the number of iterations. The impact of these iterations config-
uration on individual parameters is discussed as bellow: It is obvious that fuzzy
algorithm gives importance to system feasibility rather than optimizing energy con-
sumption. Figure 4 indicates the close loop response in online mode (Table 6).

With every value of m the fuzzy inference looks for the most appropriate operating
frequency which influences directly the energy consumption. It gives an obvious
conclusion about the correlation of the mean energy consumption with the number of
used cores, in one hand, and with the importance of system utilization, in another one.
Initiated at 1, the number of required cores is directly affected with system utilization.
When the operating frequency calculated by the fuzzy system is invariant and the
application stills non schedulable the algorithm raises the number of cores. It could be
noticed that when set of periodic tasks has important utilization factor (Set 4) all cores
are used with maximum operating frequency scaling. The system is then stabilized with
(m = 16 and fi = 33 MHz). Our system is therefore not feasible under this architecture.
The decision support system is mainly responsible of system feasibility guarantee then
it takes care of energy consumption. In another hand, when considering task periodic
Set number 1 with n = 10 and Un = 2.15, the fuzzy reconfiguration system is stabilized
after 8 iterations: In this case the RT-application is schedulable with two processor
m = 4 and energy consumption is optimized when all processors are executed with
fi = 25 MHz.

7 Conclusion

This paper addresses the problem of determining the clock frequency and the number of
active cores that execute periodic applications with time constraints. The solution is a
novel fuzzy inference system (FIS) responsible of the online reconfiguration of
homogenous multiprocessor architecture. We proposed power-aware and schedulability-
aware design methodology to define the FIS parameters and rule base.

Respecting to the state of art, the obtained power models and GEDF schedulability
conditions are plugged in a simulation tool that we developed in python. Our intelligent
methodology was illustrated with study cases that were randomly generated under

Table 6. Offline response

Offline configuration
Final Di Energy saving % Iterations number Schedulable

Set 1(0.8) (2,16) 45% 5 Yes
Set 2 (2.97) (5,20) 33% 8 Yes
Set 3 (2.15) (3,25) 33% 8 Yes
Set 4 (24.5) (16,33) 0% 17 No
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different system charges. The supported architecture is Intel X86 embedded processor
with 16 cores that support DVFS mechanism. The results discussed below showed that
the FIS responded efficiently in offline and online mode. Therefore, it can be concluded
that the proposed reconfigurable fuzzy logic can produce an overall good performance
where there is no need for exhaustive mathematical model. In fact, generic aspect of
FIS is important to simulate different CPU architectures. In fact, the number of
membership functions associated to frequency value can be parameterized depending
on the hardware characteristics. In another side, the proposed configurations optimized
energy consumption and generated no missed deadlines under global EDF when Un is
appropriate. Some configurations were rejected although energy was lower than the
chosen solution because of schedulability issue. However, it will be interesting to study
the effect of cache size and associability on energy consumption. In future work, we
intend to study the effect of offline FIS activations on computation time of the whole
system.
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Abstract. This is the 5th paper in our series of papers on hierarchical learning
for classification. Hierarchical learning for classification is an automated method
of creating hierarchy list of learnt models that are on the one hand capable of
partitioning the training set into equal number of subsets and on the other hand
are also capable of classifying elements of each corresponding subset into
classes of the problem. In this paper, the probabilistic hierarchical learning for
classification has been formalized and presented as a theory. The theory asserts
that the accurate models of complex datasets can be produced through hierar-
chical application of low complexity models. The theory is validated through
experiments on five popular real-world datasets. Generalizing ability of the
theory is also tested. Comparison with the contemporary literature points
towards promising future for this theory. The theory is covered by four postu-
lates, which are carved out elegantly through mathematical formalisms.

Keywords: Hierarchical learning � Probabilistic learning � Set-partitioning

1 Introduction

We have set this introduction to differentiate between hierarchical learning for classi-
fication and hierarchical classification itself. The word hierarchical classification has
been used in numerous contexts therefore, we have designed this introduction in a way
to exclude the irrelevant contexts hierarchically one by one to mark the constrained
field of theory of probabilistic hierarchical leaning for classification.

The theory of probabilistic hierarchical leaning for classification is not about
hierarchical classification analytically done by human beings. The most profound
example of this is the classification of all biological organisms on earth e.g. [1]. The
biological organisms are now classified into eight levels i.e., domains, kingdoms,
phyla, classes, orders, families, genera and lastly into species in that hierarchical order.
This hierarchical classification can be represented through a directed acyclic graph
(DAG) e.g. [2]. While considering DAG representation of biological classes, domains
can be placed at the root node while species can be placed at the leaf node.

The theory of probabilistic hierarchical leaning for classification is not about
hierarchical classification using computational learning methods, where hierarchies are
decided meticulously by humans themselves. The classical example of this is a
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Hierarchical Support Vector Machines (H-SVM) [3]. In these methods hierarchies are
not set by computers but decided prior to start of a computer program. This is done by
merging elements of several classes into one meta-class then applying SVM as a binary
classifier between one class against a meta-class. Then again in the next hierarchy
another class is extracted from the meta-class and SVM is applied to classify between
the newly extracted class against a remaining meta-class. This procedure continues
until meta-class retains elements from only one class of the dataset.

The theory of probabilistic hierarchical leaning for classification is not about
automated generation of meta-classes either. The automated generation of meta-classes
was proposed in 2008 for a handwriting character recognition system [4]. However, to
our understanding creation of a meta-class is an artificial creation of class hierarchy
where the actual classes are flat not hierarchical.

The theory of probabilistic hierarchical leaning for classification is not about
hierarchical classes at all. This theory proposes a model of hierarchical learning even
though classes of the dataset are flat. The model of hierarchical learning consists of
hierarchy of learnt models rather than hierarchy of classes. The model in each hierarchy
is applicable to a subset of the training set created during training in the corresponding
hierarchy. Please note that subset created in a hierarchy doesn’t represent a single class
or a meta-class containing several classes. This is just a subset of the training set
containing some of the elements from various classes. Therefore, this subset doesn’t
represent class hierarchy. This only represents hierarchy of learning where both the
model and its area of influence are learnt altogether [5–8].

One might argue that theory of probabilistic hierarchical learning is similar to
ensemble learning [9] because both contain multiple models. However, this is an
inaccurate assessment. This is because unlike theory of probabilistic hierarchical
learning, models in the ensemble learning are not hierarchically learnt. Furthermore, in
ensemble learning domain of each of the models covers whole training set, whereas in
the theory of probabilistic hierarchical learning sum of domains of all the models is
equal to one training set. Therefore, method based on theory of probabilistic hierar-
chical learning can be much quicker than ensemble learning. Additionally, ensemble
learning consists of averaging error of all the models over the whole training set in
contravention of the theory of probabilistic hierarchical learning where learnt models
are error free in their constrained domains. Finally, models in the ensemble learning are
independent of each other therefore they can be applied simultaneously in parallel.
However, this is not the case with the theory of probabilistic hierarchical learning
where models are actually sub-models of a supermodel in a way that each sub-model is
placed at one hierarchy of the supermodel. Therefore, these models can only be applied
sequentially or hierarchically on their turn to the rest of the unclassified training set but
not applied in parallel to the whole training set.
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This paper is structured as follows. In Sect. 2 the theory addresses the question of
why hierarchical learning in first place? The theory proposes the model of probabilistic
hierarchical learning in Sect. 3. In Sect. 4 the theory sets out the probability of class
membership as a corner stone of hierarchical learning. The alternative methodology for
class membership under specific circumstances is discussed in Sect. 5. The litmus test
of the theory is designed and experimented in Sect. 6. In Sect. 7, generalization ability
of theory is experimented. Comparison of results with the literature is done in Sect. 8.
Finally, in Sect. 9, conclusions are made, and future work is set out.

2 Hierarchical Learning-Why?

This section sets out very premise of the theory i.e., the “Hierarchical Learning”. Why
the hierarchical learning in first place? Response to this question is not very difficult to
formulate. Complex problems require complex solution methodologies. Since we are
classifying the complex datasets, so they require complex solution methodologies.
Such complex methodologies are already present in the literature such as Deep
Learning e.g. [10, 11] and Recurrent Neural Network e.g. [12]. In these methods we
have several hidden layers for training the network. This is because one hidden layer is
not enough to grasp the complexity of the problem. In pursuit of our search we have
two objectives at hand. One objective is reducing complexity of our model and another
objective is increasing its accuracy. Both the objectives are conflicting to each other. As
we try to improve on accuracy, we make our model more complex. Therefore, any low
complexity discriminant model is impossible to classify any meaningful real-world
datasets of practical size. If we try to improve on accuracy with a discriminant model
then we will be introducing more and more mathematical operators, which may end up
in a very complex discriminant containing several mathematical operators and set of
those operators would be very difficult or even impossible to generalize over wide
spectrum of datasets. So, what if we keep our discriminant simply restricted to only
four elementary mathematical operators þ ; �; �& � ? We should not expect from
such a low complexity discriminant to classify the whole dataset. However, we can
expect from such a discriminant that it may classify only a subset of the training set. If
our expectation is reasonable, then this generates an idea. The idea is why not create
multiple low complexity discriminants each for specific subset of the training set? In
this paper, we have explored this idea. After a rigorous experimentation, we came to
conclusion that the only way to materialize such an idea is the development of hier-
archical learning procedure where in each hierarchy a model and its corresponding area
of influence (subset) be learnt simultaneously. This scenario is depicted in Fig. 1.

It can be seen in Fig. 1 that the model M1 divides the training set into subsets S1
and Su1, then Su1 is further divided by model M2 into subsets S2 and Su2 and so on and
finally the model Mn�1 divides the remaining training set into subsets Sn�1 and Sun�1.
The subset Sun�1 turns out to be equal to subset Sn, as no further division of this subset is
needed. This is because it contains the elements belonging to only one class therefore
there is no need of another trained model Mn. The scenario in the Fig. 1 can be
generalised as a hierarchical model as shown in the Eq. 1.
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8i2UHi :

Mi�1 �Mi : Si ! C
U ¼ Sci [ Sui

Sci ¼ [ 1� j� iSj
Sui ¼ [ 1� j� iSj

� �0

8
>><
>>:

ð1Þ

Where

Hi = Hierarchy level i
Mi = Trained Model at hierarchy level i
Si = Subset of training set at hierarchy level i
C = Class set
U = Training Set
Sci = Set of classified samples at hierarchy level i
Sui = Set of unclassified samples at hierarchy level i

The Eq. 1, says that

• at any hierarchy level i, model Mi�1 precedes model Mi, whose domain is subset Si
and codomain is class set C

• at any hierarchy level i, the training set U is the union of classified Sci and
unclassified Sui samples

Fig. 1. Successive bifurcation of training set through hierarchical training of low complexity
nonlinear discriminants.
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• at any hierarchy level i, the classified set Sci is the union of all classified subsets
preceding and including subset i

• at any hierarchy level i, the unclassified set Sui is the complement of the classified
set Sci

It is emphasized that set of classified samples at any hierarchy level can contain
data points from any number of available classes. From the above discussion following
postulate can be formulated.

Postulate 1
High complexity model can be replaced with several low complexity models with
constrained domains of the training set that could be trained one by one hierarchically
until union of all constrained domains covers the whole training set.

3 Hierarchical Learning-How?

Now the question arises how the philosophy of postulate 1 could be materialized? If we
have a close look at the model of hierarchical learning in the Fig. 1, we may start
doubting the applicability of whole theory in first place. This is because it can be seen
in the model in Eq. 1, the trained model in each hierarchy needs to achieve two-
pronged classification in parallel i.e., categorization of elements within the corre-
sponding subset into their original classes and also partitioning the remaining training
set of unclassified elements into two subsets i.e. subset within its domain and subset
outside its domain. There is no doubt as far as ability of model Mi to classify the
elements within the subset Si is concerned. This can normally be achieved using
probability of class membership as shown in relation 2 below.

P jð Þ [ 8k 6¼j P kð Þ ) j 2 Ckf g ð2Þ

The relation 2 says that if the probability of the class membership of element j for
class k is greater than its probability of class membership for each of the classes other
than class k then the element j is the member of class k. This is the fundamental
principle which most of the linear e.g. [13] or nonlinear e.g. [14] discriminants use for
the classification. Now the question arises how the second part of classification could
be achieved in parallel. If we look at objective of second part of classification carefully
then we can make sense of it. Since the second part of classification involves parti-
tioning of elements of training set into two subsets, one within and another outside the
domain of the model Mi, therefore we need to decide which elements are within its
domain. Naturally those elements which obey the relation (2) are within the domain of
the model Mi. Therefore, we slightly modify the probabilistic model of relation 2 for
hierarchical learning as shown in relation (3).

P i; j; kð Þ[ 8h 6¼k P i; j; hð Þ ) j 2 Ck; Sif g ð3Þ

The relation 3 says that for model Mi if the probability of the class membership of
element j for class k, i.e. P i; j; kð Þ is greater than its probability of class membership for
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each of the classes other than class k then the element j is the member of class k (Ck)
and it is also the member of subset i (Si), which is domain of model Mi. The elements
which do not obey the probabilistic model of relation (3) are outside the domain of
model Mi, as shown in relation (4).

P i; j; kð Þ[ 8h 6¼k P i; j; hð Þ ) j 2 Ch; Sif g ð4Þ

The relation 4 says that for model Mi even though the probability of the class
membership of element j for class k is greater than its probability of class membership
for each of the classes other than class k but the element j is not the member of class k,
it is the member of class h instead which is any class other than class k but it is still the
member of subset Si as a misclassified element, which is not desirable. Now the
question arises through which mechanism the hierarchical learning could push element
j out of subset Si or domain of model Mi to avoid its misclassification. To understand
this, we need to define a technical term ‘Highest Misclassifying Margin’ (HMM).
The HMM is the greatest margin by which the model Mi, could misclassify a sample.
The HMM can be calculated through Eq. 5.

Dmax ¼ max 8j 2 Ch; S
u
i

� �
P i; j; kð Þ � max 8h 6¼kP i; j; hð Þ� ���

ð5Þ

From Eq. 5, it can be seen that Dmax (HMM) represents the maximum difference
between the probabilities of wrongly assigned class and the maximum of probabilities
from rest of the classes. Technically, we can incorporate HMM as computed in Eq. 5,
in Eq. 4, to separate element j from subset Si and thus prevent model Mi from mis-
classifying it, as shown in relation 6.

P i; j; kð Þk8h 6¼k P i; j; hð ÞþDmax ) j2Sui ð6Þ

It can be seen from relation 6, that probability of element j for the class k could not
surpass the value on the right-hand side of the relation where Dmax has been added to
probabilities of the rest of the classes. This means element j is pushed out to subset Sui ,
which is not within the domain of model Mi and thus remains unclassified and should
wait for next round of model training for the classification. However, it should be noted
that element j could also be the member of right class Ck if the Dmax was not introduced
in the equation. This means that the Dmax, not only pushes all the potentially mis-
classifying elements out of domain of model Mi but it does also push some of the
potentially correctly classifying elements out of the domain of model Mi. However,
with the introduction of Dmax in the model, it is now confirmed that there will be no
misclassification, either the element j will remain unclassified as in relation 6 or it will
be classified correctly as in relation 7 below.

P i; j; kð Þ[ 8h 6¼k P i; j; hð ÞþDmax ) j 2 Ck; Sif g ð7Þ
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By generalizing the relations (6–7) into one model we get

j 2 Ck; Sif g P i; j; kð Þ[ 8h 6¼kP i; j; hð ÞþDmax

j 2 Sui otherwise

�
ð8Þ

It should be noted that hierarchy i is the last hierarchy iff either Sui ¼ ;f g or
contains members belonging to one class only. We call it a remainder class. In any case
whole training set is classified accurately. It should also be noted that if Sui ¼ ;f g then
Dmax ¼ 0 else Dmax [ 0. This means that there must always be some misclassifying
margin if unclassified set is non-empty. It is emphasized that number of hierarchy
levels is not fixed and entirely depends on the structure of the dataset and domain size
of the models evolved.

Postulate 2
Misclassification of elements can be eliminated completely during hierarchical training
with the incorporation of Highest Misclassifying Margin (HMM) in the fundamental
model of probabilistic class membership, thus rendering the hierarchical training model
error free.

4 Relative Closeness as Measure of Probability of Class
Membership

From the probabilistic model (expression 8) presented in Sect. 3, it can be seen, that
hierarchical learning is largely based on probability of class membership therefore it is
better to call it probabilistic hierarchical learning. The probabilistic hierarchical
learning could only be useful when computation of probability of class membership is
easy, helpful and relevant. Now to understand this we need to think about how can we
compute probability of element j for the membership of class Ck, with respect to model
Mi, i.e., P i; j; kð Þ? It should be computed in a way that supports the probabilistic model
(expression 8) in the objective of classification. In doing so, constraints associated with
the notion of probability as a quantity could also be avoided and we will learn in a
moment what we mean by that. Since the model is very simple therefore, the most
natural way of computation of probability of class membership should be based on the
relative closeness of element/sample to the mean of the class, i.e., closer the sample to
the mean of the class greater should be the probability of its membership of the class.
This can be understood from Eq. 9.

P i;j;kð Þ ¼
l i;jð Þ�c i;k;minð Þ

c i;k;meanð Þ�c i;k;minð Þ
; l i;jð Þ � c i;k;meanð Þ

c i;k;maxð Þ�l i;jð Þ
c i;k;maxð Þ�c i;k;meanð Þ

; otherwise

(
ð9Þ

where

l i;jð Þ = value of sample j according to model Mi

c i;k;minð Þ = estimated minimum value of samples of class Ck according to model Mi

c i;k;maxð Þ = estimated maximum value of samples of class Ck according to model Mi
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c j;k;meanð Þ = estimated mean value of samples of class Ck according to model Mi

The mean value of model Mi of class Ck can be estimated as follows.

c i;k;meanð Þ ¼
P

j2Ck
l i;jð Þ

nk
ð10Þ

where

nk = Number of samples in the training set of class Ck

The maximum and minimum value among samples of class Ck according to model
Mi can be estimated as,

c
i;k;

max
min

	 
 ¼ c i;k;meanð Þ � 3:0	d i;k;sdð Þ ð11Þ

where

d i;k;sdð Þ = estimated standard deviation of samples of class Ck according to modelMi

The standard deviation of samples of class Ck according to model Mi can be
estimated as,

d i;k;sdð Þ ¼
P

j2Ck
l i;jð Þ � c i;k;meanð Þ

� �2

nk
ð12Þ

Now the model from Eqs. 9–12 suggests that the class Ck might have the class
mean farther than the other classes from the sample j to whom it is assigned. This can
be understood from the Fig. 2.

Fig. 2. Principle of relative closeness
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It can be seen from Fig. 2, that dk [ dr, but according to model in Eqs. 9–12 the
sample will be assigned to class Ck instead of class Cr because value of sample j lies
outside the boundary of class Cr but within the boundaries of class Ck . Therefore, even
though value of sample j according to model Mi is closer to mean of the class Cr but it
is assigned to class Ck because it is closer to class Ck in relative terms or in other words
relatively closer to class Ck . However, the measure of relative closeness will only work
well when we have good number of training samples belonging to each class, this is
because it can be seen from Eq. 11 of the model that estimation of minimum and
maximum of the class entirely depend on mean and standard deviation of the class
sample values. These quantities are only meaningful when good number of samples are
present in the training set.

Postulate 3
Relative closeness of sample to the mean of the class can be a useful measure for
computation of probability of class membership when we have good representation of
number of samples for each class in the training set.

5 Distance Inverse as a Measure of Probability of Class
Membership

Now, since this is a hierarchical learning model, which bifurcates training set in each
hierarchy into classified and unclassified samples therefore size of the training set
continues to decrease with each hierarchy. In such a situation in the last hierarchy the
training set may end up with very few samples such that number of samples of some or
all the classes become less than 3. In such a case computation of standard deviation
becomes meaningless and so estimation of minimum and maximum. To deal with this
scenario, the measure of relative closeness is replaced with the measure of distance
inverse. Therefore, Eq. 9 can be modified as Eq. 13 below.

P i;j;kð Þ ¼

l i;jð Þ�c i;k;minð Þ
c i;k;meanð Þ�c i;k;minð Þ

; l i;jð Þ � c i;k;meanð Þ; nk 
 3
c i;k;maxð Þ�l i;jð Þ

c i;k;maxð Þ�c i;k;meanð Þ
; otherwise; nk 
 3

1
dk
; not applicable; otherwise

8
>><
>>:

ð13Þ

where

nk = number of samples in the training set for class Ck

It can be seen from the Eq. 13 that distance inverse measure is introduced when
number of training samples of the class are less than 3. This changes measure of
relative closeness to measure of closeness only or in popular terms measure of nearest
neighbor.

Postulate 4
Closeness of sample to the mean of the class can be a useful measure for computation
of probability of class membership when we have inadequate representation of number
of samples for each class in the training set.

636 Z. Ursani and J. Dicks



6 Litmus Test of the Theory

What is a litmus test that could validate the theory presented above? Expression 8
presents core model of the theory which is linked to postulate 2, which states that the
misclassification can be eliminated completely. This means that learnt models should
be able to accurately classify the training set. Therefore, if we can classify some of the
popular datasets accurately through hierarchical learning of low complexity models,
then this would mean that the basic idea behind the theory is valid. To see that the
theory passes this litmus test we chose some of the popular real-world datasets from the
UCI repository. The details of those datasets are tabulated in Tables 1 and 2. Table 1
gives feature description and Table 2 gives class description of each dataset.

We devised the training method [5–8] based on hierarchical learning theory above
and coded in Microsoft Visual Studio C/C++. Please see details of the parameters and
models learnt during training in our earlier works [5–8]. The program was applied on
the five datasets described in Tables 1 and 2. The training method was applied for 30
simulations on each dataset on different random seeds. The trained models were then
tested back on the same dataset. All the datasets were classified accurately in each
simulation.

Table 1. Feature description for each dataset

S.
Nr.

Dataset Nr. of
features

Feature names

(1) (2) (3) (4)

1 Iris flower 4 f 1: sepal length, f 2: sepal width, f 3: petal length, f 4:
petal width

2 Balance scale 4 f 1: left weight, f 2: left distance, f 3: right weight, f 4:
right distance

3 Car
evaluation

6 f 1: buying cost, f 2: maintenance cost, f 3: number of
doors, f 4: number of seats, f 5: size of lug-boot, f 6: level
of safety

4 Banknote
authentication

4 f 1: variance of wavelet transformed image (WTI), f 2:
skewness of WTI, f 3: curtosis of WTI, f 4: entropy of
image

5 Seeds 7 f 1: area, f 2: perimeter, f 3: compactness, f 4: length of
kernel (k), f 5: width of k, f 6: asymmetry coeff:, f 7:
length of k groove
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7 Generalizing Ability of the Theory

Retrieving accurate models of the complex datasets is an achievement but generalizing
ability of such models should also be investigated. Generalizing ability means how
such models perform on the unseen data or the data on which the model is not trained.
We can devise experiments to test this ability of hierarchical learning. Let us develop
hierarchical models on training sets containing only 50% randomly chosen samples of
the original dataset and then test the model on the rest of the 50% samples on which
they are not trained. The test results on this unseen data will show generalizing ability
of the hierarchical model. To cross validate the models we reverse the roles of the
training set and test set. Such an approach will reduce any statistical bias towards or
against the hierarchical models. Furthermore, repeating this procedure for 30 inde-
pendent runs will show close to average performance of the hierarchical learning
theory. So, these experiments were performed on the same five datasets described in
Sect. 6 and the results are reported in Table 3. In Table 3, column 1 shows serial
number of the dataset, name of the dataset is given in column 2. Average results of 30
simulations are stated in column 3. Column 4 mentions best result in 30 simulations,
column 5 provides percentage of accurate results in 30 simulations. This means the
percentage of number of simulations out of 30 where 100% samples are correctly
classified. Finally, column 6 just informs that whether data normalization procedure has
been applied on the dataset. It can be seen from the results that in all the datasets more
than 90% correct results have been obtained on average.

Table 2. Class description for each dataset

S. Nr. Dataset Nr. of
classes

c1 c2 c3 c4 Total Nr. of
samples

(1) (2) (3) (4) (5) (6) (7) (8)

1 Iris flower 3 Setosa
50

Verginica
50

Versicolour
50

– 150

2 Balance scale 3 Balanced
49

Left tipped
288

Right
tipped
288

– 625

3 Car
evaluation

4 Unacceptable
1210

Acceptable
384

Good
69

Very
good
65

1728

4 Banknote
authentication

2 True
610

False
762

– – 1372

5 Seeds 3 Kama
70

Rosa
70

Canadian
70

– 210
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8 Comparison with State of Art

Now let us see how the results presented in Table 3 compare with the literature. For fair
comparisons we need to compare this scheme with recently published methods that are
applied on all the above datasets. We have chosen three recently published methods
namely Support Vector Machines [15], Decision Trees [16] and random forest [17] that
are applied on all the above five datasets. In Table 4 we compare the results of pro-
posed approach with those methods. In Table 4, column 1 gives bibliographical ref-
erence, columns 2–6 state average results of five datasets. Number of simulations are
mentioned in column 7, column 8 informs about x-validation type and finally size of
the training set is revealed in column 9.

It can be seen from the results that the proposed technique has outsmarted the three
methods on the balance scale dataset with a very wide margin i.e. (99.11%/92.00%/
80.30%/67.10%). The Hierarchical learning has also beaten the other three methods on
the banknote authentication dataset, with smaller margins <1.00%. On the car evalu-
ation dataset, the hierarchical learning has produced much better results than two
methods (93.09%/78.26%/73.70) but little worse than the third method. On the rest of

Table 3. Classification results

S.
Nr.

Dataset Average
results

Best
results

%age of accurate
results

Data
normalization

(1) (2) (3) (4) (5) (6)

1 Iris 92.87% 94% 0.00% No
2 Balance scale 99.11% 100% 3.33% No
3 Car evaluation 93.09% 95.08% 0.00% No
4 Banknote

authentication
99.63% 99.93% 0.00% No

5 Seeds 90.40% 93.33 0.00% Yes

Table 4. Comparison with literature

Ref. Iris Bal.
Scale

Car
Evln.

Bn.
Auth.

Seeds Nr. of
Sim.

x-
valid

Size of
Tr. Set

ID %age %age %age %age %age Int type %age
(1) (2) (3) (4) (5) (6) (7) (8) (9)

[15] 98.00 92.00 78.26 99.12 94.29 5 – 80.00
[16] 92.40 67.10 73.70 90.10 88.70 5 – 75.00
[17] 94.53 80.30 94.70 99.34 93.57 10 10-fld 90.00
Hierarchical
learning

92.87 99.11 93.09 99.63 90.40 30 2-fld 50.00
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the two datasets hierarchical learning has performed better than one of the techniques
but worse than other two. However, it should be noted that hierarchical learning has
used only 50% of the training set while the other three techniques have used 90%, 80%
and 75% of training sets. Keeping this in mind the results produced by hierarchical
learning can be regarded as respectable.

9 Conclusion and Future Work

This paper is fifth in our series of papers on hierarchical learning. This paper proposes
the theory of probabilistic hierarchical learning covering four postulates. The first
postulate says that multiple low complexity models can emulate the effect of high
complexity model, when put together hierarchically. The second postulate says that
chance of misclassification of the sample can be eliminated with smart use of funda-
mental model of probabilistic class membership. The third postulate proposes relative
closeness rather than absolute nearness of sample to the mean of the class as basis for
the probability of class membership. The fourth postulate proposes absolute nearness of
sample to the mean of the class as basis for the probability of class membership in case
of inadequate class representation in the training set. The theory is not only supported
through mathematical analysis but also through experimentation on five popular
classification datasets taken from UCI repository. In doing so, generalization ability of
theory is also tested and compared with state of art showing satisfactory results. For
this theory to work with large spectrum of datasets further theoretical enhancements are
still needed which are currently under investigation.
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Abstract. Nowadays, we note the dominance of the online reviews
which become an essential factor in customers’ decision to purchase a
product or service. Driven by the immense financial profits from reviews,
some corrupt individuals or organizations deliberately post fake reviews
to promote their products or to demote their competitors’ products, try-
ing to mislead or influence customers. Therefore, it is crucial to spot
these spammers in order to detect the deceptive reviews, to protect com-
panies from this harmful action and to ensure the readers confidence. In
this way, we propose a novel approach able to detect spammers and to
accord a spamicity degree to each reviewer relying on some spammers
indicators while handling the uncertainty in the different inputs through
the strength of the belief function theory. Tests are conducted on a real
database from Tripadvisor to evaluate our method performance.

Keywords: Online reviews · Spammers · Fake reviews · Uncertainty ·
Belief function theory

1 Introduction

Online reviews are becoming more prevalent nowadays due to the huge use of
social media, opinion-sharing websites, blogs, forms and merchant websites. Con-
sumers rely heavily up on reviews posted on these websites when making deci-
sions about which products or services to purchase online. However, reviews are
more than just a way for customers to gather information, but also a powerful
source information for companies since positive opinions bring significant finan-
cial gains for business and individuals. Moreover, negative reviews not only cause
financial loss, but also damage the companies’ e-reputation. Unfortunately, all
this gives an important incentive for fake reviews.

So driven by the desire of profit, spammers create fake reviews and posted
them everywhere in order to mislead readers, to influence their decisions and
to manipulate their opinion mining. Opinions spam may be positive to pro-
mote some companies or negative, to their competitive companies, in order to
c© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-22999-3_55
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demote them. These review spamming activities make the products and the ser-
vices identification confusing and complicated. We believe also that more online
reviews are used, more spammers will increase and will post more and more
deceptive reviews. The spammer detection becomes an essential task since it
allows us to stop the appearance of fake opinions. Several methods addressed
this problem [5,9], most of them are graph based approaches. The first study
[14] proposes a heterogeneous graph model with three types of nodes to define
relations between reviewers, reviews, and store. This method used the interrela-
tionship between three based concepts namely; the trustworthiness of reviewers,
the honesty of reviews, and the reliability of stores to generate a ranking list of
suspicious reviews and reviewers. However, its level of precision amounts to 49%
in the fake reviews detection. A similar approach elaborated by authors in [3]
which also used a review graph. This method calculated a suspicion score for
each node in the review graph and then used an iterative algorithm in order to
update these scores based on the graph connectivity. This method has higher
precision with respect of the conformity along the human judgments. The third
graph based approach was elaborated by Akoglu et al. [1], introduced through a
bipartite network. The authors proposed a signed inference algorithm for extend-
ing loopy belief propagation (LBP). The output of this algorithm is a list of users
ranked by score to get clusters with k reviewers and products. This method was
compared to two iterative classifiers, where it succeeded in detecting fraudulent
users and spot their fake product ratings. Lim et al. [6] were the first use behav-
ioral indicators of deceptive reviews to spot spammers. Their proposed method
is based on the behavior scoring technique for ranking reviewers by measuring
the spamming behaviors. The human judgment is used for the evaluation. As a
result, the rating of the target products alternated adequately by removing the
most suspicious reviews. Since then, behavioral indicators have become an impor-
tant basis for spammer detection task. In this way, researchers in [8] proposed a
method to exploit observed reviewing behaviors in order to detect opinion spam-
mers using a Bayesian inference framework. Moreover, authors in [4] developed
an algorithm in order to detect burst patterns in reviews for a specific product.
It generated five new spammer behavior features as indicators to used them in
review spammer detection. Two types of evaluation are performed: supervised
classification and human evaluation. These techniques achieve significant results
thanks to the spammers behavior features. Most of these approaches rely on
different human evaluators and experts to annotate their data evaluation. More-
over, each method is based on various inputs and aspects. All this won’t allow
for a safe comparison in this field. In addition, these techniques exhibit some
weaknesses fundamentally related to their inability to manage the uncertainty
of different reviewers and in reviews information which are often imperfect and
imprecise. Ignoring such uncertainty may deeply affect the detection. That is
why, treating the uncertainty when dealing with the fake reviewers detection
task becomes a widespread interest.

In this paper, we propose a novel method that aims to detect spammers based
on the reviewer behavior characteristics under the belief function framework. It
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is known as a rich tool able to manage several pieces of imperfect information, to
combine them, besides taking into account the reliability in the different sources
providing them, and making decision under uncertainty. Hence, our approach
involves imperfections in the different inputs to spot the spammers and offers
also an uncertain output. This latter represents the spamicity degree according
to each reviewer in order to identify its reliability.

The remainder of the paper is structured as follows: We firstly present the
belief function theory basic fundamentals in Sect. 2. Then, Sect. 3 elucidates our
proposed approach. After that, we discuss the experimental results in Sect. 4.
Finally, a conclusion and some future works are described in Sect. 5.

2 Belief Function Theory

The belief function theory is one of the useful theories that handles uncertain
knowledge. It was introduced by Shafer [10] as a model to represent beliefs. It
is considered as a powerful tool able to deal with uncertainty in different levels
and to manage various types of imperfection.

2.1 Basic Concepts

The frame of discernment Ω is a finite and exhaustive set of different events asso-
ciated with a given problem, such set Ω is also called the universe of discourse,
defined by:

Ω = {ω1, ω2..., ωn} (1)

The power set 2Ω contains all possible hypotheses that formed the union of
events, and the empty set ∅ which represents the conflict, defined by:

2Ω = {A : A ⊆ Ω} (2)

A basic belief assignment (bba) or a belief mass defined as a function from 2Ω

to [0, 1] that represents the degree of belief given to an element A such that:
∑

A⊆Ω

mΩ(A) = 1 (3)

A focal element A is a set of hypotheses with positive mass value mΩ(A) > 0.
Several kinds of bba’s have been proposed [12] in order to express special

situations of uncertainty. Here, we underline some special cases of bba’s:

– The certain bba represents the state of total certainty and it is defined as
follows: mΩ({ωi}) = 1 and ωi ∈ Ω.

– The categorical bba has a unique focal element A different from the frame
of discernment defined by: mΩ(A) = 1, ∀A ⊂ Ω and mΩ(B) = 0, ∀B ⊆ Ω
B �= A.
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– Simple support function: In this case, the bba focal elements are {A,Ω}. A
simple support function is defined as the following equation:

mΩ(X) =

⎧
⎨

⎩

w if X = Ω
1 − w if X = A for some A ⊂ Ω
0 otherwise

(4)

Where A is the focus and w ∈ [0, 1].

2.2 Discounting

The discounting operation [7] allows us to update experts beliefs by taking into
consideration their reliability through the degree of trust (1 − α) given to each
expert with α ∈ [0, 1] is the discount rate.

When, the bba is defined on the set {reliable, not reliable} such that [11]:

m(reliable) = 1 − α and m(not reliable) = α (5)

Accordingly, the discounted bba, noted αmΩ , mΩ becomes:
{

αmΩ(A) = (1 − α)mΩ(A) ∀A ⊂ Ω,
αmΩ(Ω) = α + (1 − α)mΩ(Ω).

(6)

2.3 Combination Rules

Let mΩ
1 and mΩ

2 two bba’s representing two distinct sources of information
defined on the same frame of discernment Ω. Various numbers of combination
rules have been proposed in the framework of belief function. They were intended
to aggregate a set of bba’s in order to get the fused information represented by
one bba. In what follows, we elucidate those related to our approach.

1. Conjunctive rule
It was settled in [13], denoted by ∩© and defined as:

mΩ
1 ∩©mΩ

2 (A) =
∑

B∩C=A

mΩ
1 (B)mΩ

2 (C) (7)

2. Dempster’s rule of combination
This combination rule is a normalized version of the conjunctive rule [2]. This
rule is characterized by a normalization factor denoted by K and it is defined
as:

(mΩ
1 ⊕ mΩ

2 )(A) = K.(m1 ∩©mΩ
2 (A)) (8)

Where
K−1 = 1 − (mΩ

1 .∩©mΩ
2 (∅)) and (mΩ

1 ⊕ mΩ
2 )(∅) = 0 (9)
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2.4 Decision Process

Various solutions have been proposed to choose the most suitable decision for a
given problem under the belief function framework. In this work, we adopt the
pignistic probability proposed by the Transferable Belief Model [13]. Therefore,
it is composed by two level models:

– The credal level where beliefs are defined by bba’s then combined.
– The pignistic level where bba’s are transformed into pignistic probabilities

denoted by BetP and defined as follows:

BetP (B) =
∑

A⊆Ω

|A ∩ B|
|A|

mΩ(A)
(1 − mΩ(∅))

∀ B ∈ Ω (10)

3 Spammers Detection Based on Reviewers’ Behaviors
Under Belief Function Theory

In this section, we elucidate our novel proposed method which deals with dif-
ferent important spammer indicators in an uncertain context through the belief
function theory in order to distinguish between fake reviewers and genuine ones.

Our method relies on the four most important spammer behaviors indicators
namely; the reviewer’s average proliferation, the brust spamicity degree, the
reviews helpfulness and the extreme rating providing by each reviewer.

Besides, we adopt the belief function theory to model uncertainty within
those indicators. Each reviewer Ri will be represented by two mass functions
(bba’s), the first one is to model the reviewer reputation mΩ

RRi
and the second

one is to represent the reviewer helpfulness mRHi
with Ω = {S, S} where S is

spammer and S is non spammer. Our method follows four main steps detailed
in-depth.

3.1 Step 1: Reviewer Reputation

In the spammer review detection field, it has been proved that ordinary reviewers
usually write their comments on several products in almost consistent patterns
during different periods [5]. Generally, the genuine reviewers post their opinion
when they have actually bought new products or used new services. It means
that their reviews depend on the number of tested products or services and are
also steadily given over time interval. However, spammers are excepted to post
a huge number of reviews to limited intended products or services in short time
span, say in two or three days. Consequently, these two indicators can construct
the reviewer reputation.

In this way, we propose to examine the reviewing history for each reviewer
HistRi

defined as the set of all past reviews written by the reviewer Ri for n
discrete products.

The average number of reviews per product is measured through the sum of
different reviews given by each reviewer Ri and divided by the total number of
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reviewed products n. The reviewers average proliferation is calculated through
the following equation:

AvgP (Ri) =
HistRi

n
(11)

If the AvgP (Ri) > 3, we can assume that the reviewer is suspicious to be a
potential spammer since generally ordinary reviewers do not give more than
three reviews per product. The reviewer reputation is then represented by a
certain bba as follows:

mΩ
RRi

({S}) = 1 (12)

Else

mΩ
RRi

({S}) = 1 (13)

Example 1. Let us consider the case of five reviewers, for which we have some
information about their reviewing history, given an overall rating review for a
hotel detailed in the Table 1.
We deal with the Reviewerid = 1
So, we calculate the reviewer’s average proliferation:
AvgP (R1) = HistR1

n = 258
30 = 8.6

Then, we generate the corresponding bba:
AvgP (R1) > 3 ⇒ mΩ

RR1
({S}) = 1

Table 1. Hotel reviews and reviewers information

Review Reviewer id Total number
of reviews

Total number
of product or
services

Number of
Extreme
rating

Number of
helpful
votes

Number of
reviews given in
less than 3 days

5* 1 258 30 208 100 200

4* 2 30 10 8 25 4

3* 3 20 12 0 18 2

5* 4 30 16 22 0 15

4* 8 100 92 10 88 10

Moreover, we propose to verify if the reviews are given in a short time of
interval or are scattered during the reviewing history.

In our method, we fix the time interval to three days and we measure the
brust spamicity degree αi through the sum of the reviews’ number given in less
than three days divided by the total number of reviews by each reviewer denoted
by TNRi as follows:

αi =
Number of reviews given by Ri in less than 3 days

TNRi
. (14)
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Then, we weaken the reviewer reputation bba by each corresponding reliabil-
ity degree (i.e., (1 − αi) or αi) using the discounting operation (Eq. 6) in order
to take into consideration the brust spamicity degree.

This discounted bba αmΩ
RRi

represented the reviewer reputation using the
reviewer’s average proliferation and the brust spamicity which are two important
spammer indicators.

Example 2. We continue with the previous Example 1, we calculate the brust
spamicity degree:
α1 = 200

258 = 0.775
α1 is the reliability degree for S, hence we apply the discounting operation as
follows:
αmΩ

RR1
({S}) = 1 ∗ α1 = 1 ∗ 0.775 = 0.775

αmΩ
RR1

(Ω) = (1 − α1) + α1 ∗ 0 = 0.225

3.2 Step 2: Reviewer Helpfulness

The reviewer helpfulness is an important indicator to spot spammers. For this
reason, we propose to verify if the reviewer post helpful reviews or unhelpful
ones in order to mislead readers. Accordingly, we propose to use the Number of
Helpful Reviews (NHR) to indicate the helpful ones associated to each reviewer.

Therefore, if (NHRi = 0), the reviewer is suspicious to be spammer, thus we
model the reviewer helpfulness by a certain bba:

mΩ
RHi

({S}) = 1 (15)

Else

mΩ
RHi

({S}) = 1 (16)

We propose to penalize the reviewer helpfulness mass by considering the non
helpfulness degree for each reviewer Ri denoted by βi.

So, we propose this discounting factor as follows:

βi =
TNRi − NHRi

TNRi
(17)

Then, we use the discounting operation in order to update the bba into a simple
support function βmΩ

RHi
. Thus, we take into consideration the helpfulness degree.

Generally, customers are not totally satisfied by their consumed products or
tested services. Therefore, the innocent reviewer will not usually post extreme
rating. However, most spammers perpetually resort to extreme ratings [8], either
highest (5*) or lowest (1*), in order to achieve their goal of rapidly raising or
bringing down, respectively, the mean score of a product.

When the reviewer had a lot of helpful reviews but they are full of extreme
rating, his chances of being genuine reviewer certainly decrease.
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In order to take this fact into account, we calculate the extreme rating degree
denoted γi, corresponding to each reviewer Ri, which is considered as the dis-
counting factor calculated by the number of the extreme rating divided by the
total number of reviews given by each reviewer TNRi as the following equation:

γi =
NERi

TNRi
(18)

Where, NERi is the extreme reviews’ number (i.e., NERi ∈ {1, 5}) given by
each reviewer Ri.

Then, each simple support function represented the reviewer helpfulness
βmΩ

RHi
is weakened again by its relative reliability degree (i.e., (1 − γi) or γi)

through the discounting operation.
Thus, this discounted βγmΩ

RHi
modeled the reviewer helpfulness based on

both the reviewer helpfulness degree and extreme ranting.

Example 3. Let us consider the same Example 1:

– The reviewer helpfulness bba corresponding to R1 is generated as follows:
Number of helpful reviews = 100 > 0 ⇒ mΩ

RH1
({S}) = 1

– Then, we calculate the corresponding helpfulness degree:
β1 = 258−100

258 = 0.612
– β1 is the discounting factor S and its reliability degree is (1 − β1). So, we

apply the discounting operation as follows:
βmΩ

RH1
({S}) = 1 ∗ (1 − β1) = 0.388

βmΩ
RH1

(Ω) = β1 + (1 − β1) ∗ 0 = 0.612
– After that, we calculate the extreme rating degree for R1:

γ1 = 208
258 = 0.806

– γ1 is the discounting factor S and its reliability degree is (1 − γ1). So, we
reapply the discounting operation as follows:
γβmΩ

RH1
({S}) = 0.388 ∗ (1 − γ1) = 0.388 ∗ (1 − 0.806) = 0.075.

γβmΩ
RH1

(Ω) = γ1 + (1 − γ1) ∗ 0.612 = 0.925.

3.3 Step 3: Modeling the Whole Reviewer Trustworthiness

In the interest of representing the whole trustworthiness for each reviewer, we
aggregate the reviewer bba’s reputation αmΩ

RRi
with his helpfulness bba βγmΩ

RHi

using the Dempster combination rule (i.e, mΩ
RTi

=α mΩ
RRi

⊕β γmΩ
RHi

).
The output of this aggregation is a combined bba mΩ

RTi
that represents the

whole trustworthiness for each reviewer.

Example 4. Once the bba’s representing both the R1 reputation and helpfulness,
calculated in the previous example, are combined we obtain the following bba:
mΩ

RT1
({S}) = 0.761

mΩ
RT1

({S}) = 0.018
mΩ

RT1
(Ω) = 0.221
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3.4 Step 4: According Spamicity Degree and Making Decision

In order to accord a spamicity degree to each reviewer, we resort the pignistic
probability BetP . Then, the decision is made either the author is a spammer or
innocent as we select the BetP with the greater value as the final decision.

Example 5. After applying the pignistic probability on the bba calculated in the
previous Example 4 and, we found:
BetP ({S}) = 0.872
BetP ({S}) = 0.128
The reviewer R1 is a spammer with a spamicity degree equal to 0.872.

4 Experimentation and Results

The evaluation in spam reviews detection problem has been always a significant
barrier, due to the absence of true real world growth data. A common alternative,
used by various previous works, is using human evaluators and experts in order to
label the dataset. However, the human judgement may provide varying verdicts
due to the variability in perception and tolerance without forgetting the human
subjectivity.

In this paper, we conducted experiments on real dataset then we propose to
validate our method behavior by analyzing some results.

4.1 Evaluation Protocol

Dataset Description
In order to evaluate our method, we used a real world dataset extracted from
Tripadvisor which is composed by 6200 reviews given by 1420 reviewers. The
dataset contains; the reviews, the reviewed restaurants or hotels and the review-
ing historic corresponding to each reviewer which is detailed in the Table 2.

Table 2. Example of reviewer history

The reviewer id

Total number of reviewed restaurants and hotels

Total number of reviews

The review rating

The review time

Number of helpful ratings

We propose to label our database through one of the most used clustering
method K-means where K = 2 in order to divide it into two classes; spammer
and non spammer, relying on some important features used in the literature [4]
such as:
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– Duplicate/Near Duplicate Reviews
– Extreme Rating
– Reviewing Burstiness
– The helpfulness degree
– The average mean rating given by each reviewer

Evaluation Criteria
We evaluate our method according to the three following criteria: Accuracy,
precision and recall and they can be defined as Eqs. 19, 20, 21 respectively where
TP , TN , FP , FN denote True Positive, True Negative, False Positive and False
Negative respectively.

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(19)

Precision =
TP

(TP + FN)
(20)

Recall =
TP

(TP + FN)
(21)

Experimental Results
Our method distinguishes between 229 spammers and 1266 genuine reviewers.
We propose to compare it with state-of-art baselines classifier; the Support Vec-
tor Machine (SVM) and the Naive Bayes (NB) [5,8,14]. The results are reported
in the Table 3.

Table 3. Comparative results

Methods Accuracy Precision Recall

SVM 0.72 0.71 0.70

NB 0.67 0.64 0.59

Our method 0.98 0.96 0.94

Our approach accomplishes the best performance according to accuracy, pre-
cision and recall over-passing state-of-art methods. It records at best an accuracy
improvement over 30% compared to NB and over 26% compared to SVM.

4.2 Method Behavior Validation

In order to analyze our results, we randomly pick a set of ten reviewers from
our Tripadvisor dataset. Table 4 details the reviewers information and presents
the results generated by our approach. Our method classifies each reviewer as
spammer or innocent by according a spamicity degree to each one.

The reviewerid = 21012Z is detected as a spammer with a high spamic-
ity degree (i.e., 0.91) since he gives various non helpful reviews to some target
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products in short time interval including a lot of extreme rating in order to
over-qualify or to damage them. However, the reviewerid = 10001E is classi-
fied as innocent with a very low spamicity degree as his reviews contain vari-
ous helpful ones and few extreme rating. Moreover, they are spread along the
reviewing time interval and each one is given to only one product. Taking also
the reviewerid = 10012B, almost this one is judged as innocent, he has a high
spamicity degree (i.e., 0.47) because most of his reviews are given in less than
three days including also some extreme rating, however we can not classified as
spammer since he also has several helpful vote and he gives average less than
two reviews per product.

Our method can be used in several fields by different reviews websites. In
fact, these websites must block the detected spammers in order to stop the
appearance of the fake reviews. Moreover and thanks to our uncertain output,
they can control the behavior of the innocent ones with a high spamicity degree
to prevent their tendency to turn into spammers.

Table 4. Reviewers information and results

Reviewer idTotal

number of

reviews

Total number

of product or

services

Number of

Extreme

rating

Number of

helpful vote

Number of

reviews given in

less than 3 days

Decision Spamicity

degree

10012D 258 30 208 100 100 Spammer0.87

10013D 30 10 8 25 4 Innocent 0.02

10021D 20 12 0 18 2 Innocent 0.11

10010A 30 16 22 0 15 Spammer0.68

10012B 16 12 6 10 9 Innocent 0.47

20012D 40 30 5 32 5 Innocent 0.02

18012B 30 3 25 0 28 Spammer0.99

21012Z 60 5 20 2 50 Spammer0.91

10412E 100 92 10 88 10 Innocent 0.01

10001E 150 150 10 120 15 Innocent 0.01

5 Conclusion

In this work, we addressed the spammer review detection problem and proposed a
novel approach that manages the uncertainty while using the spammer behavior
indicators. Our method shows its ability in distinguishing between fake and
innocent reviewers while tuning a spamicity degree for each one. As future work,
we aim to improve even more our detection by taking into account the semantic
aspects through the analysis of the reviews contents.
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Abstract. Reinforcement Learning has achieved an exceptional performance in
the last decade, yet its application to robotics and control remains a field for deeper
investigation due to potential challenges. These include high-dimensional con-
tinuous state and action spaces, as well as complicated system dynamics and
constraints in robotic settings. In this paper, we demonstrate a pioneering exper-
iment in applying an existing model-based RL framework, PILCO, to the problem
of time-optimal control. At first, the algorithm models the system dynamics with
Gaussian Processes, successfully reducing the effect of model biases. Then, policy
evaluation is done through iterated prediction with Gaussian posteriors and
deterministic approximate inference. Finally, analytic gradients are used for policy
improvement. A simulation and an experiment of an autonomous car completing a
rest-to-rest linear locomotion is documented. Time-optimality and data efficiency
of the task are shown in the simulation results, and learning under real-world
circumstances is proved possible with our methodology.

Keywords: Model-based reinforcement learning � Time-optimal control �
Robotics

1 Introduction

Reinforcement Learning (RL) has become one of the promising approaches to Optimal
Control Problems. With the robot modelled as a reward-maximizing agent and the
desired behavior expressed as a utility function, it is possible to train the robot for an
optimal sequence of actions through its interactions with the environment. Nonetheless,
factors such as high-dimensional continuous state and action spaces, as well as com-
plicated system dynamics and nonlinear constraints in robotic settings have increased
the difficulty of the problems.

In this paper, we demonstrate applying an existing model-based policy search
algorithm, Probabilistic Inference for Learning Control (PILCO) [1], to a Time-Optimal
Control Problem, and confront the aforementioned challenges to a certain extent. The
method employs non-parametric Gaussian Processes (GP) for probabilistic dynamics
modelling. It then uses approximate inference for system predictions and policy eval-
uation. Finally, policy improvement is made with analytic policy gradients. A simula-
tion and an experiment of an autonomous car driving along a linear path are performed.
The task of the vehicle is to complete a rest-to-rest linear locomotion in the shortest time.
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It is shown in the results that the car successfully accomplishes the trajectory with a
single switching velocity profile under control constraints, while keeping the advantage
of data efficiency.

The remainder of the article is structured as follows: In Sect. 2 we give an brief
overview of the related work. The key elements of the PILCO algorithm is elaborated
in Sect. 3, including dynamics modelling, trajectory prediction, policy evaluation and
policy improvement. This is followed by the simulation and experiment results in
Sect. 4. Lastly, we conclude with final remarks in Sect. 5.

2 Related Work

The conventional approaches to TOCP, including Dynamic Programing [2], Convex
Optimization [3], and Numerical Integration [4, 5], have been found in applications
including manipulators, nonholonomic vehicles, bipedal humanoids. Nonetheless, in
most cases, the system dynamics are derived through non-trivial mathematics and
physics equations, often still compromised with assumptions which are too simplistic.

The issue of oversimplicity, however, is likely to be alleviated with the advents of
RL frameworks, especially the model-based family. These approaches reformulate the
problem as a Markov Decision Process for the autonomous agent, which maximizes the
long-term rewards and needs no pre-programmed transition dynamics beforehand. The
employment of a model of the agent-environment interactions creates an internal
simulation during learning process and reduces physical engagement substantially,
decreasing potential hazards and mechanical wear of robots.

There have been a surging number of researches related to model-based RL over
the past decade. Despite its faster convergence over the model-free frameworks, a
severe issue is that system-modelling biases greatly affect the learning performance.
Among the modelling techniques such as Receptive Field Weighted Regression
(RFWR) and Expectation Maximization (EM), GP is the state-of-the-art practice that
achieves the highest accuracy and data efficiency [6]. In contrast to other probabilistic
models that maintain a distribution over random variables, GP builds one over func-
tions. Therefore, it has no prior assumption on the function mapping current states and
actions towards future states. The fact makes it an effective tool, and is also the reason
why we have implemented it. Eventually, having attained the dynamics model, the
solution to a RL problem is typically derived from two classes of approaches, namely
Value Function and Policy Search [6].

3 Methodology

In this paper, we conveniently adopt the PILCO framework, summarized in Algorithm
1, and apply it to the simulation task with some adjustments [1]. It is proposed by
Deisenroth et al., and has reached unprecedented performance in benchmark tasks such
as the inverted pendulum and the cart-pole swing-up.
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Algorithm 1 PILCO
1: Define parametrized policy:
2: Initialize policy parameters randomly
3: Execute system and record data
4: repeat
5:     Learn system dynamics model with GP
6:     Predict system trajectories 
7:     Evaluate policy: 
8:    Update policy parameters by gradients 
9:     Execute system and record data

10: until task completed

Inherent from the characteristics of model-based methods, PILCO exploits the
advantage of extracting useful information from observations more efficiently than the
model-free approaches. Specifically, PILCO adopts GP probabilistic modelling and
inferencing to learn the transition dynamics. Therefore, it effectively handles the input
uncertainties and reduces the effect of model errors, eliminating the common drawback
of model-based frameworks. It then employs policy search for planning and uses
analytic gradients of closed form solutions for optimization. The four core elements of
the framework, namely dynamics modelling, trajectory prediction, policy evaluation
and policy optimization, are illustrated in this section.

3.1 Dynamics Modelling

GP is chosen to model the latent dynamics function in PILCO considering its resistance
against overfitting bias and ability to learn complex systems (Algorithm 1, line 5). The
training inputs are the state-action tuples, ~xt ¼ ½xt ut�T 2 R

DþF , and the targets are the
differences between consecutive states, Dt ¼ xtþ 1 � xt 2 R

D.
In this paper, a zero-mean function m � 0 is employed and a squared exponential

covariance function is defined as:

k ~xi;~xj
� � ¼ r2f exp � 1

2
~xi � ~xj
� �T

K�1 ~xi � ~xj
� �� �

; ð1Þ

with variance of the function r2f and K :¼ diag l21; l
2
2; . . .; l

2
DþF

� �� �
depending on the

length scales.
With n training samples ~X ¼ ~x1; . . .~xn½ � and y ¼ ½D1; . . .;Dn�, the posterior GP

hyper-parameters are learned through evidence maximization and describes a one-step
prediction model:

p Xtþ 1jXt;Utð Þ ¼ N ðXtþ 1jltþ 1;
X

tþ 1
Þ; ð2Þ
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ltþ 1 ¼ Xt þEf ½Dt�; ð3Þ
X

tþ 1
¼ varf ½Dt�; ð4Þ

where capitals represent random variables.

3.2 Trajectory Prediction

For policy evaluation, PILCO first predicts long-term system trajectories with the learnt
transition dynamics (Algorithm 1, line 6). To such end, the one-step prediction process
is cascaded from X0 to X1, X1 to X2, and up to XT , forming a distribution over the
system trajectories. This distribution is assumed Gaussian, p Xtþ 1ð Þ�N ltþ 1;Rtþ 1

� �
,

and subsequently approximated by moment matching or linearization of the posterior
mean function for further computation in policy evaluation.

ltþ 1 ¼ lt þ lD; ð5Þ
X

tþ 1
¼ Rt þRD þ cov xt;Dtþ 1½ � þ cov½Dtþ 1; xt�; ð6Þ

cov xt;Dtþ 1½ � ¼ cov xt; ut½ �R�1
u cov ut;Dtþ 1½ �: ð7Þ

3.3 Policy Evaluation

Having retrieved the predictive trajectories, it remains computing the expected long-
term cost. PILCO applies the cost function (8) to state distributions at each time step.

J hð Þ ¼
XT

t¼0
ctEX ½costðXtÞjh� ð8Þ

E cost Xtð Þjh½ � ¼ Z
costðXtÞN ðXtjlt;

X
t
ÞdXt ð9Þ

T is the entire experience time in each episode and c is the decaying ratio. A saturating
cost function (10) is applied for its integrability in (9). It is roughly quadratic around
the target state yet smooths out at unity in distant states, which avoids the pitfall of
quadratic functions penalizing too heavily the far-off states. We utilize the Euclidean
distance from the current state to the target state, and tune the cost width with rc.

cost Xð Þ ¼ 1� exp � 1
2r2c

dist X; xtarget
� �2� �

2 ½0; 1� ð10Þ

With the combination of (8) and (10), a goal-reaching time t
0
is to be minimized

throughout the learning task. This is guaranteed as the algorithm converges to the
global optimum because the time-accumulated sum in (8) forces the immediate cost in
(10), the distance between the target and current state, to reduce as fast as possible.
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3.4 Policy Optimization

The policy is improved episodically through the gradient information of J hð Þ (Algo-
rithm 1, line 8). For analytical tractability, it is required that the expected cost in (9) is
differentiable about the state distribution moments, and that the moments of the control
distribution are differentiable about the policy parameters h. Thorough computation of
the gradients dJp hð Þ=dh, which involves several applications of chain rule, is docu-
mented in [1]. Finally, thanks to the analytic expressions of the gradients, any standard
gradient-based optimization method such as CG or BFGS can be implemented to
search for the set of optimal parameters h, which minimizes the total cost Jp hð Þ.

4 Results and Discussions

The task of interest in this paper is to drive an autonomous car along a linear path and
produce a rest-to-rest time-optimal trajectory. We first run a simulation on a laptop with
Intel i7 core and 16 GB RAM, and then have a real-world experiment with an inex-
pensive robotic car.

4.1 Simulation

Settings. The simulated car has a horizontal length of 30 cm and a mass of 0.5 kg. It
starts from the origin in the beginning of every episode, and its goal is to reach the
destination without overshooting in the minimum time. The straight-line distance from
the origin to the destination is 5 m, and a friction coefficient of 0.1 N=m=s is assumed
between the surface and the car. In addition, in order to mimic a real vehicle, there is a
boundary of �4 m=s2 on the acceleration control (Fig. 1).

The agent has no prior knowledge of the domain, and is allowed to interact with the
environment for 4 s during each episode (Algorithm 1, line 3/9). We adopt a nonlinear
RBF controller as suggested in [1], given as follows:

p x; hð Þ ¼
Xn

i¼1
wi/iðxÞ ð11Þ

/i xð Þ ¼ expð� 1
2

x� lið ÞTK�1 x� lið ÞÞ ð12Þ

where n is chosen to be 100, and h ¼ fwi;K; lig 2 R
403.

Fig. 1. A side-view of the experiment setup. The black box depicting the car starts from the
origin (the green star) and targets at the destination (the red star). (Color figure online)
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A total of 16 episodes (including the initial random policy) are executed, each of
which is sampled at a frequency of 40 Hz. The entire process is governed by the given
model in (13) for simulation.

_x tð Þ ¼ 0 1
0 �b

m

� 	
x tð Þþ 0

1
m

� 	
u tð Þ ð13Þ

where b is the friction coefficient, m is the mass of car, x tð Þ ¼ ½position velocity�T and
u tð Þ ¼ acceleration.

Results. The simulation data is recorded and explained below.
Figure 2 shows the learning outcome at the final episode, illustrating a time-optimal

rest-to-rest linear locomotion. Under the control constraints, the car accelerates and
decelerates at its maximum. The velocity profile forms a triangle with one switching
point as expected from the classical NI approach.

We further investigate the efficiency of the algorithm. As shown in Fig. 3, the agent
reaches the destination within 2 episodes, producing practically a time-optimal tra-
jectory. The first trajectory is randomly generated, and runs towards the opposite
direction of the destination. The rest of the trajectories are relatively identical across the
second episode to the last one. The same implication has been drawn from Fig. 4. In
the first episode, the total cost is 40 on account of the unity saturating function, yet it is
soon reduced down at the second episode and remains at its lowest throughout the task.

4.2 Experiment

Aside from simulating on the laptop, we implement the algorithm onto an inexpensive
Raspberry Pi-controlled car, AlphaBot, as shown in Fig. 5.

Fig. 3. Position state at vari-
ous episode.

Fig. 2. Outcome of the sim-
ulation.

Fig. 4. Simulated total cost
against episodes.
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Configuration. We use the same RBF controller as that in the simulation, and we need
not to specify the vehicle parameters nor the system ODE. Instead, these are learnt
through the Gaussian Processes.

The small car is designated to begin its route at a distance of 180 cm from the wall
and end at 50 cm. It is equipped with photo interrupters and ultrasonic sensors for state
measurements. The control signal generated from the RL algorithm ranges from –2 to
2, and is translated into change rate of duty cycles of the motor PWM signal on board.

Results. Figure 6 is the learning outcome of the real-world experiment. It is observed
that the vehicle accomplishes nearly a time-optimal path as desired. It accelerates at the
maximum over the first half of the path, and decelerates over the second half. The
velocity limit stems from the electronic voltage constraints on the robot, and therefore
is not directly handled by the robot control signal. The end position, despite having no
overshooting and fluctuation, is slightly off the targeted 50 cm because of model errors
and sensor inaccuracies. The convergence process is illustrated in Figs. 7 and 8. In
Fig. 7, immediate cost at every time step in various episodes are plotted, showing the
learning process and the destination arrival time being minimized. In Fig. 8, the total
cost starts from 40 in the beginning of the task for the saturating cost function. It
reaches its lowest at the seventh episode with a total experience time of 28 s, which is
considered still a very efficient learning process.

Fig. 5. Block diagram of the experiment.

Fig. 6. Outcome of the exp-
eriment.

Fig. 7. Immediate cost in dif-
ferent episodes.

Fig. 8. Experimental total cost
against episode
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4.3 Discussions

We analyze and discuss the results in this section.

PILCO Algorithm. With probabilistic dynamics modelling, the system uncertainty is
explicitly handled in policy planning. The benefit makes the algorithm perform effi-
ciently in learning and control tasks. However, it is also observed that sometimes the
algorithm is stuck in local optimum. In spite of the natural exploitation-exploration
characteristics of the saturating cost function, the resulting policy is not guaranteed to
be globally optimal since the optimization problem is not always convex [7].

Differences Between Simulation and Experiment. Successful trials have been pro-
duced in both the simulation and experiment, yet there are two noteworthy differences.
First, the convergence in the simulation is faster. This is believed to be caused by the
relatively complicated circumstances in the real world, where factors such as sensor
noises,motor disturbances and environment uncertainties densely exist. Second, although
the system is described by simple Newtonian dynamics in our simulation case, this is not
the same in the experiment. Thementioned factors and the electronic voltage bounds pose
some extent of nonlinearities to the actual system and affect the complexity of the task.

Time Optimality. The time optimality of the task is inherent from the fact that PILCO
evaluates the policy over the entire planning horizon. Such property together with the
Euclidean distance used in the cost function implicitly forces the agent to arrive at its
goal as fast as possible so as to deliver a lower total cost. It is believed that the feature
can be generalized to tasks with similar objectives and settings.

Constraints. PILCO enforces control constraints directly through a squashing func-
tion applied on the policy. In general, the method serves well for hard constraint
boundaries on controls, which is implemented in our case. However, such handling
might cause inaccurate predictions around the constraint boundaries [8]. Moreover,
apart from hard control boundaries, robotic systems often confront nonlinear state and
control constraints. PILCO is not able to meet this type of system requirements also
because it looks at the full horizon for policy evaluation. It tends to compromise and
balance out the costs generated from the target state and the penalties given for vio-
lating the constraints. A few trials are carried out to implement a maximum velocity on
the autonomous vehicle through some tuning on the cost function, but in vain. The
results indicate that the framework fails to manage such constraints neatly.

5 Conclusion

We have demonstrated a primitive attempt to utilize a model-based policy search
framework, PILCO, to a time-optimal control problem in the presence of hard control
constraints. A simulation and a real-world experiment of an autonomous car driving
along a linear path is illustrated. Time-optimality and data efficiency of the task have
been shown in the results.

There are several directions open for future research. First, the task in this paper has
a low dimension of state and control spaces. The framework is to be examined in
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projects with larger scales. Second, the algorithm now performs policy evaluation and
optimization offline. It is crucial for future approaches to take these online since most
applications encourage real-time operation. Third, time-optimality is forced by the
long-term saturating cost in our experiment. It is suggested that future studies inspect
the possibility of incorporating Pontryagin Maximum Principle into policy learning,
thereby delivering a principled method with more theoretical supports. Lastly, non-
linear state and control constraints are to be considered in future work. One potential
framework is to extend the predicted system trajectory in PILCO into Model Predictive
Control and utilize Sequential Quadratic Programming to satisfy the constraints.

Acknowledgement. We acknowledge Dr. Marc Peter Deisenroth for his kind help when
implementing the PILCO algorithm in our project. His advice on system constraints handling was
very useful to us.
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Abstract. Flexible gripping mechanisms are advantageous for robots
when dealing with dynamic environments due to their compliance. How-
ever, a major obstacle to using commercially-available flexible fingers is
the lack of appropriate feedback sensors. In this paper, we propose a
novel integration of flexible fingers with commercial off-the-shelf proxim-
ity sensors. This integrated system enables us to perform non-interfering
measurements of even minor deformations in the flexible fingers and con-
sequently deduce information about grasped objects without the need of
advanced fabrication methods. Our experiments have demonstrated that
the sensor is capable of robustly detecting grasps on most test objects
with an accuracy of 100% without false positives by relying on simple,
yet powerful signal processing and can detect deformations of less than
0.03 mm. In addition, the sensor detects objects that are slipping through
the flexible fingers.

Keywords: Robotics · Force and tactile sensing · Flexible robots

1 Introduction

The recent trend in rapid prototyping due to new and low-cost manufacturing
methods like 3D printing or various methods of molding has fostered research
in soft and flexible robotics. Due to their intrinsic ability to adapt to their
environment, soft robot fingers promise better results in grasping. For the same
reason, they can better handle uncertainties during grasping tasks. Consequently,
robots require less elaborate models of their environment or the grasping process
as such [1].

However, it is still an open research question how the state of such flexible
fingers can be estimated with appropriate sensors. In this paper, we address this
question in the context of robotics competitions, in particular RoboCup@Work
and RoCKIn@Work. Here, frequently a KUKA youBot robot is employed where
we have added off-the-shelf, soft parallel adaptive gripper fingers by Festo (see
Fig. 1) in various scenarios, involving the grasping and transportation of different
industrial objects. In our “näıve” setup we observed the following failure cases
related to grasping: (i) During grasping, the fingers collided with and exerted
c© Springer Nature Switzerland AG 2019
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Fig. 1. Flexible fingers without sensors while grasping an object. The fingers’ defor-
mation is clearly visible. Each finger consists of two flexible bands that meet at the top
to form a triangular shape and four horizontal ribs.

too much force on the environment. This prevented the fingers from closing
properly. (ii) While reaching towards the object, the gripper completely missed
the object. (iii) In the third case, the object slipped from the robot’s fingers
while it was transporting the object to the goal location. Due to the lack of
appropriate feedback the robot was unable to detect any of those failures and
failed to perform the overall process of transporting and placing the object.
Therefore, to improve the robustness of manipulation it is important to detect
at least the state of a grasp.

In this paper, we identify and evaluate a sensor (see Fig. 2) that is able to
detect failures as those outlined above in our manipulator setup with flexible
fingers. To summarize, the main contributions of this paper is the identification
of an appropriate sensor (see Fig. 2) that is low-cost, both, in terms of hardware
and integration process and the integration of that sensor into a real-world
robot and its application to grasp detection and slip detection.

2 Related Work

The sensor integration into soft and flexible robotic hands aims at improving
the grasping process via the estimation of, for example, (i) the finger state,
including finger-object contact points; (ii) forces applied by the fingers; or (iii)
the detection of objects slipping from the fingers. Many approaches rely on the
attachment of external sensors or the design and fabrication of custom soft hands
with embedded sensors [2].

Tactile sensing for soft robotic hands is quite versatile, as almost all
approaches involve the design of custom sensors. Frequently, those approaches
use custom molding processes and measure the force in the fingers [1,3]. In
non-contact situations proximity sensors are employed in addition to the tactile
sensor [4,5]. Along with predicting the position of the object, vision sensors can
also detect slip or provide haptic feedback, for example, by deriving a force from
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the deformation observed at the fingertip [6]. Some approaches use mold bend
sensors in the flexible fingers for estimating the state of the finger [2,7].

3 Approach

We take the related work as the basis for selecting an appropriate sensor for our
use case. Moreover, the following non-functional requirements are considered for
the sensor selection.

R1: Low-cost. The sensor as such should be inexpensive and should only
impose little additional computational burden on the robot’s host computer.
R2: Non-interference. The sensor should not exert forces on the fingers
and interfere with the grasping process.
R3: Easy integration. We want to avoid special fabrication techniques
which may be expensive or require expert knowledge of the involved
procedures.

Afterwards, we provide further details about the sensor and, finally, we
describe how this sensor is integrated into both, the flexible fingers and the
manipulation architecture.

3.1 Sensor Selection

Tactile sensors always must be molded into flexible material such as polymers
and need custom fabrication and integration of sensors into the production of
flexible hands, we exclude those types of sensors (R3). Bend sensors have to
be rigidly attached either to the palmal or dorsal surfaces of the fingers. This
exerts additional forces on the fingers, impeding the grasping process. Hence, we
exclude those sensors (R2). Robots already feature different vision sensors for
object recognition or pose estimation, which may be re-purposed for gathering
information about grasped objects. This may interfere with the cameras’ primary
objectives (R2). Moreover, additional vision sensors require more computational
power to process RGB or RGB-D data and are therefore excluded.

On the other hand, proximity sensors are low cost (R1), can be mounted
such that they do not interfere with the grasping process of the robot (R2) and
without requiring any special fabrication technique for the mounting (R3). A
proximity sensor measures the gripper deformation due to an external force from
which we can infer information about the grasp state and the grasped object.
Hence, we decide to choose a proximity sensor. Given the setup in our use case,
we identify the VCNL4010 [8] (see Fig. 2) sensor as the most suitable since,
according, to the specifications in the datasheet its measurement range aligns
with the distance between the fingers’ base and the lowest rib.

As shown in the circuit diagram in Fig. 3 the VCNL4010 integrates a proxim-
ity sensor consisting of an infrared LED and a photo PIN diode with an ambient
light sensor (another photo PIN diode). According to the manual the measure-
ment range reaches from 0.1 mm up to 200 mm, whereas the sensitivity peaks
between 1 mm and 2 mm. Further details are given in [8].
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Fig. 2. The breakout board with
VCNL4010 distance sensor in center

Fig. 3. Circuit diagram of the VCNL4010
sensor [8]

Fig. 4. The overall setup showing the distance measured by the sensors

3.2 Integration into Hardware Architecture

We add one sensor to the lowest compartment of each finger as depicted in Fig. 4.
The choice of this location is twofold. Firstly, the gripper’s base is a rigid surface,
therefore enabling simple mounting of the sensor without interfering with the
finger’s flexibility. Secondly, this mounting location ensures the sensor’s safety
by preventing it from getting jammed between the flexible finger elements. A
grasped object causes the ribs in the fingers to bend inwards reducing their
distances from the mounted sensors (cf. Fig. 1) and, consequently, results in a
change of the measured signal.

3.3 Integration into Manipulation Architecture

Our grasping strategy is realized by the following, fairly common, four-step pro-
cedure: (i) move the arm to a pre-grasp configuration; (ii) reach towards the
object; (iii)close the gripper; (iv) lift the object by moving the arm to a post-
grasp configuration.

We exploit the grasping procedure as prior knowledge for the clever evalua-
tion of the sensor signal. This allows us to detect grasps by simple, yet powerful
signal processing approaches, consisting of a moving average filter, an automatic
online calibration procedure and signal thresholding.
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Fig. 5. Effect of temperature change on
the sensor

Fig. 6. Effect of light intensity change
on the sensor

For the online calibration, we command the robot to close its gripper during
the motion to the pre-grasp configuration. Since we know that the gripper is
empty, this allows us to store the current sensor readings associated with an
empty gripper as a distance reference value. Then, after the arm has moved
to the post-grasp configuration, we compare the reference value for the empty
gripper against the sensor readings with the (potentially) grasped object. If those
two readings deviate by more than a pre-defined threshold, we classify the object
as successfully grasped, else the grasp failed.

4 Experiments and Evaluation

We have decided on the following two-step evaluation procedure. Firstly, we
evaluate the performance of the stand-alone sensor in various experiments. Sec-
ondly, we investigate how the integrated sensor performs in our use case of grasp
detection.

4.1 Stand-Alone Sensor Evaluation

To validate the sensor’s robustness, we compare the distance values provided
by the sensor against ground-truth measurements. In a controlled manner the
following parameters are varied to test if the readings are reproducible: (i) the
temperature; (ii) the ambient light intensity; (iii) the type of reflecting material;
and (iv) different samples of the same sensor. We evaluate the sensor’s precision,
sensitivity and the amount of noise in the readings. The latter is of special
importance for thresholding the readings to detect successful grasps, especially,
when small objects only cause minor deformations in the fingers.

To compare the results, the mean squared error is used, as it gives the dis-
tance between two readings. Here, the mean squared error is the average of the
squares of the difference between the sensor output at two different, controlled
conditions (either environmental conditions or different sensors) but at the same
distances. Suppose r1,{1,2,...,n} is the sequence of first readings and r2,{1,2,...,n} is
the sequence of second readings, then the mean squared error e is defined as:

e =
1
n

i=n∑

i=1

(r1,i − r2,i)2 (1)
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Fig. 7. Curve fitting for one sensor Fig. 8. Fluctuations in the sensor read-
ings for varying distances.

Observations from Figs. 5 and 6 show little effect of temperature and ambient
light conditions on the sensor readings, especially in the desired working range
from 5 to 10 mm. However, they do depend on the selected sensor sample.

In addition, we can see (Fig. 7, sensor readings curve) that the relationship
between sensor readings and ground-truth measurements is non-linear. Hence,
to estimate distances from sensor readings, we need to identify (i) the model
which maps from sensor readings to distances; and (ii) for each sensor sample a
parameterization of that model.

Neither the exact measurement principle nor the conversion to the 16-bit
digital representation is specified in the sensor’s manual. Thus, to identify a
simple model, we opt for a trial-and-error approach by fitting different types of
hyperbolas and logarithmic curves to the sensor data. The best-fitting function
is the natural logarithm, that, given the sensor output r, estimates the distance
d in millimeters by:

d = a loge
r + b

c
(2)

where a, b and c are the sensor-specific parameters of the model. Figure 7 shows
the fitted curve for one particular sensor sample. The parameters are a = −4.0,
b = −3201.25 and c = 58077.10 which leads to a mean squared error of 0.15. For
a different sensor we identified the parameters as a = −4.96, b = −3397.94 and
c = 59071.2 with a mean squared error of 0.12.

It is also important to know the fluctuation in the sensor readings, as it is
a deciding factor for thresholding which we will discuss in the context of evalu-
ating the sensor integration. To compute the fluctuation we apply the following
procedure: (i) record ten sensor readings at a distance of d mm; (ii) compute
the integer average ri of those ten readings; (iii) repeat the step (i) and (ii) ten
times, building a sequence (r1, r2, r3, . . . , r10). This sequence contains a minimum
reading rmin and a maximum reading rmax which define the fluctuation fd at a
distance of d mm according to the formula fd = rmax − rmin. Figure 8 depicts
the sensor reading fluctuations for a ground-truth distance ranging from 0 mm
to 30 mm. We can see from the graph that those fluctuations are not correlated
with the object’s distance from the sensor.
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Fig. 9. Variation in the grasp contact
points

Fig. 10. Time series data of the sen-
sor readings showing the object slip-
ping between the fingers

4.2 Evaluation of Sensor Integration

To investigate the sensor’s performance in the overall, integrated setup for grasp
detection, we select various objects of different rigidity, size and shape. This selec-
tion includes industrial objects, for example, from the RoboCup@Work league,
a water bottle, a deformable cloth and t-shirt, as well as a set of keys.

For each of the tested objects, four distinct grasp variations are defined as
combinations of (i) grasping with the fingertips vs. grasping with fingers’ base
(see Fig. 9a); (ii) grasping the object in the middle vs. grasping the object at its
end (see Fig. 9b). Additionally, the objects are placed both, in a laying down and
standing upright configuration. In each of those variations, the robot is tasked
to pick up the object from its back platform, lift it and then verify if the grasp
was successful using the proximity sensors. This procedure is repeated ten times.

It is observed that the deformation in the fingers is proportional to the object
size. For 16 out of the 19 objects, our integrated setup is able to verify the grasps
with 100% accuracy. Exceptions are the distance tube, the challenging thin plate
with a thickness of only 3 mm and the impossible-to-detect sheet of paper. Still
we achieve a grasp detection rate of 80% for the thin plate. Based on the parame-
ters for the sensor model in Eq. 2, we estimate the minimal deformation that the
proximity sensor can detect to be 0.03 mm for the thin plate. No false positives
have been observed during the experiments.

Also monitoring the dynamic behaviour of a grasping process reveals inter-
esting insights. Figure 10 shows the time series of the two mounted sensors while
grasping an industrial object having 20 × 20 × 40 mm dimensions. We can see
that both sensors provide different readings. This is caused, for instance, by the
differences in the sensors’ mounting, but also by asymmetrically grasping the
object. However, in both sensors the signals clearly cross the threshold to trig-
ger the successful grasp detection. Of greater interest, however, are the ripples
and the drop that are clearly visible in the first sensor’s readings at a time of
about 10 s. Those effects are caused by the object slipping through the fingers.
Shortly afterwards, the object is stabilized in the fingers again, but at a slightly
different finger deformation.
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5 Conclusions and Future Work

In this paper we proposed a low-cost (less than 10 Euros) proximity sensor for
grasp and slip detection with the flexible robotic hand shown in Fig. 1. This sen-
sor has proven to be easily integrated into the flexible fingers of a real-world robot
without the need for advanced fabrication processes. Despite its low price, the
sensor is highly sensitive and can detect rib deformations of less than 0.03 mm.
For the majority of our test objects the sensor achieves a grasp detection accu-
racy of 100% with no false positives.

For the future work we would like to derive semantic information, such as
a classification or identification label, of a grasped object with the addition of
further sensors and using advanced signal processing.
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Abstract. Smart factories are on the verge of becoming the new indus-
trial paradigm, wherein optimization permeates all aspects of production,
from concept generation to sales. To fully pursue this paradigm, flexibil-
ity in the production means as well as in their timely organization is of
paramount importance. AI planning can play a major role in this transi-
tion, but the scenarios encountered in practice might be challenging for
current tools. We explore the use of SMT at the core of planning tech-
niques to deal with real-world scenarios in the emerging smart factory
paradigm. We present special-purpose and general-purpose algorithms,
based on current automated reasoning technology and designed to tackle
complex application domains. We evaluate their effectiveness and respec-
tive merits on a logistic scenario, also extending the comparison to other
state-of-the-art task planners.

Keywords: Temporal planning · SMT · Smart factories

1 Introduction

In recent years manufacturing is experiencing a major paradigm shift due to a
variety of drivers. From the market side, the push towards high product cus-
tomization led to a higher proliferation of product variants. From the orga-
nizational side, the need to take into account customer feedback led to shorter
product cycles. From the technological side, the convergence between traditional
industrial automation and information technology brought additional opportuni-
ties by combining fields such as, e.g., intelligent Cyber-Physical Systems, additive
manufacturing and cloud computing – see, e.g., [27] for a recent survey.

The term smart factory is often used to refer to the combination of indus-
trial automation and information technology that should respond to the change
drivers, and become the prevalent industrial paradigm, wherein optimization
permeates all aspects of production, from concept generation to sales. To fully
c© Springer Nature Switzerland AG 2019
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pursue this paradigm, flexibility in production processes as well as in their timely
organization is of paramount importance. AI planning has the potential to play
a major role in this transition, allowing for more efficient and flexible operation
through an on-line automated adaptation and rescheduling of the activities to
cope with new operational constraints and demands.

With the above considerations in mind, in this paper we present and evalu-
ate RCLLPlan, a special purpose task planner, and LCP, a general-purpose task
planner, specifically conceived to deal with real-world scenarios in the emerging
smart factory paradigm. Both RCLLPlan and LCP are based on current auto-
mated reasoning technology, namely Satisfiability Modulo Theories (SMT) and
Optimization Modulo Theories (OMT) solving — see, e.g., [1,7] and [5,23] for
related solvers. SMT solvers developed into a crucial technology in many areas
of computer-aided verification — see, e.g., [8]; their application has also been
explored in task planning [4,6]. OMT solvers have been introduced more recently,
but they already showed promise in some tasks, including task planning [20,21].
The combination of leading-edge SMT and OMT decision procedures with effec-
tive encodings, is our recipe to tackle relevant application domains.

In particular, we show the effectiveness of both tools on a logistic scenario
based on the RoboCup Logistics League (RCLL) [25], wherein two teams of
autonomous robots compete to handle the logistics of materials through several
dynamic stages to manufacture products in a smart factory scenario. Using the
RCLL as a testbed, we aim to (i) compare the performances with other general
purpose planners and (ii) compare the performances of our specialized version
with the general purpose one to highlight strengths and weaknesses of each. The
main contribution of our paper is to show that, while considerable investment
in research and tech-transfer is required to cope with smart factory needs as a
whole, task planners can be made fit to leverage either domain knowledge or
suitable encodings towards state-of-the-art decision procedures.

2 Background

2.1 Task Planning

Task planning is a field of Artificial Intelligence concerned with finding a set of
actions that would result in desirable state. It is traditionally formulated as a
state transition system in which actions allow to transition from one state to
another. Solving a planning problem means finding a sequence of actions, i.e. a
path, from an initial state to a goal state.

Most research in automated planning has focused in heuristic search tech-
niques in which forward search planners explore the set of states that are reach-
able from the initial one. Such techniques have proved to very efficiently handle
large problems in classical planning, through development of targeted heuristic
functions. Such techniques have however proved to be difficult to extend to richer
problems such as those involving a rich temporal representation or continuous
variables, leading to a renewed interest in constraint-based approach (e.g. [3,6]).
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2.2 Planning as Satisfiability

As first shown in [17], classical planning problems can be naturally formulated as
propositional satisfiability problems and solved efficiently by SAT solvers. The
idea is to encode the existence of a plan of a fixed length p as the satisfiability of
a propositional logic formula: the formula for a given p is satisfiable if and only
if there is a plan of length p leading from the initial state to the goal state, and
a model for the formula represents such plan.

Classical planning abstracts away from time and assumes actions and state
transitions to be instantaneous. In contrast, temporal planning considers action
durations and temporal relations between (possibly concurrently executed)
actions. In logistics for instance, plans might need to meet deadlines in order to
satisfy some production requirements. The natural encoding of temporal plan-
ning problems requires an extension of propositional logic with arithmetic the-
ories, such as the theory of reals or integers. Recent advances in satisfiability
checking [1] led to powerful Satisfiability Modulo Theories (SMT ) solvers such
as [9,23], which can be used to check the satisfiability of first-order logic formulas
over arithmetic theories and thus to solve temporal planning problems.

2.3 SMT and Optimization

Satisfiability Modulo Theories is the problem of deciding the satisfiability of
a first-order formula with respect to some decidable theory T . In particular,
SMT generalizes the boolean satisfiability problem (SAT) by adding background
theories such as the theory of real numbers, the theory of integers, and the
theories of data structures (e.g., lists, arrays and bit vectors).

To decide the satisfiability of an input formula ϕ in Conjunctive Normal Form
(CNF), SMT solvers typically first build a Boolean abstraction abs(ϕ) of ϕ where
each theory-constraint is replaced by a fresh Boolean variable (proposition). A
SAT solver is then called to search for a satisfying assignment S for abs(ϕ). If no
such assignment exists then the input formula ϕ is unsatisfiable. Otherwise, the
consistency of the assignment in the underlying theory is checked by a theory
solver. In this case, if the constraints are consistent then a satisfying solution
(model) is found for ϕ. Otherwise, the theory solver returns a theory lemma
ϕE giving an explanation for the conflict, e.g., the negated conjunction of some
inconsistent input constraints. The explanation is used to refine the Boolean
abstraction abs(ϕ) to abs(ϕ) ∧ abs(ϕE). These steps are iteratively executed
until either a theory-consistent Boolean assignment is found, or no more Boolean
satisfying assignments exist.

Standard decision procedures for SMT have been extended with optimization
capabilities, leading to Optimization Modulo Theories (OMT). OMT extends
SMT solving with optimization procedures to find a variable assignment that
defines an optimal value for an objective function f (or a combination of multiple
objective functions) under all models of a formula ϕ.
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Fig. 1. Simulated RCLL factory environment [28].

BS RS 1 RS 2 RS 2 CS 2

Fig. 2. Example of order configuration for the competition [25]. The order here depicted
consists of a red base, three colored rings and a gray cap. (Color figure online)

3 Motivating Case Study: The RoboCup Logistics League

The RoboCup Logistics League (RCLL) models a smart factory scenario where
two teams of three autonomous robots compete to handle the logistics of mate-
rials to accommodate orders known only at run-time. Competitions take place
yearly using a real robotic setup, however, for our experiments we made use
of the simulated environment shown in Fig. 1, developed for the Planning and
Execution Competition for Logistics Robots in Simulation1 [24].

Products to be assembled have different complexities and usually require a
base, mounting 0 to 3 rings, and a cap as a finishing touch. Bases are available
in three different colors, four colors are admissible for rings and two for caps,
leading to about 250 different possible combinations. Each order defines which
colors are to be used, together with an ordering – see, e.g., Fig. 2.

Several machines are scattered around the factory shop floor (positions are
different in each scenarios and announced to the robots at runtime). Each
machine completes a particular production step such as providing bases, mount-
ing colored rings or caps.

The objective for a team of autonomous robots is to transport intermediate
products between processing machines and optimize a multistage production
cycle of different product variants until delivery of final products. Orders that
denote the products which must be assembled are posted at run-time by an
automated referee box and come with a delivery time window, therefore posing
several challenges to state-of-the-art planners [22].

1 http://www.robocup-logistics.org/sim-comp.

http://www.robocup-logistics.org/sim-comp
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4 SMT-based Planners for Smart Factories

We here present two SMT-based planners: RCLLPlan and LCP.

– RCLLPlan is specifically tailored for the RCLL. This planner generates
domain specific encodings for both SMT and OMT using hard-coded rules.
RCLLPlan participated and won the Planning and Execution Competition
for Logistics Robots in Simulation, the simulated counterpart of the RCLL;

– LCP is a domain-independent planner that accepts as input arbitrary PDDL
domain and problem files. LCP internally generates time-oriented SMT
encodings which are solved using an off-the-shelf SMT solver. The result-
ing plan is extracted from the SMT/OMT encoding and validated against
VAL [16].

4.1 RCLLPlan: Special Purpose Solution

RCLLPlan implements domain-specific encodings of the state-based planning
problem defined over the scenario we target here. It builds on the encodings
presented in [20,21] and extends them with the ability to generate different types
of encodings specifically tailored to cope with the complexity of the domain. In
particular, we evaluate here (i) a fine-grained encoding where single actions
are encoded separately and (ii) an encoding which leverages domain-specific
knowledge to build more compact encodings that enable macro planning by
grouping action constraints together. In both cases, RCLLPlan can leverage
SMT or OMT technology to produce either feasible or optimal plans, solving a
planning as satisfiability problem defined as follows.

To encode the existence of plans of length up to n, we encode a sequence
of n ground actions as well as their execution semantics. This requires n copies
A0, . . . , An−1, of the variable set A defining admissible actions in the RCLL
domain, and also n+1 copies V0, . . . ,Vn of the propositional and numeric variable
sets used to model the RCLL domain, i.e. Vi = {vi|v ∈ Vp∪Vn}. A state s assigns
a value to each variable xi ∈ X = V ∪ A from their respective domains.

We build a formula defining the initial states I(X ), one that encodes how
actions affect states T (X ,X ′) and one that defines goal states G(X ). A plan of
length p is a sequence of actions a0, . . . , ap such that the implied state sequence

s0, . . . , sp satisfies the formula I(x0) ∧
(∧

0≤i<p T (xi, xi+1)
)

∧
(∨

0≤i≤p G(xi)
)
.

For more details on the specific encodings used by RCLLPlan we refer the
reader to [21]. In general the length of a plan is not known a priori and has to
be determined empirically by increasing p until a satisfying assignment for the
planning formula is found. However, RCLLPlan, being tailored for the domain
considered, exploits domain specific knowledge to determine p and simplify plan
search.

To support generation of optimal plans with OMT, we introduce additional
variables c ∈ X to encode the cost of executing actions a ∈ A at time t. We
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define the total cost associated to a plan as ctot =
∑

0≤i<p ci and leverage OMT
to minimize it under the side condition that the planning formula holds.2

When generating encodings for macro actions we encode domain-specific
knowledge explicitly at the logical level, so as to produce encodings that are
more compact. Macro actions are encoded based on the following observation.
Plans for production in the RCLL often involve action sequences that yield better
performance if performed by the same agent. For instance, if a robot is instructed
to prepare a base station to provide a base, then it makes sense that the same
robot also retrieves the base (under the realistic assumption that providing a
base is less expensive than motion planning and navigation for another robot).
Following such observations, a logical encoding is built in RCLLPlan where the
transition relation contains constraints for macro actions only.

4.2 LCP: General Purpose Algorithm

This domain-dependent planner is complemented by LCP (Lifted Constraint
Planner) [4] a domain-independent planner that aims at providing good perfor-
mance over a large set of problem. LCP supports both temporal PDDL [13] and
a subset of ANML [26] to define planning problems.

Like RCLLPlan, it uses a constraint-based encoding where multi-valued vari-
ables are related through a set of constraints that can be exploited by SMT
solvers. Unlike RCLLPlan’s state-oriented representation, LCP relies on time-
oriented encoding where the effects and conditions of actions are placed on tem-
poral intervals which are related through temporal constraints ensuring the con-
sistency of a plan.

From PDDL and ANML to Chronicles. LCP uses chronicles [15] as a
building block for its internal representation. Chronicles were first introduced
in the IxTeT planner [14]. They allow an expressive representation of temporal
actions that leverages a constraint-based representation close to the one found
in state-of-the-art scheduling solvers such as CP Optimizer [18].

The environment is represented by a finite set of state variables, that describe
the evolution of a particular state feature overtime, e.g., the location of a robot
over the course of the plan.

A chronicle is composed of a set of decision variables, a set of constraints on
these variables as well as some condition and effect statements. Condition state-
ments require a particular state variable to have a given value over a temporal
interval while effect statements change the value of a state variable at given point
in time. In essence, a chronicle is thus a Constraint Satisfaction Problem (CSP)
extended with additional constructs to represent the conditions and effects that
are at the core of AI planning.

2 RCLLPlan exploits a simple cost definition in its current state, i.e., minimize time
to delivery for each product. However, richer goal structures could be specified.



680 A. Bit-Monnot et al.

Chronicles offer a natural representation for the action models present in
both the PDDL and ANML languages that are supported by our tool. In prac-
tice, one simply needs to map an action’s parameters and timepoints into the
variables of the chronicles. The action’s condition and effect can be straightfor-
wardly encoded into the corresponding condition and effect statements. Addi-
tional requirements, e.g. on the duration of an action, are encoded as constraints
on the chronicles variables. For this translation, we follow the process demon-
strated by other planners such as IxTeT [14] and FAPE [3].

The planning problem itself is also encoded as a chronicle, with effect state-
ments defining the initial state and condition statements representing the goals
of the problem.

From Chronicles to Constraint Satisfaction Problems. Planning differs
from scheduling in that the actions that will be part of the solution plan are not
known beforehand. We escape this problem by generating bounded problems
in which a finite set of actions are allowed to be part of a solution plan. More
precisely, a bounded planning problem has a finite set of action chronicles, each
representing a possible action in the solution plan. Action chronicles are optional:
each is associated to a boolean decision variable that is true if the action is part
of the solution plan and false otherwise.

Finding a solution to a bounded planning problem means finding an assign-
ment to decision variables that represent action parameters (i.e. variables inside
the chronicles) and action presence (the boolean variables) such that the set of
actions that are present form a consistent plan.

Plan consistency is defined through a set of constraints over the chronicles.
Those constraints are detailed in [4] and are sketched below:

– consistency constraints enforce that no two effect statements are overlap-
ping. Namely, if two effect statements are part of actions present in the solu-
tion, they must either affect different state variables or be active on non-
overlapping temporal intervals.

– support constraints ensure that any condition in an action is supported by an
effect statement. More precisely, it means that there exist an effect statement
that changes the state variable to the value required by the condition. In
addition, the effect statement must be active before the condition, and there
must be no other effect affecting the same state variable active between the
start of the effect and the end of the condition.

– internal constraints ensure that all constraints defined inside a chronicle hold
if the corresponding action is part of the solution.

For a given bounded planning problem, a CSP is built by taking the con-
junction of all consistency, support and internal constraints.

This formulation has some important similarities with lifted plan-space plan-
ning [3,12,14]. It differs from the former in that the CSPs in LCP contain no
dynamic part since possible actions are fixed beforehand. This facilitates the
use of off-the-shelf solvers while plan-space planner typically require ad-hoc con-
straint solving engines. The representation is also closely related to the one
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of recent constraint programming engines for scheduling that support optional
temporal intervals but lack a notion of condition and effects [18,19].

Planning. Planning is done by generating increasingly large bounded planning
problems. At each step, an SMT solver is used to prove the existence or absence
of a plan for a bounded planning problem, i.e., whether a plan exists with the
limited number of actions allowed. The SMT solver is used to find a satisfying
assignment (model), which can then be translated into a solution plan. When
the solver proves the inconsistency of the CSP, a new bounded planning problem
allowing more actions is generated and the process restarts.

In addition to this iterative deepening setting, LCP also supports a config-
uration that defines the size of the planning problem to solve: specifying for
each action in the planning domain its maximal number of occurrences. In this
setting, LCP will generate a single bounded planning problem and attempt to
find a solution for it, allowing a simple domain-dependent configuration of the
planner.

5 Experimental Evaluation

5.1 Experimental Setup

We evaluate different approaches using the RCLL set of benchmarks. Unlike the
setting for the RCLL competition that features two competing teams of robots,
we use a single team which is closer to the real-world setting in which robots in
the same factory are expected to collaborate in the production steps.

The PDDL domain is taken, unmodified, from the referee box of RCLL com-
petition.3 Problems are generated for different game settings and vary on the
number of robots available (from 1 to 3 robots). The complexity of the product to
manufacture varies between complexities C0 and C1, respectively corresponding
to no-ring and one-ring configurations of the final product.

5.2 Tested Planners

RCLLPlan is evaluated in its two versions, both declined in two subversions
depending on whether they seek feasible or optimal plans:

– RCLLPlan-Sat and RCLLPlan-Opt represent the basic RCLL-specific plan-
ning components, respectively configured to seek feasible and optimal plans.
While this encoding is domain specific, it closely mimics the actions available
in the executive system.

– RCLLPlan-Macros-Sat and RCLLPlan-Macros-Opt are the RCLL-specific
planning components with macro actions. They are respectively configured
to seek feasible and optimal plans. Unlike, RCLLPlan-Sat/RCLLPlan-Opt,
the use of macro actions allows for much smaller encodings at the expense of
divergence with the underlying execution system and more complexity in its
development.

3 https://github.com/timn/ros-rcll ros/tree/master/pddl.

https://github.com/timn/ros-rcll_ros/tree/master/pddl
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The LCP planner is evaluated in two configurations:

– LCP-Gen is our domain-independent planning component running with
default options.

– LCP-Spe is our domain-independent planning component with a configura-
tion tailored to the RCLL domains that restricts the number of occurrences
of each action. Namely, the bounded planning problem is limited to the same
set of actions as RCLLPlan-Sat. This configuration is purely external and
does not require touching the internals of the planner.

Finally, we consider two state-of-the-art temporal planners:

– Optic [2] is a forward-search heuristic planner evolved from the POPF [10]
planner which was a runner-up the penultimate International Planning Com-
petition (IPC). Optic is a forward search heuristic planner that uses a tempo-
ral extension of the hFF heuristic. TFD and YAHSP, the other top competi-
tors of the latest IPCs, were not considered because (i) they are not complete
with respect to the semantics of PDDL 2.1 [11], and (ii) they do not sup-
port the PDDL encoding of the RCLL domain that mixes instantaneous and
durative actions.

– SMTPlan+ is a recent SMT-based planner for the PDDL+ language [6]. SMT-
Plan+ is more expressive than the other planners considered as it supports
the full range of PDDL+ features, including continuous processes inducing
non-linear changes over numeric state variables. It uses a state-oriented SMT
encoding, over plans of increasing length.

All SMT-based planners use Z3 [23] in version 4.6.3 as an off-the-shelf solver.

5.3 Results

All benchmarks were run on an Intel i7-3770 @ 3.40GHz with a timeout of 60 s.
The timeout is low compared to the usual setting of 30 min of the International
Planning Competition but is more adequate to an online planning setting such
as the one of RCLL.

C0 Configuration. Results for the C0 configuration of the RCLL problem are
given in Table 1. For each planner, the table provides the number of problems
solved and the average runtime for successful runs.

For the C0 configuration, all components of RCLLPlan and LCP are able
to solve all 60 problems. The only exception is the base configuration of the
domain-dependent approach that fails to prove optimality for a number of prob-
lems (RCLLPlan-Opt). Runtimes are largely dominated by the domain-specific
encoding with macro actions: runtimes are well below a second for both fea-
sibility and optimality (RCLLPlan-Macros-Sat/RCLLPlan-Macros-Opt). Given
their generality, both versions of LCP provide good performance solving all prob-
lems in handful of seconds. Notably, the performance of the configured version
of LCP (LCP-Spe) is on par with that of RCLLPlan-Sat.
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Optic has overall poor performance on those domains, solving only 13 prob-
lems involving 1 robot and 2 problems involving 2 robots. With the timeout set
to 60 s, SMTPlan+ fails to solve any attempted problem.

Table 1. Results for the C0 configuration. For problems with 1 to 3 robots (R1–R3),
it indicates for each planner the number of problems solved and the average runtime
when a plan was found before the timeout of 60 s.

C0–R1 C0–R2 C0–R3

Planner Solved Runtime (s) Solved Runtime (s) Solved Runtime (s)

RCLLPlan-Sat 20 0.98 20 2.52 20 2.73

RCLLPlan-Opt 20 15.22 17 42.18 4 54.26

RCLLPlan-Macros-Sat 20 0.13 20 0.14 20 0.14

RCLLPlan-Macros-Opt 20 0.40 20 0.53 20 0.60

LCP-Gen 20 7.25 20 9.72 20 11.52

LCP-Spe 20 1.61 20 1.93 20 2.74

Optic 13 24.39 2 57.60 0 –

SMTPlan+ 0 – 0 – 0 –

Table 2. Results for the C1 configuration. For problems with 1 to 3 robots (R1–R3),
it indicates for each planner the number of problems solved and the average runtime
when a plan was found before the timeout of 60 s.

C1–R1 C1–R2 C1–R3

Planner Solved Runtime (s) Solved Runtime (s) Solved Runtime (s)

RCLLPlan-Sat 20 11.55 16 10.35 18 24.11

RCLLPlan-Opt 0 – 0 – 0 –

RCLLPlan-Macros-Sat 20 0.37 20 0.43 20 0.60

RCLLPlan-Macros-Opt 20 1.82 20 9.57 17 6.48

LCP-Gen 2 30.07 1 56.12 1 48.67

LCP-Spe 20 7.03 15 10.59 12 12.45

Optic 12 23.46 0 – 0 –

SMTPlan+ 0 – 0 – 0 –

C1 Configuration. Problems for configuration C1, where an additional ring
must be mounted on the product, show more differentiated results (Table 2).
The benchmark is still dominated by the domain specific macro-encoding, that
only fails to prove the optimality of three of the most difficult problems.

RCLLPlan-Sat and LCP-Spe continue to show comparable performance both
in runtime and number of problems solved in R1 and R2. Both RCLLPlan-Opt
and LCP-Gen show their limits, solving respectively none and 4 problems.
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Optic almost maintains its performance from the C0 configuration, solving
12 of the 20 problems involving a single robot.

6 Discussion and Conclusion

In this paper we have presented and evaluated two approaches to robot planning
for smart factories, leveraging the latest SMT technology for solving typical
problems that arise in smart factories. Evaluation of RCLLPlan and LCP on the
RCLL benchmarks highlight different trade-offs.

The most involved domain-specific solver, shows unchallenged performance
on the RCLL benchmarks highlighting the work that remains to be done on fully
automated task planners. Of course the development of such a domain-specific
planner induces many difficulties as it is more error prone and time consuming.
Perhaps most importantly, adapting it to new operational constraints is chal-
lenging as the process must be restarted to account for violated assumptions.

On the other hand, fully domain-independent planners come with a great
promise of reusability and adaptability to a wide variety of contexts. The devel-
opment of LCP is meant to leverage those benefits. While the gap with domain
specific solvers remains important, experiments show that LCP does reduce this
gap with respect to existing domain-independent planners. In its current state,
it would stand as a viable solution when provided with minimal configuration.

The performance gap indicates two directions for future work on LCP. First
there is the never-ending quest for performance improvement, the performance
of RCLLPlan defining a challenging target to reach. Second, we believe the
performance gain from injecting domain-specific knowledge (being in specific
solvers or in the configuration of LCP) raises the question of how to inject such
knowledge in a principled and solver-independent way. The optional specification
of Hierarchical Task Networks (HTN) in the ANML language provide a good
opportunity to do this in an incremental and non-intrusive manner. The ANML
subset for HTN is currently not supported by LCP and will be the subject of
future work.
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SMT-based Planning for Robots in Smart Factories 685

4. Bit-Monnot, A.: A constraint-based encoding for domain-independent temporal
planning. In: Hooker, J. (ed.) CP 2018. LNCS, vol. 11008, pp. 30–46. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-98334-9 3

5. Bjørner, N., Phan, A.-D., Fleckenstein, L.: vZ - an optimizing SMT solver. In:
Baier, C., Tinelli, C. (eds.) TACAS 2015. LNCS, vol. 9035, pp. 194–199. Springer,
Heidelberg (2015). https://doi.org/10.1007/978-3-662-46681-0 14

6. Cashmore, M., Fox, M., Long, D., Magazzeni, D.: A compilation of the full PDDL+
language into SMT. In: ICAPS (2016)

7. Cimatti, A., Franzén, A., Griggio, A., Sebastiani, R., Stenico, C.: Satisfiability
modulo the theory of costs: foundations and applications. In: Esparza, J., Majum-
dar, R. (eds.) TACAS 2010. LNCS, vol. 6015, pp. 99–113. Springer, Heidelberg
(2010). https://doi.org/10.1007/978-3-642-12002-2 8

8. Cimatti, A., Griggio, A.: Software model checking via IC3. In: Madhusudan, P.,
Seshia, S.A. (eds.) CAV 2012. LNCS, vol. 7358, pp. 277–293. Springer, Heidelberg
(2012). https://doi.org/10.1007/978-3-642-31424-7 23

9. Cimatti, A., Griggio, A., Schaafsma, B.J., Sebastiani, R.: The MathSAT5 SMT
solver. In: Piterman, N., Smolka, S.A. (eds.) TACAS 2013. LNCS, vol. 7795, pp.
93–107. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-36742-7 7

10. Coles, A., Coles, A., Fox, M., Long, D.: Forward-chaining partial-order planning.
In: ICAPS (2010)

11. Cushing, W., Kambhampati, S., Mausam, Weld, D.S.: When is temporal planning
really temporal? In: IJCAI (2007)

12. Dvorák, F., Barták, R., Bit-Monnot, A., Ingrand, F., Ghallab, M.: Planning and
acting with temporal and hierarchical decomposition models. In: ICTAI (2014)

13. Fox, M., Long, D.: PDDL2.1: an extension to PDDL for expressing temporal plan-
ning domains. JAIR 20, 61–124 (2003)

14. Ghallab, M., Laruelle, H.: Representation and control in IxTeT, a temporal plan-
ner. In: AIPS (1994)

15. Ghallab, M., Nau, D.S., Traverso, P.: Automated Planning: Theory and Practice
(2004)

16. Howey, R., Long, D., Fox, M.: VAL: automatic plan validation, continuous effects
and mixed initiative planning using PDDL. In: ICTAI (2004)

17. Kautz, H.A., Selman, B.: Planning as satisfiability. In: ECAI (1992)
18. Laborie, P., Rogerie, J.: Reasoning with conditional time-intervals. In: FLAIRS

(2008)
19. Laborie, P., Rogerie, J., Shaw, P., Viĺım, P.: Reasoning with conditional time-
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Abstract. Soft biometric analysis aims at recognizing personal traits that pro-
vide some information about an individual. In this paper, we present a real-time
system able to automatically recognize soft biometric traits to enhance the
capability of a social robot, Pepper, in this case, to understand characteristics of
people present in the environment and to properly interact with them. In par-
ticular, the proposed system is able to estimate several traits simultaneously, such
as gender, age, the presence of eyeglasses and beard, of people in the field of view
of the robot. Our hypothesis is that adding these capabilities to a social robot
improves and makes more believable its social behavior. Results of the prelim-
inary evaluation seems to support this hypothesis.

Keywords: Social robots � Soft biometrics � Adaptive behavior

1 Introduction

Soft biometric traits analysis aims at recognizing some characteristics that provide
some information about the individual, but do not allow to sufficiently differentiate any
two individuals [1]. Soft biometric traits are human characteristics providing categor-
ical information about people such as age, beard, gender, eyeglasses, ethnicity, eye/hair
color, length of arms and legs, height, weight, skin/hair color, etc. [2]. For instance,
“the young girl with eyeglasses” is a way to identify a person starting from some
characteristics. In contrast to “hard” biometrics, soft biometrics provide some vague
physical or behavioral information which is not necessarily permanent or distinctive.
Such soft biometric traits are usually easier to capture from a distance and do not
require cooperation from the subjects.

Soft biometrics can be used effectively in the interaction with a Social Robot for
improving its awareness of the surrounding environment and its perception of the
humans around. This capability is a key factor for increasing the success of the
interaction since it contributes to improving the so-called social believability [3]. For
instance, being aware of the observed characteristics of a person could be used to adapt
the robot social behavior accordingly.

A way to perform estimation of soft biometric traits is to analyze people’s face.
Then, using the camera on board of the robot, it is possible to implement a real-time
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system that detects human faces and processes data coming from the robot camera to
estimate soft biometrics traits of subjects in the scene.

Several studies have investigated soft biometric and facial expression recognition
during the interaction with a Social Robot [4, 5]. They mostly consider one or two soft
biometrics traits at the same time (typically gender and age). In this paper, we
implemented soft biometric analysis to estimate more than one trait at the same time:
age, gender, the presence of eyeglasses and beard. Looking at results of the state of the
art and after a comparative evaluation of existing approaches, we decided to implement
a system based on deep learning, Convolutional Neural Networks (CNNs) in particular.
CNN is a type of feed-forward artificial neural networks in which the connectivity
pattern between its neurons is inspired by the organization of the animal visual
cortex [19].

The system has been tested on Pepper robot in a real environment: the reception of
our Department. The goal of this experiment was twofold:

(i) to test the accuracy of our system in real-time and in a typical environment in
which the robot could be used;

(ii) to test the hypothesis that endowing the robot with awareness about people pre-
sent in the environment, so as to adapt its social behavior, improves the user’s
perception of its believability.

Results of a preliminary experiment show that users perceived the robot as being
more believable when it was aware of the characteristics of people present in the
environment and adapted its behavior to them.

The paper is organized as follows: in Sect. 2 an overview on Social Robotics is
provided. Then, Sect. 3 presents our approach for estimating soft biometrics traits.
Section 4 shows the adaptation process and experimental results. Finally, Sect. 5 is
aimed at a final discussion and proposal for future development.

2 Social Robotics

A Social Robot is a physically embodied, autonomous agent that communicates and
interacts with humans on a social and emotional level. Social robots represent an
emerging field of research focused on developing a “social intelligence” in order to
maintain the illusion of dealing with a human being [6, 7]. Social robots are being
applied in several domains such as elderly care [8], autism therapy [9], education [10,
11], public places [12], domestic and work environments [12].

To be believable, social robots have to exhibit social intelligence and adapt their
behavior to the situation, therefore they should be endowed with a model of the
environment and of the user that may include their profile, emotions, personality and
past interactions. Then a social robot should be capable of observing and understanding
the changes in the environment so as to behave in a proper manner. Based on the
acquired information, it makes decisions to react appropriately according to different
social situations and according to its role [13]. For instance, when the robot acts as a
reception clerk in a public space, a first level of adaptation can be implemented by
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making the robot aware of which kind of people is present in its sight and adapt the
communication to their “visible” characteristics. For instance the robot could adapt the
level of formality and the lexicon to the user’s age and gender. In this case, soft-
biometric traits can be used for this purpose.

In this regard, robots capable of exhibiting sociability and achieving widespread
societal acceptance are being used more and more often in human-centered environ-
ments. This was the idea behind the development of the Pepper robot by SoftBank
Robotics (https://www.softbankrobotics.com/en). It was initially designed for business-
to-business applications but, after, the robot became a platform of interest for various
other applications, including in the business-to-consumer. In this work, we employ
Pepper as a Social Robot.

3 Soft Biometrics Analysis

This section describes the software modules developed for soft biometrics analysis.
Soft biometric traits refer to physical and behavioral traits, such as gender, age, height
and weight, which are not unique to a specific subject, but are useful for identification,
and description of human subjects. Soft biometric traits also can be classified according
to permanence and distinctiveness [14]. The permanence of a trait is related to the fact
that it doesn’t change over time (i.e. gender and ethnicity). Distinctiveness refers to the
ability of a trait to differentiate between individuals. For instance, gender classification
is a useful preprocessing step also for face recognition since it can be used to reduce the
search space for recognizing the person.

Among the most robust and accurate approaches to gender and age classification,
we can find some based on the analysis of texture patterns. Many texture features have
been used like LBP, Histogram of Oriented Gradients (HOG) and they usually employ
Support Vector Machine (SVM) or k-nearest neighbor as classifiers [15, 16]. For
instance, Zang and Lu [17] gave a comparison of 6 types of features using three
classifiers and showed that for FERET database the best accuracy (99.1%) was
obtained with features based on local Gabor binary pattern and LAD (LGBP-LDA) and
SVM with automatic confidence (SVMAC). Gunay and Nabiyev [18] used LBP feature
as an efficient face descriptor. They divided the faces into small regions from which the
LBP histograms are extracted and concatenated into a feature vector. They got 80% age
classification rates in FERET database. Although such local descriptors achieve higher
results than holistic methods, their performance is affected by variations in expression,
pose, illumination and occlusion.

Recently deep learning approaches are being used successfully in this domain.
They mainly use the CNN which is a type of feed-forward artificial neural networks in
which the connectivity pattern between its neurons is inspired by the organization of
the animal visual cortex [19]. Yan et al. [20] proposed an approach which uses the
CNN to extract the facial features. Their network has 7 layers and it gives as output
4096 features. For the classification part, they use SVM to classify the face into one of
thirteen age groups. Levi and Hassner [21] proposed a network architecture for both
age and gender classification. Rothe et al. [22] won the ChaLearn LAP 2015 challenge
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on apparent age estimation, their proposed CNN uses the VGG-16 architecture [23].
They proposed an approach in which first the face is detected from the input image and
then extracts the CNN predictions from an ensemble of 20 networks on the cropped
face.

The proposed soft-biometrics module is able to recognize age, gender, eyeglasses
and beard presence. Moreover, it also recognizes the color of eyes and hairs. For each
soft biometric trait, a specific software module has been implemented as described
below.

3.1 Age and Gender Recognition

For age and gender estimation, our system has been based on the work of [22]. Their
work focuses on automatic gender and age classification using deep CNNs. The authors
use a fine tuned version of the VGG-16 neural network. This work provides age and
gender classification outperforming state-of-the-art on both tasks using unconstrained
image dataset1.

3.2 Eyeglasses Detection

Eyeglass detection is a two-class classification problem. For classification, we com-
pared three different approaches present it the literature: one non-learning based and
two learning based [24]. The first approach is able to detect the presence or absence of
eyeglasses by image processing elaboration while the second approach uses an SVM
classifier. The third approach is based on deep learning classification. We implemented
and compared the three approaches on the Color FERET v2 dataset [25] and according
to results (see [26] for more details) we selected the one based on deep learning to be
used by the social robot. CNNs are machine learning algorithms that use neural net-
works that the received images as input, each of them expressed in 3 dimensions
[width, height, channels].

The first step is the identification of the Region Of Interest (ROI). In this case, the
ROI represents a region where eyeglasses are certainly present.

The ROI identified is where the eyeglass bridge is located, as shown in Fig. 1a.
Using the Dlib machine-learning library [27], 68 face landmark points are located [28].
The ROI is comprised in the rectangle of width equal to the distance between points 21
and 22 and height equal to the distance between points 21 and 28, as shown in Fig. 1b.

For this particular task, we selected 2712 images from the FERET v2 dataset: 2366
people without eyeglasses and 346 people with eyeglasses.

The proposed CNN architecture, depicted in Fig. 2, is based on reduced number of
layers to reduce overfitting problem that occurs when training data are small, as in this
case. The inputs of the network were ROI images, detected and resized as above
described. The dimension of each input was 32 � 48 � 3. This dimension is used to
define the first layer of the network, which is the input layer. Then, two convolutional
layers were defined as follows.

1 https://data.vision.ee.ethz.ch/cvl/rrothe/imdb-wiki/.
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Convolutional layer: divides the image into various overlapping fragments, which
are then analyzed to identify their characteristics.

The parameters of this layer are the number of filters (F), the size of the kernel (Kx;
Ky), and the displacement factor along the width and height of the matrix (Sx; Sy).
Giving an image of size [W1H1D1] as input, the output obtained will have dimensions:

W2 ¼ W1 � Kx

Sx þ 1
ð1Þ

H2 ¼ H1�Ky

Sy þ 1
ð2Þ

D2 ¼ F ð3Þ

32 filters of size 3 � 3 � 3 pixels are directly used to the input image in the first
convolutional layer. A Rectified Linear Unit (ReLU) and a max-pooling layer follow
this first convolutional layer. Pooling layer reduces the number of input received
through generalization, useful for speeding up the analysis without losing too much
precision. The most common pooling algorithms are max-pooling and average-pooling.
In this approach, max-pooling was used with a 2 � 2 size kernel in order to select the
highest value among 4 neighboring elements of the input matrix.

Fig. 1. (a) Eyeglasses detection ROI; (b) ROI based on Dlib 68 face landmarks.

Fig. 2. Proposed eyeglasses detection CNN architecture.
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The second convolutional layer processes the output of the previous layer. The
second layer contained 64 filters of size 3 � 3 � 3. As the first one, ReLU and max
pooling layer defined with the same parameters as before follow it.

A first fully connected layer works on the received output of the second convo-
lutional layer and contains 64 neurons. A ReLU and a dropout layer follow it. A last
fully connected layer maps to the final classes (with or without eyeglasses).

3.3 Beard Detection

Beard detection is also a two-class classification problem. As in the eyeglasses
detection we implemented and compared three different approaches non learning based,
SVM classifier, and CNNs [25]. Also in this case, according to the accuracy results, we
selected the one based on CNNs.

In the case of the beard detection, the ROI to detect the beard is based on the
rectangle of width equal to the distance of points 7 and 9 and height equal to the
distance between points 6 and 7, as shown in Fig. 3. This region has been chosen
because it is assumed that if the beard is present on a person’s face, it will surely be
present in this region.

The used dataset for training and test was again the Color FERET v2 dataset. For
beard detection task, 2712 images have been selected: 2554 people without the beard
and 158 bearded people. In order to improve the performance of the beard detection,
we performed a data augmentation step that increased the number of pictures to 4292 in
which 2554 with the beard and 1738 without it.

So, to get more data, we performed a data augmentation step by making minor
alterations to the existing images of people with beard. In particular, we applied minor
changes such as horizontal flip, image scaling, random rotation and random variation of
brightness and contrast. Then we trained our neural network with additional synthet-
ically modified data.

The CNN architecture described for the eyeglass detection task was also used for
beard detection. The only change occurred in the parameters of the input layer in order
to accept input images of different size 64 � 16 � 3.

Fig. 3. Beard detection ROI based on Dlib 68 face landmark.
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3.4 Off-Line Biometric Prediction Accuracy Estimation

We formulated beard and eyeglasses detection as two-class classification problem. For
classification, in a previous work [25] we compared three different methods: non-
learning method, Support Vector Machines, and Deep Learning.

The evaluation of the accuracy of both beard and eyeglasses detection has been
performed by the k-fold cross validation strategy with k = 10. The k folds have been
built using a strategy to maintain, in each of them, the same ratio of elements for the
classes encountered in the considered dataset. In particular, the gender recognition has
been performed with an accuracy of 85% while age estimation reached an accuracy
(±1 year) of 84% on the previously mentioned dataset.

In Table 1, we present classification results of the eyeglasses and beard detection
using CNNs.

4 Real-Time Evaluation

We performed an experiment in real-time with the aim of evaluating the feasibility and
performance of the system usage in real scenarios. Furthermore, we observed the
perception of the users interacting with the Robot in terms of social believability
introduced by adapting the communication of the robot to the recognized soft biometric
traits of the subjects.

A concierge scenario was created in our Department entrance space to test the real
time performance of the soft biometric module. As far as age estimation is concerned,
we split in intervals the age of the population typical of the environment in which the
experiment took place and show the adaptation of the greeting accordingly. Table 2
shows the age intervals.

The system has been tested for two days using the Pepper robot acting as reception
clerk and providing information about the Department logistic. In this scenario, Pepper
was running in two different modalities. In the first condition Pepper, when a person

Table 1. Eyeglasses and beard detection accuracy on the dataset

Accuracy Precision Recall F1

Eyeglasses detection 99.558% 99.246% 98.759% 99.001%
Beard detection 98.578% 98.574% 98.475% 98.524%

Table 2. Age intervals

Age group Age interval

A (young students) Age � 25
B (mature students, young staff) 25 < Age � 40
C (middle age staff) 40 < Age � 60
D (mature age people) Age > 60
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entered in its field of view, greeted saying the same sentence to everyone “Hello! How
are you today?” accompanied by a waving greeting gesture. In the second condition
Pepper, after having detected the face of the person entering in its field of view, used
the functions of the soft-biometrics module, running in the Pepper Department Cloud,
for estimating gender, age group, presence of beard and eyeglasses. The robot has two
RGB cameras at the forehead and mouth positions. In our system we used the one in
the forehead with a resolution of 1280 � 960. In this second case, Pepper adapted the
greetings by changing the level of formality/friendliness of the employed language as a
consequence of the recognized age. Moreover, some additional sentences were pro-
nounced by the robot to show its awareness of the subject’s appearance.

Table 3 shows the adaptation rules implemented as simple behaviors.

In both cases, after the greetings, Pepper invited the person to give a grade (in a
scale from 1 to 5) about the perceived social believability during the interactive
experience. In particular, Pepper asked to the user to rate by selecting a grade on its
tablet after having explained that to the subject by saying: “We are conducting a study
about social robotics, please answer to a simple question on my tablet.” On the tablet
the following question with the scale was shown: In a scale from 1 (not at all) to 5 (a
lot), how much did you find believable Pepper’s behavior in greeting you?

In total 32 people interacted with Pepper, 16 for each condition. They were dis-
tributed as follows: 12 young undergraduate students (6 females and 6 males belonging
to the A age group), 10 young researchers (5 females and 5 males belonging to the B
age group), 6 middle age professors and technicians (3 females and males belonging to
the C age group) and 4 mature professors (2 females and 2 males belonging to the D
group). These persons were unknown to the robot and their faces were not present in
the training set. Among them 16 were wearing eyeglasses and 14 had the beard (5 had a
light beard and 9 had a thick one). They were equally distributed in the two groups.

Table 3. Adaptation table

Age
group

Gender

M F
A Hi! + fist bump gesture + <if

eyeglasses> Nice goggles Bro! + <if
beard> Nowadays boys like to have
beard … isn’t it?

Hi! + fist bump gesture + <if
eyeglasses> Nice goggles Sister!

B Hello! + greeting gesture + <if
beard> Nowadays it’s on fashion to
have beard! <if eyeglasses> Nice
frame, did you change your eyeglasses?

Hello! + greeting gesture + <if
eyeglasses> Nice frame, did you change
eyeglasses? They look great on you

C
and
D

Good morning/evening! + handshake
gesture +<if eyeglasses> Nice frame, I
would like to have eyeglasses like
yours! + <if beard> Also your beard is
very nice

Good morning/evening
madame! + handshake gesture + <if
eyeglasses> Nice frame, I would like to
have eyeglasses like yours
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Figure 4 shows three examples of interaction. On the left-side column the pictures
taken from the Pepper camera are shown together with the annotation of the soft-
biometrics traits. As you can notice in the right side picture, Pepper adapts the greeting
gesture to the estimated age of the subject.

In this real-time test, the system was able to well recognize soft biometric traits
(age, gender, beard and eyeglasses presence) of each participant. Results are shown in
Table 4. Besides the accuracy we show the confusion matrix for each trait.

a) G: Male -Age: 22 -BYes - EGNo

b) G: Female -Age: 45 -BNo - EGNo

c) G: Female -Age: 20 -BNo - EGYes

Fig. 4. Three examples of interaction with the Pepper robot. The robot recognizes soft
biometrics traits of the interacting subject and greets with a customized behavior.
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About the gender and age estimation, the classification was higher then the one on
the dataset maybe because in this case the interaction was mainly frontal and age
estimation was performed on intervals. About the eyeglasses, analyzing the images we
discovered that only in two cases the frames were not detected because they were thin
and almost transparent. The cases in which beard was not detected were related to the
fact that in that cases it wasn’t very thick.

About the evaluation of the social believability of the robot we compared the results
of the two groups. In the first condition the rating was lower than in the second
condition, in which greetings were adapted to the soft-biometric traits and, according to
the t-test result (see Table 5), this difference is significant thus showing that the robot is
perceived as more believable when it is aware of the characteristics of the type of
persons present in the environment.

Table 4. Soft-biometric traits detection accuracy real-time.

Accuracy Confusion Matrix

Gender
87.50% 

M
M 16 
F

F
0

4 12
Age 62.50% A B C D

A 10 2 0 0
B 2 6 2 0
C 0 4 2 0
D 0 1 1 2

EyeGlasses detection 90% EGYes EGNo
EGYes 13 3
EGNo 0 16

Beard
detection 72%

BYes BNo
BYes 11 3
BNo 0 18

Table 5. Comparison of believability rating in the two conditions.

First condition
no adaptation

Second condition
greetings adaptation

Mean 2.45 3.8
Stdev 1.21 1.01
T-test
p (a = 0.01)

0.000241
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5 Conclusions and Future Work

In this work we endow a social robot, Pepper in this case, with the capability of
analyzing soft-biometrics features of people and use these awareness to adapt its
behavior for improving the so called social believability.

In our approach we use CNNs to estimate gender, age, and the presence of beard
and eyeglasses. Moreover, it considers more than one or two soft biometrics traits at the
same time.

To test the real time performance of the system we set an experiment in a real-world
scenario in which Pepper was behaving as a receptionist clerk of the Department. Even if
performedon a small number of subjects, the experimentwas carried out in thewild and the
results show that the soft-biometrics module was quite reliable except for age estimation.
As far as adaptation is concerned results show that when the greetings were adapted to the
characteristics of the person the robot was perceived as more socially believable.

Even if the proposed approach may detect more than one person at time and
perform soft-biometric traits recognition for each of them, we did not test it in this
experiment. This will be part of our future work that will also aim at improving the
soft-biometrics module especially as age-estimation is concerned by improving the
dataset and the classification. Moreover we plan to add new traits recognition con-
cerning the body. We also plan to perform another experiment in the wild with a larger
number of subjects to have a better evaluation of the performance of our approach.
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Abstract. Robot localization is a fundamental capability of all mobile
robots. Because of uncertainties in acting and sensing and environmental
factors such as people flocking around robots there is always the risk that
a robot loses its localization. Very often behaviors of robots rely on a valid
position estimation. Thus, for dependability of robot systems it is of great
interest for the system to know the state of its localization component.
In this paper we present an approach that allows a robot to asses if
the localization is still valid. The approach assumes that the underlying
localization approach is based on a particle filter. We use deep learning
to identify temporal patterns in the particles in the case of losing/lost
localization in combination with weak classifiers from the particle set and
perception for boosted learning of a localization monitor. The approach is
evaluated in a simulated transport robot environment where a degraded
localization is provoked by disturbances cased by dynamic obstacles.

Keywords: Localization · Autonomous robots · Dependability ·
Machine learning

1 Introduction

Robot localization is a fundamental capability of all mobile intelligent robots.
There is a huge corpus of research that has been conducted to allow reliable
estimation of the current position using uncertain sensor data and action exe-
cution. Typically, these approaches perform some kind of state estimation to
determine the current robots pose, using sensors like 2D lasers [15] and Monte
Carlo methods based on particle filters [16].

Because of uncertainties and environmental factors such as people flocking
around robots there is always the risk that the error of the position estimation
increases significantly or that it diverges completely. Very often navigation and
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other behaviors of robots rely on a valid position estimation. Thus, for perfor-
mance as well as dependability of robot systems it is of great interest for the
system to know the state of its localization component.

In this paper we present an approach that allows a robot to asses if the
localization is still valid. The approach assumes that the underlying localization
approach is based on a particle filter. Following the assumption that the particle
set representing a probability distribution of the robot’s location bears informa-
tion about the localization state, we propose to use deep learning to identify
temporal patterns in the particle set in the case of losing or lost localization.
Thus, we investigated different deep neural networks (non-recurrent and recur-
rent) for their ability to learn identifying such patterns. Moreover, we propose
to combine these networks with weak classifiers obtained from statistical infor-
mation in the particle set and the actual robot perception for boosted learning
of a more reliable localization monitor.

For the training and evaluation of the approach we use a realistic simulation
of an industrial transport robot environment where due to access to ground truth
a large amount of labeled data can be generated. Moreover, a simulation allows
to provoke a degraded localization easily by disturbing the robot’s localization
system by randomly adding dynamic obstacles.

The remainder of the paper is organized as follows. In the next section we
discuss briefly related research. In Sect. 3 we introduce the proposed approach
for a localization monitor. A experimental evaluation of the proposed approach is
presented in the succeeding section. Finally, in Sect. 5 we draw some conclusions
and provide some ideas for future work.

2 Related Research

In this section we briefly discuss related research concerning robot localization
and machine learning.

In [11] Röwekämper et al. evaluates the position accuracy of a mobile robot
localization method that is based on particle filtering and laser scan matching.
For evaluation they used a motion capture system that tracks the position of a
robot within its environment with high accuracy. The authors are more interested
in evaluating and improving localization approaches rather than providing an
online localization monitor.

Convolutional neural networks are commonly used to detect features in
images for classifying images. A simple and modern example is presented by
Shamov and Shelest [14]. They present the main features of convolutional neural
networks and show how they are applied for feature detection. For this purpose
they created the task of detecting tower lighthouses from a video stream.

Long-Short Term Memory networks [6] are good at classifying, predicting
and processing time series. It is well suited for training to remember longer time
series and also focuses on the current input.

Pattern recognition is an important task in visual computing. It is about
detecting specific patterns within an given input. In visual computing these
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inputs are images which are used to detect certain content like humans. Modern
pattern recognition methods are based on convolutional neural networks which
aim to identify patterns within the input data by training the network on a big
set of data. This method can be used to detect licence plates on a car [1] and is
also applied in vineyards to detect birds which needs to be scared away [2].

Since particle filters are among the most popular methods for state estima-
tion, a lot of research is done to improve their accuracy and performance. In
general the state of a complex system can be estimated correctly by using (infi-
nite) many particles. But with an increasing number of particles the efficiency
of the particle filter decreases. Thus, researcher aim at decreasing the number
of particles while offering the same performance. One attempt is called adaptive
particle filtering [7].

Morales et al. presented a method for object tracking by using a 3D occu-
pancy grid as environment representation and a particle filter based approach
for detecting and tracking obstacles [8].

3 Localization Accuracy Estimation Approach

In order to judge if the estimation of the robot’s position is accurate we follow
the approach depicted in Fig. 1. In our application we need to solve a binary
classification problem: either the robot is well localized or delocalized. We declare
the robot delocalized if the estimated position and orientation diverged form the
true position and orientation more than a given threshold.

Fig. 1. The overall approach for estimating the accuracy of robot localization.

In order to have access to a ground truth of the position and orientation and
to be able to provoke delocalization we simulate the robot’s motion and sensing
(i.e. laser scans) as well as the environment. The data from the perception as well
as the data from the particle-based pose estimation (i.e. particles) are recorded
and converted to labeled training data for the following classification steps. For
the classification we follow two approaches which we also use in combination.
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The first approach follows the assumption that the probability distribution of the
robot’s pose modelled by the particle set and its temporal change bears informa-
tion about the localization accuracy. Thus, we train non-recurrent and recurrent
neural networks for the classification based on the particle set. The second app-
roach follows the assumption that statistical features (weak classifiers) derived
from the perception and the particle set can be used to learn a strong classifier
using boosting. Finally, the classification from the trained neural network can
be used as an additional classifier in the boosting step.

In the remainder of the section we introduce the following steps of the pro-
posed process in more detail: (1) generation of training data, (2) selection and
validation of neural network architectures, (3) validation and selection of fea-
tures, and (4) learning classifiers.

3.1 Generation of Training Data

This section describes how the training data for the neural networks is generated.

Fig. 2. The procedure of generating a data sample and labelling for training.

Figure 2 shows the overall procedure of generating a training sample and
finding the correct label. To create a sample one needs the particle set from the
particle filter which is used to create a training image x. A particle represents
a potential pose (position and orientation) along with a weight representing the
importance of the particle 〈x, y, θ, w〉. We convert the particle set to an image
because it is able to represent different situation and is suitable for state-of-
the-art machine learning tools. This image is labelled by comparing the exact
pose 〈xGT , yGT , θGT 〉 (retrieved from the simulation) and the estimated pose
〈xPF , yPF , θPF 〉 (retrieved by the distribution of the particles). Using the dis-
tance between them one can classify the robots localization state and thus also
create a label y for the training sample.

y =

{
0 , if

√
(xGT − xPF )2 + yGT − yPF )2 < α ∧ ‖θGT − θPF ‖ < β

1 , else.
(1)

Usually the particles are distributed over a large state space (i.e. the entire
environment map). In order to focus on interesting areas the image is centered
around the mean of the positions represented in the particle set. Moreover, the
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image is oriented along the mean of the orientations represented in the particles.
We use a size of 36 × 36 pixel in this work. This values had been manually
selected based on run-time and accuracy. Using only a focused representation
has the advantage that the trained network can be used for environments of
different size and shape.

Figure 3 shows some examples of generated images, stored at different time
steps. The first three images illustrate a particle set of a well localized robot
while the fourth image is an example of a delocalized robot.

Fig. 3. Example images generated for training the neural network. (a) Localized par-
ticle set at time step t. (b) Localized set at time t+ 40 s. (c) Localized set at time step
t + 90 s. (d) Delocalized image at time step t + 110 s.

The transformation and inflation of the particle cluster are indicators for the
localization state of the robot. Thus a neural network can be trained to detect
relevant patterns within this transformation.

To generate enough distinctive data samples the robot has to drive ran-
domly within a predefined environment. This leads to different robot locations
within the environment and samples representing different localization situation
in the environment. Figure 5a shows an example environment. Due the facts that
methods based on particle filters are quite robust and we need positive as well
as negative examples we need to provoke delocalization. One of the simplest and
most realistic attempts is to disturb the lidar sensor using dynamic obstacles
that are not represented in the map. For this purpose we randomly generate
additional obstacles around the robot in the simulation. Such obstacles cause
unexpected measurements and may lead to delocalization.

3.2 Selecting and Validating the Neural Networks

Having created a training set for neural networks one can start defining an
appropriate network structure (type, layout) which can be used for localization
classification. Thus, several possible network structures need to be trained and
validated.

When using data from a particle filters as input a priori it is hard to specify
the best network type and structure since it is rather unclear which information
is extracted by a neural network for estimating the robot’s localization accuracy.
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Table 1. Overview of the tested network types and their complexity.

NN type Complexity Conv layers LSTM layers Other layers Total layers

CNN Simple 1 - 2 3

CNN Mid-complex 2 - 4 6

CNN Complex 21 - 11 32

LSTM Simple - 1 3 3

LSTM Mid-complex - 2 3 5

LSTM Complex - 3 4 7

LRCN Simple 2 1 2 5

LRCN Mid-complex 3 2 5 10

LRCN Complex 5 2 7 14

A possible network structure is a convolutional neural network (CNN) which is
used for pattern recognition. Another possibility is a recurrent network that may
learn the transformation of the particle set over a certain time period.

To evaluate a wide range of possibilities, both network types are considered.
A CNN for feature extraction and a recurrent network structure for learning the
transformation over time. For learning a recurrent network a long-short term
memory (LSTM) structure is used since a better performance is expected [6].
Additionally a combination of both, CNN and LSTM, is trained. This is called
a Long-Term Recurrent Convolutional Network (LRCN). By using this network
structure it is evaluated if the advantages of both former types can be combined.

For each different network types (CNN, LSTM and LRCN) three different
network layouts are created and trained. We generate a simple, a moderate,
and a complex layout. Those three layouts are chosen to evaluate whether a
simple network structure leads to underfitting or a complex structure leads to
overfitting. This results in a total number of nine networks to be trained, which
are summarized in Table 1.

To validate the usefulness of a network structure one needs to define a metric
that allows to compare different network structures in respect to localization
performance. A suitable metric is accuracy. Accuracy is a value that describes
how well a given data set is classified. If a classification task with two classes is
considered it can be easily computed by comparing for each example the result
with the desired output.

Having two classes, one can assign to a class either the term positive or
negative. To validate a data sample it is run through the network structure and
the output is recorded. The output is then assigned to one of the two classes,
depending on the result. By comparing the assigned class with the expected
label class one can determine whether a class was correctly assigned. If both,
the result and the label match, then the outcome is true. When a data sample
is classified as positive and the expected class is also positive the data sample
is true positive. If the two classifications do not match the outcome is false. If
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the data sample is classified as negative and the expected result is positive the
outcome is false negative. By counting the results on the examples in the data
set one can determine the accuracy as

acc =
tp + tn

tp + tn + fp + fn
(2)

where tx indicates the number of correct classification and fx the number of the
incorrect ones with x either p (positive) or n negative.

3.3 Feature Selection

Once an appropriate network structure has been selected useful features for the
boosting step needs to be identified. Using boosting it is tried to improve the
accuracy of the localization scoring algorithm. Therefore features are considered
that are already used to calculate the robot localization, but also novel features
are investigated.

In general it is hard to specify which features may be important for local-
ization scoring. Using a simple evaluation one can search for various possible
features that might be useful as weak classifiers in scoring the accuracy of a
robots localization. By using the thresholds α and β as above the robots local-
ization status can be easily determined and every feature can be inspected on its
own. We identified 33 possible features that are based on information from the
robot’s perception and data from the particle filter. Table 2 summarizes a selec-
tion of these features. For a complete list we refer to [3]. During the recording
of the training data feature estimations are recorded as well and labelled with
the correct class.

Table 2. Examples for features as weak classifiers. Grey rows indicate discriminating
features while white rows indicate non-discriminating features.

Feature unit #bin D(P ||Q)

(1) maximum distance - particle to center of particle set meters 350 0.265
(3) mean distance - particle to center of particle set meters 100 0.314
(5) median distance - particle to center of particle set meters 50 0.321
(6) minum distance - particle to center of particle set meters 100 0.153
(15) mean distance - laser scan points to closest map point meters 400 0.086
(16) match ratio - lines in laser scan to lines in map % 100 0.157
(18) match quality - points in laser scan to lines in map % 100 0.035
(22) percentage - points in laser scan behind an obstacle % 100 0.045
(27) average distance - lines in laser scan to closest map line meters 400 0.042
(31) variance in x direction of the particle set meters 100 0.403

These recordings are then split up into a localized XQ and delocalized XP

data set. These sets are then represented as a discrete distribution over k bins.
Each bin contains a number of samples which lie within that bin. A discrete
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probability distribution P is then represented as the number of samples within
that bin divided by the total number of samples n

P (i) =
|bin(i)|

n
. (3)

The same holds for the distribution Q. Having two discrete distributions P,Q for
the localized and delocalized set one can calculate the Kullback-Leibler diver-
gence [9] as

D(P ||Q) = KL(P,Q) =
k∑
i

P (i) × log
P (i)
Q(i)

(4)

where k is the number of bins. The KL-divergence is only defined if ∀i : Q(i) =
0 → P (i) = 0 applies. If P (i) = 0 the contribution of the i-th bin is also 0. It is
defined that D(P ||Q) ≥ 0 for all distributions and D(P ||Q) = 0 if P = Q.

Using the KL-divergence between the probability distribution of the feature
values for the positive and negative cases allows to select well discriminating
features. The higher the KL-divergence the more different the distributions are
and the more informative is the underlying feature.

Table 2 shows the KL-divergence of some example features calculated using
the same simulated disturbed navigation as discussed above. Figure 4 depicts
the probability distribution of feature values for a discriminating and a non-
discriminating feature.
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Fig. 4. Probability distributions of feature values for localized and delocalized cases
for feature 18 (left, non-discriminating) and feature 31 (right, discriminating).

3.4 Ada Boosting

Boosting is a machine learning approach which uses supervised data for classi-
fication. The idea is to combine multiple weak classifier which does not provide
enough information about a certain class itself and combine it to one strong
classifier that can be used for identifying classes [12,13]. In general an adaptive
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boost algorithm takes N training samples (xi, yi), 1 ≤ i ≤ N with xi ∈ R
K and

yi ∈ {−1,+1}. xi is the input vector which contains K different components
(features) that are used for training. yi is the desired label which is either −1 or
+1. There exist several variants of boosting algorithm which all have a similar
structure [4]. In this work the standard discrete Ada Boosting algorithm which
uses two classes is used. It uses its N -sized input set and initializes the weights
for each input sample with wi = 1/N . Then a weak classifier fm(x), the weighted
training error εm, and the scaling factor cm is computed. Then the weights are
increased for input samples that have been wrongly classified. After this step
the weights are normalized and the steps for finding a new weak classifier are
repeated form M times. At the end a final classifier F (x) is found which uses
the sign of the weighted sum of the input set.

In the proposed approach we use an appropriate selection of features from
the previous section and the same examples from training trajectory used in
training the neural network. Moreover, we treat the binary classification of the
trained neural networks as additional weak classifier.

4 Experimental Evaluation

In the experimental evaluation we are interested to investigate how well the
proposed approaches are able to identify a lost localization of a robot. Moreover,
we are interested which network structure preform best and if the approach is
able to generalize to different environments. In the remainder of the section we
introduce the experimental setup, give details on the preparation of the training
data, and discuss the results in respect of the used network structure, and the
used features as well as the boosting step.

4.1 Experimental Setup

The training and evaluation is based on a simulation of a team of transport robots
in industrial environments based on Stage [5] and provided by an industrial
partner. The used navigation software is the same as embedded into the real
transport robots and uses laser scans, odometry, a gyro, and a 2D gridmap
for the localization based on a particle filter. The simulation is based on ROS
Indigo [10] and runs on a standard PC equipped with an Intel i5 (2.5 GHz), 4 GB
RAM, and Ubuntu 14.04.

The training and classification is based on the libraries Caffe 1.0.0, OpenCV
3.3, and CUDA 7.5.17 and runs on a standard PC equipped with an Intel i7
(2.1 GHz), 8 GB RAM, Nvida GPU, and Ubuntu 16.04.

Figure 5 depicts the environment map used where the left map was used to
collect data for training and the basic evaluation and the right map was used to
evaluate if the trained classifiers generalize to other environments.
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Fig. 5. Environment maps used for training and evaluation. Based on an real industrial
environment enriched with additional clutter.

4.2 Training Data

As described in Sect. 3 the robot is randomly driven trough the training environ-
ment while randomly dynamic obstacles are generated to provoke delocalization.
During this run all relevant output from the particle filter and the perception
were recorded. Using the thresholds α = 1.2 m and β = 1.2 rad all data points
were labeled. The thresholds were selected in the way that they maximize the
KL-distance of an hand-crafted localization score.

This leads to a sequence of 150.000 data points were 50% are labeled delocal-
ized. For the training of the non-recurrent networks this data are equally split
into a training and evaluation set and shuffled randomly. For the training of the
recurrent networks individual data points are useless. Thus, we split the data
points in positive and negative sequences of the length of 2 × 7. The negative
sequences are organized around a time point t where the robot become delocal-
ized and 7 data points from before and after t are added. This lead to 10.714
sequences. Moreover, the same number of positive sequences were generated
where the robot stayed localized.

The same data sets were also generated for the second environment which
are used to evaluate the generalization of the approach and not used in training.

4.3 Validation of the Neural Networks

In order to evaluate the most appropriate network structure for the estimation
of localization accuracy we trained each network structure with the proper (indi-
vidual data points or sequence of data points) training data and evaluated the
results using the evaluation set of the first environment as well as the data set
of the second environment. As criterion we use the metric defined in Sect. 3.2.

Table 3 summarizes the results of this evaluation. The number of iterations in
training was 100.000 for all networks. In general it can be seen that all networks
perform quite well on the training data were we have equally many positive and
negative examples. The mid-complex CNN performs best. For the validation
set in the same environment the performance drops by about 2–13%. The mid-
complex CNN is still in the lead but shows the largest performance loss showing
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Table 3. Result for all network structures: simple CNN (A), mid-complex CNN (B),
complex CNN (C), simple LSTM (D), mid-complex LSTM (E), complex LSTM (F),
simple LRCN (G), mid-complex LRCN (H), complex LRCN (I).

Accuracy/%

Environment A B C D E F G H I

Training set 84.52 96.47 91.22 84.42 86.95 87.42 88.73 86.12 86.09

Same environment 79.62 83.25 81.38 82.16 81.99 83.10 82.55 81.34 79.30

New environment 67.63 66.27 62.06 67.79 67.36 66.33 69.55 67.19 58.88

a tendency for overfitting. For the data set from novel environment the perfor-
mance drops for all networks to around 67%. The leader is here the combined
simple network showing that this network structure is able to generalize well.

Table 4. Result of the mid-complex CNN

Environment tp tn fp fn Accuracy

Training set 70 050 72 656 2 343 2 949 96.47%

Same environment 59 655 65 220 9 770 15 344 83.25%

New environment 48 284 51 113 23 886 26 715 66.27%

The accuracy is obviously a compressed metric. In order to analyze the per-
formance of the mid-complex CNN, Table 4 shows the detailed results of its
evaluation. It can be seen that the true and false results for the positive and
negative cases are almost balanced. Thus, in contract to other networks this
network is not biased in a sense of being too optimistic (many false negatives -
missing delocalizations) or too pessimistic (many false positives - raising a lot of
false alarms). We refer to [3] for more detailed results.

4.4 Result of Ada Boosting

First we evaluate how well Ada Boosting using the features introduced in
Sect. 3.3 performs on the classification task. The features represent information
extracted from the particle filter and the actual perception. Using the discrimi-
nation metric 26 promising features out of 33 were selected for boosting. In this
evaluation no output of the neural networks had been used.

In order to find the optimal number of weak classifiers learned in boosting
we varied the maximum number between 26 and 300. Figure 6a shows the per-
formance of the learned classification on the training and evaluation data set.
We selected 276 weak classifiers as an optimal number. Table 5a shows the per-
formance of the so learned classifier on the training and the evaluation sets. The
performance for the unknown environment is with 81.83% significantly better
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Fig. 6. Training and test accuracy of AdaBoost with and without neural network
feature on a different number of weak classifiers.

than the trained neural networks. But this comes at a price as the false negative
rate is significantly higher than the false positive rate. This can be a problem
for robots acting in an open environment.

Figure 6b shows the same learning and evaluation process where additionally
the output of the mid-complex LRCN was used as a feature. Here the optimal
number of weak classifiers is 229 as the accuracy on the validation set does not
significantly increase with further classifiers. Table 5b shows the performance of
the so learned classifier on the training and the evaluation sets. It is clearly visible
that the additional feature allows only a marginal performance improvement of
about 1% on the data from the novel environment.

Table 5. Boosting result using AdaBoost (a) without the neural network feature and
276 weak classifiers (b) with the neural network feature and 229 weak classifiers

Feature Set tp tn fp fn Accuracy

(a) Without neural
network feature

Training set 64 258 63 883 11 106 10 731 85.45%

Same environment 64 423 63 726 11 263 10 566 85.44%

New environment 48 935 61 540 5 898 18 626 81.83%

(b) with neural
network feature

Training set 33 633 32 563 4 886 3 888 88.30%

Same environment 33 675 32 453 5 097 3 745 88.21%

New environment 51 550 59 988 7 450 12 011 82.62%

5 Conclusion and Future Work

Estimating its own position in an environment is a crucial capability of intelligent
mobile robots. Knowing reliably the state of the localization process is important
for the dependability of such robot systems.
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Following the observation that most robots use distance sensors, environ-
ment maps, and particle filter based approaches we investigate if information
generated from these components (patterns and statistical features of the parti-
cle set) can be used to train a reliable localization monitor. Using training data
from test runs in an simulation environment where delocalization was provoked
we trained several deep networks (non-recurrent and recurrent) and a boost-
ing approach. While the trained deep networks showed moderate classification
rates in particular in an environment not used for training the boosting app-
roach using the network output as an additional feature showed detection rates
of more than 80%. In conclusion, the evaluation of different training settings
showed that it is possible to use information obtained from the particle set for
scoring the localization accuracy.

For future work it needs to be investigate if delocalization cased by other
uncertainties such as slipping can be detected as well. Moreover, a more detailed
investigation of networks structures needs do be done. Finally, so far only the
position of particles is used for training. It would be interesting if their orienta-
tion bears additional useful information.
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Abstract. In most companies Business-Management software has
become omnipresent in recent years. These systems have been introduced
to streamline productivity and handle data in a more centralized fash-
ion. Yet, these systems are often modelled by complex processes which
makes navigating through them a challenging task. In this work, we intro-
duce a text-based chatbot to a mid-sized Austrian company to facilitate
the interaction with these software solutions and thus support them in
managing their customer relationships. To learn more about positive as
well as negative effects the chatbot has on the employees, we conduct a
technical as well as an empirical evaluation. We, for instance, hypothe-
size that younger staff, who grew up with computers and smart phones,
are more open to the conversational system than older employees. We
implement a customized solution which integrates seamlessly into the
company’s system. The implementation process is informed by related
work on Customer-Relationship-Management software, structures of a
conversation as well as the typical architecture of a chatbot. In the tech-
nical evaluation, objective metrics such as average response time were
measured. For the empirical evaluation, a questionnaire was sent out to
15 participating employees asking about subjective metrics such as task
ease or user experience. In sum, employees were satisfied with Usage,
Interaction Pace and System Response.

Keywords: Business Management application · Chatbot ·
German language · Natural Language Processing

1 Introduction

Since the early 2000s, Business-Management (BM) software has experienced a
massive growth - modern Enterprise-Resource-Planing (ERP) and Customer-
Relationship-Management (CRM) systems now cover a wide variety of business
processes. Companies using this software can plan every corporate resource from
capital, personnel, customers to utilities, communication- and IT-applications.

In the last decade also the number of affected staff has increased. Whereas in
the beginnings, only specially skilled employees had to work with these systems,
c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 717–729, 2019.
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now almost every employee gets into contact with this software: from jobs like
entering goods receipts to jobs like applying for holidays. Especially senior staff
might have difficulties in adapting to this new technology. We thus integrate
a text-based chatbot component into an existing CRM system of a mid-sized
Austrian company. To learn more about positive as well as negative effects the
chatbot has on the employees, we conduct a technical as well as an empirical
evaluation. We, for instance, hypothesize that younger staff, who grew up with
computers and smart phones, are more open to the conversational system than
older employees.

The chatbot component is capable of performing several tasks to support
sales personnel in their daily business including finding a customer, ordering
goods, or reporting a visit. In the implementation phase we faced several chal-
lenges, i.e. (i) to correctly identify the user’s intent, (ii) to ask the user for
relevant information which is missing or (iii) to detect context switches.

We decided not to use proprietary solutions as, for example, offered by the
company Kore.ai. The first reason is that by implementing our own customized
solution, we are free to extend and adapt according to (our) the company’s
needs at any time. In this way, we also gain a more seamless integration into the
existing system. The second reason is that the chatbot is to support interaction
in German language. By self-implementation, we are free to review and select
suitable Natural Language Processing tools for the German language.

In the technical evaluation, we measured objective metrics such as average
response time - with 809 ms the chatbot’s response was quite quick. For the
empirical evaluation, a questionnaire was sent out to 15 participating employ-
ees asking about subjective metrics such as task ease or user experience. The
averaged results from the evaluation are as follows: Usage (4.00), Task Ease
(3.00), Interaction pace (4.45), User Experience (3.73), System Response (4.27),
Expected Behavior (2.91), and Future Use (3.09)1. In sum, employees were sat-
isfied with Usage, Interaction Pace and System Response.

2 Related Work

In this section, we give an overview of the current situation of Customer-
Relationship-Management (CRM) today including challenges and prospects as
well as some insights into recent developments in chatbot research.

Customer-Relationship-Management
In recent years modern enterprises have focused on deeper customer relations
due to the fact that new customer acquisition can be five times more expensive
than retention (cf. [2]). While a decade ago only the largest companies deployed
computer based strategic sales and marketing instruments, the CRM market
has witnessed a growth in recent years. Correia et al. [6] have found that world-
wide CRM spendings by companies have risen by 12.3% from 2014 to 2015 and

1 Rating was between 1 and 5; the higher the better.
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reaching $26.3B. These spendings are mainly attributed to the “Big 4” vendors:
Salesforce, SAP, Oracle, and Microsoft.

In his work, Kowalke [10] illustrates the effects chatbots can have on CRM
systems corroborating and informing our integration efforts. (1) Chatbots can
act directly as sales staff by deciding whom to contact when and mimic a sales
representative. (2) Chatbots can be used for automatic social media interaction.
Adding to the traditional means of conversation like phone or email, a wide
variety of social media channels like Facebook, Twitter or WhatsApp have been
established, over which customers expect to be able to contact companies. (3)
Chatbots can be used for the routing and handling of customer interaction. To
give an example, when a customer first interacts with an automatic conversa-
tional system, relevant information can be gathered and frequently asked ques-
tions can be answered. (4) Chatbots can facilitate access to the CRM systems.
Sales personnel spend a lot of time in their car so that provision of a voice-based
conversation with the system can save time and money. (5) Chatbots can make
CRM systems more efficient. In recent years more functionality was added to
the sales and marketing platforms, often having the users switch applications to
achieve their goal. When sales personnel can interact with the system in natu-
ral language, an automated conversational agent can connect data and perform
different sub-tasks to achieve a goal more efficiently.

Most work in this area has been dedicated to using chatbots for interaction
purposes: Cui et al. [7], Thomas [14], Voth [15], Xu et al. [18], for instance, cre-
ated customer service chatbots for e-commerce and banking sector applications
respectively. Choi et al. [3] used a conversational system to interactively walk
users through product manuals. Bloomberg deployed a chatbot in an application
for mobile phones for employees to report if they are unavailable for work due
to sickness (cf. [8]).

Chatbots
Early software as ELIZA written by Joseph Weizenbaum (cf. [17]) attempted to
simulate a psychotherapeutic conversation. However, ELIZA never attempted to
and did not pass the test although it appeared human to several users. Turing
estimated that in the year 2000, state-of-the-art machines will be able to fool
users in 30% of times. Since 1991 the Loebner Prize for the most human-like
computer program is yearly awarded2. Up to now no software has been able to
pass the Turing Test. The chatbot Eugene mimicking a 13-year old boy from the
Ukraine supposedly passed the test by tricking 33% human judges into believing
it actually is a child. However, this achievement is disputed. Marcus [13] argues,
judges would overlook grammatical errors more easily since a non-native English
speaker is simulated.

The work on conversational systems can be grouped into two categories:
(i) goal-oriented like Siri, Alexa, Google Assistant or Cortana and (ii) non
goal-oriented general purpose dialogue systems like Cleverbot or Microsoft Tay.
Microsoft released their Chatbot Tay on the 23rd of March 2016, being accessible

2 http://www.aisb.org.uk/events/loebner-prize, last accessed 2019-03-29.

http://www.aisb.org.uk/events/loebner-prize
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over Twitter. Microsoft’s goal was to see how intelligent systems could learn on
their own. Tay was set up to learn more information from Twitter conversations
over time and synthesize novel responses. In the background user profiles were
created to personalize dialogues.

Since the first advent of conversational systems, a multitude of systems has
been created. From initial efforts in mimicking psychotherapists and patients
(cf. [5,17]) which can be approached with any topic, the focus has shifted more
to assistants which help achieve a narrow goal in a single domain including
business-management (cf. [3,8]).

In order to design a chatbot that provides a meaningful experience, we must
first understand what expectations people have for this technology, and what
opportunities there are for chatbots based on user needs. Zamora [19] has con-
ducted research on 54 participants from the United States and India on their
expectations and experiences towards chatbots. The author found that users
expect four traits: In order to be accepted and used, the software should be
high-performing (fast, efficient, and reliable), smart (knowledgeable, accurate,
and foreseeing), seamless (easy, and flexible) and personable (“understands me”,
and likable).

Furthermore, Zamora [19] showed participants were happy to be assisted by
bots in personal routine tasks, but as topics like social media or finance were
brought up, participants voiced privacy concerns.

3 Concepts & Implementation

At first, we outline the current state of the company’s system before the inte-
gration of the chatbot component. We then describe the development of the
chatbot component. Therefore, we adhere to the general architecture which was
introduced by Jurafsky and Martin [9] providing a simplified overview of a con-
versational system shown in Fig. 1. The architecture itself illustrates several tasks
which need to be iteratively completed during a conversation with a chatbot, for
instance, (i) to understand what information the user conveys, for instance, by

Fig. 1. Generalized architecture of a conversational system (cf. [9]).
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identifying the user’s intent, (ii) to structure the content, to identify missing, rel-
evant information (to ask for it in case), to memorize the context and recognize
context switches, (iii) to select or dynamically generate an adequate response.
We integrate our chatbot component into an existing Customer-Relationship-
Management (CRM) system3, containing 30,384 customers and 31 active users at
the time of writing. The CRM system provides structured means for managing all
customer relations and allows users to interact with existing and potential clients
efficiently over many different channels. The system allows for directed customer
care, no matter if dealing with a sales- or service customer or a partner. Sales staff
and brand ambassadors use the system to educate themselves about the products
the customer has in stock, the relevant contact persons, and therefore which
products need to be promoted. Later each contact with a client is documented
by this user group and orders are added. Sales- and brand managers review the
visits and set strategic goals. The key-account-manager uses the data to acquire
new strategic customers.

3.1 The Chatbot Component

A main focus when designing the interface for the conversational system was
accessibility. The chatbot should always be available to the user no matter the
module. Therefore it was placed as an overlay on top of the current user interface,
floating in the bottom right corner as shown in Fig. 2. When the system is not

Fig. 2. The CRM’s user-interface with the chat-window overlayed in the the right part.

3 Please note: company details are omitted due to privacy reasons.
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needed, by clicking on the header row the chat window can be minimized to save
screen space.

The CRM system is implemented based on the Model-View-Controller
(MVC) design-pattern. The Model is responsible for data storage, the View com-
ponent presents the data and user-interface. The application logic is stored in
the Controller. Since the whole system has a code-base of more than 2.7 million
lines, different modules are grouped into bundles for better maintainability. For
the chatbot component, we created a new bundle to have all application logic,
user-interfaces and software dependencies in a single place.

The chat-window is included after the system is loaded completely to not
impair performance of the original system. In the chat-box a history of recent
conversations is displayed. When the user sends a message to the chatbot, an
asynchronous AJAX request with the input and further context (user-id, loca-
tion) is sent to the chatbot controller. From there, the received message is first
handled by a natural language understanding component, implemented by an
input processor pipeline. New input processors can be added dynamically to
this pipeline. The extracted intent is then handed to the Intent Processor which
manages a set of loaded handlers. The processor tracks the change of intent over
the course of the conversation and decides when to switch from one handler to
another. Each handler represents a frame and contains relevant slots.

We point out that our chatbot is meant to assist users to operate a Ger-
man CRM system in a more efficient manner. In the development process we
have thus examined existing Natural Language Processing (NLP) components
for the German language and have evaluated their availability as well as appli-
cability. The overall architecture is depicted in Fig. 1 and described in detail in
the following subsections.

Natural Language Understanding

Intent Classification. At the moment the chatbot performs five tasks: (1) Search-
ing for an entity in the database, (2) Placing orders, (3) Logging customers in
the daily report of the sales staff, (4) Creating new customers and (5) Offering
help.

To gain data on how these tasks are normally expressed, we sent out a ques-
tionnaire and collected altogether 64 expressions from eight employees between
22 and 27 years of age. To achieve a greater variety in responses, employees were
asked to provide alternatives in their expressions. The following list shows an
excerpt of the questions.

– You want to search for an entry in the database. How would you ask somebody to
perform this search for you?

– You want to add a new record. What would you say to a customer service employee?
– You want to make an order. What would you say to a customer-service employee?
– You want to add a customer or contact to your daily report. How would you

formulate this request for a customer-service employee?

Based on the labeled samples gained from the questionnaires, we trained a Sup-
port Vector Classifier using a Gaussian radial basis function (RBF) with default
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parameter settings. We tested the intent classification task via 10-fold cross vali-
dation where the RBF model obtained a precision of 0.93 and a recall of 0.90. For
classification, we used the machine-learning library PHP-ML4, since the whole
system is based on a PHP framework.

Named Entity Recognition. To structure information and establish a context,
we needed to correctly identify and extract named entity categories such as
person and location. Two existing libraries qualify for the task of German Named
Entity Extraction, i.e. Stanford’s CoreNLP (cf. [12]) and GermaNER (cf. [1]). We
compared the two libraries in a small evaluation with 23 random entity names (7
persons, 13 companies, 3 locations) which were selected from the database and
inserted into sentences of running text. Both libraries were able to consistently
identify persons and locations; they had more problems in detecting companies,
for example, Gasthaus zur Linde. In addition, GermaNER had problems with
identifying smaller towns such as “Serfaus” or “Passail”; we therefore decided
to use Stanford’s CoreNLP5.

Dialogue Manager
After extracting information from the input, the next module to process the
request is the Dialogue Manager. We decided to model this module as a frame-
based agent which was favored over a corpus-based approach, since there are
very few conversational data-sets for the German language. The dialogue man-
ager is divided into three sub-modules: (i) the context manager, (ii) the intent
selector, and (iii) an array of registered handling classes for the intents.

Context Manager. While interacting with the system, the user provides informa-
tion to improve the accuracy of the generated responses. For example, this could
be information such as the last entities viewed, the coarse location of the user or
recent intents. Since this information needs to be kept over multiple sessions, it
gets stored in a first-in-first-out fashion and is persisted in a MySQL database.
Each entry consists of a user identification, a time-stamp, and a key-value pair.
The values are encoded into the data format JSON and therefore any data type,
from simple numerical values to complex objects, can be stored.

To ensure timely relevance, a frame is moving over the entries, rendering
all entries older than eight minutes invalid. This solution can be improved by
allowing each entry to have an individual timeout. For example the location of
the user is relevant a longer period of time and should remain available to the
system, even if the last location fix is older than five minutes. On the other hand,
eight minutes of validity of the current intent can be too long and the system
keeps asking about information which is already outdated.

Intent Selector. Let’s assume the user wants to search for a customer and sends
the following message: I am searching for the Cafe Central. This request allows
4 https://github.com/php-ai/php-ml, last accessed 2019-03-29.
5 https://stanfordnlp.github.io/CoreNLP/, last accessed 2019-03-29.

https://github.com/php-ai/php-ml
https://stanfordnlp.github.io/CoreNLP/
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the system to identify the search intent. Since most of the times the chatbot
cannot fulfill the request after the first interaction, the intent is added to the
context of the user. Each further message is analyzed again by the intent selector
for a change in the request. If the score of a different intent exceeds a certain
threshold (empirically set to 0.4), the system will stop pursuing the last request
and switch to the new one. The following example shows a successfully recognized
intent switch, before the chatbot has marked the previous one as completed.
After searching for an entity, the user wants to add this record to her daily
report. Here the message in statement three is classified as intent Tagesbericht
(daily report) with a confidence score of 0.65. Therefore an intent switch is being
performed. The entity from the search before is used in the generation of the
daily report, since it was added to the context.

(1) message Ich suche nach Maria Huber.
(I am searching for Maria Huber.)

(2) response Ergebnisse für “Maria Huber”
(Results for “Maria Huber”)
(...)
Wo befindet sich der Kunde?
(Where is the client located?)
(...)

(3) message Füge diesen Datensatz zum Tagesbericht hinzu.
(Add this record to the daily report.)

Intent switch: Search → Daily report

(4) response Wie wurde der Kunde kontaktiert?
(How was the client contacted?)

The example shows a correct switch from search to daily report.

When the correct intent is identified, the dialogue manager will invoke the cor-
responding registered intent handler.

Intent Handling. Each handler consists of a set of mandatory and non-mandatory
slots which have to be filled in, before the task can be performed. With respect to
the supported tasks, the chatbot can handle five intents: Searching for an entity
in the database, Placing orders, Logging customers in the daily report of the sales
staff, Creating new customers and finally Receiving help. For each of these intents
a different number of slots has to be filled, displayed in Table 1. Except for the
search task, regular HTML-forms already existed. Required and optional form
fields were transformed into required and optional slots respectively.

When taking again the Cafe Central example into consideration, the invoked
(search) handler contains the mandatory slot query and the optional slots loca-
tion and type. For each slot a number of data-transformers can be added. They
convert data according to rules into the desired format or can perform extra
checks (e.g The start date has always have to be earlier than the ending date).
In the case of our search example, as soon as a query is identified (Cafe Central)
a list of results, ordered by relevance is returned. Since there are still optional
slots unfilled, the system finds the slot to fill to narrow the search down the
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Table 1. Required and optional slots for “search”, “ordering” and “daily report”.

Intent Required slots Optional slots

Search query type, location

Place order items supplier

quantities delivery address street

ordertype delivery address zip

assigned customer delivery address city

Add to daily report person notes

contacttype

presented products

finished todos

result

most and ask the user to provide information. Since all found establishments are
tagged as ‘Cafes’, asking the user to provide the type of entity searched won’t
have a big influence to the results. However, the coffeehouses are distributed over
Austria and therefore when the user provides a location, like a city name or zip
code, the result set can be reduced. This is already partly done in the Natural
Language Generation module.

Task Manager & Natural Language Generation
When the necessary information is gathered by the Dialogue Manager, the
responsibility is handed over to the Task Manager. Each task which can be
invoked by the user usually has an unique entry point. This module forms the
link between the chatbot and the application logic. If the task can be performed
quickly, the task manager will wait for the result before returning it back to
the Dialogue Manager. The task manager simply posts a message to the CRM
system and the next available worker will proceed to work off the request.

The candidate response generator is doing all the domain-specific calculations
to process the user request. The result of these calculations is a list of response
candidates. The response generator uses the context of the conversation as well
as intent and entities extracted from the last user message. The response selector
scores all response candidates and selects a response which most likely works best
for the user.

4 Evaluation

Chatbot evaluation is mostly a human task. While some researchers use the
BLEU metric, which was created to evaluate the performance of machine-learning
algorithms, Liu et al. [11] have found the metric correlating very poorly with the
human perception. To find the user satisfaction score a number of methods can
be used. The most exhaustive is letting the users fill out a questionnaire after
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their interaction with the chatbot. We evaluated the chatbot’s effects over a two
week period. In this time span, 15 company employees provided 465 communi-
cation turns. The distribution of usage is shown in the left part of Fig. 3 (age
information is given by color). The first five users tested the system most inten-
sively and were all under 40. The majority of the remaining 11 users were 40+. A
visual inspection of the distribution suggests that younger users are more open
for trying out the chatbot and its features. This observation is in accordance
with Chung et al. [4] that age is negatively associated with behavioral intention
to participate in online communities.

Fig. 3. Left: Distribution of Chatbot usage in the two week evaluation period. Red
represents the age group 20–30, blue the age group 30–40 and green marks employees
over 40. Right: Distribution of response times for the chatbot to answer. (Color figure
online)

Technical Evaluation. For each request, the response time was logged; the
corresponding histogram is shown in the right part of Fig. 3. The timer was
started as soon as the web-server was invoked and stopped on the instance before
the response was returned. The message transmission times are not included.
The average response time is 809 ms and the median is 779 ms with a standard
deviation of 164 ms and fits a right-skewed normal distribution.

The average length of turns submitted to the system is 13.1 characters long.
For each intent the user sent an average of 2.6 turns before the conversation
was terminated or an intent switch was performed. A distribution by intents
is given in Fig. 4. This distribution is in line with the number of slots which
have to be filled to perform each task, i.e. more slots to be filled require longer
conversations.

Empirical Evaluation. Informed by Walker et al. [16], we compiled a ques-
tionnaire and sent out seven questions to employees with access to the chatbot.
Table 2 provides an overview of the empirical evaluation including questions,
metric, answering modality as well as average score and standard deviation.
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Fig. 4. Conversation length according the required slots to be filled for a task.

Table 2. Overview of the empirical evaluation.

Metric Question Modality Score Std.D.

Usage To what extent have
you used the system?

1 (not at all) to 5
(in great detail)

4.00 0.77

Task Ease Was it difficult or easy
to have the chatbot
perform a certain task,
e.g. searching?

1 (very difficult) to 5
(very easy)

3.00 1.18

Interaction
pace

Was the interaction
pace appropriate?

1 (not appr.) to 5
(very appr.)

4.45 0.68

User
Expertise

Was it clear what to do
next?

1 (not clear) to 5
(very clear)

3.73 1.00

System
Response

How often did the
system respond slowly?

1 (always) to 5 (never) 4.27 1.00

Expected
Behavior

Did the system behave
as expected?

1 (always) to 5 (never) 2.91 0.70

Future Use Do you plan to use the
system in the future?

1 (most certainly) to 5
(cert. not)

3.09 1.04

The metric Task Ease has an average of 3.00 but also the highest statistical
deviation of 1.18. So, some users appeared to be satisfied with how tasks could
be invoked, others to be unhappy. One user added the remark “The chatbot does
not understand anything!!” and another one added “The bar (Name removed)
could not be found.”. After looking up the respective conversations, we found
that for some requests intent classification had failed.

Interaction Pace yielded the highest score with 4.45, although Named Entity
Recognition (NER) did not work as reliable as anticipated. Sales staff tend to
shorten city names to the corresponding zip codes. For example, entities located
in the 10th Viennese city district “Favoriten” are assigned the zip code 1100. This
is a common way of quickly targeting entities by their name and rough location.
However, the NER-System does not recognize Austrian ZIP-codes. After failing
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to identify the ZIP-code, the system in many cases falls back to asking directly
for the location.

Judging from the score of System Response, users were satisfied with the
speed of the answer generation. As described in the section above, the average
response time was 809 ms. There was one remark added: “The system is getting
more and more slowly near the end of the month!”. This appears to a subjective
experience, since we could not verify this claim by checking the response time
logs.

5 Conclusions

In this work we have implemented and integrated a chatbot component into
an existing Customer-Relationship-Management (CRM) system of a mid-sized
company in Austria. The advantages of (i) a seamless integration, (ii) a flexible
extension and adaption to novel requirements and (iii) the focus on the German
language led to the decision of developing a customized solution. The provision
of a chatbot component in combination with a CRM system for the German
speaking market represents itself an added value.

From the evaluation we can learn that the employees were in sum satisfied,
yet there is of room for improvement. Employees, for instance, could often not
explain the chatbot’s behavior and this often could be traced back to a lack of
understanding. Gathering more conversational data (as is done during chatbot
usage) will contribute to alleviate this issue. It will allow us to improve the con-
text management and one day even to use corpus-based approaches. More data
will also enable Natural Language Processing tools such as named entity recogni-
tion to retrain the models. Improvement ideas also include having a speech-based
chatbot for sales personnel to be briefed during their car rides with all the impor-
tant information.

Acknowledgements. The Know-Center GmbH Graz is funded within the Austrian
COMET Program - Competence Centers for Excellent Technologies - under the aus-
pices of the Austrian Federal Ministry of Transport, Innovation and Technology, the
Austrian Federal Ministry of Economy, Family and Youth and by the State of Styria.
COMET is managed by the Austrian Research Promotion Agency FFG.

References

1. Benikova, D., Yimam, S.M., Santhanam, P., Biemann, C.: GermaNER: free open
German named entity recognition tool. In: German Society for Computational
Linguistics and Language Technology (2015)

2. Bergmann, K.: Angewandtes Kundenbindungs-Management. Frankfurt am Main
[u.a.]: Lang. (1998)

3. Choi, H., Hamanaka, T., Matsui, K.: Design and implementation of interactive
product manual system using chatbot and sensed data. In: 6th Global Conference
on Consumer Electronics (GCCE) (2017)



Chatbots Assisting German Business Management Applications 729

4. Chung, J.E., Park, N., Wang, H., Fulk, J., McLaughlin, M.: Age differences in
perceptions of online community participation among non-users: an extension of
the technology acceptance model. Comput. Hum. Behav. 26(6), 1674–1684 (2010)

5. Colby, K.M., Hilf, F.D., Weber, S., Kraemer, H.C.: Turing-like indistinguishability
tests for the validation of a computer simulation of paranoid processes. Artif. Intell.
3, 199–221 (1972)

6. Correia, J.M., Dharmasthira, Y., Poulter, J.: Market share analysis: customer rela-
tionship management software. Technical report, Gartner Inc. (2016)

7. Cui, L., Huang, S., Wei, F., Tan, C., Duan, C., Zhou, M.: SuperAgent: a customer
service chatbot for e-commerce websites. In: Proceedings of ACL 2017, System
Demonstrations (2017)

8. Greenfield, R.: Chatbots are your newest, dumbest co-workers. Bloomberg (2016)
9. Jurafsky, D., Martin, J.H.: Speech and Language Processing: An Introduction to

Natural Language Processing, Computational Linguistics, and Speech Recognition,
2nd edn. Pearson Education, London (2009)

10. Kowalke, P.: How chatbots will change Customer Relationship Management (2017)
11. Liu, C., Lowe, R., Serban, I.V., Noseworthy, M., Charlin, L., Pineau, J.: How NOT

to evaluate your dialogue system: an empirical study of unsupervised evaluation
metrics for dialogue response generation. CoRR (2016)

12. Manning, C.D., Surdeanu, M., Bauer, J., Finkel, J., Bethard, S.J., McClosky, D.:
The Stanford CoreNLP natural language processing toolkit. In: Association for
Computational Linguistics (ACL) System Demonstrations (2014)

13. Marcus, G.: What comes after the turing test? The New Yorker (2014)
14. Thomas, N.T.: An e-business chatbot using AIML and LSA. In: Proceedings of

the International Conference on Advances in Computing, Communications and
Informatics (2016)

15. Voth, D.: Practical agents help out [virtual agent system]. IEEE Intell. Syst. 20(2),
4–6 (2005)

16. Walker, M.A., Passonneau, R., Boland, J.E.: Quantitative and qualitative evalua-
tion of DARPA communicator spoken dialogue systems. In: Association for Com-
putational Linguistics, ACL (2001)

17. Weizenbaum, J.: ELIZA - a computer program for the study of natural language
communication between man and machine. Commun. ACM 9(1), 36–45 (1966)

18. Xu, A., Liu, Z., Guo, Y., Sinha, V., Akkiraju, R.: A new chatbot for customer
service on social media. In: Proceedings of the Conference on Human Factors in
Computing Systems, CHI (2017)

19. Zamora, J.: I’m sorry, Dave, I’m afraid I can’t do that: chatbot perception and
expectations. In: Proceedings of the 5th International Conference on Human Agent
Interaction, HAI (2017)



An Intelligent Platform with Automatic
Assessment and Engagement Features

for Active Online Discussions

Michelle L. F. Cheong(&), Jean Y.-C. Chen, and Bing Tian Dai

School of Information Systems,
Singapore Management University, Singapore, Singapore
{michcheong,jeanchen,btdai}@smu.edu.sg

Abstract. In a university context, discussion forums are mostly available in
Learning and Management Systems (LMS) but are often ineffective in
encouraging participation due to poorly designed user interface and the lack of
motivating factors to participate. Our integrated platform with the Telegram
mobile app and a web-based forum, is capable of automatic thoughtfulness
assessment of questions and answers posted, using text mining and Natural
Language Processing (NLP) methodologies. We trained and applied the Ran-
dom Forest algorithm to provide instant thoughtfulness score prediction for the
new posts contributed by the students, and prompted the students to improve on
their posts, thereby invoking deeper thinking resulting in better quality contri-
butions. In addition, the platform is designed with six features to ensure that
students remain actively engaged on the platform. We report the performance of
our platform based on our implementations for a university course in two runs,
and compare with existing systems to show that by using our platform, students’
participation and engagement are highly improved, and the quality of posts will
increase. Most importantly, our students’ performance in the course was shown
to be positively correlated with their participation in the system.

Keywords: Discussion forum � Natural Language Processing �
Student engagement

1 Online Discussion Forums

Asynchronous online discussion (AOD) forums have been used in many learning
contexts to enable students to learn from their peers as a community, and it was
mentioned in [1] that “perhaps the most important form of active learning is discus-
sion.” Despite the popularity of using threaded forums in Learning Management
Systems (LMS), it was argued that they “might not be the best technology to support
the interactive and collaborative processes essential to a conversational model of
learning” [2]. Some researchers noticed that in threaded forums, students tend to post
condensed versions of the explanations of their own ideas rather than responding to the
ideas of others [3, 4]. Also, the discussions are often not deep and remain at the surface
level such as sharing and comparing information [5]. In [6], they summarized other
constraints imposed by threaded discussion forums which include students’ tendency to
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attend to unread posts and most recent posts rather than posts with important content,
difficulty in promoting interactive dialogues, provides little support for convergent
processes, and the lack of timely feedback. Thus, threaded forum discussions found in
LMS do not foster productive online discussions naturally, and developing alternative
discussion environments is needed to offer better support in asynchronous online
discussions. Several suggestions that future discussion environments should improve
upon was provided by [6]. First, it is to foster an online community, provide timely
feedback, encourage information sharing and support collaborative problem solving.
To achieve these objectives, some incentive mechanism may be designed into the
environment. Second, the lack of convergence requires a system which can go beyond
knowledge sharing to include active processing and synthesizing of the information
provided by the community. Third, the use of multi-functional environments or systems
that can integrate new media technology to facilitate learning at different phases, such
as asynchronous and synchronous discussions. Fourth, to design appropriate instruc-
tional activities or strategies that can improve the quality of the discussion.

In [7], the focus is the Starburst system, which uses visualization techniques to
present discussion posts as dynamic hyperbolic tree. Their results found that students
were more purposeful in selecting which discussion threads to read and they did it in a
more connected fashion. In [8], the authors developed and tested a mobile interactive
system to compare social knowledge construction behavior of problem-based asyn-
chronous discussion in e-learning and m-learning environments and found that using
additional environments led to more options for students, and that using mobile devices
positively influenced students’ learning performance. In a study by [9], they compared
how students provided online interactive feedback using two different systems,
Blackboard being the normal threaded forum and the Annotation System developed by
[10]. They found that students showed fewer evaluative feedback but more feedback
with suggestions for revisions when using Annotation System than Blackboard. Thus,
all three pieces of work [8–10] show that software design and interface can indeed
influence learner engagement positively.

In this paper, we will discuss about our intelligent Q&A platform, called CAT-IT,
which is an integrated platform with the Telegram mobile app and a web-based forum
which are synced in real time. The platform is capable of automatic thoughtfulness
assessment of the questions and answers posted, using text mining and Natural Lan-
guage Processing (NLP) methodologies, and provide instant thoughtfulness score
prediction to encourage the students to improve their posts, thereby invoking deeper
thinking resulting in better quality contributions. In [11], the author proposed four
dimensions in assessing text quality including contextual, intrinsic, representation and
accessibility, of which, we focused only on contextual in terms of relevancy, and
representation in terms of ease of understanding and interpretability. Thus, we will
assess posts using a thoughtfulness score, to measure if a statement contains insightful
reasoning and relevance to the issues discussed [12]. We present the effectiveness of
our newly developed Q&A platform in engaging students to conduct active online
discussion, and how the thoughtfulness score prediction encouraged higher quality
posts, leading to improved students’ performance in the course.
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2 System Design and Architecture

2.1 System Design and Features

CAT-IT is a student-centric platform where the interactions in the form of asking
questions and providing answers, are all student-driven. We have chosen this design as
we believe that while the traditional tutor-student delivery is important, student-student
interaction is also important for academic engagement as all participants are equals and
there will be no power relationship issues which may hinder active discussions [13].
We have designed six special features to improve and maintain student engagement
and discuss the details of each feature below.

Avatar Identity for Anonymity. This is to overcome one main challenge in Q&A
platforms, where poorly formed questions and inaccurate answers provided will be
ridiculed [14], thus students tend to be wary about how their posts may be viewed by
their peers. Our students participate in the platform using their individual avatar
identity to provide them a “safe” environment to participate without the fear of being
ridiculed. By understanding the “real deal” when students ask questions and provide
answers according to their own understanding and perceptions, which could be repe-
ated questions or inaccurate answers, it will allow course instructors to know exactly
what the learning challenges are in a more timely fashion and address them during in-
class session immediately. In addition, as our data collection involved human subjects,
using the avatar identities will allow us to collect data according to IRB requirements.

Gamification and Leaderboard. Gamification is the process of making something
more game-like, but it does not involve creating a complete game. It works with
something pre-existing that is not a game, and should engage people with something
for a purpose that is not solely to entertain or engage them [15]. Several recent works,
both online [16] and classroom [17] have utilized gamification as an attractive strategy
to enhance student engagement in learning the course content. Points are usually earned
and accumulated when a certain desired learning behavior has been attained by the
participant, and a leaderboard is used to instill a sense of competition among the
participants by displaying the ranks of the participants’ performance. In our system, we
display the real-time ranking of the avatars on a leaderboard based on their cumulative
thoughtfulness score earned, to incite students’ desire to stay at the top of the
leaderboard.

QA Coins and Bounty. Earning in-game coins is part of gamification. The amount of
QA coins earned for a new post is based on a multiplication factor of the thoughtfulness
score earned for that particular post. The multiplication factor f(x) follows f xð Þ ¼ e�x,
where x is the cumulative thoughtfulness score of that student. The purposeful design
of using such a function is to reward students who have low cumulative thoughtfulness
score (x) to earn more QA coins, as a form of encouragement to participate. In many
gamified platforms, in-game coins are usually used for making in-game purchases such
as buying capes and swords to don their avatar characters. However, in our system,
each student only has an avatar identity but does not have an avatar character. Thus, the
QA coins earned can only be used to “buy” quick response for the best answer
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provided within a time limit. This further gamifies the process of participation for both
the asker and the answerer.

Auto-routing. One of the key success factors of QA platforms is timely feedback.
Posted questions which are not answered will lead to loss in interest and engagement,
which may result in the eventual failure of the system [18, 19]. Our system will
automatically route an unanswered question to the top five and bottom five cumulative
thoughtfulness score students, and also to students who have zero participation, once
the time limit is reached. Time limit is default to 24 h if the question does not have a
bounty and its associated time limit. By routing to the top five students, we hope that
students who have more expertise will provide assistance, while by routing to the
bottom five and zero participation students, we hope that the less active students can be
nudged to participate.

Need Improvement and Up-Vote Buttons. This is a new feature which was added
only in our second run, in response to students’ feedback that some students asked
questions for the sake of asking to earn thoughtfulness score which will be part of their
final grade for the course, as reported in our earlier work [20]. Thus the “Need
Improvement” button will allow students to suggest that a question or answer needs
further improvement. This is similar to a down-vote in other platforms. However, from
the education point of view, we believe that there are no stupid questions or stupid
answers, and we do not encourage irresponsible down-voting. Thus, for every click of
the “Need Improvement” button, one QA coin will be deducted from the student who
clicked the button, so that students can be more mindful when doing so. Conversely,
we hope to encourage students to acknowledge good contributions from their peers,
and use the “Up-Vote” button as a form of positive recognition. By using these two
buttons, we hope to capture some emotional cues in student-student interactions.

Periodic Questions Posted by Automatic Chat Bot. This is also a new feature added
in the second run. In our first run, we reported that there were about five answers for
every question asked [20]. This showed that students found it easier to provide answers
than to ask questions. Thus, we allowed our chat bot to automatically ask questions
periodically from a question bank, to drive participation from students in answering
questions.

2.2 System Architecture

Figure 1 shows the system architecture of our integrated Telegram and web-based
forum. The back-end includes databases and machine learning algorithm, automated by
Python scripts, Telegram API and Google API. The system has three main databases,
where two of them are Excel files, namely the Q&A corpus for the training of the
machine learning algorithm for the prediction of thoughtfulness score, and the question
bank where the chat bot will draw its periodic question from. The main database is
based on MySQL Workbench with tables to store the user database and the user’s
associated posts, thoughtfulness scores and QA coins earned. There are two front-ends
available, the web-based forum (Fig. 2) and the Telegram mobile app (Fig. 3). Students
and instructors must register separately on both applications, using their university
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email address and Telegram account respectively. The platform will link both regis-
trations to be the same user. Using the Telegram app, students can post questions,
provide answers, and view posts contributed by other students and himself/herself. The
web-based forum has full functionality that lists all conversations by threads, and in
addition to what the Telegram app can provide, students can search for posts and view
user information and leaderboard results. The real-time synchronization between the
two interfaces provides students the option of participating using their computers or
their mobile phones on-the-go, improving engagement as noted in [8].

Fig. 1. Schematic diagram of system architecture

Fig. 2. Web-based forum to view, post and search for posts, and to view user info and ranking
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3 Data Analytics and Applied Intelligence

3.1 Data Preparation

In order to train a machine learning algorithm to perform the prediction, the team
required an initial data set which contains questions and answers representing similar
content. An initial data set was crawled from a public forum on Excel (www.
excelforum.com) over a four-month period, from June to September 2017. After careful
selection based on relevance to the course content, a total of 2377 posts, containing 340
questions, were used to form the training data set. The two course instructors then
manually labelled the posts independently on a scale of 0 to 5, based on agreed labeling
rules where 0 means that the post is not thoughtful at all; 1 means that the post is a short
sentence without details; 2 means that the post contains two to three sentences with
some explanations using one or two Excel formulas; 3 means good explanation with
example and formula; 4 means good explanation with example, formula and com-
parison; and 5 means clear explanation, examples, references, suggested formulas and
interpretations. We tested inter-coder reliability using consistency index [21] and
Cohen’s Kappa statistics [22] and achieved 0.906 and 0885 respectively, representing
high reliability and deemed that the labeling were consistent and reliable, and thus the
labelled data can be used for training the machine learning algorithms.

To implement our system for other courses, the Q&A corpus and chat bot question
bank related to the course will need to be prepared. A best performing machine learning
model will need to be trained to perform the thoughtfulness prediction. Such work will

Fig. 3. Telegram app interface for posting question and answering question
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take about three months at most and the system will be ready for deployment. In the
case of a programming course where posts are computer programs, an online judge
system will be more suitable. However, such online judge systems are usually used in
competitive programming or used by course instructors to assess if the programs
submitted by students are correct, and are not meant for discussion purposes. Thus, an
integration with open source online judge API for code compilation and execution can
be done in future to assess the computer program separately from the text discussion
posts.

3.2 Data Pre-processing and Feature Selection

We pre-processed the text using tokenization; stop words removal; word stemming;
trim and count the number of URL references and number of Excel formulas; part of
speech tagging; and natural language parsing using the Stanford Parser (https://nlp.
stanford.edu/software/lex-parser.shtml) to analyze the grammatical structure of the
sentences. We generated structural features including average number of characters per
word, average number of words per sentence, number of words, average parse tree
height, and average number of subordinate clauses per sentence. For syntactic features,
we generated average number of noun phrases, verb phrases, and pronounce phrases
per sentence. In [23], it was found that discourse relations were correlated with the text
quality. Thus, we included “expansion” relation where the second argument expands
the first argument or moves its narrative forward; “comparison” relation which high-
lights the difference between two arguments; and “contingency” relation where an
argument causally influences another argument. As discussed in [24], questions can be
classified into factoid, list, definition, complex and target. We have adopted the similar
concept and proposed an ordinal scale to take care of increasing complexity and
discourse features in the different question types according to “where” = 1, “what” =
2, “how” = 3, “when” = 4, and “why’ = 5. In addition, we also included whether the
post is a question or an answer, and the number of reference links and Excel formulas.

3.3 Machine Learning Models and Selection

With the features, we trained four families of machine learning models to predict the
thoughtfulness score. We tested Linear Regression (LR), Neural Network Regression
(NN), Support Vector Machine (SVM) and Random Forest (RF). For NN, we used
multi-layer perceptron with hyperbolic tangent (tanh) activation function. There are two
hidden layers, where the first layer has 1000 neurons and the second layer has 100
neurons. We used Adam, a stochastic gradient descent optimization, with learning rate
set at 0.001. For SVM, we have tested several kernels including linear, polynomial,
sigmoid and radial basis function (RBF) and found that RBF performed the best. In RF,
10 trees with a maximum of six-feature split used, has the best performance. We used
stratified 10-fold cross-validation to split the dataset and the results are given in
Table 1. RF outperformed the other three models with the lowest mean squared error
(MSE) and the highest R Square value, so we used the RF model to perform automatic
thoughtfulness score prediction for the future posts contributed by the students.
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4 System Process Flow, Implementation and Results

4.1 System Process Flow

The process flow is depicted in Fig. 4. Student starts by asking the first question (Q).
A question contains a title, content, optional QA coins as bounty and its associated time
limit. Once a question is posted, students can provide answer (A) to the question or to
an earlier answer with no depth limit. For every question or answer post, the machine
learning (ML) model will predict the thoughtfulness score and prompt the student to
improve the post. If the student chooses to improve the post, both posts and their
respective thoughtfulness scores will be recorded. In our first pilot run, students were
not shown the thoughtfulness scores, so the final post, which could be the first or
second post (if student chose to improve the first post) will be posted. While in the
second run, the thoughtfulness scores were shown and student can choose either the
first or second post to be the final post. For questions with bounty and time limit, the
best answer will earn the QA coins posted within the time limit. Once time limit is
reached, any unanswered questions will be routed based on our auto-routing rule. For
questions with no bounty, the time limit will be automatically set to 24 h.

Table 1. Machine learning models comparison

LR NN SVM RF

Mean squared error 0.590 0.276 0.319 0.080
R square 0.188 0.622 0.563 0.892

Fig. 4. Process flow
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4.2 Implementation

The platform was implemented for a university course on spreadsheets modeling over
two runs, with different number of sections, different number of students, different
allocation of marks (0%, 5% or 10%) as a percentage of the overall assessment, and
with the two additional features (Need-Improvement and Up-Vote buttons, and
Automatic Chat bot) added in the second run. For Run 1, participation was mandatory
for all sections (5% or 10%). For Run 2, only section G13 was allocation 0% which
means voluntary participation (Table 2).

4.3 Comparing Participation Performance with Other Platforms

Table 3 below compares the participation rate and average number of post per active
student of our platform with three other similar discussion platforms which were
implemented in the past, and their performance results were reported in the literature.

BlikBooks [25] was founded in 2010 and used in more than one-third of UK HE
institutions. Its impact on student-tutor and student-student interactions in an Interna-
tional Strategy Development module with 440 students were evaluated [26]. In terms of
student-student interaction, only 71 comments were made by 53 students, giving it a
low participation rate of 12.1% and 1.34 posts per active student. CaMILE is an
anchored forum which was first developed in 1994 and was implemented for students
in 17 classes for courses in computer science; chemical engineering; English; history;
and literature, culture and communication [27]. Being an anchored forum, discussion
topics were provided by the course instructors and thus a higher participation rate
would be expected. However, the platform only achieved an average participation rate
of 60% and each student only contributed an average of 5.2 posts. On the other hand,
SpeakEasy [28] which was also implemented as an anchored forum with discussion

Table 2. Two implementation runs

# of sections # students Settings for different sections

Run 1 3 128 G1 (10%), G15 & G16 (5%)
Run 2 4 147 G1 (10%), G10 & G12 (5%), G13 (0%)

Table 3. Participation performance comparison

Platforms # of
participants

# of active
participants

Participation
rate

# of
meaningful
posts

Average # of
post per active
participant

1. CAT-IT – Run 1 128 101 78.9% 1025 10.15
2. CAT-IT – Run 2 147 123 83.7% 1128* 9.17
3. BlikBooks 440 53 12.1% 71 1.34
4. CaMILE - - 60.0% - 5.2
5. SpeakEasy 180 173 96.1% - 5.3

* excludes questions posted by chat bot
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topics related to Science provided, involved 180 eighth grader, was able to achieve a
high participation rate of 96.1% and each student contributed an average of 5.3 posts.
Such a high participation rate was achieved due to two main reasons. Firstly, eighth
graders would be expected to have more time available for discussions as compared to
university students, and secondly, SpeakEasy was implemented as an anchored forum
which was part of an assignment.

Comparing to these platforms, our CAT-IT has achieved higher participation rate
(at least 78.9%) and higher average number of post per active student in both runs
(almost double that of other systems), except when compared to SpeakEasy in terms of
participation rate. It is important to note that CAT-IT is not an anchored forum, but a
free-form Q&A platform, where all questions and answers are student-driven. In the
case of university students who have countless number of time-competing tasks in
hand, our platform was able to achieve such high participation rate and high average
number of posts shows that it is an effective platform to encourage active student-
driven discussion. Both performances will be discussed in the following sections.

4.4 Participation Improvement Due to Specific Features

For both runs, our platform has shown to achieve high participation rate. Of the six
special features, we were able to track the improvements in participation due to three of
them, specifically QA coins as bounty, auto-routing and automatic chat bot. In applying
the QA coins as bounty, the intention is to improve the response time, as unanswered
questions will lead to loss in interest and engagement as reported in [18, 19]. Results
from Run 1 showed that the average response time for questions with QA coins was
55.6 s, while the average response time for questions without QA coins was 122.5 s.
We tested the null hypothesis (H0) that the average time to response to questions with
QA coins is not significantly different than those without QA coins, and obtained a p-
value of 0.0283 (<0.05, reject H0), and t-statistic of −1.996. Thus, we can conclude that
by using QA coins as bounty, questions will get faster response.

Our auto-routing feature is also used to reduce unanswered questions. When the
time limit is reached, the system will automatically route the unanswered questions to
the top five and bottom five cumulative thoughtfulness score students, and also to
students who have zero participation. In Run 1, 13 unanswered questions beyond the
time limit were auto-routed and 7 were answered, while in Run 2,110 unanswered
questions were auto-routed and 20 were answered. This shows that with automatic
routing feature, some unanswered questions will receive responses which would
otherwise not be forthcoming. Finally, in Run 2, our CAT bot was able to ask questions
from a question bank over a 6-week period from Week 2 to Week 7. A total of 140
questions (35 questions each for four sections) was asked by the CAT bot, and 127 of
them received answers from the students. The average number of answers received per
question for a CAT bot question is 1.96, which is slightly higher than 1.88 for a student
question. While the difference is insignificant, it shows that students continue to par-
ticipate and contribute answers regardless of whether it is a CAT bot question or
student question, keeping the discussion active.
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4.5 Higher Quality Posts

Once a post is created, our system will prompt the students to improve their posts.
Table 4 below shows that in Run 1, where students were not shown the thoughtfulness
scores for both attempts, 76.7% of the second attempts were indeed improved. For Run
2, students were shown the thoughtfulness scores for both attempts, and students have
the choice to choose which attempt to be the final post, 69.8% of the second attempts
were improved. We were surprised to see that a lower percentage of second attempts
were improved in Run 2 as compared to Run 1. We offer a couple of plausible
explanations why some students still chose the lower thoughtfulness score post as their
final post. One is that students did not fully understand how to use the system to choose
the higher thoughtfulness score post, and two is that students may have made a mistake
in their selections. Nevertheless, our results show that when students chose to improve
their posts when prompted, a high percentage of them managed to do so, thus leading
to higher quality posts.

4.6 Improved Student Performance in Assessments

We have analyzed and reported in our earlier paper [20] on the positive correlation
between students’ performance in the course with the thoughtfulness scores they
earned, based on the students in Run 1. For Run 2, the same analysis was done and the
results are shown in Table 5. It can be seen that for all four sections, the correlations
between the average thoughtfulness score and final course performance all displayed
positive correlations. The p-values for all are significantly lower than 0.05, except for
Section G12 where the p-value is 0.0519, slightly more than 0.05. It is interesting to
note that the average thoughtfulness score was higher for sections with allocation of 5%
(G10 and G12), as compared to section G1 with allocation of 10%. This is again
consistent with what we have reported earlier in our paper [20] which suggested that
with a higher stake (10% versus 5%), the quality of posts may not be higher. In totality,
we can conclude that students with higher thoughtfulness scores tend to perform better
in assessments with appropriate extrinsic motivation, and 5% is better than 10% when
higher quality posts are desired.

Table 4. Improvement in thoughtfulness scores on second attempts

Number of posts with second attempt % improved % did not improve

Run 1 56 76.7% 23.3%
Run 2 53 69.8% 30.2%
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5 Conclusions and Future Enhancements

Our intelligent platform with automatic assessment of post contributions and six
engagement features has shown to be effective in encouraging active student-driven
online discussion, and resulted in better student performance in the course. As com-
pared to other platforms, our CAT-IT can achieve higher participation rate, higher
average number of post, and higher quality posts. Most importantly, there is positive
correlation between students’ performance in the course and their participation in the
system. We have successfully applied NLP to automatically assess posts’ quality, and
show that the thoughtfulness scores of posts increased when students were given the
chance to improve their posts, encouraging mindful and purposeful attempts to ask
better questions and provide better answers. Our system can be extended to other
courses by replacing the Q&A corpus to train the ML model for prediction of
thoughtfulness, and the Chat bot question bank. By integrating with open source online
judge API for code compilation and execution in future, it will be possible to assess the
correctness of computer programs which are contained in the posts, for programming
related courses. In our future work, we will improve the NLP analysis to provide
guidance to students on how and in what areas to make improvements to their posts,
resulting in even higher quality posts.
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Abstract. Text normalisation is an important task in the context of
Natural Language Processing. By normalisation, free text is mapped into
dictionaries, i.e. indexed collections of locutions recognised as typical of a
particular jaergon. In general, technical dictionaries are difficult to build
and validate. They are typically constructed by hand on the basis of
everyday human work and they are agreement-based. This is indubitably
time consuming and the approach requires a strong human supervision
and does not provide a general methodology. In this paper, we perform
the first steps towards the to automatic building of a dictionary for Ital-
ian journalistic lexicon, called NewsDict, based on sub dictionaries able
to characterise main topics occurring in newspaper articles. We exploit
a dataset of annotated documents from some Italian newspapers and a
statistical techniques based on the Mutual Information Principle. Docu-
ments contains information such as the release date and the topic of the
article and has been directly annotated by the author. To check the accu-
racy of the dictionary we built, we develop an initial test. We normalise
a control set of journal article into NewsDict. Crossing results presented
in this paper against the human annotation, we provide a fist measure
of performances of the described methodology.

Keywords: Text normalization ·
Statistical natural language processing ·
Automatic generation of dictionaries

1 Introduction

In Statististic natural language processing normalization is the activity of trans-
forming a corpus of texts into a list of words with annotations, in turn named
an annotated dictionary. This is a challenging task that plays now a crucial role
in data mining and knowledge acquisition [1–4]. In particular, this holds in sci-
entific/technical setting or in general when narrative styles belong to a jargon
that is discipline-specific of one that characterizes a specific cultural reality (see
e.g. [5], where Baroni et al. provide a method to extract the lexicon related to
the nautical universe from a document corpus).

The idea to isolate a part of a common language that is specifically expressive
has a long tradition in medicine, for technical dictionaries exist since the thirteen
c© Springer Nature Switzerland AG 2019
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century (see, for an initial example of this sensitivity the work of Henry [6]).
Nowadays, clinical dictionary represent a crucial resource for physicians (see, e.g.,
MedDRA or ICD-10), and a number of softwares has been developed to support
experts in text classification [7,8]. In general, normalization into a specific lexicon
could be useful in all situations characterised by an huge amount of documents of
interest. The case of social media is paradigmatic: a reachable sources of (a huge
amount of) written text, but these narrative data ranges to a number of slang
variations of formal written language. A dictionary could be manually created ex
novo. Widely used dictionaries are constructed by hand on the basis of everyday
human work and they are agreement-based. This is a good and sound praxis, but
it indubitably time consuming. Moreover is not so for dynamic contexts where
the lexicon changes rapidly (think, e.g. to the grown of neologisms in linguistic
contexts as politics or information technology). The above are all supportive
motivations for investigating the following research question: how can we extract
a dictionary from a corpus? In the recent past, some significant effort has been
carried out by the research community in order to identify correct methods for
the construction of dictionaries from text [9–11].

In our opinion the above mentioned techniques suffer of a common draw-
back: they are not completely scalable and incremental; this is why we suggest
to adopt the approach that we propose here. We propose a completely automatic
technique that generate a dictionary capturing the Italian journalistic lexicon,
called NewsDict. The technique is inherently language-independent. We adapt
and use a co-occurrence based technique inspired to the Mutual Information
Principle and generate a set of Italian locutions typical to the journalistic jar-
gon. We employ a dataset of newspaper articles from a set of Italian newspapers
as a knowledge base. The data set is annotated by reporters, that manually
assigned to each article a topic in front, i.e. national news, local news, sport
news, economy, culture and so on. Statistical methods are able to retrieve and
filter large and refined sets of locutions or terms. The construction of the new
terminology is completely automatic. Candidate terms are automatically gen-
erated from the corpora of narrative documents. Then, new terms are further
filtered by frequency and classified by topics, in order to create sub-dictionaries
for each argument of interest.

We describe here the designed methodology and illustrate results from a set
of preliminary experiments. As a As a demonstration test of the accuracy of
NewsDict, we normalize a control set of journal articles into NewsDict, retriev-
ing a set of locutions. To extract NewsDict terminology, we use the software
DICTOMAT [8]). Then we check if the retrieved terminology belongs to the sub-
dictionary of to the category the article belongs to. The paper is organized as
follows. Related Work and a quick presentation of the algorithm DICTOMAT
are in Sect. 2. Methods are in Sect. 3. In Sect. 4 we described the generation of
NewsDict and a first test of its accuracy in task classification. Discussions and
Conclusions are in Sect. 5.
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2 Background and Related Work

Related Work. In [5,12] some techniques based on Pointwise Mutual Infor-
mation (PMI) and Information Retrieval (IR) are proposed for recognizing syn-
onyms in specific linguistic domains. In [13,14], authors use co-occurrence based
techniques to build a knowledge base and mining algorithms for the clinical
linguistic domain.

Similarly, consideration can be applied to the important work done in the
community of Ontology generation, where the extraction of formal ontologies,
often in form of formal definitions in description logic, or in RDF, has been
performed [15–19]. There is a long line of investigations involving specifically
medical ontologies [20,21] and some studies with specific focus on e-learning
problems [22,23]. An interesting aspect dealt with in a recent paper is the eval-
uation of an ontology extraction method [24], and a recent trend consists in
the usage of multi-agent approaches combined with traditional pipeline formed
by text mining and rdf [25]. Another ontological based approach can be found
in [26]. Machine learning based approaches for lexicon generation are a major
trend in NLP. A good survey on this theme can be found in [27] and we list a
comparison with the methodology presented here as a high priority future work.

The NLP Algorithm DICTOMAT. In this paper we exploit the normalization
software DICTOMAT, an evolution of the NLP algorithm MagiCoder, introduced
and studied in [8,28–30]. MagiCoder has been designed to be robust to dictionary
and language changes and performs effectively in normlization task: in [8] we
measure, on a data set of 4500 manually revised text, an average recall and
precision of 86.9% and 91.8%, respectively.

The main idea of DICTOMAT is that a single linear scan of the free-text is suf-
ficient for recognizing terms from a given dictionary D. From an abstract point
of view, it recognizes in the narrative description, by a perfect string match-
ing, single words belonging to dictionary locution, where recognised words do
not necessarily occupy consecutive positions in the text, (optinally) respecting
anyway the order in the dictionary entry1. Recognised terms (terms voted by
at least one word of the text) are weighted according to information about the
syntactical matching. Then they are multisorted and finally a subset of “win-
ning terms” is released as a solution. Differently from other NLP normalization
softwares, DICTOMAT does not involve computationally expensive tasks, such
as subroutines for permutations and combinations of words. See [8] for a detailed
explanation of the algorithm and for a gold standard based test of performances.

3 Methods

The goal of this study is to generate a set of locutions, in order to built the dictio-
nary NewsDict, that captures Italian journalistic terminology. The construction
1 These option can be set by the user. In the case of the journalistic lexicon we decide

to respect the order, in order to capture typical expressions and figures of speech of
the slang.
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of the dictionary is completely automatic. Given a corpus of documents, a set of
lexicon driven locutions is generated by statistical methods.

To generate NewsDict, we adapt some techniques used in linguistics for quan-
titative analysis and in IR methods [5,12,31–33]. In particular, the cited papers
focus on the detection of synonyms (and/or antynomys), i.e. on new locutions
semantically correlated to a basis, given dictionary. Here, we address a bit dif-
ferent (and more “venturesome”) problem: to generate a dictionary ex novo,
without the guide of a stable terminology to extend and to use as a support. For
this paper, we will focus on bigrams: the locutions of NewsDict are built upon
pair of words. We discuss in Sect. 5 how this can be easily generalized in future
work. The main idea is to collect “frequent pairs” of words, called co-occurrence,
appearing in the same contexts (documents).

We show here how co-occurrence methods perform well in a different language
(Italian) and for the jornalistic terminology generation. In the paper, we use a
general definition of co-occurrence [32].

Definition 1 (Co-occurrence). We say that two different words wi and wj are
co-occurring, or, equivalently, form a co-occurrence (pair), when they appear in
the same document d ∈ D (where D is a collection of documents).

In the definition of co-occurrence we are considering, the order of words mat-
ter. The co-occurrence of two words wi and wj in the same document within a
span of maximally k words is represented by wi near

k wj . If k = 0, wi and wj are
contiguous. The co-occurrence of two words wi and wj in the same document
without regard to their distance is represented by wi near

∞ wj .
To discover frequent co-occurrences we adopt a version of the technique used

in [5,12]. It is based on the (pointwise) Mutual Information principle (MI) intro-
duced in [12,34]. We compute co-occurring pairs with the following score, closely
related to the ones proposed in [12]:

SC :
tfidf(wi near

kwj)
tfidf(wi) · tfidf(wj)

where: (i) tfidf(E), with E expression, represents the well-known metric TFIDF
(Term Frequency, Inverse Document Frequency)[35]; (ii) the co-occurrence of
two words wi and wj in the same document within a span of maximally k words
is represented by wi near

k wj . If k = 0, wi and wj are contiguous;
Score values range from 0 to 1: pairs (w1,w2) evaluated as maximally co-

occurring are scored with 1. Informally, SC computes the score of the co-
occurrence of the pair (w,wi) up to a given proximity threshold (or window)
k. In this paper, we set k to 0.

4 Experiments

We exploit the following datasets, coming from a corpus Dnews of articles from
the Italian newspapers L’Arena di Verona and il Giornale di Vicenza:
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– Dgen: is the dataset we use to generate cooccurence pairs, about 1400 articles
from the newspaper L’Arena di Verona. Cooccurence pairs, suitably filtered
on the basis of the assigned score and the absolute frequency, generate the
dictionary NewsDict.

– Dtest: is the testing data set, of about 3000 articles from the newspaper Il
Giornale di Vicenza. Documents in Dtest have been normalized into News-
Dictusing the software DICTOMAT, to perform a first test about NewsDict’s
performances in normalization tasks.

We remark that Dnews is an annotated corpus: each article has been manually
annotated with information as the date and topic by the author. We extract this
information and we consider it as a reference gold standard we use to test the
results of this study. Topics or categories we extracted are: National News, Local
News, Economics, Market, Culture, Shows, Sport. Topics play an important role,
since we think that the journalistic lexicon can be viewed as a collection of
sub-lexicons, able to characterize each category. Following this perspective, we
generate different sub-dictionaries, according to different topics we focused on.

4.1 Generation of the Dictionary NewsDict

We describe now the generation of dictionary entries. First, texts from news-
paper dataset Dgen have been preprocessed. Preprocessing complained standard
operations such as tokenization (where a token corresponds to a word) and stop-
words removal. For this paper, we decided to do not apply a stemming algorithm
(see Sect. 5.).

Second, we generated dictionary entries by applying the score SC. We done
this for each topics of interest. For each run we obtain a set of pairs labeled
with a value according to the score we computed. As in most IR problems,
a crucial point is to discriminate, among the whole set of outputs, a “small”
subset of potentially good solutions. The outputs of the SC runs are filtered
taking into account only pairs that obtained a score value greater than the
threshold 0.48 (heuristically chosen to avoid irrelevant bigrams) and that occur
with absolute frequency f ≥ 2. Threshold f rejects well-scored pairs having a
negligible frequency in the whole set of documents.

In Table 1 below we report complete data about retrieved locutions, divided
into different topic.

Table 1. Statistics about co-occurrences retrieved by using MI score SC

Topics Retrieved Survived

National News 8526 797

Local News 84936 1151

Economy 20797 157

Market 1404 703

Shows 28676 142

Sport 65618 622
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4.2 Testing NewsDict Efficiency: A First Experiment

We consider a the data set Dtest, a corpus of about 3000 of annotated documents
from Il giornale di Vicenza. We choose a set of article from a different source
(w.r.t. Dgen), since we want to test NewsDict in a more challenging setting. We
normalized articles from Dtest by DICTOMAT and, from each document d, we
extract a set of locution {l1, . . . , lk} of NewsDict and the topic that generates
each li. Since we are working with bi-grams, in launching DICTOMAT we set
that a NewsDict locution has to be completely recognized (both the words of
an entry 〈w1,w2〉 appears in the text)2. We will call native a retrieved locution
whose topic match with the one of the processed document. We will call alien
a retrieved locution whose topic does not match with the one of the processed
document. We focus on some topics on which NewsDict provided interesting
performances. Articles manually classified as related to Sport have been has
seen a hit count of 1756 locutions coming from the dictionary generated by the
union of the topic subdictionaries. Once pruned from duplicates, the percentage
of native locution is 62, 4%. For articles manually classified as related to Market
2913 locutions of the automatically generated dictionary have been found. Once
pruned from duplicates, the percentage of native locution is 99, 4%. Also the case
of local news is interesting. Articles manually classified as related to Local News
have been normalized into 2837 locutions. The percentage of native locution is
(”only”) 46, 5%. Notwithstanding, we observe that 521 alien locutions (18, 36%)
comes from National News subdictionary: this is an awaited results, since it is
reasonable that the two sub-lexicons, being the topics strongly related, can also
be strongly be overlapped.

5 Discussion and Conclusions

The method described in this paper would be fruitful for the automatic gener-
ation of journalistic lexicon based on written language daily used by reporters.
Even if we are at the first stage of the investigations, some useful consideration
can be yet done. As expected, the automatic generation of locutions performs
better on specific jargons and worse on generic linguistic contexts. A national
news is reasonably written in a plain Italian language, with a less number of tech-
nical expressions and figures of speech. In a news about Market, the reporter
reasonably uses a more technical language and a set of standardised linguistic
forms.

We have shown, through a preliminary experiment, that the statistical tech-
nique we adopted performs effectively in the generation of significative locutions.
This is an ongoing project. First, we plain to filter the set of cooccurent words
by their POS classification, and probably irrelevant pairs such as pairs of verbs
or adjectives. Since we are still working of pairs of words and with a limited dis-
tance windows, we claim that the absence of POS classification and filter is not

2 This selection criterium could be clearly relaxed when we will extend the dictionary
to n-grams (n > 2).
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harmful for the current result, nut will be useful when we will move from pairs to
n-uples of words. Generalization to n-uples is a a further short-time task we will
address. Moreover, the SC-criterion we used in this papers to compute MI-based
co-occurrences could be refined. MI scores could take into account negations in
the narrative descriptions and contexts (i.e. other words we require to appear in
the document in joint with the co-occurring pair) [12].
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Abstract. As more and more users express their opinions on many top-
ics on Twitter, the sentiments contained in these opinions are becom-
ing a valuable source of data for politicians, researchers, producers, and
celebrities. These sentiments significantly affect the decision-making pro-
cess for users when they assess policies, plan events, design products,
etc. Therefore, users need a method that can aid them in making deci-
sions based on the sentiments contained in tweets. Many studies have
attempted to address this problem with a variety of methods. However,
these methods have not mined the level of users’ satisfaction with objects
related to specific topics, nor have they analyzed the level of users’ satis-
faction with that topic as a whole. This paper proposes a decision-making
support method to deal with the aforementioned limitations by combin-
ing object sentiment analysis with data mining on a binary decision tree.
The results prove the efficacy of the proposed approach in terms of the
error ratio and received information.

Keywords: Decision-making · Sentiment analysis ·
Binary decision tree

1 Introduction

As society rapidly develops day by day, people are increasingly interested in pub-
lic opinion and there is an increasingly large amount of information available to
share. This information has become an important source of data that can sat-
isfy the needs of users. For example, governments may wish to use this data to
enact policies that improve the lives of citizens; companies may seek to use this
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information to enhance the quality of their products and attract customers; and
celebrities may hope to use this data to gain new fans. Therefore, these organi-
zations and individuals need effective tools to help them make decisions based
on information published by users on relevant social networking sites. Decision-
making is usually defined as a process of selection, synthesis, and evaluation of
multiple opinions or alternatives to yield one that best achieves the aims of the
decision maker [2]. In the modern world, the efficacy of the decision-making pro-
cess depends on the available information and the accuracy of analysis. Users
need an automated method to support the decision-making process based on
knowledge extracted from data analysis.

As the use and presence of social networking sites has grown, so have the
amount of information available on such sites. Twitter is one of the most popular
social networking sites. Twitter’s userbase has grown rapidly, and approximately
500 million tweets are published every day1. According to available statistics2,
the monthly number of active users on Twitter worldwide is 326 million. Accord-
ing to eMarketer, nearly 66% of the businesses who have 100 or more employees
have a Twitter account and expect it to rise into 2018. This is the source of
available information which if we know a way to exploit, they will bring a lot
of benefits. Therefore, the main issue is how to use these tweets for aiding users
decision-making with a decision support system.

Sentiment analysis (SA) has become a popular application of natural lan-
guage processing. SA focuses on characterizing expressions that reflect users’
opinion-based sentiments toward entities or facets of entities [6]. Sentiment anal-
ysis can be used to support decision making by extracting, analyzing, and pre-
dicting the orientation of opinions. Tweet SA is the best way to obtain informa-
tion on user opinions from Twitter.

A decision tree is a graphical representation of specific decision-making sit-
uations when complex branching occurs in a structured decision process. The
decision tree is a predictive model based on a branching series of boolean tests
that use specific facts to make more generalized conclusions3. Data mining with
decision tree is used to extract a hidden set of rules, a process that has enabled
people to make better decisions in many different areas.

Sentiment analysis and data mining are very helpful tools for analyzing the
behavior of users with regard to products, movies, events, and other things
[8]. However, separating the two methods and performing each independently
reduces their efficiency. Therefore, combining sentiment analysis and data mining
can yield a more powerful tool.

Various methods have been developed to automatically analyze personal
reviews of products, services, events and policies based on tweets, the result of
which aims to support users in decision-making. However, these existing meth-
ods support decision-making without considering the combination of data mining
and sentiment analysis. Therefore, information on how objects influence users’

1 http://www.internetlivestats.com/twitter-statistics/.
2 https://zephoria.com/twitter-statistics-top-ten/.
3 https://www.techopedia.com/definition/28634/decision-tree.

http://www.internetlivestats.com/twitter-statistics/
https://zephoria.com/twitter-statistics-top-ten/
https://www.techopedia.com/definition/28634/decision-tree
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sentiments is not considered. Users do not know the level of satisfaction other
users feel with regard to specific objects that belong to a given topic, nor do they
know how satisfied other users are with the topic as a whole. These drawbacks
motivated us to propose a method to support decision-making by combining sen-
timent analysis and data mining. In the proposed method, first, a set of features
related to syntactic, lexical, semantic, and sentiment of the words is extracted.
Second, objects and their sentiments are determined. Third, the result of objects’
sentiment analysis is converted to the form of boolean value. Finally, a binary
decision tree is built, and data mining is performed on this tree to estimate the
significance of the objects in each topic.

The remainder of the paper is organized as follows. In Sect. 2, we summarize
existing work related to approaches for sentiment analysis. The research problem
is described in Sect. 3 and the proposed method is presented in Sect. 4. The
experimental results and evaluations are shown in Sect. 5. Finally, the conclusion
and a discussion of future work are presented in Sect. 6.

2 Related Work

Applying tools for text mining and sentiment analysis to analyze opinions pub-
lished by users on social networking sites has been the focus of many researchers’
work. There are many studies on models and methods for data collection, sen-
timent analysis, and information extraction to support decision-making. Recent
studies have demonstrated the use of acceptably accurate methods for sentiment
classification and data mining of tweets.

De Albornoz et al. 2011 [3] predicted overall ratings of a product based on
users’ opinions of different product features. This system first identifies the fea-
tures that are relevant to consumers for a particular type of product, as well as
the relative importance or salience of said features. The system then extracts
from the review the user’s opinions on the different features of the product and
quantifies these opinions by constructing a vector of feature intensities that rep-
resents the review. This vector serves as the input to a machine learning model
that classifies the review into different rating categories. The method was applied
to over 1000 hotel reviews from booking.com, and it achieved results better than
other systems. The authors of the paper [13] built a novel domain-independent
decision support model for customer satisfaction research. This model was based
on an in-depth analysis of consumer reviews posted on the Internet in natural
language. Artificial intelligence techniques, such as web data extraction, senti-
ment analysis, aspect extraction, aspect-based sentiment analysis, and data min-
ing were used to analyze consumers’ reviews. This method evaluated customer
satisfaction both qualitatively and quantitatively. The efficacy of the approach
was assessed on two datasets related to hotels and banks. The results prove the
efficacy of this approach for quantitative research on customer satisfaction. In
the paper [12], the authors focus on automatically identifying essential aspects
of products from online consumer reviews. Their method consists of the follow-
ing steps. First, the relevant aspects of the product are recognized by a shallow

http://booking.com
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dependency parser, and consumers’ opinions on these aspects are determined via
a sentiment classifier. Second, an aspect ranking algorithm is developed to iden-
tify the important aspects by simultaneously considering the aspect frequency
and the influence of each aspect on consumers’ overall opinions. Finally, the
aspect ranking results are applied to a document-level sentiment classification,
which significantly improves its performance. The experimental results on 11
popular products in four domains demonstrate the effectiveness of the approach.

Generally, the aforementioned methods applied data mining and sentiment
analysis to analyze the opinions of users on social networking sites, with the
results of the studies demonstrating acceptable accuracy. However, these meth-
ods have several disadvantages, as they do not combine data mining with senti-
ment analysis. Rather, the techniques are applied separately. With regard to sup-
porting decision-making, these methods do not evaluate user satisfaction rates
for both entire topics and individual objects within said topics based on the opin-
ions of other users. Unlike previous research, our work focuses on identifying the
primary objects and sentiments of those objects from opinions on Twitter, and
using these results to construct a binary decision tree. Then, user satisfaction
with the topic as well as user satisfaction with objects belonging to that topic
are determined, from their tweets, to reasonably aid users in decision-making.

3 Research Problem

This section presents the basic concepts and definitions related to determining
user satisfaction for a specific topic from tweets, including objects, sentiments
of objects, the user’s satisfaction for an object belonging to a specific topic, and
the user’s satisfaction for the entire topic. The research problems are stated at
the end of this section.

3.1 Definitions

Assume that we have a finite set of tweets, T , representing the opinions of users
about a specific topic, with T being represented by T = {t1, t2, ..., tn}, where n
is the number of gathered tweets. Let Pt be a set of positive words and Nt be
a set of negative words. To determine necessary elements in tweets, each tweet
has to be separated into a set of tokens. Let Ni = {w1, w2, ..., wg} be a set of
tokens of tweet ti from T .

Definition 1. A sentiment relation between token wk and wh (wh ∈ Pt ∪ Nt)
is defined by function Θ given as follows:

Θ(wh, wk) =

{
1, if wk referring to wh

0, otherwise.
(1)

A tweet can have many objects. Let Oi = {o1, o2, ..., om} be a set of objects
belonging to ti where oj is an object that is assigned a sentiment and is related
to the chosen topic.
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Definition 2. An object oj of sentiments in a tweet is a token wk that satis-
fies two conditions simultaneously such as wk must be a noun or noun phrase
and must be related to at least one sentiment word existing in that tweet. oj is
expressed as:

oj = {wk|tag(wk) = ‘NOUN ‘,∃wh ∈ ti : Θ(wk, wh) = 1}. (2)

Definition 3. A sentiment of an object oj in each tweet is denoted by eoj
. eoj

is positive if the object’s description has at least one token wk belonging to Pt
and has the sentiment relation to oj. eoj

is negative if the object’s description
has at least one token wk belonging to Nt and has the sentiment relation to oj.
eoj

is expressed as:

eoj
=

{
positive, if (∃wk ∈ Pt) ∧ (Θ(wk, oj) = 1)
negative, if (∃wk ∈ Nt) ∧ (Θ(wk, oj) = 1).

(3)

Let o+j and o−
j be the positive and negative sentiment components of the

object oj , respectively.

Definition 4. The user’s satisfaction for an object of the specific topic is cal-
culated based on the frequency of sentiment components of that object (denoted
by ωoj

) and computed by:

ωoj
=

frequency(o+j ) − frequency(o−
j )

frequency(o+j ) + frequency(o−
j )

. (4)

Definition 5. The user’s satisfaction for each object oj in a tweet ti (denoted by
ωoij

) is computed based on the user’s satisfaction for this object and the frequency
of this object in all tweets. ωoij

is defined as follows:

ωoij
=

ωoj

frequency(oj)
. (5)

Definition 6. The user’s satisfaction for the topic (denoted by ωti) is measured
by the sum of the user’s satisfaction for all objects in the tweet. ωti is represented
by a double

〈
υti , ratioωti

〉
in which υti and ratioωti

are assessed as follows:

υti =

{
yes, if user is satisfied (ratioωti

≥ 0)
no, if user is not satisfied (ratioωti

< 0).
(6)

ratioωti
=

m∑
j=1

ωoij
. (7)
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3.2 Problems

In this study, we focus on finding a method to answer the main question as
follows: How can we support users in decision-making for an issue that related
to a specific topic from tweets based on the user’s satisfaction for each object of
this topic as well as for this entire topic? This question is partitioned in the two
following sub-questions:

1. From the existing tweets describing a specific topic, how can we determine
the user’s satisfaction for objects of a specific topic based on the other users’
sentiment?

2. How can we determine the user’s satisfaction for the topic based on other
users’ sentiments for this topic?

4 The Proposed Method

This section presents the method to solve problems identified in Sect. 3.2. The
proposed method consists of three steps: determining objects and sentiments of
objects in each tweet, converting objects’ sentiment in tweets into the form of
boolean values, and finally building and mining on the binary decision tree. The
workflow of method is shown in Fig. 1. The following subsections explain details
of the proposed method.

Fig. 1. The workflow of the proposed method.

4.1 Feature Extraction

To determine objects related to sentiments, the features are extracted from in
each tweet. In this study, information related to the lexical, syntactic, semantic,
and polarity sentiment of words are employed as features [11].
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n-grams: the n-grams used in this work include 1-gram, 2-grams, and 3-grams.
Each n-gram appearing in a tweet becomes an entry in the feature vector with a
feature value corresponding to the term frequency inverse document frequency
(tf-idf).

Part-Of-Speech (POS) tags of words: The NLTK toolkit [1] is used to anno-
tate the POS tags. POS tags with their corresponding tf-idf values are the syn-
tactic features and feature values, respectively.

Word embeddings: The 300-dimensional pre-trained word embeddings from
Glove4 are used to compute a tweet embedding as the average of the embeddings
of words in the tweet [11].

Special words: Special words include negation, intensifier, and diminishes
words. This feature is extracted using a window of 1 to 3 words before a sentiment
word and search for these kinds of words [7]. The appearance of special words in
the tweet and their tf-idf values become features and feature values, respectively.

Sentiment words: The number of sentiment words in each tweet are used as
a feature. The sentiment dictionaries provided by Hu and Liu [4] are employed
for determining the positive and negative words in a tweet.

4.2 Determining Objects and Sentiments of Objects in Each Tweet

A combination of Bidirectional Long Short Term Memory (BiLSTM) and Con-
ditional Random Field (CRF) models [5] is used to identify objects and their
sentiments in each tweet5. This combination leverages the advantages of both
models: the creative ability to extract features of the LSTM model and the steady
predictability of the CRF model [10]. This model operates via the following steps:
a word embedding of each word is put into the BiLSTM layer to extract features
discussed in Sect. 4.1. Next, the CRF layer utilizes the aforementioned features
to predict labels for each word. In addition to information received from the
BiLSTM layer, the CRF also relies on information from previously anticipated
labels.

Example 1. Given a set of tweets, T = {t1, t2, t3, t4, t5, t6, t7, t8, t9},

t1: The color of the phone is not lovely, and I also do not like its style.
t2: The screen is so bright but relatively small.
t3: The battery is good, the screen is good, and the color is also lovely.
t4: I do not like the screen on this phone.
t5: I do not like the screen and battery, but the camera, style, and color are
excellent.
t6: For this phone, I like the battery and the camera.
t7: The screen is big, but the camera is not clear.
t8: The phone has a beautiful color, but the style is not lovely.
t9: The phone is not lovely about color, camera but the style is good.

4 http://nlp.stanford.edu/projects/glove/.
5 https://github.com/UKPLab/emnlp2017-bilstm-cnn-crf.

http://nlp.stanford.edu/projects/glove/
https://github.com/UKPLab/emnlp2017-bilstm-cnn-crf
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From T , objects and their sentiments are determined based on the combination
of BiLSTM and CRF model as follows:

t1: o1 = color, eo1 = negative; o2 = style, eo2 = negative.
t2: o1 = screen, eo1 = positive; o2 = screen, eo2 = negative.
t3: o1 = battery,eo1 = positive; o2 = screen, eo2 = positive; o3 = color, eo3 =
positive.
t4: o1 = screen, eo1 = negative.
t5: o1 = screen, eo1 = negative, o2 = style, eo2 = positive, o3 = color,
eo3=positive, o4 = battery, eo4 = negative, o5 = camera, eo5 = positive.
t6: o1 = battery, eo1 = positive; o2 = camera, eo2 = positive.
t7: o1 = screen, eo1 = positive; o2 = camera, eo2 = negative.
t8: o1 = style, eo1 = negative; o2 = color, eo2 = positive.
t9: o1 = style, eo1 = positive; o2 = camera, eo2 = negative, o3 = color, eo3 =
negative.

4.3 Converting Object’s Sentiment into a Boolean Value

After the objects and their sentiment in each tweet are assigned labels, the
object’s sentiment in each tweet will be converted into a boolean value [13]
(denoted by ewk

) for simplicity. If the object’s sentiment in the tweet is positive,
then the value of ewk

is 1. Otherwise, the value of ewk
is 0. The steps to convert

the object’s sentiment in tweets into a boolean value are explained below in
Example 2.

Example 2. From the result of Example 1, we have boolean representations of
objects’ sentiment as follows:

lt1 : ecolor = 0, estyle = 0. lt2 : escreen = 1, escreen = 0.
lt3 : ebatterry = 1, escreen = 1, ecolor = 1. lt4 : escreen = 0.
lt5 : escreen = 0, ebatterry = 0, estyle = 1, ecolor = 1, ecamera = 1.
lt6 : ebattery = 1, ecamera = 1. lt7 : escreen = 1, ecamera = 0.
lt8 : ecolor = 1, estyle = 0. lt9 : estyle = 1,ecamera = 0,ecolor = 0.

4.4 Building and Mining on the Binary Decision Tree

A binary decision tree is a tree used to represent the objects’ sentiment in the
form of boolean values. It consists of internal nodes and leaves. The internal
nodes show the objects’ sentiment, e.g., color or ¬color (called attributes). The
internal nodes of the tree are selected based on the information gained from
the attributes. Each node has the two branches: the right branch represents
the absence of an object’s sentiment in the tweet (denoted by 0), and the left
branch represents the presence of an object’s sentiment in the tweet (denoted
by 1). Leaves represent the user’s satisfaction with the topic and possess one of
the two values “Yes” or “No.” The leaf’s value is “Yes” if the user is satisfied
with the topic. The leaf’s value is “No” if the user is dissatisfied with the topic.
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This binary decision tree is built based on the Iterative Dichotomiser 3 (ID3)
algorithm [9].

The constructed binary decision tree allows us to consider the satisfaction
of users with not only some objects present in the tweet but also with different
objects not present in the tweet, based on certain rules. These rules will support
users in making decisions, e.g., when a user wants to buy a phone, the user
provides an opinion containing sentiments related to objects of this phone. The
user will then be informed whether they should or should not buy it, based on
the rules resulting from the binary decision tree.

Example 3. Based on the set of objects and the set of sentiments of those
objects extracted in Example 1 and Example 2, there are five objects in T includ-
ing: color, style, battery, screen, camera, and each object has two types of sen-
timent that are positive (denoted by object) and negative (denoted by ¬object)
(e.g., color and ¬color). Because of the limitation of space, the objects are
denoted as oj (j = 1, ..., 5). The values of ωoj

and ωoij
are calculated as Table 1.

Table 1. The measure of ωoj and ωoij .

o+1 o−1 o+2 o−2 o+3 o−3 o+4 o−4 o+5 o−5
Frequency 2 3 2 2 2 1 3 3 2 2

ωoj −0.2 0 0.34 0 0

ωoij −0.04 0 0.11 0 0

The values of ratioωti
and ωti are then calculated by applying Eqs. 6 and 7

in Sect. 3.1 as shown in Table 2.

Table 2. The relationship between objects’ sentiments and users’ satisfaction in tweets.

o1 o2 o3 o4 o5 ¬o1 ¬o2 ¬o3 ¬o4 ¬o5 ratioωti
υti

t1 0 0 0 0 0 1 1 0 0 0 −0.04 No

t2 0 0 0 1 0 0 0 0 1 0 0 Yes

t3 1 0 1 1 0 0 0 0 0 0 0.07 Yes

t4 0 0 0 0 0 0 0 0 1 0 0 Yes

t5 1 1 0 0 1 0 0 1 1 0 0.07 Yes

t6 0 0 1 0 1 0 0 0 0 0 0.11 Yes

t7 0 0 0 1 0 0 0 0 0 1 0 Yes

t8 1 0 0 0 0 0 1 0 0 0 −0.04 No

t9 0 1 0 0 0 1 0 0 0 1 −0.04 No
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From Table 2, we can see that there are 3 tweets expressing dissatisfaction
with Phone (classified “No”) and 6 tweets expressing satisfaction (classified
“Yes”). Hence, the entropy and the information gain of each attribute for Phone
topic are computed as in Table 3.

Table 3. The information to choose the root node.

o1 o2 o3 o4 o5 ¬o1 ¬o2 ¬o3 ¬o4 ¬o5

1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0

Yes 2 4 1 5 2 4 3 3 2 4 0 6 0 6 1 5 3 3 1 5

No 1 2 1 2 0 3 0 3 0 3 2 1 2 1 0 3 0 3 1 2

Entropy(oj) 0.92 0.92 1 0.86 0 0.99 0 1 0 0.99 0 0.59 0 0.59 0 0.95 0 1 1 0.86

Gain(topic,oj) 0 0.025 0.152 0.252 0.152 0.458 0.458 0.07 0.252 0.025

From Table 3, because ¬o1 and ¬o2 yield the maximum information gain,
¬o1 or ¬o2 is chosen as the root node of the tree. Assuming ¬o1 is selected,
the same procedure is repeated for the remaining attributes (see Tables 4 and 5)
until we obtain a tree in which the nodes are classified completely.

In Table 5, ¬o2 is chosen as the second node of tree. At node ¬o2, we do not
need for further division because its two child nodes are classified completely.

Table 4. The relationship between objects’ sentiments and users’ satisfaction in each
tweet when ¬o1 = 0.

o1 o2 o3 o4 o5 ¬o1 ¬o2 ¬o3 ¬o4 ¬o5 ratioωti
υti

t2 0 0 0 1 0 0 0 0 1 0 0 Yes

t3 1 0 1 1 0 0 0 0 0 0 0.07 Yes

t4 0 0 0 0 0 0 0 0 1 0 0 Yes

t5 1 1 0 0 1 0 0 1 1 0 0.07 Yes

t6 0 0 1 0 1 0 0 0 0 0 0.11 Yes

t7 0 0 0 1 0 0 0 0 0 1 0 Yes

t8 1 0 0 0 0 0 1 0 0 0 −0.04 No

Table 5. The information to choose the second node.

o1 o2 o3 o4 o5 ¬o2 ¬o3 ¬o4 ¬o5

1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0

Yes 2 4 1 5 2 3 3 3 2 4 1 5 1 5 3 3 1 5

No 1 0 0 1 0 2 0 1 0 1 0 1 0 1 0 1 0 1

Entropy(oj) 0.92 0 0 0.65 0 0.97 0 0.81 0 0.72 0 0 0 0.65 0 0.81 0 0.65

Gain(o1 = 0, oj) 0.065 -0.099 −0.235 −0.005 −0.058 0.458 −0.099 −0.005 −0.099
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The final binary decision tree is shown in Fig. 2. Looking at Fig. 2, we can see
that, from the decision tree, three rules are created. Users can utilize these rules
to make a decision when they need to choose a phone. Each rule (X→Y) is
characterized by confidence and support measures, in which the support is the
percentage of tweets containing both X, Y, and the confidence is the ratio of the
number of tweets that contain both X, Y to the number of tweets containing X.

Fig. 2. Example of the binary decision tree.

The problem lies in knowing how to use this binary decision tree to support
users in making a decision. Assume there is a user who wants to buy a new
phone and this user has an opinion as follows “This phone has a beautiful color,
but the camera and battery are not good.” Should the user buy it or not? This
user can be assisted by the three rules created from the decision tree. In this
example, there are three objects present in the user’s opinion (color, ¬camera,
and ¬battery). Thus, this opinion does not contain both ¬color and ¬style and
rule 2 will be applied, the result of which is “Yes” with a support value of 6/9
and a confidence value of 6/6, which means that the user should buy this phone.
We can see that, although based on the user’s opinion, the user does not seem
to be satisfied with this phone, according to the binary decision tree, most other
users are satisfied with similarly described objects. Therefore, the user should
buy this phone.

5 Experiment

5.1 Data Acquisition

The Python package Tweepy6 was used to collect 5350 tweets which are related
to Phone topic and contain at least one sentiment word. In this work, we only
deal with English tweets. The non-essential elements in tweets such as punctu-
ation marks, re-tweet symbols, URLs, hashtags, and query term were removed.
Each emoji in the tweet was then replaced by descriptive text based on the

6 https://pypi.org/project/tweepy/.

https://pypi.org/project/tweepy/
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Python emoji package7. It is important to note that tweets are informal and,
consequently, users sometimes use acronyms and make spelling errors, which can
aect the accuracy of the results. Therefore, the Python-based Aspell library8 was
employed to implement spelling correction. Then, the tweets were divided into
two separate database les for use in the training and testing steps. The training
set contained 3745 tweets and the testing set included 1605 tweets. All tweets
were annotated with three labels (Positive, Negative, and Object) by five man-
ual annotators. The training data file contained two tab-separated columns, with
each token on a separate line. The first item on each line is a token; the second
item is a label. The tokens that not belonging to factors of interest were anno-
tated as “Other”. We annotated the test set as the gold standard to assess the
performance. The testing set consisted of 985 tweets classified “Yes” and 620
tweets classified “No”. There were 1758 tokens indicating the object, 918 tokens
indicating positive sentiment, 840 tokens indicating negative sentiment in the
testing set.

5.2 Evaluation Results

Metrics used to assess the proposed method include precision (P), recall (R),
and F-score (F1). The values of P, R, and F1 are computed as follows:

P =
TP

TP + FP
(8)

R =
TP

TP + FN
(9)

F1 = 2 × P × R

P + R
(10)

where, assuming we have a given class C, TP (True Positive) refers to ele-
ments belonging to C and identified as belonging to C, FP (False Positive)
refers to elements not belonging to C but classified as C, FN (False Negative)
is the number of elements belonging to C but not classified as C, and TN (True
Negative) is the number of elements not classified C and not belong to C.

5.3 Result and Discussion

In the testing set, using the combination of BiLSTM and CRF model (Sect. 4.2),
nouns related to Phone topic are extracted. The ten nouns with appearing high
frequency are then chosen as ten main objects of the topic that are screen,
battery, ram, rom, camera, sound, style, color, application, software. The result
of the object detection process is shown in Table 6.

7 https://pypi.org/project/emoji/.
8 https://pypi.org/project/aspell-python-py2/.

https://pypi.org/project/emoji/
https://pypi.org/project/aspell-python-py2/
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Table 6. The performance of objects determination.

Screen Battery Ram Rom Camera Sound Style Color Application Software

TP 85 146 103 127 178 149 175 209 79 116

FP 31 31 31 35 41 52 25 94 31 20

FN 84 40 57 63 41 34 11 23 23 15

P 0.73 0.83 0.77 0.78 0.81 0.74 0.88 0.69 0.72 0.85

R 0.50 0.79 0.64 0.67 0.81 0.81 0.94 0.90 0.77 0.89

F1 0.60 0.80 0.70 0.72 0.81 0.78 0.91 0.78 0.75 0.87

Table 6 shows the performance of object detection. According to our assess-
ment, this performance was able to be achieved because the combination of the
BiLSTM and CRF models promoted the advantages of each model in detecting
objects and their sentiments. In addition, the features extracted also help the
training model to more accurately determine the location of words that indicate
objects and words define sentiments of objects.

Table 7. The performance of objects’ sentiments detection.

Actual Predicted as Po Predicted as Ne P = 0.85

Po = 918 TP = 769 FN = 149 R = 0.84

Ne = 840 FP = 137 TN = 703 F1 = 0.84

From Table 7, it can be seen that the positive (Po) class has performed bet-
ter the negative (Ne) class. Intuitively, one of the main reasons for the low
performance is that the training data contains fewer words indicating a negative
sentiment. We believe that, with the construction of a large data warehouse and
a better balance between words indicating relevant factors, this result can be
significantly improved.

Using the results from determination of the objects and their sentiments, the
binary decision tree for the topic is built as in Fig. 3, with six rules being created,
shown in Table 8.

Table 8. Extracted rules.

# Rules

1 ti � ¬battery → Y es

2 ti ⊇ ¬battery ∧ ti � style → No

3 ti ⊇ ¬battery ∧ ti ⊇ style ∧ ti � camera → No

4 ti ⊇ ¬battery ∧ ti ⊇ style ∧ ti ⊇ camera ∧ ti � ¬rom → Y es

5 ti ⊇ ¬battery ∧ ti ⊇ style ∧ ti ⊇ camera ∧ ti ⊇ ¬rom ∧ ti � software → No

6 ti ⊇ ¬battery ∧ ti ⊇ style ∧ ti ⊇ camera ∧ ti ⊇ ¬rom ∧ ti ⊇ software → Y es
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Fig. 3. Example of the binary decision tree.

Table 9. The performance of decision-making.

Actual Predicted as Yes Predicted as No P= 0.83

Yes = 985 TP = 728 FN = 257 R = 0.74

No = 620 FP = 153 TN = 467 F1 = 0.78

Looking at the Table 9, by applying the binary decision tree and six rules
are created from training data for testing data, there are 1195 user’s opinions
are right supported decision-making, in which, “Yes” class is 728 tweets and
“No” class is 467 tweets. This means the proposed method can support users in
decision-making the problem related to phone topic with the accuracy of 75%.
Thus, the error ratio of the method is about 25%. Therefore, this method is
relatively good in supporting decision-making based on mining objects’ senti-
ments from entire tweets. However, the method generally performed with the
“No” class better than with the “Yes” class. The cause may be due to uneven
distribution between factors in the data. From the above analysis, we find that
the proposed method can give the result of decision-making quite good in term
of the error ratio and achieved information.

6 Conclusion and Future Work

This paper proposed a method for supporting decision-making by combining
sentiment analysis for objects with data mining on a binary decision tree. The
proposed method consists of three main steps. First, objects and sentiments of
those objects are identified in each tweet. Second, converting objects’ sentiment
in tweets into the form of boolean values. Finally, a binary decision tree is built
and mined. The experimental results demonstrate the efficacy of the proposed
approach in terms of the error ratio and received information. Under certain
conditions, however, the performance is somewhat poor, which is mainly because
of imbalance between labels in the data. Therefore, our future work must focus
on increasing the stability of the proposed method.
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Abstract. This paper presents a named entity recognition method
which finds predetermined entities in an unstructured text. The method
uses word similarities based on typical word transformations (lemmati-
zation and stemming), word embeddings and character level based sim-
ilarity to map those entities onto words in the text. The approach is
language independent, though language-dependent components are used
for lemmatization, stemming and word embedding, and works on any
given set of entities. Special attention is given to the entities which are
represented in a hierarchical form with the hypernymy-hyponymy rela-
tion. The proposed method has the following advantages: it finds the
normalized form of the recognized entity name; it is easy to adjust to a
new domain; it respects the hierarchical organization of entities; and due
to the modular approach can be constantly improved just by updating
components for lemmatization, stemming or word embedding. The pro-
posed entity recognition method was tested on a test set of tourist queries
and hierarchical entities collected from Slovenia.info tourist portal.

Keywords: Natural Language Processing (NLP) ·
Natural Language Understanding (NLU) ·
Named Entity Recognition (NER) · Word vectors · Word similarity ·
n-grams · Bag of words

1 Introduction

Natural language processing (NLP) is an artificial intelligence (AI) research area
that addresses the extraction of information out of text or speech in natural
language. One of the subtasks in NLP is natural language understanding (NLU).
Smart chatbot, an AI that understands natural language and can form an answer
in natural language based on information it gathers from the conversation, is
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one of the NLU applications that has received significant attention in the recent
years. Chatbot needs to extract information from the text it receives from a
conversation. It needs to understand the intent of the text and important entities
mentioned in the text.

Named entity recognition (NER) is about finding the names of the entities
in unstructured text. Usually, NER systems are used for tagging the entities in
the text with entity tags, such as “person”, “location”, “organization”, “time”,
and others [11]. While general tags are useful for some applications, accuracy of
NER system can be improved by focusing on a target domain [5]. The method
discussed in this paper also limits its domain by specifying the entities that will
be searched for. This is done by supplying the entities in a form of a gazetteer
or entity dictionaries like in [2,3,7]. Other methods aim for independent systems
which don’t rely on these entity dictionaries but use trained models such as
neural networks [4].

The proposed method can extract the entities the user is interested in,
even when the entity appears in the text in a different form (different tense,
wrong spelling, synonym, added suffix, etc.) as opposed to the majority of sys-
tems that detect only names with the exact match.1 What additionally sets
it apart from other domain-based NER methods are the following properties.
First, the method is easy to adapt to a new domain by simply changing the
entity gazetteers (no large labelled corpora are needed), which can also contain
hierarchically organized entities in order to also match a more general entity.
Second, this method labels the words in a text using exact information about
the detected entity (entity name in its normalized form) instead of just its entity
tag. And third, the proposed method is modular in the sense that its parts can
easily be swapped when better tools for stemming, lemmatization or word vector
embedding are identified, giving it an additional advantage over methods that
use end to end training for the NER task such as neural networks.

The rest of the paper goes as follows. In Sect. 2 an overview of the proposed
method is given. In Sect. 3 the experimental setup used for testing the proposed
method is described, while in Sect. 4 the results are presented and discussed.
Section 5 concludes the paper.

2 Overview of the NER Method

The general idea is to map words from the given gazetteer onto words in the input
text. An algorithm preprocesses the gazetteer in order to obtain a normalized
representation of each present entity. When entities are given in a hierarchical
form, each node name in the hierarchical tree is considered an entity. When a
sentence is inputted for the NER task it is first preprocessed using the same
processing pipeline as for the given entities. Then the entities are ranked accord-
ing to the similarity to the input sentence representation. If the highest ranked
entity is given a score above a predefined threshold, the entity is deemed as
recognized and the corresponding words are hidden from the input sentence in
1 https://spacy.io/api/phrasematcher.

https://spacy.io/api/phrasematcher
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Input text

Tokenise and remove stopwords.

Lemmatize. Lemmas

Get word vectors.Stemming. Get 3-grams.

Stems Word vectors 3-grams

Fig. 1. Entity preprocessing

order to label each word with at most one entity. The ranking of the entities and
entity recognition is repeated until the highest score falls below the predefined
threshold. The recognized entities are returned as a result.

For instance in the text “Is there a natural heritage attraction near Maribor
I could go see?” two entities can be recognized: “natural heritage attraction” –
of an “attraction” category and “Maribor” – of a “location” category.

2.1 Preprocessing

Entities and input text go through the same pipeline (Fig. 1) for data preprocess-
ing. The words are extracted using a tokeniser and non-informative words (stop-
words) are deleted. Next, lemmatizer and stemmer are used for word normal-
ization. Normalization is needed for a more accurate comparison of words with
different suffixes. Tokenisation and lemmatization is performed using Spacy2 for
English. For Slovenian own implementations based on the reldi-tagger3 and reldi-
tokeniser4 were used for lemmatization and tokenisation, respectively. Snowball
[9] was used for stemming in both languages. Word vectors and 3-grams are then
obtained from the lemmas. All obtained 3-grams are merged into one set with no
repetition. Word vectors are used to match different words with similar mean-
ing like “accommodation” and “room”. FastText [1] word vector embeddings
converted to a pymagnitude [8] format were used.

2.2 Entity Ranking

In order to label the words from the input with an entity, similarity indicator or
score for each entity is computed, which indicates the likelihood that an entity
really appears in the input. Scoring is performed based on distance metrics and
their combination.

2 https://spacy.io/.
3 https://github.com/clarinsi/reldi-tagger.
4 https://github.com/clarinsi/reldi-tokeniser.

https://spacy.io/
https://github.com/clarinsi/reldi-tagger
https://github.com/clarinsi/reldi-tokeniser
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Jaccard Distance. Using Jaccard distance the method computes the size of the
intersection of multisets (elements can appear in the multiset multiple times) of
stems from the input and an entity using Eq. 1.

|inputStems ∩ entityStems|
|numberOfEntityWords|p . (1)

3-gram Similarity. 3-grams (a set containing all combinations of 3 consecutive
characters appearing in the processed input) are obtained from entity and input
text lemmas. Jaccard distance is then calculated between the two sets of 3-grams
as in Eq. 2.

|input3 grams ∩ entity3 grams|
|entity3 grams| (2)

Common Prefix Similarity. This similarity indicator includes computing the
sum of the longest common prefix matching for each word from the entity from
all the words from the input, and dividing it by the number of words in the
entity to the power of p as in Eq. 3, where common prefix(iL,eL) is the character
length of the common prefix of iL and eL and inputLemmas and entityLemmas
are multisets containing lemmas from input and entity, respectively.

∑
eL∈entityLemmas

(
maxiL∈inputLemmas

|common prefix(iL,eL)|
|eL|

)

|numberOfEntityWords|p (3)

Word Vector Similarity. For each word in an entity a word from the input
text with the largest word vector cosine similarity is chosen. As in common
prefix similarity, those maximum similarities are then summed up and divided
by the number of words in the entity to some power of p as in Eq. 4, where
inputWordVectors and entityWordVectors are lists containing word vectors from
input and entity, respectively.

∑
eWV∈entityWordVectors

(
maxiWV∈inputWordVectors

iWV·eWV
‖iWV‖·‖eWV‖

)

|numberOfEntityWords|p (4)

Combination 1. Uses a convex combination of the common prefix similarity
and word vectors similarity. A convex combination of similarities A and B is
defined as t · A + (1 − t) · B, where 0 ≤ t ≤ 1.

Combination 2. Uses a convex combination of 3-gram similarity and word
vectors similarity.

In each similarity score a denominator of |numberOfEntityWords|p, where p ∈
(0, 1) is used to prioritize entities with more words. One case where this is useful
is when we have input text “Will Apartment Pine be free next week?” and in the
gazetteer both “Apartment” and “Apartment Pine” exist. Both entities match
perfectly, however, the second one is a more specific choice (entity “Apartment
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Pine” is an instance of a category entity “Apartment”) and is more appropriate
in this case.

Synonyms are taken into account by specifying a list of synonyms for each
entity. Synonyms are considered as a standalone entity in the preprocessing step,
however, they reference back to the original entity in the entity labelling step.

Entities with hypernymy-hyponymy relation are also addressed in the
method. Hypernymy entities (more general ones) receive a boost score that is
computed based on the score of their hyponymy. In sentence “I want an apart-
ment in the center of Ljubljana.” the “Apartment” entity is more likely to be
picked because the entity list has a lot of entities corresponding to different
apartments containing word “Apartment” in them. Hyponymy boost is limited
by a predefined value so that the method does not favor more general entities
too much.

The entities with the score that exceed the predefined thresholds are returned
as a result of the proposed NER system.

3 Experimental Setup

The proposed method was tested on the tourism domain. In order to measure
the method performance, tourism attraction entities and questions from tourists
that address those attractions were gathered, cleaned and organized into a bench-
mark. A list of entities organized in the predefined format required by the method
is all that is needed in order to apply the method in a new domain.

3.1 Data

Tourism attraction entities were extracted from 8.915 Slovenian attractions from
the main Slovenian tourist portal Slovenia.info5 and 217 municipality names.6

Attraction entities were organized in a hierarchical relation. Attractions (lower-
most level, e.g. “Adventure park Postojna”) were labelled by subcategories (mid-
dle level, e.g. “Adrenaline parks”) and categories (upper-most level, e.g. “Adven-
ture sports”). Each attraction was labelled with at least one of the 13 different
categories All the municipality names, however, belonged to the “Municipality”
category.

The names of attractions and municipalities were mostly in Slovenian and
some of them already had English translations. Yandex7 was used for machine
translation of the remaining names.

Tourist queries dataset consisted of sentences labelled with a list of enti-
ties from the entity dataset. There were sixty-eight sentences in total. In order
to thoroughly test the detection of entities, diverse entities were used and the
queries were formed in a way that different syntactic forms of words from enti-
ties were used. An example of a tourist query is “I have problems with my eyes
5 https://www.slovenia.info/en/map.
6 https://sl.wikipedia.org/wiki/Seznam ob%C4%8Din v Sloveniji.
7 https://translate.yandex.com/.

https://www.slovenia.info/en/map
https://sl.wikipedia.org/wiki/Seznam_ob%C4%8Din_v_Sloveniji
https://translate.yandex.com/
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and would like to go to a spa near Murska Sobota”. In this case, the query was
labelled with the following entities: “Disease eyes”, “Thermal baths an89d spas”
and “Murska Sobota”.

3.2 Experiment

The proposed method was tested on a set of 68 sentences containing 125 enti-
ties in total. The performance of the method using each similarity indicator
from Subsect. 2.2 was then evaluated by precision (P , calculated by dividing the
number of all correct entities found with the number of all the entities found),
recall (R, calculated by dividing the number of all correct entities found with
the number of all the entities searched for) and F1 score (Eq. 5).

F1 = 2 · R · P
R + P

(5)

In order to obtain the best parameters, local hill-climbing optimization with
restarts [10] was used to find near-optimal values for parameters for each simi-
larity indicator.

In order to assess the average performance bootstrapping [6] was used. Boot-
strapping is commonly used for the calculation of confidence intervals or for
hypothesis testing. It is a statistical technique that belongs to a group of resam-
pling methods. A number of instances are picked from the testing set with repe-
tition and used for the testing, which is then repeated several times. In this case,
100 sentences were sampled 10.000 times. P , R and F1 scores were calculated
for each sample list of tourist queries.

To summarize, the proposed entity recognition method was tested using two
languages (Slovenian and English), six different distance measures, and two dif-
ferent vector embeddings from Wikipedia (Wiki WV) and Common Crawl (CC
WV). The performance was compared to the ElasticSearch8 (ES), where the
search was performed using the search endpoint and no further optimization
of internal ES parameters was performed. The entities were the indexed docu-
ments and the queries were the tourist sentences. Optimal threshold was used
to extract the relevant entities. ES was used with four preprocessing steps: in
first, no preprocessing was done, in the second, the stopwords were removed, in
third and fourth stopword removal was followed by lemmatization and stemming,
respectively.

4 Results and Discussion

Figure 2 presents the bootstrapped F1 performance metric scores for Slovenian
and English datasets in blue (darker) and orange (lighter) box plots, respectively.
Any similarity indicator used in the proposed method significantly outperformed
any ES based NER. Comparison to other NER systems was either not possible

8 https://www.elastic.co/products/elasticsearch.

https://www.elastic.co/products/elasticsearch
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Fig. 2. Box-plots (5th, 50th and 95th percentile) of bootstrapped F1 scores. Blue lines
(darker) are used for English and orange (lighter) for Slovenian benchmark. (Color
figure online)

(due to unavailable source code or data) or would not provide greater insight
(e.g. PhraseMatcher from the Spacy package, which only does exact matching).

Jaccard similarity method was used as a baseline. All other methods, except
the 3-gram method, were statistically better according to all performance met-
rics. All other methods performed somewhat similarly, with the performance of
state-of-the-art word vector-based similarity performing only marginally better
than the simple longest common prefix method. Since the computation require-
ment costs of including the word vectors computation into the pipeline greatly
increase the results indicate that the added vector embeddings may not always
be required. Reason for good performance of the longest common prefix method
could be that the English and Slovene language usually have roots of the words
at the beginning, giving longest common prefix an advantage, which could be
lost in languages such as German, where words are combined in order to form
new words.

The only significant difference regarding the language was when using the
Jaccard similarity-based method, which performs poorly for the English version,
mainly due to the worse recall metric. This could be a result of the poor machine
translation.

Different vector embeddings made no noticeable difference indicating that
increased computational requirements due to the larger word vector files are not
needed.

5 Conclusion and Future Work

A method for NER is presented, which uses word embeddings and character level
similarity metrics. What sets it apart from other NER methods are: labelling of



NER Using Gazetteer of Hierarchical Entities 775

words with normalized entity names; ease of adjustment to a new domain with
hierarchical entities; and modularity. The possibility to map specific entities onto
the text instead of just tagging the entities in the text with tags can be useful
in cases when we are interested only in certain entities and would like to know
exactly which entities appear in text. One such case would be a tourist support
chatbot, which is only interested in attraction entities for which additional can
be given. Ease of use, which does not require a large amount of data, is an
additional advantage of the proposed method since the majority of users are not
in possession of a large corpus of labelled data. The users of the proposed method
only need to specify the entities in a hierarchical format they are interested in.
An implementation of the method can be found in a code repository in the form
of a Python package.9

In the future work we plan to test the performance of the method on addi-
tional languages and additional test sets, also including domains other than
tourism. Due to the modularity of the method, we plan to assess the perfor-
mance of the method by including other state-of-the-art tools for stemming,
lemmatization and word vector embedding.
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Abstract. This paper provides a framework to efficiently discover production
performance and its application plan by analyzing massive amounts of com-
ments from online review data, especially in the field of hospitality. In order to
achieve the goal, two stages of text analytics of sentiment analysis and structural
topic model estimating are integrated to classify sentimental polarity of each
reviews and elicit hidden dimensions of products or services. Based on these
dimensions and polarities, this paper verifies key attributes which impact customer
satisfaction by adapting logistic regression. This study extends prior research
limitation which focused on discovering the product defect by (1) strength
detection, (2) time series analysis, and (3) explanation of the relationship between
crucial factors and polarity of the review as a proxy of customer satisfaction. By
integrating text analytics from computational linguistic and a traditional statistical
method, this paper is expected to contribute on both academical and practical
implications.

Keywords: Text mining � Customer satisfaction � STM � Sentiment analysis

1 Introduction

Over the past decades, social media grows exponentially with various forms such as
social networks and customer reviews. This is mainly attributable to the advancement
of information technology in general, and of internet technology in specific [1, 2].
Explosively accumulated textual information, publicly available online, dramatically
change the way how customers behave (i.e. shop, travel) and how management reacts
accordingly. We have witnessed that consumers are heavily seeking information online
and they have no fear of sharing their experiences or opinions regarding products or
services. This in turn gives us rich sources of information for both customer and
management, triggering the hope of discovering new insights previously unattainable
with limited samples of survey or interviewing [3].

From the perspective of the product design and marketing strategies, feedback from
customers provides invaluable information to the management. While it plays a critical
role in promoting all facets of products, it may also expose the deficiencies or defects of
products if not properly retained to improve. Developing and implementing suitable
action is time consuming and sensitive. Therefore, it is natural to demand for a mech-
anism that can effectively identify, categorize, and prioritize any underlying attributes in
a timely manner to management.
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In response to such demand, the purpose of the thesis is threefold. First, the study
attempts to classify the review documents into different polarity by leveraging the
user-comment. Second, it aims to identify buried dimensions from reviews, to track
how dimensions have changed over time, and to compare them with the covariate
of information, polarity. Third, it aims to evaluate the result of text analytics and
further examine the relationships between the dimensions discovered and customer
satisfaction.

To achieve this, the thesis utilizes sentiment analysis to classify the polarity of
reviews instead of embracing user-rating score originally posted by reviewers. Next,
topic model is applied by incorporating covariates of (1) posting date to explore the
trend of dimensions, and of (2) polarity to compare the differences in identified topics
(dimensions). Eventually, Logistic regression is applied to investigate the impact of
discovered dimensions as independent variables on the polarity as a dependent
variable.

Before adapting this framework to every single industry, studying the case of
hospitality industry would be a good start. Hospitality industry is competitively easy to
detect customer satisfaction or dissatisfaction from rich sources of online reviews and
to get prompt feedback after service improvement.

In general, the major inspiration of the thesis is the work of Abrahams et al. [4]
where specific attention was paid to discover the product defect from user-generated
contents with integrated text analytic framework. It is natural to find out weaknesses or
shortcomings proactively to provide better customer satisfaction through the improve-
ment of products or service, thereby maximizing the profit. However, in addition to
weakness detection, this study also incorporates the analysis of strengths. It will be
conceivable to switch from a crisis to an opportunity by identifying weaknesses, and
strengthen market dominance by identifying strengths.

2 Literature Review

Before the emergence of internet, there were limited choices for tourism suppliers such
as hotels and airlines to distribute their services to consumers, using intermediaries
such as travel agents and tour operators. The emergence of electronic commerce has
had a massive impact on the tourism and hospitality industry [5]. E-commerce market
has already matured and there is nearly no industry untouched by the impact of internet
and travel industry is not an exception.

To date, many researches related to social media have begun to receive great
attention. Collectively, social media can be defined as online services provided by
individual users to create user-generated contents (UGC) and to interact with partici-
pants through sharing the generated information. The major sources of UGC come
from reviews, blogs, comments, feedback, and so on.

The noticeable evidence from previous studies on review mining reveals that there
is a strong relationship between firm’s performance and reviews in hospitality industry.
Yacouel and Fleischer [6] study the case of the online hotel market. Their study
suggests that online travel agents (OTAs) such as Booking.com play a critical role in
building hotel reputation and encourage the service provider to place greater effort into
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service quality. Sparks, So, and Bradley [7] examines how consumers perceive and
evaluate potential customers in regard to a negative review and any accompanying
hotel response. A timely response yielded favorable customer inference, and this study
contribute to the current understandings of effective online reputation management.

Utilizing one of the historical topic models, latent semantic analysis (LSA), Xu and
Li [8] analyze online customer reviews of hotels from different types of hotels. The
study suggests a clue for hotel service provider to enhance customer satisfaction and
ease customer dissatisfaction by improving service and satisfying the customers’ needs
for the different types of hotels.

Various online medium with a wide variety of methods have been applied by
leveraging the textual information to draw more incisive insights, such as sales per-
formance, market reaction, and defect detection. However, only a handful of studies
investigate the issues from quality management perspective. To fill such gap and to
enhance the literature to a broader perspective, this study proposes an integrated text
mining framework to uncover the important latent dimensions that can flexibly extend
to examine the relationship with other interests of phenomenon by employing textual
analytics and statistical methods.

3 Method

Figure 1 depicts the framework of overall process. Followed by the framework, each
component of the framework is discussed more detail.

3.1 Data Collection

For this study, TripAdvisor was selected in order to obtain the review data. in that it has
been considered to be the most representative online review community of providing
and sharing customer experience in the field of hospitality domain. As of 2018,
TripAdvisor (https://tripadvisor.mediaroom.com/us-about-us) boasts of having over
730 million reviews and opinions covering approximately 8.1 million accommoda-
tions, airlines, experiences, and restaurants around the globe. It provides travelers

Fig. 1. Research framework
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various sorts of information such as where to stay, how to fly, what to do and where to
eat which nearly covers the all the facets of the needs for traveling.

Web scraper was developed to automatically extract all the reviews available at the
time of extraction for Wynn Las Vegas hotel located in Las Vegas, NV, USA and
produce csv file. After thorough inspection for the structure of information displayed in
TripAdvisor and identification of the proper tag information for the contents to be
scraped, scraper was built using Python programming. For the purpose of this study,
data were collected as having Posting Date, Rating, Review Title and Review.

3.2 Data Preprocessing

Prior to employing the appropriate text mining analysis, preprocessing the data for
subsequent analysis is a significant step. R 3.4.1 was used for the rest of the study from
data preprocessing to the final analysis. In R program, tm package was mainly used in
that it offers an excellent text mining framework tool to deal with diverse tasks of
handling and preprocessing the textual data [9]. Texts were transformed to lower case,
and to filter out stop-words in the review texts the general stop-words (e.g., ‘a’, ‘of’,
‘the’) from the SMART information retrieval system developed by Cornell University
were applied. Next, punctuations and numbers were removed.

After processing and manipulating the review data, Part of Speech (POS) tagging
was conducted using Stanford CoreNLP with wrapper package, CleanNLP, in
R. A POS Tagger is a piece of software that reads text and assigns parts of speech to
each word (and other token), such as noun, verb, adjective, etc. Instead of stemming the
words, POS was conducted due mainly to extract and utilize lemmatized nouns for the
purpose of structural topic model to be analyzed later and in turn, for better cohe-
siveness as well as interpretability for topics since the form of lemma returns a dic-
tionary form of English word [10].

3.3 Sentiment Analysis

Sentimental analysis or opinion mining is a set of recently developed web mining
techniques that performs analysis on sentiment or opinions. Generally, sentiment
analysis classifies the state of a polarity for one’s emotion or opinion expressed in texts
into positive, neutral, or negative state [11].

Apart from the series of preprocessing and manipulating the review data, original
review texts, the column of Review, are used for sentiment analysis at document
(review) level to classify reviews into different polarity for subsequent analysis.

Sentiment analysis was conducted by neural network-based model called Recursive
Neural Tensor Networks (RNTN) implemented in Stanford CoreNLP 3.7 using the
wrapper package, stansent, in R to classify reviews. RNTN can update parameters in
the neural network based on the various combinations of words and phrases. Thereby,
RNTN sentiment analysis is more domain-oriented model in terms of that same words
can be assigned with different scores depends on the document [12]. The results from
sentiment analysis return decimal sentiment scores from −1 to 1. This study, they are
transformed to 2 levels (Negative (0) and Positive (1)) as values of new column,
Polarity. Table 1 is a sample row of data processed so far.
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3.4 Structural Topic Model

This research employs Structural Topic Model (STM) [13] to uncover the hidden
dimensions in customer review corpora, and to examine the relationships with three
covariates: posting date of reviews and the type of polarity of reviews obtained from
sentiment analysis.

Figure 2 depicts the plate diagram for STM. Here, the study identifies underlying
dimensions and their relationships with three covariates from customer reviews as
follows, and topic refers to a dimension in this study. Each customer review document

Table 1. Sample data processed after sentiment analysis

ID RATING_
DATE

Rating Sentiment Polarity Review
Title

Review LEMMA LEMMA_
NOUN

41 2016-08-
27

5 0.5 1 Mr.
Barry

We stayed here
for 4 days had a
meal at the frank
Sinatra restaurant
stunning the
people there
couldn’t do
enough for us
made us feel like
one of the family
food was lovely
please stay here
you will love this
place it’s behind
the mgm grand so
not on strip lovely
and quite clean
and beautiful

Stay day meal
frank sinatra
restaurant
stunning people
make feel family
food lovely stay
love place mgm
grand lovely
clean beautiful

Day meal
restaurant
people
feel
family
food stay
love place
mgm

Fig. 2. Plate diagram of structural topic model
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d is assumed to be generated such that from a prior distribution, a review (document)-
dimension (topic) distribution hd is drawn. For each word n in the review, a dimension
for that word is pulled from a multinomial distribution from the distribution of
dimensions Zd,n*Mult(hd). Provisional to the dimensions chosen, the observed word
wd,n is selected from a distribution over the vocabulary wd,n*Mult(bZd,n), and bk,v is
the probability of pulling the v-th word in the vocabulary for dimension k. Unlike LDA,
STM allows researcher to correlate document-topic proportion h and covariates (X). It
further allows to examine the relationships with the prevalence of covariates and topics
(dimensions) using a regression model with covariate such that hd*LogisticNormal
(Xc, R) [13, 14].

In order to find an optimal topic number, this study applied searchK function of the
package, stm, in R, which computes diagnostic properties for models with different
number of topics. Along with the indicators of log-likelihood [15], semantic coherence
[16] shown in Fig. 3, a topic number (k) of 14 was drawn after testing different
numbers of topics from 5 to 30.

Now that the optimal number of topics (K) as 14 has discovered, STM is fitting by
specifying K = 14. When building the model, covariates of interests, Posting Date and
Polarity, are allowed to be estimated simultaneously in STM.

4 Analysis Results

4.1 Results of Sentiment Analysis

In TripAdvisor, customers can write a review and rate the hotel in 5 star rating scale,
ranging from 1 to 5. In order to compare the sentiment-rating scale and user-ratings,
unit of ratings was required to transform and match into the same scale. Transformation
of user-rating scores into 3 levels of negative, neutral, and positive was performed such
that user-ratings of 1 and 2 were collapsed as negative review, and those of 4 and 5
were collapsed as positive review. Neutral reviews required no transformation.

Fig. 3. Plot of log-likelihood and semantic coherence
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Sentiment scores ranging from −1 to +1 for each review was first reckoned as a
result of sentiment analysis. Sentiment scores between −1 and 0 were collapsed as
negative review coded as −1, and scores between 0 and 1 as positive reviews coded as
1. Sentiment score of 0 were collapsed as neutral review. Figure 4 describe the polarity
distribution of reviews by user-rating and by sentiment-rating.

It turned out that the reviews are heavily rated as 4 or 5 stars, and those are nearly
90% of the overall reviews. Analyzing textual information to classify the reviews
shows us a completely different view of the polarity space. It could be in part because
of self-selection bias [17] in that people might rate it differently than they in fact stated.
While rating score posted by user provides meaningful insights of overall sentiment
about the products or service, it is limited to understand what aspects of products or
service people commonly concerned about unless customers reveal on the reviews.
Presumably, this is a strong indication to warn the risk of utilizing original user-
rating as a measure to classify the polarity of reviews and to detect strengths and
weaknesses. Thus, the rescaled rating by data-driven sentiment analysis can provide the
results with minimal bias or errors than subjective one-dimensional rating score given
by reviewers.

4.2 Results of Structural Topic Model

Descriptive labels are attached to discovered 14 dimensions in reference to the ones
suggested in Guo et al. [18]. Two key information, top keywords based on Topic-Word
distribution (bk,v) and the highly associated reviews based on Document-Topic
proportions (hd), have been examined in order to decide labels for each dimension.
Prior to concluding decisive labels for dimensions, cross-validation is often helpful to
avoid subjective interpretation of dimensions, thereby increasing the validity of the
reliability.

To cross validate, the task of labeling dimensions was conducted by three people
from Amazon Mechanical Turk (AMT), credible platform of online labor market. Top
30 keywords for each dimension were provided as a result of structural topic model
along with instructions for labeling dimensions. Eventually, labels fulfilled by workers
were collected and aggregated for their consistency, in order to finalize naming the
dimensions by researcher. Table 2 summarizes the description of dimensions.

Fig. 4. Polarity distribution of reviews by user-rating and sentiment-rating scale
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The dimensions identified by structural topic model reveal both expected and
interesting insights. Dimensions of Security and Communication are the likely
dimensions that management constantly deals with customer during the entire stay. By
the same token, all dimensions except Casino, Smoking, Nightclub Noise and Tower
Suite are the expected dimensions of hotels in general. Stated differently, they are
expected to be found supporting the topic model successfully identified the key
dimensions proposed in previous hospitality literature.

Meanwhile, dimensions of Casino, Smoking, Nightclub Noise and Tower Suite are
rather location or hotel-specific dimensions. More precisely, considering the hotels
under research is located in Las Vegas, Casino and Smoking seems plausible to be
drawn and can be considered as location-specific dimension whereas dimensions of
Nightclub Noise and Tower Suite are deemed as hotel-specific dimension.

However, generally expected dimensions such as Transportation in recent study
[18] does not appear in our study. It may be explained with the fact that the airport is
located in the middle of the city and roughly takes about 10–20 min by taxi to reach the
main central strip where the majority of hotels are located. Also, most of nearby hotels
or attractions are walking distance and preferable by walk.

4.3 Relations Between Dimensions and Covariates

Topical prevalence was estimate by Posting Date to see how these dimensions vary
across time. As can be seen in Fig. 5, we are now able to analyze how particular
dimensions’ proportions have changed over time beyond the discovery of the dimen-
sions. From the analysis of the topical prevalence by Posting Date from 2005 to 2016,

Table 2. Summary of fourteen topics with most probable words and proportions(Ɵ)

Label # Ɵ word1 word2 word3 word4 word5

Casino 1 0.066 slot poker dealer play game
Smoking 2 0.034 smoking king cigarette queen cup
Security Mgt. 3 0.055 security guy incident report guard
Amenity 4 0.063 fee wifi charge internet credit
Style & Deco 5 0.157 class place world love entertainment
Room View 6 0.111 view mountain ceiling window corner
Bathroom 7 0.069 tub toilet shower sink bath
Communication 8 0.049 front bell desk stroller registration
Homeliness 9 0.095 year trip time friend visit
Wedding 10 0.043 wedding ceremony dream theater photo
Tower Suite 11 0.049 tower tableau parlor entrance massage
Location 12 0.084 location conference center mall facility
Nightclub Noise 13 0.057 noise nightclub club tryst sleep
Pool 14 0.060 sun shade cabana terrace bellagio
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three major patterns (rising, falling, and fluctuating) and one steady pattern (Dimension
11) have emerged. Dimensions of 5, 6, 9, 10, and 12 are rising, while Dimensions of 1,
2, 3, 7, 8, and 14 are falling. Dimensions of 4 and 13 are generally fluctuating upward
and then downward. From this trend, we could assume a reasonable order of priority
for service improvement.

However, it is still limited to understand the dimensions since it only shows the
overall trends not considering the effect of polarity. In other words, it is helpful to
understand the overarching trends of dimensions in general, but it is still not clear how
the positive and negative aspects of the dimension have changed over time with
varying degree. By incorporating Polarity variable, this study further expands to
examine dimension trends by different polarity as one of the main contributions of the
study.

Trends by Polarity splits the trending line into two separate lines and in turn allows
us to investigate how dimensions by different valence evolved over time by each
dimension. Figure 6 depicts dimension trends with Polarity information over time
where a solid line represents the dimensional trend for negativity and a dashed line
represents the positivity.

Fig. 5. Overall trends of dimensions
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From this plot, we can assume that Style & Decoration, Room View, Homeliness,
Wedding, Tower Suite, and Location are positive dimensions, while the others are
negative dimensions. For example, dimensions of Location, Style & Decoration, and
Room View reveal notable distinction in two lines and have evolved with greater pro-
portions for positivity. The physical advantage of having a good vantage Location in Las
Vegas seems to naturally lead to positive reviews, and the hotel turned out to have a
positive reputation from the guests with a beautiful style and decoration that reminds of
the thematic flower decoration near the lobby which is a symbol of the Bellagio Hotel.
Room View have changed with positive sentiment due mainly to their unique scenery
from ‘Golf View’ which is in the middle of the desert. Stated differently, either side of
room view meets a guest satisfaction. Therefore, dimension trends together with
dimension by Polarity provides clearer insights to better understand the dimensions.

5 Evaluation

This chapter aims to evaluate the result derived from STM. Since latent topics buried in
customer reviews were identified by STM with their review-dimension proportions, the
analysis of logistic regression was conducted in order to further assess the impact of 14
discovered topics on Polarity. Polarity of the review which is a two-class binary
variable (0 = Negative, 1 = Positive) is taken as dependent variable, and 14 topic
proportions are taken and treated as independent variables to examine how topics
influence the Polarity. Figure 7 illustrates the process of conducting the evaluation.

Fig. 6. Topic trends by polarity
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Prior to fitting the model, independent variables were log-transformed, and corre-
lation and multicollinearity of each variable were assessed. Correlation matrix along
with Variance Inflation Factor (VIF) and Tolerance (TOL) suggests that there is no
major issue for multicollinearity in our study. Thus, all the 14 variables were used to
initially build the model.

Data (10,251 reviews) were split into training set (70% or 7,176 reviews) and
testing set (30% or 3,075 reviews). Then, the model was built with training data and
tested with testing data for external validity. Initial fit of the full model including all the
14 variables revealed that T1 (p = .459), T7 (p = .892), and T11 (p = .299) were not
statistically significant. Though T9 (p = .035) found to be statistically significant at .05
level, we decided to keep the variables with the significant level at both .01 and .001
only to be more conservative in building the model. Thus, the revised final model was
built without T1, T7, T9, and T11, and the summary is outlined in Table 3.

DV IVs

Training

Testing

Fig. 7. Illustration of conducting the model evaluation using logistic regression

Table 3. Logistic regression predicting polarity of reviews

B SE Wald P Odds ratio 2.5% 97.5%

Smoking −0.163 0.053 −3.100 0.002** 0.849 0.766 0.942
Security Mgt. −0.760 0.059 −12.984 0.000*** 0.467 0.416 0.524
Amenity −0.687 0.052 −13.243 0.000*** 0.503 0.454 0.557
Style & Decoration 1.180 0.065 18.071 0.000*** 3.254 2.866 3.702
Room View 1.122 0.063 17.828 0.000*** 3.071 2.718 3.478
Communication −0.434 0.057 −7.600 0.000*** 0.648 0.579 0.724
Wedding 0.528 0.048 10.930 0.000*** 1.695 1.543 1.864
Location 0.498 0.058 8.648 0.000*** 1.645 1.470 1.842
Nightclub Noise −0.370 0.049 −7.599 0.000*** 0.691 0.627 0.760
Pool −0.651 0.051 −12.831 0.000*** 0.521 0.472 0.576
(Intercept) −1.586 0.530 −2.992 0.003*** 0.205 0.072 0.578

Chi-square of likelihood ratio test is 5400 (p = .000) and pseudo R2 of Cox and Snell
and McFadden is .5288 and .5438, respectively
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The likelihood ratio test showed that the model was statistically significant at v2

(10, N = 7,176) = 5400, p < .001. The model as a whole explained between 52.88%
(Cox and Snell) and 54.38% (McFadden) of the variance in Polarity, and it shows the
accuracy of 85.83%. To test the external validity, the model was tested with test data,
and it further shows slightly improved accuracy of 86.73%. Therefore, it is not far-
fetching to conclude that logistic regression model is fairly robust.

In logistic regression, the value of odds ratio (exponential of coefficient) demon-
strates the magnitude of each independent variable. The strongest positive predictor of
determining Polarity is Style & Decoration, and it records an odds ratio of 3.254.
Stated differently, one unit change in Style & Decoration will increase the odds by
225% (= [3.254 − 1] * 100). This indicates that the dimension of Style & Decoration
is one of the major strengths of Wynn hotel that impacts customer satisfaction posi-
tively, all other dimensions being equal. Another equivalent strength is Room View
followed by Wedding and Location. Overall, the analysis suggests that the physical
attractiveness with great location of Wynn hotel heavily influence the guest satisfaction
affirmatively.

Security Management appears to be the strongest negative predictor of determining
the Polarity of the reviews, and it shows the odds ratio of .467. In other words, one unit
change in Security Management will reduce the odds by 53.3% (= [.467 − 1] * 100).
This suggests that the guest satisfaction of Wynn hotel severely suffers from the
dimension of Security Management, all other dimensions being equal. To comparable
extent, the dimensions of Amenity (49.7%) and Pool (47.9%) found to be one of the
major weaknesses hurting the guest satisfaction of Wynn hotel. Though boasting the
world-renowned nightclubs in-house, the noise caused from club over the night does
harm for guest staying in room.

6 Conclusion

The increasing need for effective mechanisms to turn the influx of scattered data into
meaningful information is of great concern. In response to such need, this study pro-
poses an integrated text mining framework in an attempt to discover hidden dimensions
with prevalence of time and polarity from online customer reviews. Sentiment analysis
was conducted as an objective measure for classifying the polarity of review. Subse-
quently, topic model was applied by incorporating covariates of Posting Date and
Polarity of reviews into structural topic model in order to capture the relationship
between dimensions and covariates. As a result, each customer review is represented as
a probabilistic distribution over set of underlying dimensions, where the research
interprets them as dimensions of service for Wynn Las Vegas, NV, USA. To evaluate
the framework, the effect of each identified dimensions was assessed on polarity as a
proxy of customer satisfaction.

Previous researches tend to consider rating information posted by user as given
[18]. However, customer satisfaction might not fully reflect in the rating score though
one can assume the overall evaluation is already incorporated in the rating score. This
study explores customer sentiment analysis sorely from their reviews and demonstrates
the significant difference between customer ratings and customer sentimental polarity.
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Thus, the rescaled rating by sentiment analysis can provide the results with minimal
bias or errors than subjective one-dimensional rating score given by reviewers.

This work offers specific managerial implications. First, it enables managers to
effectively identify the managerial strengths and weaknesses at stake. Second, it
enables managers to monitor and track the identified dimensions and examine how they
vary according to certain sentiment. Third, the review data were from specific property
in Las Vegas, and shows property specific dimensions in part. This in turn suggests that
manager can target the properties of interest (i.e. competitor) and monitor them to
maintain and establish competitive advantage in the market.

There are theoretical implications for researchers. Beyond the discovery of weak-
nesses and strengths, this study offers a methodological merit and enhancement of how
qualitative analysis can be incorporated with quantitative approach to provide richer
insights by quantifying massive amounts of publicly available information online. The
study offers alternative way of conducting longitudinal study complementing the
limitation of traditional approach, which is otherwise costly and time consuming.

This research also has limitations and the findings of this study should be interpreted
with caution. Since topic model is generative model, more data are favorable to generate
the enhanced results. Another limitation is that customer reviews solely come from
TripAdvisor as a single source. In addition, the dataset possibly contains fake reviews
which might influence the result. Nonetheless, the potential limitations in size of data and
generalizability of the findings does not degrade the value of insights from this study, and
therefore does no harm to the purpose of demonstrating the proposed framework.

Also, review data analyzed in this study does not contain any demographic
information such as gender, income, and purpose of traveling or staying at the hotel. If
complete demographic information is available, the dimensions derived from review
can be further incorporated with those demographic variables as additional topical
prevalence providing the richer insights.
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Abstract. Chatbots as conversational recommender have gained
increasing importance for research and practice with a lot of applica-
tions available today. In this paper, we present the methods to support
conversational defaults within a human-chatbot conversation that sim-
plifies communication with the purpose of improving the overall recom-
mendation process. In particular, we discuss our model-based reasoning
approach for easing user experience during a chat, e.g., in cases where
user preferences are mentioned indirectly causing inconsistencies. As a
consequence of inconsistencies, it would not be possible for the chatbot to
provide answers and recommendations. The presented approach allows
for removing inconsistencies during the interactions with the chatbot.
Besides the basic foundations, we provide use cases from the intended
tourism domain to show the simplification of the conversation process.
In particular, we consider recommendations for booking hotels and plan-
ning trips.

Keywords: Chatbot · Conversational recommender ·
Model-based reasoning

1 Introduction

Natural language interfaces (NLI) to communicate with platforms and systems
grow in interest and importance in research and industry. Chatbots are one form
of AI systems that allows an interaction via NLI. These systems can be based on
rule sets or neural networks to provide answers to given requests. Chatbot sys-
tems often rely on predefined patterns that lead to a desired behavior (e.g. [16])
and tend to be limited in their interaction space in order to provide correct
responses to the user. The user communicates with the recommendation sys-
tem via natural language. The Natural Language Processing (NLP) extracts the
information given by the user and sends it in an abstracted form to the recom-
mender engine. This engine tries to process the user request in the best possible
way. Based on our work in [11], we propose the additional possibility of using
implicit information and background knowledge along with handling of inconsis-
tencies that are caused by that background knowledge. Also, the recommender
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engine has to provide at least one element in order to create a valid solution.
If such a solution could not be provided, the engine has to ask the user to
relax and remove some requirements. Requirements provided by the background
knowledge are the first to be removed from the set.

The need to handle implicit information within the conversational recom-
mender represents a crucial challenge for a flawless user experience. For exam-
ple, a user send an inquiry about planning a city trip to a certain destination.
Such trips encompass certain requirements, like requiring a hotel near the city
center. In fact, these requirements could be presumed by the conversational rec-
ommender from background knowledge. This helps the user to find a matching
hotel without explicitly asking for these requirements. Parts of these background
knowledge will be immutable, e.g. the user might want to book a stay with her
or his fiancé, which leads to adult(2) but does omit romantic as a requirement.
This part of the background knowledge could be removed when it leads to an
empty result set, which is something to prevent. On the other hand, presuming
requirements has also disadvantages. These drawbacks must be addressed by
the recommender as well. Also, adding multiple and diverse requirement groups
could lead to an inconsistency within these groups. For this reason, the con-
versational recommender must be also able to deal with this type of problems.
The approach of model-based diagnosis helps to detect a possible problem by
computing the minimal set of faulty requirements. In the aftermath, these will
be used to repair the requirements with the help of the user. Asking the user if
a certain background knowledge requirement is crucial, is a way to solve incon-
sistencies. If negated, the requirement could be removed and the consistency is
recovered.

The main contributions of this paper are given below.

1. an approach to simplify the communication between the user and the system
by using implicit presumptions, and

2. an algorithm that handles inconsistencies of requirements within the recom-
mendation process.

The remainder of this paper is organized as follows: In the next section we
introduce an example domain in the field of tourism and get into more detail of
our motivating use case. Next, we introduce our approach of removing inconsis-
tencies within the recommendation process. Finally, we discuss related research
and conclude the paper.

2 Use Case

In this section, we depict typical conversations between user and chatbot in
the field of tourism. Also, we show the corresponding effects according to the
knowledge base of the recommender system.

In Table 1, we show the information contained in the knowledge base along
with the recommendation rules. These rules guide the recommender to appro-
priately react to implicit information that is given by the user. The latter func-
tionality will be shown in a conversation use case. We assume that each hotel
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Table 1. Item set for type = hotelgraz

name familyfriendly romantic distance center price stars spa distance pt

Hotel 1 false false low med 1 false med

Hotel 2 true false med high 1 true high

Hotel 3 false true high low 1 true low

Hotel 4 true false low high 2 false low

Hotel 5 false true med low 2 false med

Hotel 6 true false high med 2 true high

Hotel 7 false true low high 3 true med

Hotel 8 true false med med 3 false low

Hotel 9 false true high high 3 false high

Hotel 10 true false low med 4 false high

Hotel 11 false true med high 4 false low

Hotel 12 true false high med 4 false med

Hotel 13 false true low med 5 false high

consists of a set of attributes, namely: The name of the hotel, family-friendliness
(true or false), romantic appearence (true or false), its distance (low, med, high)
to the center (distance center) and to the public transport (distance pt). Also,
the corresponding price is splitted into three categories (low, med, high), the
stars (1 to 5) and the availability of a spa (true or false).

We will demonstrate the chatbot-based conversational recommender in form
of a use case. The use case illustrates a recommendation process of a hotel in
a specific area. The presented use case will serve as the motivating example for
the rest of the paper.

The process starts with the chatbot offering its tourism support. Then, the
user requests a well-rated hotel in the city center of Graz, e.g.:

"I want to book an awesome hotel in Graz near the city center
this weekend.".

The chatbot adds this information to the knowledge base. This information
consists of a limitation of four or more stars with medium or high prices in order
to ensure a high quality of the selected hotel.

awesome → (price(med) ∨ price(high)) ∧ (stars(4) ∨ stars(5))
distance center(low)

(1)

This set of background knowledge is triggered by the implicit information of
wanting an “awesome” hotel. It also adds a distance limitation requirement for
this hotel in order to adapt the “near the city center” information in the knowl-
edge base. The chatbot acknowledges this addition by appropriately replying to
the user. Two of the hotels in the KB, namely Hotel 10 and Hotel 13, fit the
requirements of the user.

Next, the chatbot sends an inquiry about the number of people. In turn, the
user replies with:
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"The room is for me and my fiancé"
Here the reply does not contain information about the number of people

but the description of an additional person. This implicit detail triggers the
chatbot’s rule couple to add along with adult(2) the need for a romantic hotel
with a spa to the knowledge base as well. Once again, the chatbot acknowledges
the requirements with a proper response.

couple → adults(2) ∧ romantic ∧ spa (2)

However, adding these requirements might lead to an inconsistency that can-
not be resolved by the chatbot. However, such circumstances must be handled
by the recommendation system. Here we expect a minimum of at least one hotel
in the result set that fits the requirements of the user. As depicted in Table 1,
no hotels with spa are available, which was part of the predefined background
knowledge for the couple’s stay. Now the chatbot requests the user to remove
this requirement in order to get a valid set of results to choose from, by asking:

"There are no hotels with the defined settings. Do you need a
spa for your stay?".

After the user confirms the removal, a result set of one hotel, namely Hotel 13,
will be left, which represents a valid solution for the revised user requirements.

3 Removing Inconsistencies

As explained in the previous section, there might be an inconsistency arising
from the communication between a user and a chatbot. The root cause behind
such inconsistency represent the user-provided facts, together with background
knowledge capturing rule-of-thumbs and other available data. In order to resolve
the inconsistencies, we have to retract rules or provided facts. For this purpose,
we borrow the idea behind model-based diagnosis (MBD) [1,8,14], which deals
with obtaining diagnoses of systems from system models. In MBD, the model of
a system comprises several component models and the system structure. Each
component model comprises an attached predicate, i.e., AB standing for abnor-
mal, representing the health state of the component. The underlying diagnosis
algorithms set AB predicates to true or false in order to remove inconsistencies
arising between the provided and the expected (and observed) behavior.

In the following, we describe the application of MBD to the chatbot domain.
First, let us have a look at the background knowledge that correspond to the
type of the hotel. If a hotel is awesome, we usually expect a higher price and a
better classification. However, it might be the case that the price is lower because
of the current tourism season or due to comparisons with similar hotels. Hence,
we may not always be able to determine that the price will be medium or high.
Therefore, we can introduce the predicate AB for this purpose. AB is usually
set to false, unless an inconsistency emerges from the underlying assumption.
The following logical formulae represent this improved background knowledge:

awesome ∧ ¬AB(price) → price(med) ∨ price(high)
awesome → stars(4) ∨ stars(5)

(3)
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Similar to the hotel, we are able to improve the rules that process inquiries
with couples. There we might say that a spa or a romantic hotel may be not
always required. Note that in the following logical representation, we distinguish
between removing the rule behind the requirement of having a spa from the one
requiring a hotel to be classified as romantic. This allows us to retract only the
specific part of the background knowledge that causes the inconsistency in the
first place.

couple ∧ ¬AB(spa) → spa, couple ∧ ¬AB(romantic) → romantic,

couple → adults(2)
(4)

Finally, we may also improve the knowledge behind city trips and introduce
AB predicates for the city distance and the distance to public transport, sepa-
rately:

citytrip → price(low) ∨ price(med)
citytrip ∧ ¬AB(distance city) → distance city(hotel)

citytrip ∧ ¬AB(distance pt) → distance pt(hotel)
(5)

Before formalizing the theory behind our approach, let us explain its applica-
tion on the example in Sect. 2. There, after the first query, the solution contains
only two remaining hotels. Neither of them encompasses any spa. However, since
we know that the inquiry contains a couple and by taking into account the back-
ground knowledge, no solution could be delivered. Hence, when using the new
background knowledge with AB predicates, a solution is extracted. When setting
AB(spa) to true and all other AB predicates to false, the solution will contain
Hotel 13. Note that in this approach the rules are not really retracted. Also, they
do not provide any effect on the computation of results because they can never
be activated. Hence, from a logical point of view, we obtain the same behavior
when removing them from the background theory.

The following formalization of the challenge of retracting knowledge in the
domain of a chatbot conversation adapts Reiter’s formalisms of MBD (see [14]).
We start specifying the chatbot conversation formally where we have background
knowledge, a set of rules that can be retracted, and a set of facts provided by
the user as inputs.

Definition 1 (Chatbot conversation (CC)). A chatbot conversation (CC)
is a tuple (Th,R,U) where Th is a set of logical formulae representing the back-
ground knowledge and other information the chatbot offers in order to provide a
recommendation, R is a set of rules that can be retracted, and U is a set of facts
provided by a user during conversation.

For the example from Sect. 2 the CC comprises all rules necessary for speci-
fying the hotel table as well as the logical rules (3) to (5) as Th. Th also includes
rules for mapping the hotel table to the provided background knowledge, and a
rule stating that we want to obtain at least one hotel to be provided to the user
as a result of the conversation. R is the set {price, spa, romantic, distance city,
distance pt}, and the user provided facts U is {awesome, couple}.
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It is worth noting that for all elements r in R there must be a predicate
of the form AB(r) in Th used in one or more rules that might be retracted in
order to remove inconsistencies. The underlying problem behind is the chatbot
conversation problem can defined as follows:

Definition 2 (Chatbot conversation problem (CCP)). Given a chatbot
conversation (Th,R,U), the chatbot conversation problem (CCP) is the problem
of identifying a subset Δ of R that makes the following logical sentence Th∪U ∪
{¬AB(c)|c ∈ R \ Δ} ∪ {AB(c)|c ∈ Δ} consistent. If this logical sentence is
consistent Δ is also called a solution of the CCP.

Obviously, if Δ is the empty set, then all rules comprising AB predicates
can be applied and, therefore, all rule-of-thumbs are activated. If this does not
lead to an inconsistency, then all such rules can be applied to improve the search
for recommendations. Otherwise, some of the rules have to be deactivated by
applying AB predicates. Similar to MBD, we define a solution Δ to be minimal
or parsimonious if there is no other subset Δ′ of Δ that is itself a solution. For
our hotel example, there is only one minimal solution {spa}.

Computing solutions for a CCP is obviously a search problem assigning truth
values to the AB predicates and proving the sentence Th ∪ U ∪ {¬AB(c)|c ∈
R \Δ}∪{AB(c)|c ∈ Δ} for consistency by using a theorem prover. In the worst
case, we have an exponential number of solutions, i.e., all subsets of R. However,
in practice, we are interested in minimal solutions and also usually in solutions
that include the smallest number of elements from R. In the following, we discuss
an algorithm that computes the smallest solutions for a given CCP with respect
to cardinality. The algorithm might miss other minimal solutions. However, for
practical applications it is usually enough to come up with some smaller but not
necessarily all parsimonious solutions. There are plenty of diagnosis algorithms
described in literature, e.g., ConDiag [12], which can be easily adapted to provide
solutions for the CCP.

4 Related Work and Conclusions

The application of model-based reasoning, and especially model-based diagnosis,
in the field of recommender systems is not novel. For example, papers like [3,6,13]
compute the minimal sets of faulty requirements. These requirements should
be changed in order to find a solution. In these papers, the authors rely on
the existence of minimal conflict sets computing the diagnosis for inconsistent
requirements. Felfernig et al. [3] present an algorithm that calculates personalized
repairs for inconsistent requirements. The algorithm combines concepts of MBD
with a collaborative problem solving approach to improve the quality of repairs
in terms of prediction accuracy.

Papers that deal with the integration of diagnosis and constraint solving are
[2] and [17,18], who proposed a diagnosis algorithm for tree-structured models.
The approach is generally applicable due to the fact that all general constraint
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models can be converted into an equivalent tree-structured model using decom-
position methods, e.g., hyper tree decomposition [4,5]. [19] provides more details
regarding the coupling of decomposition methods and the diagnosis algorithms
for tree-structured models. In addition to that, [15] generalized the algorithms of
[2] and [17]. In [10] the authors also propose the use of constraints for diagnosis
where conflicts are used to drive the computation. For presenting recommenda-
tion tasks as constraint satisfaction problem, we refer to [7].

Human-chatbot communication represents a broad domain. It covers tech-
nical aspects as well as psychological and human perspectives. Wallace [21]
demonstrates an artificial intelligence robot based on a natural language inter-
face (A.L.I.C.E.) that extends ELIZA [22].

The topic of recommender systems with conversational interfaces is shown in
[9], where an adaptive recommendation strategy was shown based on reinforce-
ment learning methods. In the paper [20], the authors proposed a deep reinforce-
ment learning framework to build personalized conversational recommendation
agents. In this work, a recommendation model trained from conversational ses-
sions and rankings is also presented.

In this paper, we introduced and discussed an conversational recommender
approach, which deals with implicit information given by the user as well as
requirements inconsistencies using the techniques of model-based diagnosis.

In the proposed approach, we are handling implicit information provided
user by using background knowledge in order to forecast the needs of the user.
The background knowledge is gathered by the rule-of-thumb and other available
information sources. Along with the facts collected from the user’s inputs, the
recommender will provide a customed set of e.g. hotels. We also show how han-
dle the case of inconsistent knowledge within the recommendation process that
could lead to empty result sets. In a nutshell, we resolve the issue by removing
background knowledge in order to provide a valid result set to the user.

We are currently working on an general framework, which allows such rec-
ommendations not only within the domain of tourism, but also in other domains
where such processes can be used. In the future, we will also use this imple-
mentation for performing experiments and user studies in order to evaluate the
effectiveness of the proposed approach, when used in practical chatbot settings.

Acknowledgement. The research presented in the paper has been funded in part by
the Cooperation Programme Interreg V-A Slovenia-Austria under the project AS-IT-IC
(Austrian-Slovenian Intelligent Tourist Information Center).
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Abstract. In this paper, to determine the optimal parameters of the product
acceptance process under parametric uncertainty of underlying models, a new
intelligent technique for optimization of product acceptance process on the basis
of misclassification probability is proposed. It allows one to take into account all
possible situations that may occur when it is necessary to optimize the product
acceptance process. The technique is based on the pivotal quantity averaging
approach (PQAA) which allows one to eliminate the unknown parameters from
the problem and to use available statistical information as completely as pos-
sible. It is conceptually simple and easy to use. One of the most important
features of the proposed new intelligent technique for optimization of product
acceptance process on the basis of misclassification probability is its great
generality, enabling one to optimize diverse problems within one unified
framework. To illustrate the proposed technique, the case of log-location-scale
distributions is considered under parametric uncertainty.

Keywords: Product acceptance � Misclassification probability � Optimization

1 Introduction

Extensive work has been done on product acceptance processes since their inception.
Several text books and papers are available which provide different acceptance pro-
cesses of product for different probability distribution functions, see, for example,
Gupta and Groll [1], Gupta [2], Fertig and Mann [3], Kantam and Rosaiah [4], Kantam
et al. [5], Baklizi [6], Wu and Tsai [7], and the references cited therein. Generally, the
design of product acceptance processes is based on the population mean or median.

In this paper, a new technique for optimization of product acceptance process under
parametric uncertainty (in terms of misclassification probability) is proposed. The
mathematical solution to the optimization problem of product acceptance process does
not represent any difficulties for the case when the parametric values of the underlying
lifetime distributions are known with certainty. In actual practice, such is simply not the
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case. When the model is applied to solve real-world problems, the parameters are
estimated and then treated as if they were the true values. The risk associated with
using estimates rather than the true parameters is called estimation risk and is often
ignored. For efficient optimization of statistical decisions under parametric uncertainty,
the classical theory of statistical estimation has little to offer in this type of situation.
For this case, a pivotal quantity averaging approach (PQAA) is suggested. It allows one
to eliminate unknown parameters from the problem through the pivotal quantity
averaging and to find the better decision rules, which have smaller risk than any of the
well-known decision rules (Nechval and Vasermanis [8], Nechval et al. [9], Nechval
et al. [10]).

The methodology described here can be extended in several different directions to
handle various problems that arise in practice. In particular, the proposed methodology
can be used (with some modifications) to improve the dynamic pricing in e-business
(Nechval et al. [11]), pattern recognition (Nechval et al. [12]), vibration-based diag-
nostics of fatigued structures (Nechval et al. [13]), airline seat reservation control, etc.

2 Lifetime Distributions from Log-Location-Scale Family

2.1 Gumbel Distribution

This distribution is used in many research fields including, among others, life testing
and water resource management. This is the so-called first asymptotic distribution of
extreme values, hereafter referred to simply as the extreme value distribution. The
distribution is extensively used in a number of areas as a lifetime distribution and
sometimes referred to as the Gumbel distribution, after E. J. Gumbel, who had pio-
neered its use (Gumbel [14]).

Let X1, …, Xn be the observations of a random sample of size n from the Gumbel
distribution with the pdf (probability density function),

fxðxÞ ¼ 1
r
exp

x� k
r

� �
exp � exp

x� k
r

� �� �
; �1 \x \1; ð1Þ

and cdf (cumulative distribution function),

FxðxÞ ¼ 1� exp � exp
x� k
r
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; �1 \x \1; ð2Þ

indexed by location and scale parameters k and r; where x ¼ ðk; rÞ: It is assumed that
the parameters kð�1\k\1Þ and r[ 0 are unknown.

The MLE’s k
_

and r_ of the parameters k and r; respectively, are solutions of

k
_ ¼ ln n�1

Xn
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The mean of the Gumbel distribution is given by
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where

u ¼ exp
x� k
r

� �
; ð6Þ

c � 0:5772 ðEuler0s constant): ð7Þ

In terms of the Gumbel distribution variates, we have that

W1 ¼ k
_ � k
r

; W2 ¼ r_

r
; W3 ¼ k

_ � k

r_
ð8Þ

are pivotal quantities. The probability density functions of the pivotal quantities do not
depend on the parameters.

If the scale parameter r is known, then a maximum likelihood estimator (MLE) of
k; based on the random sample (X1, …, Xn) of size n from (1), is given by

k
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It can be shown that
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where a function of the data k
_

and parameters ðk; rÞ;
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is said to be a pivot or a pivotal quantity since its probability density function,
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does not depend on the parameters ðk; rÞ: It follows from (10) and (12) that the cdf of k
_

is given by

GwðhjnÞ ¼
Zh

0

gwðk
_jnÞdk_ ¼

Zh

0

1
CðnÞð1=nÞn exp

k
_ � k
r

 !" #n
exp � exp

k
_ � k
r

 !
=1=n

" #
1
r
dk

_

¼
Zexp h�k

rð Þ

0

1
CðnÞð1=nÞn w

n�1 exp � w
1=n

� �
dw ¼

Zexp h�k
rð Þ

0

gðwjnÞdw ¼ Pr W 	 exp
h� k
r

� �� �
:

ð13Þ

In this case,

�GxðhjnÞ ¼ 1� GxðhjnÞ ¼ Pr W [ exp
h� k
r
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: ð14Þ

2.2 Weibull Distribution

The Weibull distribution is very flexible, and can, through an appropriate choice of
parameters, model many types of failure rate behaviors. It has wide applications in
diverse disciplines.

Let Y1; . . .; Yn be the observations of a sample of size n from a two-parameter
Weibull distribution with the pdf,

fhðyÞ ¼ d
b

y
b

� �d�1

exp � y
b

� �d
" #

; y[ 0; b[ 0; d[ 0; ð15Þ

and cdf,

FhðyÞ ¼ 1� exp � y
b

� �d
" #

; y[ 0; b[ 0; d[ 0; ð16Þ

indexed by scale and shape parameters b and d, where h ¼ ðb; dÞ: It is assumed that the
parameters b and d are unknown. This distribution is directly related to the extreme-
value distribution by the easily shown fact that if Y has a Weibull distribution (15), then
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X ¼ ln Y has a Gumbel distribution with k ¼ ln b and r ¼ d�1: In analyzing data it is
often convenient to work with log times, the Gumbel distribution arises when lifetimes
are taken to be Weibull distributed.

The MLE’s of the Weibull parameters b and d are b
_ ¼ exp k

_

and d
_ ¼ r_

�1
: If

desired, the maximum likelihood Eqs. (3) and (4) can be written in Weibull form and
solved directly from the start. The equations are
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The mean of the Weibull distribution is given by
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where u = (y/b)d. In terms of the Weibull variates, we have that

V ¼ b
_

b

 !d

; V1 ¼ d

d
_
; V2 ¼ b

_

b

 !d
_

ð20Þ

are pivotal quantities. The probability density functions of the pivotal quantities do not
depend on the parameters.

If the shape parameter d is known, then a maximum likelihood estimator (MLE) of
bd; based on the random sample (Y1, …, Yn) of size n from (15), is given by

b
_d

¼
Xn

i¼1

Yd
i =n; ð21Þ

It can be shown that

b
_d

� ghðb
_d
jnÞ ¼ 1

CðnÞðbd=nÞn b
_d
� �n�1

exp � b
_d

bd
�
n

0
@

1
A; b

_d
� 0; ð22Þ
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where a function of the data b
_

and parameters ðb; dÞ;

b
_d

bd
¼ V ; ð23Þ

is said to be a pivot or a pivotal quantity since its probability density function,

gðvjnÞ ¼ 1
CðnÞð1=nÞn v

n�1 exp � v
1=n

� �
; v� 0; ð24Þ

does not depend on the parameters ðb; dÞ: It follows from (22) and (24) that the cdf of

b
_d

is given by

GhðhjnÞ ¼
Zh

0

ghðb
_d
jnÞdb_

d
¼
Zh

0

1

CðnÞðbd=nÞn b
_d
� �n�1

exp � b
_d

bd=n

0

@

1

Adb
_d

¼
Zh=bd

0

1
CðnÞð1=nÞn v

n�1 exp � v
1=n

� �
dv ¼

Zh=bd

0

gðvjnÞdv ¼ Pr V 	 h

bd

� �
:

ð25Þ

In this case,

�GhðhjnÞ ¼ 1� GhðhjnÞ ¼ Pr V [
h

bd

� �
: ð26Þ

3 Optimization of Product Acceptance Process

3.1 Problem Statement

Suppose that product lots are submitted for inspection and the lifetimes of individual
products have a Weibull distribution with the probability density function (15) and
known shape parameter d. In this case, we consider some situations of optimization of
the design parameters of product acceptance process, such as the sample size “n” to test
the Weibull MTTF (mean time to failure) “l” and the separation threshold “h” to
satisfy the producer’s and consumer’s risks. The probability of rejecting a good lot is
called the producer’s risk, which is denoted by ap. The probability of accepting a bad
lot is called the consumer’s risk, which is denoted by ac. In determining whether or not
a product lot is accepted, we have to use the test procedure which satisfies the following
conditions:
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Pr ðreject a product lotjWeibullMTTF ¼ laÞ	 ap Producer0s riskð Þ; ð27Þ
Pr ðaccept a product lotjWeibullMTTF ¼ lrÞ	 ac Consumer0s riskð Þ; ð28Þ

where

la ¼ Eha¼ðba;dÞfYg ¼
Z1

0

yfhaðyÞdy ¼
Z1

0

y
d
ba

y
ba

� �d�1

exp � y
ba

� �d
" #

dy

¼ baC 1þ 1
d

� �
ð29Þ

is an acceptable Weibull MTTF,

lr ¼ Ehr¼ðbr ;dÞfYg ¼
Z1

0

yfhrðyÞdy ¼
Z1

0

y
d
br

y
br

� �d�1

exp � y
br

� �d
" #

dy

¼ brC 1þ 1
d

� �
ð30Þ

is a rejectable Weibull MTTF, la [ lr: It follows from (29) and (30), respectively, that

bda ¼ la=C 1þ 1
d

� �� �d
ð31Þ

and

bdr ¼ lr=C 1þ 1
d

� �� �d
: ð32Þ

3.2 Situation 1

Consider the situation when the size “n” of a random sample (Y1, …, Yn) of product
items to test the Weibull MTTF (mean time to failure) “l” is preassigned, but a product
lot misclassification probability,

aðhjnÞ ¼ apðhjnÞþ acðhjnÞ; ð33Þ

is not preassigned. The problem is to find the separation threshold “h” which mini-
mized the product lot misclassification probability (33).

Let n items be drawn at random from an acceptable two-parameter Weibull lifetime
distribution with the probability density function (pdf)

A Novel Intelligent Technique for Product Acceptance Process Optimization 807



fhaðyÞ ¼
d
ba

y
ba

� �d�1

exp � y
ba

� �d
" #

; y[ 0; ba [ 0; d[ 0; ð34Þ

and cumulative distribution function (cdf)

FhaðyÞ ¼ 1� exp � y
ba

� �d
" #

; y[ 0; ba [ 0; d[ 0; ð35Þ

Then a maximum likelihood estimator (MLE) of bda; based on the random sample
(Y1, …, Yn) of size n from (34), is given by

b
_d

¼
Xn

i¼1

Yd
i =n: ð36Þ

It follows from (22) that

b
_d

� ghaðb
_d
jnÞ ¼ 1

CðnÞðbda=nÞn
b
_d
� �n�1

exp � b
_d

bda=n

0
@

1
A; b

_d
� 0; ð37Þ

where a function of the data b
_

and parameters ðba; dÞ ¼ ha;

b
_d

bda
¼ Va; ð38Þ

is said to be a pivot or a pivotal quantity since its probability density function,

gðvajnÞ ¼ 1
CðnÞð1=nÞn v

n�1
a exp � va

1=n

� �
; va � 0; ð39Þ

does not depend on the parameters ðba; dÞ:
It follows from (37) and (39) that the cdf of b

_d
is given by

GhaðhjnÞ ¼ Pr b
_d

	 hjbda; n
� �

¼
Zh

0

ghaðb
_d
jnÞdb̂d

¼
Zh=bda

0

1
CðnÞð1=nÞn v

n�1
a exp � va

1=n

� �
dva ¼

Zh=bda

0

gðvajnÞdva ¼ Pr Va 	 h

bda
jn

 !
:

ð40Þ
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Let n items be drawn at random from a rejectable two-parameter Weibull lifetime
distribution with the probability density function (pdf)

fhrðyÞ ¼
d
br

y
br

� �d�1

exp � y
br

� �d
" #

; y[ 0; br [ 0; d[ 0; ð41Þ

and cumulative distribution function (cdf)

FhrðyÞ ¼ 1� exp � y
br

� �d
" #

; y[ 0; br [ 0; d[ 0; ð42Þ

Then a maximum likelihood estimator (MLE) of bdr ; based on the random sample
(Y1,…, Yn) of size n from (41), is given by

b
_d

¼
Xn

i¼1

Yd
i =n: ð43Þ

It can be shown that

b
_d

� ghrðb
_d
jnÞ ¼ 1

CðnÞðbdr=nÞn
b
_d
� �n�1

exp � b
_d

bdr=n

0

@

1

A; b
_d

� 0; ð44Þ

where a function of the data b
_

and parameters ðbr; dÞ;

b
_d

bdr
¼ Vr; ð45Þ

is said to be a pivot or a pivotal quantity since its probability density function,

gðvrjnÞ ¼ 1
CðnÞð1=nÞn v

n�1
r exp � vr

1=n

� �
; vr � 0; ð46Þ

does not depend on the parameters ðbr; dÞ ¼ hr: It follows from (44) and (46) that the

survival probability of b
_d

is given by
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�Ghr ðhjnÞ ¼ Pr b
_d

[ hjbdr ; n
� �

¼
Z1

h

ghrðb
_d
jnÞdb_

d

¼
Z1

h=bdr

1
CðnÞð1=nÞn v

n�1
r exp � vr

1=n

� �
dvr ¼

Z1

h=bdr

gðvrjnÞdvr ¼ Pr Vr [
h

bdr
jn

 !
:

ð47Þ

It follows from (27) and (40) that a good product lot is rejected if

b
_d

	 h; ð48Þ

where the separation threshold “h” satisfies the following condition:

GhaðhjnÞ ¼ Pr b
_d

	 hjbda; n
� �

¼ Pr
b
_d

bda
	 h

bda
jn

0
@

1
A ¼ Pr Va 	 h

bda
jn

 !
¼ ap: ð49Þ

It follows from (28) and (47) that a bad product lot is accepted if

b
_d

[ h; ð50Þ

where the separation threshold “h” satisfies the following condition:

�GhrðhjnÞ ¼ Pr b
_d

[ hjbdr ; n
� �

¼ Pr
b
_d

bdr
[

h

bdr
jn

0

@

1

A ¼ Pr Vr [
h

bdr
jn

 !
¼ ac; ð51Þ

It follows from (40) and (47) that the product lot misclassification probability (see
Fig. 1) is given by

aðhjnÞ ¼ apðhjnÞþ acðhjnÞ ¼ GhaðhjnÞþ �Ghr ðhjnÞ

¼
Zh=b

d
a

0

1
CðnÞð1=nÞn v

n�1
a exp � va

1=n

� �
dva þ

Z1

h=bdr

1
CðnÞð1=nÞn v

n�1
r exp � vr

1=n

� �
dvr

¼ Pr Va 	 h

bda
jn

 !
þ Pr Vr [

h

bdr
jn

 !
:

ð52Þ
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To minimize the probability of product lot misclassification, the separation
threshold “h” is determined via (52) as follows:

h ¼ argmin
h

aðhjnÞ ¼ argmin
h

Zh

0

ghaðb
_d
jnÞdb_

d
þ
Z1

h

ghrðb
_d
jnÞdb_

d

0

@

1

A: ð53Þ

Thus, the separation threshold h, which is used to obtain the rule of determining
whether or not a product lot is accepted, should be “optimal” in the sense of mini-
mizing, on average, the number of incorrect assignments of the product lot into two
different regions Ra and Rr.

It follows from the above (see Fig. 1) that classification of the product lot into one
of two different regions Ra and Rr (i.e., determining whether or not the product lot is

accepted) is carried out through b
_d

and h as follows:

b
_d

2
Rr¼ b

_d
: b

_d
	 h

� �
! reject the product lot,

Ra¼ b
_d

: b
_d

[ h

� �
! accept the product lot:

8
>>><

>>>:
ð54Þ

Remark 1. In general, the classification rule (54) can be rewritten as follows: assign the

product lot to region Ra (or Rr) for which ghaðb
_d
jnÞ ðor ghrðb

_d
jnÞÞ is largest.

Fig. 1. Product lot misclassification probability aðhjnÞ:
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3.3 Situation 2

In the case of Situation 1, a classification scheme is evaluated in terms of its product lot
misclassification probability, but this ignores misclassification costs. A rule that ignores
costs may cause problems. The costs of product lot misclassification can be defined as

follows. The costs are: (1) zero for correct classification, (2) cp when an estimator b
_d

from Ra is incorrectly classified as Rr, and (3) cc when an estimator b
_d

from Rr is
incorrectly classified as Ra.

For any classification rule, the average, or expected cost of product lot misclassi-
fication (ECPLM) is given by

ECPLM(Rr;RajnÞ ¼ cp

Z

Rr

ghaðb
_d
jnÞdb_

d
þ cc

Z

Ra

ghrðb
_d
jnÞdb_

d
: ð55Þ

A reasonable classification rule should have an ECPLM as small, or nearly as small, as
possible. The problem is to minimize (55).

Theorem 1. The regions Rr and Ra that minimize the ECPLM are defined by the

values of b
_d

for which the following inequalities hold:

Rr :
ghrðb

_d
jnÞ

ghaðb
_d
jnÞ

� cp
cc

density
ratio

� �
� cost

ratio

� �� �
; ð56Þ

Ra :
ghrðb

_d
jnÞ

ghaðb
_d
jnÞ

\
cp
cc

density
ratio

� �
\ cost

ratio

� �� �
; ð57Þ

Proof. Noting that

X ¼ Rr [Ra; ð58Þ

so that the total probability

1 ¼
Z

X

ghaðb
_d
jnÞdb_

d
¼
Z

Rr

ghaðb
_d
jnÞdb_

d
þ
Z

Ra

ghaðb
_d
jnÞdb_

d
; ð59Þ

we can write

ECPLM(RajnÞ ¼ cp 1�
Z

Ra

ghaðb
_d
jnÞdb_

d

0
B@

1
CAþ cc

Z

Ra

ghrðb
_d
jnÞdb_

d
: ð60Þ
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By the additive property of integrals,

ECPLM(RajnÞ ¼
Z

Ra

½ccghrðb
_d
jnÞ � cpghaðb

_d
jnÞ�db_

d
þ cp: ð61Þ

Now, cc and cp are nonnegative. In addition, ghrðb
_d
jnÞ and ghaðb

_d
jnÞ are nonnegative

for all values of b
_d

and are the only quantities in ECPLM that depend on b
_d
: Thus,

ECPLM is minimized if Ra includes those values of b
_d

for which the integrand

½ccghrðb
_d
jnÞ � cpghaðb

_d
jnÞ�\0 ð62Þ

and excludes those values of b
_d

for which this quantity is nonnegative. This completes
the proof.

Corollary 1.1. If cp=cc = 1 (equal product lot misclassification costs), then

Rr : ghrðb
_d
jnÞ=ghaðb

_d
jnÞ� 1; Ra : ghrðb

_d
jnÞ=ghaðb

_d
jnÞ\1: ð63Þ

It follows from (56) and (57) that classification of the product lot into one of two
different regions Ra and Rr (i.e., determining whether or not the product lot is accepted)

is carried out through b
_d

and h as follows:

b
_d

2
Rr¼ b

_d
: b

_d
	 h

� �
! reject the product lot,

Ra¼ b
_d

: b
_d

[ h

� �
! accept the product lot,

8
>><

>>:
ð64Þ

where

h ¼ argmin
h

cp

Zh

0

ghaðb
_d
jnÞdb_

d
þ cc

Z1

h

ghrðb
_d
jnÞdb_

d

0
@

1
A: ð65Þ

Remark 2. In general, the classification rule (64) can be rewritten as follows: Assign

the product lot to region Ra (or Rr) for which cpghaðb
_d
jnÞ ðor ccghr ðb

_d
jnÞÞ is largest.

3.4 Situation 3

Consider Situation 2 when there is the cost c of sampling and putting a product item on
test, but the size “n” of a random sample (Y1, …, Yn) of product items to test the
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Weibull MTTF “l”, the producer’s risk, which is denoted by ap, and the consumer’s
risk, which is denoted by ac, are not preassigned.

The problem is to find the optimal separation threshold “h” and integer “n”, which
minimize the performance index:

cnþ cpapðh; nÞþ ccacðh; nÞ ¼ cnþ cp

Zh

0

ghaðb
_d
jnÞdb_

d
þ cc

Z1

h

ghrðb
_d
jnÞdb_

d
; ð66Þ

where the optimal separation threshold “h” for b
_d

and integer “n” are given by

ðh; nÞ ¼ argmin
n

cnþ min
h

cpapðhjnÞþ ccacðhjnÞ
	 
� �

¼ argmin
n

cnþ min
h

cp

Zh

0

ghaðb
_d
jnÞdb_

d
þ cc

Z1

h

ghrðb
_d
jnÞdb_

d

0

@

1

A

2

4

3

5:
ð67Þ

The classification rule of the product lot is given by

b
_d

2
Rr¼ b

_d
: b

_d
	 h

� �
! reject the product lot,

Ra¼ b
_d

: b
_d

[ h

� �
! accept the product lot:

8
>>><

>>>:
ð68Þ

3.5 Situation 4

Consider the situation when the size “n” of a random sample (Y1, …, Yn) of product
items to test the Weibull MTTF “l” is not preassigned, but a product lot misclassifi-
cation probability is preassigned:

aðh; nÞ ¼ a: ð69Þ

The problem is to find the optimal separation threshold “h” and the required
smallest integer “n”, which minimize the performance index:

a h; nð Þ � a½ �2¼
Zh

0

ghaðb
_d
jnÞdb_

d
þ
Z1

h

ghrðb
_d
jnÞdb_

d
� a

2
4

3
5
2

¼
Zh=bda

0

1
CðnÞð1=nÞn v

n�1
a exp � va

1=n

� �
dvaþ

Z1

h=bdr

1
CðnÞð1=nÞn v

n�1
r exp � vr

1=n

� �
dvr � a

2
64

3
75

2

;

ð70Þ
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where the optimal separation threshold “h” for b
_d

and the required smallest integer “n”
are given by

ðh; nÞ ¼ argmin
n

min
h
½aðhjnÞ � a�2

� �

¼ argmin
n

min
h

Zh

0

ghaðb
_d
jnÞdb_

d
þ
Z1

h

ghrðb
_d
jnÞdb_

d
� a

0

@

1

A
2

2

64

3

75:
ð71Þ

The classification rule of the product lot is given by

b
_d

2
Rr¼ b

_d
: b

_d
	 h

� �
! reject the product lot,

Ra¼ b
_d

: b
_d

[ h

� �
! accept the product lot:

8
>>><

>>>:
ð72Þ

3.6 Situation 5

Consider the situation when the size “n” of a random sample (Y1,…, Yn) of product
items to test the Weibull MTTF “l” is not preassigned, but the producer’s risk, which is
denoted by ap, and the consumer’s risk, which is denoted by ac, are preassigned.

The problem is to find the optimal separation threshold “h” and the required
smallest integer “n”, which minimize the performance index:

ðapðh; nÞ � apÞ2 þðacðh; nÞ � acÞ2

¼ Rh

0
ghaðb

_d
jnÞdb_

d
� ap

� �2

þ R1

h
ghr ðb

_d
jnÞdb_

d
� ac

� �2

;
ð73Þ

where the optimal separation threshold “h” for b
_d

and the required smallest integer “n”
are given by

ðh; nÞ ¼ argmin
n

min
h
½ðapðhjnÞ � apÞ2 þðacðhjnÞ � acÞ2�

� �

¼ argmin
n

min
h

Zh

0

ghaðb
_d
jnÞdb_

d
� ap

0
@

1
A

2

þ
Z1

h

ghrðb
_d
jnÞdb_

d
� ac

0
@

1
A

2
2

64

3

75

0

B@

1

CA:

ð74Þ

The classification rule of the product lot is given by
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b
_d

2
Rr¼ b

_d
: b

_d
	 h

� �
! reject the product lot,

Ra¼ b
_d

: b
_d

[ h

� �
! accept the product lot:

8
>><

>>:
ð75Þ

Remark 3. Suppose that product lots are submitted for inspection and the lifetimes of
individual products have a Weibull distribution with the probability density function
(15) and unknown parameters (b, d). In this case, the unknown shape parameter d of
the two-parameter Weibull lifetime distribution is replaced by the maximum likelihood

estimate d
_

given by (18). It follows from (29) and (30) that

bd
_

a ¼ la=C 1þ 1

d
_

 !" #d
_

and bd
_

r ¼ lr=C 1þ 1

d
_

 !" #d
_

; ð76Þ

respectively. It can be shown that

Prðb_
d
_

	 hjbd
_

a ; n; z
ðnÞÞ ¼ 1

#ðzðnÞÞ
Z1

0

vn�2
1

Qn

i¼1
zv1i Gn

h

b d
_

a

 !v1 Pn

i¼1
zv1i

� � !

Pn

i¼1
zv1i

� �n dv1; ð77Þ

where

Gn
h

bd
_

a

0
B@

1
CA

v1

Xn

i¼1

zv1i

" #0
B@

1
CA ¼

Z
h

b d
_

a

 !v1

Pn
i¼1

z
v1
i

� �

0

1
CðnÞ s

n�1 expð�sÞds; ð78Þ

#ðzðnÞÞ ¼
Z1

0

vn�2
1

Yn

i¼1

zv1i
Xn

i¼1

zv1i

 !�n

dv1 ð79Þ

is the normalizing constant,

Z nð Þ ¼ Zi; . . .;Znð Þ; Zi ¼ Yi

b
_

 !d
_

; i ¼ 1; . . .; n; ð80Þ

are ancillary statistics, any n–2 of which form a functionally independent set;
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Prðb_
d
_

[ hjbd
_

r ; n; z
ðnÞÞ ¼ 1� Prðb_

d
_

	 hjbd
_

r ; n; z
ðnÞÞ

¼ 1� 1
#ðzðnÞÞ

Z1

0

vn�2
1

Qn

i¼1
zv1i Gn

h

b d
_

r

 !v1 Pn

i¼1
zv1i

� � !

Pn

i¼1
zv1i

� �n dv1;

ð81Þ

where

Gn
h

bd
_

r

0

B@

1

CA

v1

Xn

i¼1

zv1i

" #0

B@

1

CA ¼
Z

h

b d
_

r

 !v1

Pn
i¼1

z
v1
i

� �

0

1
CðnÞ s

n�1 expð�sÞds: ð82Þ

Now, using (77) and (81), the situations discussed above for optimizing the product
acceptance process can be viewed in a similar way.

4 Conclusion

The main aim of this paper is to promote the novel ideas of effective optimization
(constrained or unconstrained) of product acceptance processes in terms of misclassi-
fication probability (under parametric uncertainty of underlying models) for real
practical applications. It is expected that these ideas will give interesting and novel
contributions to statistical theory and its applications at a good mathematical level,
where the theoretical results are obtained through the frequentist (non-Bayesian) sta-
tistical approach. It is based on the pivotal quantity averaging (PQA) technique which
allows one to eliminate the unknown parameters from the problem and to use available
statistical information as completely as possible.
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Abstract. Bi-Level Optimization Problems (BLOPs) belong to a class
of challenging problems where one optimization problem acts as a con-
straint to another optimization level. These problems commonly appear
in many real-life applications including: transportation, game-playing,
chemical engineering, etc. Indeed, multi-objective BLOP is a natural
extension of the single objective BLOP that bring more computational
challenges related to the multi-objective hierarchical decision making. In
this context, a well-known algorithm called NSGA-II was presented in the
literature among the most cited Multi-Objective Evolutionary Algorithm
(MOEA) in this research area. The most prominent features of NSGA-
II are its simplicity, elitist approach and a non-parametric method for
diversity. For this reason, in this work, we propose a bi-level version of
NSGA-II, called Bi-NSGA-II, in an attempt to exploit NSGA-II features
in tackling problems involving bi-level multiple conflicting criteria. The
main motivation of this paper is to investigate the performance of the
proposed variant on a bi-level production distribution problem in sup-
ply chain management formulated as a Multi-objective Bi-level MDVRP
(M-Bi-MDVRP). The paper reveals three Bi-NSGA-II variants for solv-
ing the M-Bi-MDVRP basing on different variation operators (M-VMX,
VMX, SBX and RBX). The experimental results showed the remarkable
ability of our adopted algorithm for solving such NP-hard problem.

Keywords: Bi-level optimization · MOEA · NSGA-II ·
Bi-level production-distribution problem

1 Introduction

Bi-level programming allows the modeling of situations in which a first decision
maker (DM), hereafter the leader, tries to optimize his objective(s) by taking the
follower’s response to his decisions, explicitly into account. In this way, for each
upper solution decision vector, a lower optimization task should be performed
firstly to determine the rational response of the follower. This, makes the prob-
lem very difficult to solve. Jeroslow has proven that even the simplest case of
c© Springer Nature Switzerland AG 2019
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linear bi-level programs, where the lower level problem has a unique optimal
solution, is demonstrated as an NP-hard problem [11]. Several real life problems
can be cast within this structure and has motivated a number of researchers
in different fields. However, there still lack solution methods able to solve effi-
ciently the problem. Resolution methods for BLOPs could be divided into two
categories: (1) the classical methods and (2) the evolutionary methods. The lat-
ter come to overcome the weakness of the classical methods: (1) the dependence
on the mathematical properties of the problem, and (2) the limitation to small
scale size problems. In this context, Mathieu et al. proposed the first EA for
solving single objective BLOPs (SBLOPs) [12]. Since then, a number of EAs
were proposed to solve BLOP, we cite for brevity the following works [1–4,7,8].
Besides, Multi-objective BLOP (MBLOP) which is a multi-objective variant of
BLOP presents more difficulties to be addressed. The complexity imposed by
the multiple objectives in bi-level optimization, makes the problem more diffi-
cult to solve primarily because of the computational and the decision making
complexities. For this reason, there exists a significant number of works solving
the SBLOPs, however little have been presented to solve the MBLOPs. In this
regard, Deb and Sinha (2009b) suggested a bi-level evolutionary multi-objective
optimization (BLEMO) algorithm based on NSGA-II applied to both levels. In
2013, Sinha et al., incorporated the DM preferences to the H-BLEMO yielding
a new approach called PI-HBLEMO [14]. All the proposed algorithms in this
research area are suggested for the continuous MBLOP. We observe the absence
of MOEA able to solve the combinatorial case. However, most real life applica-
tions could be modeled as combinatorial MBLOPs. Thus, we need to expect a
growing interest in solving multi-objective combinatorial BLOPs.

The NSGA-II was presented in the literature as the most cited evolutionary
multi-objective optimization (EMO) procedure able to solve efficiently a multi-
objective single level optimization problem. The most prominent features of
NSGA-II are its simplicity, elitist approach and a method for diversity that does
not need any additional parameters. To this end, we aim in this work to exploit
the NSGA-II features within the bi-level optimization framework to evaluate the
NSGA-II behavior on the combinatorial multi-objective BLOPs. The proposed
approach is called Bi-NSGA-II which is referred to “Bi-level Non-dominated
Sorting Genetic Algorithm”. Indeed, we present in this paper an adaptation of
the proposed Bi-NSGA-II on the M-Bi-MDVRP which is a well known problem
in supply chain management. This paper should encourage researchers to give
more attention to this optimization task of practical importance.

2 Bi-NSGA-II for Production Distribution
Planning System

In this work we are exploiting the NSGA-II baseline features with the bi-level
framework. We describe with this section the general scheme of Bi-NSGA-II
which proceeds as follows: First, a population Ptupper is generated randomly in
the upper level decision space. Then, we apply the genetic variation operators in
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order to generate the offspring population Qtupper. Once the Qtupper is obtained,
we perform the evaluation procedure to qualify the solutions in the upper deci-
sion space. In this way, we need to lunch the lower procedure to find first the
optimal lower solutions. A lower evolution procedure is then executed using a
GA procedure to generate the lower reactions regarding each upper solution in
Qtupper. At this stage we are able to lunch the sorting algorithm and the crowd-
ing distance of NSGA-II to fill the new upper population Pt + 1upper. To more
understand the Bi-NSGA-II on the M-BI-MDVRP, we describe in the following
the step-by-step procedure of the algorithm.

2.1 Upper Level Optimization Procedure

• Step 1 (Initialization step) Create an initial upper population Pu with
Nu individuals randomly, the encoding solution details are presented in Sub-
sect. 2.3 (cf. Table 1). Next, we perform the lower level task to create a new
lower level variables set xl. We mention here that we combine each upper
level variable xu with the corresponding xl to obtain the complete solution
x = (xu, xl).

• Step 2 (Upper level selection) Select individuals from the parent popu-
lation according to the binary tournament selection operator to precise the
best individuals that fit into the mating pool.

• Step 3 (Crossover and Mutation) Perform the M-VMX crossover oper-
ation, described in Sect. 2.4, for each chosen pair of individuals in order to
obtain an offspring solution (cf. Fig. 1). Thus, an offspring population Qu is
formed. Then, apply the mutation operation.

• Step 4 (Offspring upgrading and evaluation) Appeal the lower level
procedure (i.e. solve the inner problem using GA) for each xu from the Qu

population to get the corresponding optimal vector valued solution x∗
l . To

this end, the algorithm is able now to perform the evaluation step on the
entire solutions.

• Step 5 (Elitism) The parent and offspring populations are then combined
together forming a larger population Ru = Pu ∪ Qu.

• Step 6 (Environmental selection) Choose the N best individuals to the
new upper level population based on the non-dominated sorting algorithm
and the crowding distance measures of NSGA-II procedure [6].

2.2 Lower Level Optimization Procedure

• Step 1 (Initialization step) Generate an initial lower Pl population of Nl

individuals randomly.
• Step 2 (Selection) Choose lower parent individuals using binary tourna-

ment selection operator to perform the variation operators and obtain new
offspring.

• Step 3 (Crossover and Mutation) The one point crossover operator is
applied here for each selected parent to obtain a new offspring generation.
Then, apply the mutation operator (permutation).
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• Step 4 (Offspring evaluation) Evaluate the obtained offspring individuals
according to their fitness values.

• Step5 (Termination step) The algorithm checks for any new minimum.
Finally, we assign the optimal lower solution xl∗ to the upper vector valued
solution. We note here that the lower level fitness is added to both upper
objective fitness to take into consideration the lower behaviour with the upper
procedure.

2.3 Solution Encoding

We aim to design a generic bi-level solution for the M-Bi-MDVRP, considering
the decision variables and the possible changes in a global visualization of the
solution at both upper and lower levels. In this way, an upper level solution is
presented by a matrix (a) where Pi,j defines the passage order of a vehicle v
to a retailer r. This latter takes: (1) Pi,j = 0 value if vi does not support rj .
Pi,j = −Pi,j indicates the starting of a new route for the same vehicle from the
corresponding depot to the just assigned costumer. Similarly, we choose a matrix
(b) to design the lower level solution, where Qp,d defines the quantity of goods
produced by plant p to depot d. We notice that a plant can serve several depots
and a depot choose the plant or (the combination of a set of plants) ensuring the
minimum possible manufacturing cost. We give in Table 1 an example encoding
solution with 9 customers, 4 depots and 4 plants.

Table 1. Example of used solution representations.

R1 R2 R3 R4 R5 R6 R7 R8 R9 P1 P2 P3 P4 Total
V1 0 Pi,j -Pi,j Pi,j 0 0 0 0 Pi,j D1 Qp,d Qp,d 0 Qp,d Qtotal

(a) V2 Pi,j 0 0 0 0 Pi,j 0 0 0 (b) D2 0 0 0 Qp,d Qtotal

V3 0 0 0 0 0 0 0 0 0 D3 0 0 Qp,d Qp,d Qtotal

V4 0 0 0 0 Pi,j 0 Pi,j Pi,j 0 D4 Qp,d 0 Qp,d 0 Qtotal

2.4 A Modified Vehicle Merge Crossover

The Vehicle Merge Crossover (VMX) is a well-known crossover operator cus-
tomized to the vehicle routing problem proposed by Hosny and Mumford (2009).
This variation operator reduces implicitly the number of the vehicles used to
deliver the costumers by merging two selected vehicle routes from the parent
solutions and inserting them in the offspring one. The strength of this crossover
operator is its ability to generate a feasible offspring solution with minimal
repairing techniques [10]. Indeed, we performed a modification with this operator
aiming to improve its exploration rate to deal with large scale search space that
characterize the bi-level optimization framework. The resulting operator which
is called Modified Vehicle Merge Crossover (M-VMX), allows a larger covering
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Parent1 Parent2

Child

C C C C C C C C C
V 0 2 0 0 1 0 0 0 0
V 1 0 -3 0 0 2 0 0 0
V 0 0 0 1 0 0 0 2 0
V 0 0 0 0 0 0 1 0 2

C C C C C C C C C
V 0 1 0 0 0 0 2 0 0
V 0 0 1 0 0 0 0 0 0
V 1 0 0 -4 0 2 0 3 5
V 0 0 0 0 1 0 0 0 0

C C C C C C C C C
V 0 1 0 0 3 0 2 0 0
V 1 0 -3 0 2 0 0 0 0
V 0 0 0 0 0 0 0 0 0
V 1 0 0 -4 0 2 0 3 5

Fig. 1. M-VMX crossover operator example with 9 costumers and 4 vehicles.

of the search space. This operator enhances the offspring’s ability to inherit a
promising solution genes from its parents. These modifications can improve both
convergence and diversity properties of the algorithm by discovering good search
directions at an early stage. Moreover, we tried to improve the procedure effi-
ciently by reducing the number of corrections needed. This fact is guaranteed
by using an archive to block both assigned vehicles and visited customers. As
shown in Fig. 1 the process proceeds as follows: we select randomly two vehicles
and we merge all their routes.

Then we choose a random vehicle that is not assigned yet from the offspring
solution to fill it with the new combined routes. The pseudocode of the M-VMX
is presented by Algorithm 1.

3 Experimental Study

In this section, we evaluate the performance of our proposed Bi-NSGA-II variant
on an NP-hard combinatorial problem which is well studied in the literature. For
this reason, three Bi-NSGA-II variants were investigated to determine the best
components allowing to the best procedure performance. We conduct a compar-
ison study between the Bi-NSGA-II variants applying the proposed M-VMX,
the RBX, and the SBX variation operators, respectively, which are detailed as
follows:

RBX: The Route Based Crossover operator copies routes from a parent, and
then appends the other routes from the second parent [13].
SBX: The Sequence Based Crossover creates a new route by taking costumers
from the starting selected parent route to a random stopping position. Then,
it completes the new route with costumers from a random position to the end
at the second selected parent route. Finally, it fills the offspring solution with
the remaining routes [13].

We conduct a set of experiments on 31 independent runs for each instance from
the used set of benchmarks, and we use the Wilcoxon rank-sum test [9]. We
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Algorithm 1. M-VMX Pseudocode
Input: Parent1, Parent2, Archive, Nbvehicle, pos.
Output: Offspring.

1: Begin
2: For each v in Nbvehicle do
3: Select vehicles randomly from Parent1, Parent2;
4: Archive ←− Add(v,r);
5: pos ←− a random position in the offspring solution;
6: vpos ←− Insert-from(Archive);
7: Archive ←− Clear(Archive);
8: End For
9: End

generate two sets of instances from the 33 published MDVRP data-set (i.e. bipr
and bip) provided in [5] for the experiment analysis. Indeed, to ensure a fair
comparison we implemented the three versions of the algorithm under the same
design of experimentation: Population size = 100, crossover probability = 0.9,
mutation probability = 0.1. The termination criteria which is defined by the
Function Evaluations is fixed to 25000.

3.1 Results and Discussion

Table 2 summarizes the HyperVolume results for each of the used benchmarks. It
is shown clearly that Bi-NSGA-II with our M-VMX yields better results regard-
ing all used instances which explain that the M-VMX keeps a good covering of
the search space in terms of convergence and population diversity. This result
can be observed clearly from Fig. 2 which shows the algorithm stability for each
couple (algorithm, instance). Regarding the two other used crossover operators:

Table 2. HV values for Bi-NSGA-II algorithms with M-VMX, SBX, and RBX.

Instance VMX SBX RBX Instance VMX SBX RBX Instances VMX SBX RBX

Mbip01 0.516 0.48 0.462 Mbip12 0.473 0.45 0.34 Mbip23 0.454 0.442 0.42

Mbip02 0.44 0.42 0.359 Mbip13 0.496 0.48 0.491 Mbipr01 0.43 0.5 0.385

Mbip03 0.487 0.47 0.39 Mbip14 0.469 0.45 0.41 Mbipr02 0.498 0.46 0.495

Mbip04 0.49 0.44 0.421 Mbip15 0.492 0.38 0.41 Mbipr03 0.459 0.41 0.39

Mbip05 0.495 0.47 0.432 Mbip16 0.469 0.32 0.38 Mbipr04 0.49 0.44 0.42

Mbip06 0.493 0.48 0.42 Mbip17 0.484 0.45 0.425 Mbipr05 0.459 0.468 0.445

Mbip07 0.47 0.447 0.367 Mbip18 0.511 0.51 0.505 Mbipr06 0.519 0.38 0.67

Mbip08 0.488 0.421 0.449 Mbip19 0.484 0.49 0.425 Mbipr07 0.465 0.34 0.319

Mbip09 0.487 0.438 0.476 Mbip20 0.57 0.304 0.5 Mbipr08 0.507 0.31 0.314

Mbip10 0.448 0.46 0.434 Mbip21 0.457 0.43 0.412 Mbipr09 0.469 0.383 0.45

Mbip11 0.506 0.46 0.423 Mbip22 0.508 0.49 0.33 Mbipr10 0.547 0.45 0.321
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Fig. 2. HV comparison for M-bipr benchmarks.
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Fig. 3. Results for upper level problem.

a wobbling behaviour is detected among the used benchmarks for both RBX and
SBX.

These results are also confirmed by Fig. 3 which reports the quality of solution
in terms of generated distance and used vehicles. Such results can be explained
by the ability of the M-VMX to more explore the search space which has an
impact on the solution quality. We conclude that M-VMX can be successfully
adapted with Bi-NSGA-II to solve this NP-hard problem.

4 Conclusion

In this work, we suggested a new bi-level variant of the NSGA-II procedure to
solve the multi-objective Bi-MDVRP. We investigated in the experimental study
three crossover operators with our Bi-NSGA-II. The results show the outperfor-
mance of our M-VMX operator regarding to the other used crossovers. Future
works may focus mainly on designing an improved version of Bi-NSGA-II using
parallel programming concept. It would be challenging to reduce the handled
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complexity of a multi-objective bi-level algorithm since it consumes a high com-
putational cost complexity. An other interesting research direction would be the
integration of new diversification measures since NSGA-II applies the crowding
distance measure only in the case of two identical individuals ranks and with
exceeded front size replacement.
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9. Derrac, J., Garćıa, S., Molina, D., Herrera, F.: A practical tutorial on the use of
nonparametric statistical tests as a methodology for comparing evolutionary and
swarm intelligence algorithms. Swarm Evol. Comput. 1(1), 3–18 (2011)

10. Hosny, M.I., Mumford, C.L.: Investigating genetic algorithms for solving the mul-
tiple vehicle pickup and delivery problem with time windows. In: MIC2009, Meta-
heuristic International Conference (2009)

11. Jeroslow, R.G.: The polynomial hierarchy and a simple model for competitive
analysis. Math. Program. 32(2), 146–164 (1985)

12. Mathieu, R., Pittard, L., Anandalingam, G.: Genetic algorithm based approach to
bi-level linear programming. RAIRO-Oper. Res. 28(1), 1–21 (1994)

13. Potvin, J.Y., Bengio, S.: The vehicle routing problem with time windows part II:
genetic search. INFORMS J. Comput. 8(2), 165–172 (1996)

14. Sinha, A., Deb, K.: Bilevel multi-objective optimization and decision making. In:
Talbi, E.G. (ed.) Metaheuristics for Bi-level Optimization, vol. 482, pp. 247–284.
Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-37838-6 9

https://doi.org/10.1007/978-3-642-02298-2_3
https://doi.org/10.1007/978-3-642-02298-2_3
https://doi.org/10.1007/978-3-642-01020-0_13
https://doi.org/10.1007/978-3-642-37838-6_9


Optimization of Bridges Reinforcement
by Conversion to Tied Arch Using an

Animal Migration Algorithm

Andrés Morales1, Broderick Crawford1, Ricardo Soto1,
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Abstract. Nowadays there are studies that show that bridges collapse
mainly by scour caused by hydraulic action which implies high recon-
struction costs. We can avoid the collapse of the bridge, reinforcing it
by means of a system of cable-stayed arches, which will make it possible
to hold the deck and eliminate the damaged elements. To this end, it is
necessary to optimize the order and the magnitudes of adjustment of the
tension of the hangers. In this paper, the use of the Animal Migration
Optimization algorithm is proposed for the search of an optimal solu-
tion in a gradual way, which consists of two processes: the simulation of
how groups of animals move from a current position to a new, and how
during migration some animals leave the group and join others. Finally,
we present experimental results, where the performance of the Animal
Migration Optimization algorithm can be observed.

Keywords: Reinforcement of Bridges · Metaheuristics ·
Animal Migration Optimization · Combinatorial optimization

1 Introduction

At present, there are studies that show that bridges collapse due to erosion, corro-
sion, but mainly due to the scour caused in the piers by hydraulic action, which
implies high reconstruction costs depending on the size, shape and materials.
There are several possibilities to avoid the collapse of the bridge, but in this paper
the reinforcement technique will be used through a system of cable-stayed steel
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arches, which will support the deck and eliminate the damaged elements [13].
For constructive reasons, the tension of the hangers can not be carried out simul-
taneously, but must be sequential. For this, it is necessary to optimize the order
and the magnitudes of adjustment of the tension of the hangers to avoid insta-
bility and cause damage to the structure. To optimize the order and the magni-
tudes of the adjustment of the tension of the hangers, it is proposed to use an
algorithm that searches for an optimal solution inspired by the migration behav-
ior of the animals. This is a phenomenon present in the main groups of animals
such as mammals, birds, fish, insects. The animals generally migrate because of
the local climate, availability of food, season of the year, among other reasons.

The Animal Migration Optimization (AMO) [8] is divided into two processes:
simulation of how groups of animals move from the current position to a new
and the simulation of how some animals leave the group and others join during
the migration. The optimization algorithms that they learn from nature have
been applied in various areas of research with great success [2–4,11]. However,
until now there is no algorithm that achieves good performance in all areas.

The problem of the bridges will be presented in Sect. 2, then in Sect. 3 the
proposed algorithm for the optimization of sequence and magnitudes of tension,
in Sect. 4 show the results obtained after the implementation, then in Sect. 5
we compare the results obtained through statistical techniques, ending with the
conclusions of the work.

2 Problem

The most frequent problem that bridges that are in contact with water present
are erosion, corrosion and scour [10,13]. Erosion is defined as the wear and tear
on the surface of a body caused by friction with water [12]. Corrosion is the
deterioration of the material generated by oxidation. Scour is the removal of
support material due to the movement of waves against a cliff and the water
swirls [9].

The three factors mentioned above, generate collateral damage on the deck
and deterioration of the structure, which is directly related to a high reconstruc-
tion cost. Scour, is the main cause of deterioration of the piers that support a
bridge, and can cause serious damage, which can trigger the total collapse of the
structure.

2.1 Reinforcement System

Build a new bridge has associated high costs of material, labor, in addition to
the interruption of traffic for a long time [6]. It is for this reason, that the most
appropriate option is the reinforcement of the bridges to prolong their useful life
and thus avoid the high costs of a collapse.

Currently, there are precedents that show that different types of reinforce-
ments have been worked on, but the techniques used do not provide solutions to
the main problem, which is the action of water against the piers.
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According to the problem described above, the solution of a reinforcement
has been proposed by means of a arch, which goes over the bridge deck from
one end to the other. The arch is composed of a passive hangers that can be
configured as a network, crosses, fans, among others, which will lift the deck, to
later eliminate the piers that initially support the deck, and thus, directly attack
the scour, erosion and corrosion problems caused by hydraulic contact.

For a deck supported by N pier, there are at least N upper hangers, next to
the passive hangers, type Network in this case. The proposed method leads to
a constructive process of the superstructure, beginning with the installation of
the arch, continuing with the upper hangers, which will be tightened, to finally
eliminate the lower piers definitively, while the applied forces are distributed and
stabilized. The change that occurs from the original bridge, to the final result,
where you can see the bridge supported by the hangers. The construction process
of the proposed superstructure is divided into the following stages [13], first the
arch installed on a bridge to be reinforced, then proceed installation of hangers,
continuing with tensioned hangers, ending with the eliminate the piers.

However, it is not possible to tense the three hangers simultaneously, since
there are constructive and operational problems, because the combination
between the applied force and the tensioning order, must maintain the efforts
of the original bridge, that is, the differences of efforts of the modified board, it
must be minimal compared to the original board. In addition, it must be consid-
ered that the application of excessive forces of tension in the hangers, can have
as a consequence damages in the board and even the collapse of the bridge. All
calculations to be made regarding the stress state of the bridge will be evaluated
by SAP2000 through API [1]. The method consists of evaluating the original
bridge to be reinforced and the new structuring that the bridge presents after
the reinforcement. It is to know the tensional states of both instances of the
bridge to act properly and not to make mistakes during the reinforcement pro-
cess. To model and evaluate both bridges, SAP2000 will be used, which is a tool
aimed at computer-aided structural design.

In addition, the Band Admissible Modified (BAM) can be generated, which
describes the admissible tensions for the modified model, that is, any tension in
the modified deck that is not inside the BAM described from the original model
is discarded, because it will probably cause damage to the deck of the bridge.

2.2 Objective Function

The objective function is defined as the difference of the effort of the original
bridge and the modified bridge in each cut, for each beam:

min

2∑

i=1

k∑

k=1

|σoi,k − σmi,k| (1)

Where:
σoi,k is the tension of the original bridge in the beam i and the cut k.
σmi,k is the tension of the modified bridge in the beam i and the cut k.
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2.3 Constraints

There are two constraints that are:

– The hangers cannot be jacking simultaneously.

order1, order2, ..., ordern ∈ {1, 2, ..., n} (2)

orderw �= orderj ; ∀w, j con w �= j w, j ∈ {1, 2, ..., n} (3)

– The effort of the modified bridge deck should not pass the limits of the BAM:

σm ≥ σo (4)

σm ≥ fct (5)

σm ≤ fcmax2 (in intermediate stages) (6)

σm ≤ fcmax (in final stage) (7)

Where:

σm, is the tension of the modified bridge.
σo, is the tension of the original bridge.
fct, is the maximum tension to traction admissible for the concrete.
fcmax2, the maximum tension to compression for the concrete, extended. This
property allows to make use of the maximum capacities of the concrete in
limited time.
fcmax, is the maximum tension to admissible compression for the concrete.

3 Animal Migration Optimization Algorithm

The Animal Migration Algorithm is based on the long-distance movement of
animals, usually seasonally by: weather, food availability, reproduction, escape
from predators, among other factors.

The process of migration according to mathematical models must respect
three rules: move in the same direction as your neighbors; stay close to your
neighbors; and avoid collisions with your neighbors. Based on these rules, this
new algorithm called animal migration optimization was proposed, which is
implemented by means of concentric “zones” around each animal [8].

To simplify the description of this algorithm, two idealized assumptions are
used:

– The leader animal with high quality of position will be retained in the next
generation.

– The number of animals is fixed, that is, when one animal leaves the group
another one joins.

In the animal migration optimization algorithm, there are two processes: migra-
tion and updating of the population. In the first one, the movement of groups of
animals is simulated, from the current position to a new, respecting three rules:
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– A void collisions with their neighbors
– Move in the same direction as your neighbors
– Stay close to your neighbors

In the second process, it simulates how some animals leave the group while
others join during the migration.

Of the three rules mentioned above in the migration process, it can be said
that: for the first rule, the position of each animal in the group is required to
be different; for the second and third rulers, the animal is required to move to
a new position based on the position of its neighbors. To define the concept of
local neighborhood, we will use a ring type topology, where it is established that
the neighborhood has a size of five animals for each dimension of the animal.
That is, if the animal has an index i, then the neighborhood will be i − 2, i − 1,
i, i + 1, i + 2.

The algorithm begins with the initialization process with a random pop-
ulation of size NPopulation with individuals represented with a vector of D
dimensions respecting the minimum and maximum limits of each dimension.
This is denoted as shown below:

−→
Xmin = {x1,min, x2,min, ..., xD,min}
−→
Xmax = {x1,max, x2,max, ..., xD,max}

(8)

Then the neighborhood topology is constructed and the migration process begins
by selecting a random neighbor to the animal and updating the animal’s position
according to the neighbor, as detailed in formula 9, in which Xneighborhood,G is
the current position of the animal. neighbor and δ is generated from random
numbers controlled by a Gaussian distribution.

Xi,G+1 = Xi,G + δ · (Xneighborhood,G − Xi,G) (9)

During the process of updating the population, some animal may leave the group
and then another will join to keep the number of animals fixed and the animals
will be replaced by some new individual with a probability Pa. The probability is
used according to the quality of the fitness. For the best fitness, the probability
Pa is 1. For the worst fitness, the probability is 1/NPopulation. Where r1,
r2 ∈ [1, ..., NPopulation] are randomly chosen integers, and r1 �= 2 �= i. After
producing the new solution Xi,G+1, it will be evaluated and compared with the
Xi,G, If the objective fitness of Xi,G+1 is smaller than the fitness of Xi,G, Xi,G+1

is accepted as a new basic solution; otherwise, Xi,G would be obtained.

4 Implementation

The implementation began with the coding and integration of the AMO meta-
heuristics without modifications in Python. It is important to evaluate the behav-
ior of the AMO algorithm in this state to discover the strengths and weaknesses
when trying to solve the bridge problem. This problem was proposed by Valen-
zuela using Genetic Algorithm (GA) [13] and was compared against Black Hole
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(BH) [5] by Matus [10]. BH got better results than GA so our experiments will
be compared against BH.

The adjustment of parameters it was performed using parametric sweep tech-
nique [7], for to execute the 11 instances and seek solutions with AMO.

4.1 Experimental Results

The Animal Migration Optimization algorithm was implemented in Python 3.6
and executed on a computer with the following hardware features, Operating
System: Windows 7 64bits, Intel Core i5-6300U de 2.5 GHz, 8 GB of memory
RAM and 256 GB of Solid-State Drive.

It is important to note that the AMO algorithm for each iteration always
evaluates the entire population twice, unlike other algorithms that only replace
one element of the population for each iteration. That is, if a population of 50
animals is considered, for each iteration a total of 100 fitness evaluations are
performed, 50 in the migration process and 50 in the update process.

4.2 Distribution Comparison

With results discussed in the previous section, we now proceed to compare the
distribution of the data using violin plots. The best fitness obtained in each of
the 15 executions for the 11 evaluated instances are shown (Fig. 1).

Fig. 1. Instance distribution WR-TCV

From the obtained graphs it can be seen that in all instances, the BH algo-
rithm obtained better results than AMO, which was trapped in a local optimum
quickly, due to its large number of fitness evaluations per iteration.

5 Comparison Between AMO and BH

In this subsection we compared the fitness value of the results obtained with
AMO and those obtained by Matus et al. with BH [10]. Table 1 shows the mini-
mum value obtained for each instance and the average value after 15 executions.
For all instances the minimum value and the average obtained in [10] with BH
could not be improved by AMO.
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Table 1. Fitness comparison

Instance Minimum Average

AMO BH AMO BH

PV-TCV 530203.8144 517407.4101 530546.1924 522138.9652

HW-TCV 527345.4042 516990.6841 527906.0618 520214.6409

PT-TCV 529917.4893 517173.9008 530170.6056 521966.7778

AB-TCV 527680.9578 517068.7794 528777.9321 521241.8882

WR-TCV 527673.7935 518685.8652 528259.9454 521745.6059

VC-TCV 526796.5818 515963.2675 527251.9041 520900.6045

CC-TCV 526673.2552 515608.0563 527015.2236 520404.1486

TC-TCV 536247.4154 519571.1341 537050.1275 521994.3783

RD-AA10 521235.3103 508556.0242 521740.3494 514299.2048

RC-AA10 518882.406 510072.7437 519566.1721 514367.665

CR-AA10 518853.1123 511024.8086 519695.0326 514913.0491

5.1 Statistical Test

To compare the results statistically of each one of the instances, the non-
parametric Mann-Whitney-Wilcoxon test was used to evaluate the heterogeneity
of the samples. To do this, the following hypotheses were proposed, than H0:
AMO is better than BH, and H1: BH is better than AMO.

The results obtained reflect that for all instances, it is obtained that AMO
(2) is better than BH (1) with an error of 99.99%, therefore, H0 is rejected and
H1 is accepted.

6 Conclusion

In this work, a population-based algorithm called Animal Migration Optimiza-
tion [8] was used to try to improve the results obtained with the Black Hole
algorithm [10] for the problem of Reinforcement of Bridges by Cable-Stayed
Arch Conversion.

The first step was the implementation the metaheuristic, which was success-
fully achieved after understanding the operation of its operators. Regarding the
results obtained, it can be said that using BH we abtained better results than
AMO in all instances. AMO is trapped in a local optimum quickly, due to the
large number of fitness evaluations per iteration.

This allows us to deduce that it is necessary to modify the search strategy of
the AMO algorithm, to achieve a balance between intensification and diversifi-
cation, considering, for example, a certain number of iterations maintaining the
same fitness. With this adjustment and others that should be analyzed in more
detail, we would expect to obtain better results.
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Abstract. Although ridesharing is a potential transport model for reducing fuel
consumption, green-house gas emissions and improving efficiency, it is still not
widely adopted due to the lack of providing monetary incentives for ridesharing
participants. Most studies regarding ridesharing focus on travel distance
reduction, cost savings and successful matching rate in ridesharing systems,
which do not directly provide monetary incentives for the ridesharing partici-
pants. In this paper, we address this issue by proposing a performance index for
ridesharing based on monetary incentives. We formulate a problem to optimize
monetary incentives in ridesharing systems as non-linear integer programming
problem. To cope with computational complexity, an evolutionary computation
approach based on a variant of PSO is adopted to solve the non-linear integer
programming problem for ridesharing systems based on cooperative coevolving
particle swarms. The results confirm the effectiveness the proposed algorithm in
solving the nonlinear constrained ridesharing optimization problem with binary
decision variables and rational objective function.

Keywords: Particle swarm � Coevolution � Ridesharing � Integer programming

1 Introduction

Ridesharing has been identified as a potential transport model in the past years and has
attracted many studies in the literature. Several performance indices have been pro-
posed in the literature to measure ridesharing systems. These performance indices
include overall travel distance reduction, successful matching rate [1] and cost savings
[2, 3] in ridesharing systems. However, these performance indices do not directly
provide monetary incentives for ridesharing participants. In this paper, we address this
issue by proposing a performance index based on monetary incentives for ridesharing
systems and formulate a problem monetary incentive optimization problem. The
monetary incentive optimization problem is a non-linear integer programming problem.
To cope with computational complexity, an evolutionary computation approach based
on a variant of PSO is adopted to solve the non-linear integer programming problem for
ridesharing systems based on cooperative coevolving particle swarms optimization
(DCCPSO) approach. The DCCPSO algorithm combines the cooperative coevolution
of particle swarms, decomposition strategy, random grouping [3–5] and transformation
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of solutions from continuous solution space to discrete solution space to tackle
dimensionality problem and discrete solution space. To assess the effectiveness of
applying the proposed algorithm to this problem, we conduct experiments for several
test cases. The numerical results indicate that the proposed DCCPSO algorithm is still
significantly more effective than several algorithms in the literature in solving a con-
strained optimization problem with nonlinear objective function and binary decision
variables.

The remainder of this paper is organized as follows. In Sect. 2, we first we for-
mulate the monetary incentive optimization problem. We briefly introduce the way to
handle constraints and the fitness function in Sect. 3 and present the DCCPSO algo-
rithm in Sect. 4, respectively. We present our numerical results in Sect. 5 and conclude
this paper in Sect. 6.

2 Problem Formulation for Monetary Incentive Optimization
in Ridesharing Systems

As the goal of this paper is to present a decision model to optimize monetary incentive
for participants in ridesharing systems, a problem formulation will be presented in this
section. To make it clear for readers to compare the differences between the problem
formulation presented in this paper and the previous work in [2], the problem for-
mulation of this paper will basically follows most of the notation used in [2]. We will
point out the differences between this paper and [2] in this section later.

To formulate the problem, the following notations are defined. Consider a
ridesharing system with P passengers and D drivers. A passenger p 2 f1; 2; 3; . . .Pg
submits a bid bPp = ðs1p1; s1p2; s1p3; . . .; s1pP; s2p1; s2p2; s2p3; . . .; s2pP; fpÞ, where s1pk and s2pk are
the number of seats requested by p to be picked up passengers at location Lk and the
number of seats released after dropping the passengers at location LPþ k, respectively,
and fp is the price of the bid. A driver d 2 f1; . . .;Dg may submit multiple bids but at
most only one bid can be a winning bid for driver d. bDdj = ðq1dj1; q1dj2; . . .; q1djk; . . .;
q1djP; q

2
dj1; q

2
dj2; . . .; q

2
djk; . . .; q

2
djP; pdj; cdj; adÞ represents the j� th bid submitted by dri-

ver d, which specifies ad available seats to pick up q1djk passengers at location Lk and

drop q2djk passengers at location LPþ k at price cdj by taking the route pdj.
The decision variables of the monetary incentive optimization problem in

ridesharing systems include xdj and yp, where xdj indicates the j� th bid placed by
driver d is a winning bid (xdj = 1) or not (xdj = 0) and yp indicates the bid placed by
passenger p is a winning bid (yp = 1) or not (yp = 0). The carpooling problem is
formulated as follows:

max
x;y

Fðx; yÞ ¼

PP

p¼1
yp fp
� � !

� PD

d¼1

PJd
j¼1

xdjðcdj � odjÞ
 !

þ PP

p¼1
yp TPfp
� �

 !
þ PD

d¼1

PJd
j¼1

xdjTDðcdj � odjÞ
 !" #

PP

p¼1
yp fp
� � !

þ PD

d¼1

PJd
j¼1

xdjcdj

 !
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XD

d¼1

XJd

j¼1

xdjq1djk ¼ yps1pk 8p 2 f1; 2;. . .; Pg 8k 2 f1; 2;. . .; Pg ð1Þ

XD

d¼1

XJd

j¼1

xdjq
2
djk ¼ yps

2
pk 8p 2 f1; 2;. . .; Pg 8k 2 f1; 2;. . .; Pg ð2Þ

XP

p¼1

ypfp þ
XD

d¼1

XJd

j¼1

xdjodj �
XD

d¼1

XJd

j¼1

xdjcdj ð3Þ

XJd

j¼1

xdj � 1 8d 2 f1; . . .;Dg ð4Þ

xdj 2 f0; 1g 8d 2 f1; . . .;Dg 8j 2 f1; . . .; Jdg
yp 2 f0; 1g 8p 2 f 1,2,. . .; Pg ð5Þ

There are several constraints that must be satisfied, including: (a) capacity con-
straints of cars (1) and (2), (b) the nonnegative cost savings constraints (3) and (c) each
driver can only have at most one winning bid (4). The value of decision variables must
be 1 or zero (5). Note that the objective function Fðx; yÞ for monetary incentive
optimization in ridesharing systems is a nonlinear function, which is not a simple linear
function as the one used in [2].

3 Fitness Function

The monetary incentive optimization problem in ridesharing systems formulated in the
previous section is a nonlinear integer programming problem with binary decision
variables and rational objective function. The constraints must be handled properly. In
this paper, a method based on biasing feasible over infeasible solutions [6] is adopted in
this paper to handle constraints. By using this constraint handling method, the fitness
function F1ðx; yÞ is defined as follows:

F1ðx; yÞ ¼ Fðx; yÞ if ðx; yÞ satisfies constraints ð1Þ�ð5Þ
U1ðx; yÞ otherwise

�
; where
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U1ðx; yÞ ¼ Sfmin þU2ðx; yÞþU3ðx; yÞþU4ðx; yÞ
U2ðx; yÞ ¼

PP

p¼1

PK

k¼1
ðP

D

d¼1

PJd

j¼1
xdjq1djk � yps1pkÞ

 !�����

�����; U3ðx; yÞ ¼
PP

p¼1

PK

k¼1
ðP

D

d¼1

PJd

j¼1
xdjq2djk � yps2pkÞ

 !

U4ðx; yÞ ¼
PD

d¼1
ð1�P

Jd

j¼1
xdjÞ

�����

�����;

where Sfmin ¼ min
ðx;yÞ2Sf

Fðx; yÞ, the object function value of the worst feasible solution
in the current population and Sf = fðx; yÞ ðx; yÞj is a solution in the current population,
ðx; yÞ satisfies constraints (1)–(5).g is the set of all feasible solutions in the current
population.

4 Discrete Cooperative Coevolving Particle Swarm
Optimization (DCCPSO) Algorithm

As PSO performs very poorly as the size of a problem increases, the algorithm adopted
in this paper to solve the monetary incentive optimization problem is based on mod-
ification of the DCCPSO algorithm proposed in [2] in order to test the capability of the
DCCPSO algorithm in solving a nonlinear integer programming problem.
The DCCPSO algorithm tackles the dimensionality issue by dynamically decomposes a
higher dimensional problem into lower dimensional subproblems based on random
grouping, solves subproblems individually and cooperatively evolves solutions.
The DCCPSO algorithm selects an integer ds from a set of integers DS to decompose
the decision variables into NS swarms. Let MAX FES be the maximum number of
fitness evaluations. To concisely present the algorithm, we use z to denote the vector
obtained by concatenating all the decision variables x and y. The context vector ẑ is
constructed by concatenating all global best particles from all NS swarms. Let SWs:zi be
the i-th particle in the s-th swarm SWs. Let SWs:z

p
i be personal best of the i-th particle in

swarm s and let SWs :̂z be the global best of the component of the swarm s. In each
iteration, personal best and velocity of each particle, swarm best and the context vector
and are updated. Let x1 and x2 be the weighting factor and h be the scaling factor. An
outline of the DCCPSO algorithm is as follows.
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5 Numerical Results

To study the effectiveness of the DCCPSO algorithm, we conduct experiments on
several test cases by applying DCCPSO algorithm, the discrete version of PSO algo-
rithm and a recent variant of PSO algorithm called ALPSO [6] to compare the per-
formance. We set the parameters as follows: x1 = 0.5, x2 = 0.5, h = 1.0 and DS = {2,
5, 10}. Table 1 illustrates the results obtained by the proposed DCCPSO algorithm and
those obtained by PSO and ALPSO algorithms for population size NP = 20. It indi-
cates that the proposed DCCPSO algorithm obtains the same fitness function value as
the PSO and ALPSO algorithms for small examples (Case 1 and Case 2). But the
DCCPSO algorithm significantly outperforms the PSO and ALPSO algorithms as the
size of the examples grow.
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6 Conclusions

Most studies on ridesharing consider performance indices such as overall travel dis-
tance reduction, cost savings and successful matching rate in ridesharing systems.
These performance indices are not directly linking to the monetary incentives for the
ridesharing participants. We address this issue by proposing a monetary incentive
performance index and formulate a monetary incentive optimization problem for
ridesharing systems. The monetary incentive optimization problem is a non-linear
integer programming problem. To cope with computational complexity, an evolu-
tionary computation approach based on a variant of PSO is adopted to solve the non-
linear integer programming problem for ridesharing systems based on cooperative
coevolving particle swarms optimization approach. To assess the effectiveness of the
proposed algorithm, we conduct experiments for several test cases. The numerical
results indicate that the proposed algorithm is significantly more effective than several
algorithms in the literature in solving a constrained optimization problem with a
nonlinear objective function and binary decision variables.
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Abstract. A Conditional Preference Network with Comfort (CPC-net)
graphically represents both preference and comfort. Preference and com-
fort indicate user’s habitual behavior and genuine decisions correspond-
ingly. Given that these two concepts might be conflicting, we find it
necessary to introduce Pareto optimality when achieving outcome opti-
mization with respect to a given acyclic CPC-net. In this regard, we
propose a backtrack search algorithm, that we call Solve-CPC, to return
the Pareto optimal outcomes. The formal properties of the algorithm are
presented and discussed.

Keywords: Decision theory · CP-net · Preference ·
Pareto optimality · Backtrack search

1 Introduction

Representation and reasoning about user’s choices is critical to the success of
many automated decision making applications in Artificial Intelligence. Choices
involve habitual behavior and genuine decisions [10]. Habitual behavior is user’s
expressed desire on options, represented using preferences [11,13]. For example,
a user prefers tea to coffee. A Conditional Preference Network (CP-net) [6] is a
graphical tool to represent and reason about user’s conditional ceteris paribus
preference statements, in a compact manner. On the other hand, genuine deci-
sions [10] require to perceive and gather information on the options, and to
choose an option based on that information. For example, given the prices of tea
and coffee, the user chooses the one with the lower price. This type of choices
depends on the environmental factors such as cost, and is represented using user’s
comfort [2]. In particular cases, the absolute comfort of an option is computed by
taking the inverse of the cost, i.e., the less cost an option has, the more comfort
the user feels. In a decision making process, the user is often interested in an
outcome with highest preference and highest comfort. This leads to a bi-criteria
decision problem [9,12]. To graphically represent both preference and comfort, a
CP-net with Comfort (CPC-net) [2,3] is introduced as an extension of the CP-
net model. In a CPC-net, a Preference-Comfort order (PC order) captures both
preference and comfort on the values of a given variable. Both the CP-net and
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the CPC-net share a common directed graph to encode the preferential depen-
dencies. In a CPC-net, every variable is associated with a Conditional Preference
Table with Comfort (CPTC) that represents a set of PC orders on the values of
the variable for each parent combination.

For an acyclic CPC-net, the preference optimal outcome has the highest pref-
erence, while the comfort optimal outcome has the highest comfort [2]. These
two outcomes can be obtained using the forward sweep procedure on the CPC-
net [2,6]. However, we argue that the above two outcomes are not comparable
given that the criteria they are optimizing might be conflicting. For example, the
preference optimal outcome has the highest preference but might have a very
low comfort. In this case, the user might be interested to have a compromise
outcome with a moderate preference and a moderate comfort, by maximizing
both as much as possible. In this regard, we define a Pareto optimal outcome
that is not dominated by any other outcome using both preference and comfort.

In this paper, we propose a recursive backtrack search algorithm that we
call Solve-CPC to obtain the set of Pareto optimal outcomes with respect to an
acyclic CPC-net. In every call, Solve-CPC finds a variable with no parent(s),
and initiates a branch for every value of the variable such that the value is not
locally dominated by any other value. If a value is dominated by another value,
the related branch is pruned. We prove that this pruning criterion is sound, i.e.,
we do not disregard any Pareto optimal outcome. If a branch is not pruned, a
sub CPC-net is formed by removing the root variable. Then, the Solve-CPC is
recursively called with the sub CPC-net until an empty sub CPC-net is obtained.
When all variables are instantiated, a Pareto optimal outcome is produced. The
Solve-CPC saves each Pareto optimal outcome, and finally returns the Pareto
set. We then discuss the formal properties of Solve-CPC, i.e., its correctness,
completeness and complexity.

The paper is organized as follows. In Sect. 2, we outline the necessary back-
ground. In Sect. 3, we propose Solve-CPC algorithm. The formal properties of
Solve-CPC are presented in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Background

2.1 Preferences and Comfort

We assume a set of variables V = {X1,X2, · · · ,Xn} with the finite domains
D(X1),D(X2), · · · ,D(Xn). We use D(·) to denote the domain of a set of vari-
ables as well. The decision maker wants to express habitual behavior using pref-
erences over the complete assignments on V . Each complete assignment can be
seen as an outcome of the decision maker’s action. The set of all outcomes is
denoted by O. A preference order � is a binary relation over O. For o1, o2 ∈ O,
o1 � o2 indicates that o1 is strictly preferred to o2. The preference order � is
a strict partial order, i.e., � is irreflexive, asymmetric and transitive. The pref-
erence order � is a total order, if � is also complete, i.e., for every o1, o2 ∈ O,
we have either o1 � o2 or o2 � o1. Note that indifference is not considered for
simplicity.
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The size of O is exponential in the number of variables, i.e., the number of
outcomes |O| is mn, where n is the number of variables and m their domain val-
ues. Therefore, direct assessment of the preference order is generally impractical.
In this case, the notions of preferential independence and conditional preferen-
tial independence play a key role to represent the preference order compactly, at
least if the preference order is partial. These notions are standard and well-known
notions of independence in Multi-Attribute Utility Theory [6,7,11].

On the other hand, user’s genuine decision on an option is represented using
comfort [2]. Given the cost of an option s, the comfort c(s) is calculated as: c(s) =
1/cost(s). Therefore, the comfort is inversely proportional to the cost. Given
x1 ∈ D(X1) and x2 ∈ D(X2), we naturally get: cost(x1x2) = cost(x1)+ cost(x2)
that implies c(x1x2) = c(x1)c(x2)/(c(x1) + c(x2)). Generally, for a complete
assignment (or an outcome) x1x2 · · ·xn on V , we get

c(x1x2 · · ·xn) =
n∑

i=1

c(xi)/
n∑

i=1

(
n∏

j=1,j �=i

c(xj)).

Every outcome o ∈ O has a corresponding comfort c
(
o
)
. We denote the pair as(

o, c
(
o
))

.

Lemma 1 [2]. c
(
x1y

)
> c

(
x2y

) ⇔ c
(
x1

)
> c

(
x2

)
.

To represent user’s preference with comfort, a Preference-Comfort relation
(PC relation) is used. Note that, for X ⊆ V and x1, x2 ∈ D(X), x1 � x2 means
that user prefers x1 to x2 given X is preferentially independent of V − X.

Definition 1 (PC relation) [2]. Let X ⊆ V and x1, x2 ∈ D
(
X

)
. We say that

there is a Preference-Comfort relation (PC relation) �c on x1 and x2, iff x1 �
x2 or c

(
x1

)
> c

(
x2

)
holds. It is denoted as

(
x1, c

(
x1

)) �c
(
x2, c

(
x2

))
. For

brevity, we use
(
x1, c

(
x1

)) �c
(
x2, c

(
x2

))
and x1 �c x2 interchangeably. If both

x1 � x2 and c
(
x1

)
> c

(
x2

)
hold, the PC relation is harmonic and is denoted as

x1 �h x2. If x1 � x2 holds and c
(
x1

)
> c

(
x2

)
does not hold, the PC relation

is preference-harmonic and is denoted as x1 �ph x2. If x1 � x2 does not hold
and c

(
x1

)
> c

(
x2

)
holds, the PC relation is comfort-harmonic and is denoted as

x1 �ch x2.

A harmonic PC relation is irreflexive, asymmetric and transitive. A
preference-harmonic PC relation is irreflexive, asymmetric and transitive. A
comfort-harmonic PC relation is irreflexive, asymmetric and transitive. Also,
the preference-harmonic and comfort-harmonic PC relations are converse to each
other, i.e., for x1, x2 ∈ D(X), x1 �ph x2 ⇔ x2 �ch x1. We now define the PC
order as an ordering of two or more assignments according to the PC relations
between the assignments.

Definition 2 (PC order) [2]. Let X ⊆ V . A Preference-Comfort order (PC
order) �X

c for X is an ordering on D
(
X

)
, such that for every consecutive
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x1, x2 ∈ D
(
X

)
in the order �X

c , there is a PC relation x1 �c x2. If every PC
relation in the PC order is harmonic, the order is harmonic. If every PC relation
in the PC order is preference-harmonic, the order is preference-harmonic. If
every PC relation in the PC order is comfort-harmonic, the order is comfort-
harmonic. If the PC order is not harmonic, preference-harmonic or comfort-
harmonic, it is hybrid.

Given the preference order and the comforts over the values D
(
X

)
of a

variable X, we can find the possible PC orders by considering each permutation
on D

(
X

)
. For every consecutive values x1 and x2 in a permutation, we can

determine if x1 � x2 holds, or not, since the preference order is complete. On
the other hand, given the comforts, we can determine if c

(
x1

)
> c

(
x2

)
holds

or not. Therefore, we can check if the PC relation x1 �c x2 holds or not. If
there is a PC relation x1 �c x2 for every two consecutive values x1 and x2 in a
permutation, a PC order can be formed by assigning the PC relation between
the consecutive values in the permutation.

Example 1. Let us assume that X is a variable such that D
(
X

)
= {x1, x2, x3}.

We are given that the preference relations and comforts are x1 � x2, x2 � x3,
x1 � x3, c

(
x1

)
= 1.6, c

(
x2

)
= 1.2 and c

(
x3

)
= 1.4. We have x1 � x2 and

c
(
x1

)
> c

(
x2

)
. Therefore, there is a harmonic PC relation over x1 and x2, which

is x1 �h x2.
On the other hand, to obtain the PC orders over x1, x2 and x3, we check

the six permutations x1x2x3, x1x3x2, x2x1x3, x2x3x1, x3x1x2 and x3x2x1. For
the first permutation x1x2x3, we have that x1 �h x2 and x2 �ph x3 hold.
By using these PC relations, we can obtain the PC order x1 �h x2 �ph x3,
which is a hybrid PC order. For the second permutation x1x3x2, x1 �h x3 and
x3 �ch x2 hold. Therefore, we get the PC order x1 �h x3 �ch x2. For the third
permutation x2x1x3, let us consider the first two consecutive values x2 and x1.
Between these consecutive values, x2 �c x1 does not hold; and therefore, there is
no PC order for the permutation x2x1x3. Note that we do not need to check on
the second two consecutive values x1 and x3. Similarly, we can show that there
is no PC order for the rest of the permutations x2x3x1, x3x1x2 and x3x2x1. We
conclude that there are two PC orders on D

(
X

)
, which are x1 �h x2 �ph x3

and x1 �h x3 �ch x2. �

2.2 CP-net

A Conditional Preference Network (CP-net) [6] graphically represents user’s con-
ditional ceteris paribus preference statements using the notions of preferential
independence and conditional preferential independence. A CP-net consists of a
directed graph, in which, preferential dependencies over the set V of variables
are represented using directed arcs. An arc

#                 »(
Xi,Xj

)
for Xi,Xj ∈ V indicates

that the preference orders over D
(
Xj

)
depend on the actual value of Xi. For

each variable X ∈ V , there is a Conditional Preference Table (CPT) that gives
the preference orders over D

(
X

)
for each p ∈ D

(
Pa

(
X

))
, where Pa

(
X

)
is the

set of X’s parent(s).
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Definition 3 (CP-net) [6]. A Conditional Preference Network (CP-net) N over
variables V = {X1,X2, · · · ,Xn} is a directed graph over X1,X2, · · · ,Xn whose
nodes are annotated with CPT

(
Xi

)
for each Xi ∈ V .

Example 2. A CP-net with four variables, A, B, C and D, is shown in Fig. 1,
where D

(
A

)
= {a1, a2, a3}, D

(
B

)
= {b1, b2}, D

(
C

)
= {c1, c2, c3} and D

(
D

)
=

{d1, d2}. The preference order over D
(
A

)
is a1 � a2 � a3. The preferences over

D
(
C

)
depend on the actual value of A and B. For the combination a1b1 of A

and B, the preference order is c1 � c2 � c3. �

Fig. 1. A CP-net.

The semantics of a CP-net is defined in terms of the set of preference orders
that are consistent with the set of preference constraints imposed by the CPTs.
A preference order � on the outcomes of a CP-net N satisfies the CPT of a
variable X, iff � orders any two outcomes that differ only on the value of X
consistently with the preference order on D

(
X

)
for each p ∈ D

(
Pa

(
X

))
. The

preference order � satisfies N iff � satisfies each CPT of N . If o1 and o2 are
two outcomes of N , we say that N entails o1 � o2, denoted as N |= o1 � o2, iff
o1 � o2 holds in every preference order that satisfies N . Similarly, N �|= o1 � o2
indicates that there exists at least a preference order over the outcomes which
satisfies N however does not entail o1 � o2.

2.3 CPC-net

The CP-net with Comfort (CPC-net) [2,3] is an extension of the CP-net model to
incorporate comfort information. The CP-net and the CPC-net have a common
structure, i.e., the same directed graph. In both cases, conditional preferential
independence is used to obtain this structure. However, in a CPC-net, for each
variable X ∈ V , there is a CPT with Comfort (CPTC) that gives the PC orders
over D

(
X

)
for each p ∈ D

(
Pa

(
X

))
.
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Definition 4 (CPC-net) [2]. A CP-net with Comfort (CPC-net) Nc over vari-
ables V = {X1,X2, · · · ,Xn} is a directed graph over X1,X2, · · · ,Xn whose
nodes are annotated with CPTC

(
Xi

)
for each Xi ∈ V .

Example 3. The CPC-net corresponding to the CP-net of Fig. 1 is shown in
Fig. 2, where c

(
a1

)
= 0.3, c

(
a2

)
= 0.1, c

(
a3

)
= 0.5, c

(
b1

)
= 0.05, c

(
b2

)
= 0.01,

c
(
c1

)
= 0.4, c

(
c2

)
= 0.7, c

(
c3

)
= 0.6, c

(
d1

)
= 0.07 and c

(
d2

)
= 0.1. Given the

preference order a1 � a2 � a3 in Fig. 1 and the comforts over D
(
A

)
, we find

four PC orders
(
a1, 0.3

) �h
(
a2, 0.1

) �ph

(
a3, 0.5

)
,
(
a1, 0.3

) �ph

(
a3, 0.5

) �ch(
a2, 0.1

)
,

(
a2, 0.1

) �ph

(
a3, 0.5

) �ch

(
a1, 0.3

)
and

(
a3, 0.5

) �ch

(
a1, 0.3

) �h(
a2, 0.1

)
. These PC orders are shown with the CPTC

(
A

)
in Fig. 2. The PC

order a1 �h a2 �ph a3 indicates that a1 has more preference and comfort
than a2, while a2 has more preference but less comfort than a3. On the other
hand, the variable C preferentially depends on the variables A and B. Given
a1b1, a1b2, a2b1 or a3b1 of A and B, we have c1 � c2 � c3 over D

(
C

)
in

Fig. 1. For this preference order and the comforts over D
(
C

)
, we find four PC

orders
(
c1, 0.4

) �ph

(
c2, 0.7

) �h
(
c3, 0.6

)
,

(
c2, 0.7

) �ch

(
c1, 0.4

) �ph

(
c3, 0.6

)
,(

c2, 0.7
) �h

(
c3, 0.6

) �ch

(
c1, 0.4

)
and

(
c3, 0.6

) �ch

(
c1, 0.4

) �ph

(
c2, 0.7

)
.

Similarly, we can find the PC-orders for the combinations a2b2 and a3b2. �

Fig. 2. A CPC-net.

It has been shown that the CP-net is a special instance of the CPC-net [2].
Given that preference and comfort can be conflicting, an acyclic CPC-net has
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two optimal outcomes, one with the highest preference and the other with the
highest comfort. Like for finding the optimal outcome in an acyclic CP-net, each
of these two outcomes can be obtained using the forward sweep procedure [6]
with linear time in the number of variables. If Nc is the corresponding CPC-net
of a CP-net N over V , and o1 and o2 are two outcomes, we say that Nc entails
o1 �h o2, denoted as Nc |= o1 �h o2, iff N |= o1 � o2 holds and c

(
o1

)
> c

(
o2

)

holds in Nc. Similarly, Nc �|= o1 �h o2 indicates that Nc does not entail o1 �h o2.

3 Pareto Optimality

With respect to a CPC-net, we define a Pareto optimal outcome that is not
dominated by any other outcome using both preference and comfort.

Definition 5 (Pareto optimal outcome). Given a CPC-net Nc over V , an out-
come o1 is Pareto optimal if and only if there is no other outcome o2 such that
Nc |= o2 �h o1.

To get the set of all Pareto optimal outcomes for an acyclic CPC-net, we
propose a backtrack search algorithm that we call Solve-CPC. Solve-CPC is a
recursive function with two parameters: a sub CPC-net Nc, which is initially
the original CPC-net Ncorig and a parameter K that is the assignment to all
variables in Ncorig − Nc, which is initially empty. Solve-CPC returns the set of
Pareto optimal outcomes in Rc.

Solve-CPC begins with a root variable X, i.e., a variable with no parent(s).
For every value xi of X, a new branch is created. We check the pruning crite-
rion of the branch in lines 4–5. If the value is dominated by another value, the
branch is terminated. We claim that the pruning criterion is correct, i.e., we do
not disregard any Pareto optimal outcome. We formally prove this claim using
Theorem 1 in Sect. 4. If the pruning criterion is not met, the branch is extended.
In line 7, a sub CPC-net is built by removing X from the given CPC-net and
by restricting each CPTC

(
Y

)
to X = xi such that Y is a child of X.

In line 8, the sub CPC-net is divided in components such that, for every two
components C1 and C2, there is no edge between any variable from C1 and any
variable from C2. This ensures that every component is an acyclic CPC-net, and
that the preference and comfort encoded in the component do not depend on
any variable of any other component. Using lines 9–10, Solve-CPC is called for
each component individually. The independency guarantees that a component
is not needed to pass to the call of Solve-CPC for another component. This
factorization might save a substantial amount of computing time in practice.
However, we leave this experimental study for a future research. Every outcome
generated by Solve-CPC is added to Rc in line 13. We show in Sect. 4 that: if
Solve-CPC generates an outcome, then this outcome is not dominated by any
other outcome. Therefore, Solve-CPC generates only Pareto optimal outcomes.

Example 4. Let us apply Solve-CPC for the CPC-net Nc of Fig. 2. The corre-
sponding search tree is illustrated in Fig. 3. For the initial call (call 0), variable
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Algorithm 1. Solve-CPC(Nc,K)
Input: Acyclic CPC-net Nc; assignment K to the variables of Ncorig − Nc

Output: Set Rc of all solutions that are Pareto optimal with respect to Nc

1: Choose any variable X with no parents in Nc

2: Set: Rc = {} (i.e., initialize the set of local results)
3: for all xi ∈ D

(
X

)
do

4: if xj �h xi holds for any xj ∈ D
(
X

) − {xi} then
5: continue with the next iteration
6: else
7: Construct a sub CPC-net Nci by removing X from Nc and, for each variable

Y that is a child of X, revising CPTC
(
Y

)
by restricting each row to X = xi

8: Let N1
ci , N

2
ci , · · · , N l

ci be the components of Nci that are connected by edges
of Nci

9: for all k ∈ {1, 2, · · · , l} do
10: Sk

i =Solve-CPC(Nk
ci ,K ∪ xi)

11: end for
12: for all o ∈ xi × S1

i × S2
i × · · · × Sl

i do
13: Add o to Rc

14: end for
15: end if
16: end for
17: return Rc

A is chosen in line 1. In line 2, we initialize Rc0 = {}. Lines 4–15 are repeated
for a1, a2 and a3 as follows.

Since pruning criterion in line 4 is not met for a1, the branch for a1 is not
terminated (see Fig. 3). In line 7, a sub CPC-net Nca1

is built by restricting
the CPTCs for B, C and D to A = a1. The sub CPC-net is shown in Fig. 4.
Note that in the sub CPC-net, C does not preferentially depend on B as this
dependency is particularly for A = a2 or A = a3, not for A = a1. There is no
edges in Nca1

, and so Solve-CPC is called individually for the components NB
ca1

,
NC

ca1
and ND

ca1
. Note that we do not need to pass NC

ca1
and ND

ca1
to the call for

NB
ca1

. As the redundancy is eliminated, it saves computation. Consider the call
Solve-CPC (NB

ca1
, a1) (call 1). In line 2, Rc1 = {}. Lines 4–15 repeat for b1 and

b2. Pruning criterion is not met for b1. In line 7, after removing B from NB
ca1

, we
get an empty CPC-net. Lines 8–11 are skipped. Using lines 12–14, b1 is added
to Rc1 , i.e., Rc1 = {b1}. On the other hand, pruning criterion is met for b2 and
the branch for B = b2 is terminated. Solve-CPC (NB

ca1
, a1) returns {b1} and it is

stored in SB
a1

for call 0. Similarly, Solve-CPC (NC
ca1

, a1) and Solve-CPC (ND
ca1

, a1)
return {c1, c2} and {d1, d2} correspondingly. In call 0, we get: SC

a1
= {c1, c2}

and SD
a1

= {d1, d2}. Now, every o ∈ {a1} × SB
a1

× SC
a1

× SD
a1

is added to Rc0

using lines 12–14, i.e., we get: Rc0 = {a1b1c1d1, a1b1c1d2, a1b1c2d1, a1b1c2d2}.
For A = a2, pruning criterion is met as a1 �h a2 and the branch is terminated.
For A = a3, pruning criterion is not met. For the branch A = a3, Solve-CPC
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similarly produces four Pareto optimal outcomes (see Fig. 3). After adding each
of these Pareto optimal outcomes to Rc0 , we get: Rc0 = {a1b1c1d1, a1b1c1d2,
a1b1c2d1, a1b1c2d2, a3b1c1d2, a3b1c2d2, a3b2c2d2, a3b2c3d2}. �

Fig. 3. The search tree of the CPC-net of Fig. 2 using Solve-CPC algorithm.

Fig. 4. A sub CPC-net produced during the execution of Solve-CPC for the CPC-net
of Fig. 2.

4 Solve-CPC Formal Properties

4.1 Correctness and Completeness

Before we present our main result, we need to prove the following three lemmas.

Lemma 2.
(
c
(
x1

)
> c

(
x2

)) ∧ (
c
(
y1

)
> c

(
y2

)) ⇒ c
(
x1y1

)
> c

(
x2y2

)
.
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Proof.
(
c
(
x1

)
> c

(
x2

)) ∧ (
c
(
y1

)
> c

(
y2

))

⇒ (
c
(
x1y1

)
> c

(
x2y1

)) ∧ (
c
(
x2y1

)
> c

(
x2y2

))
[By Lemma 1]

⇒ c
(
x1y1

)
> c

(
x2y2

) 	


Lemma 3. If variables X and Y are preferentially independent, we get:
(
x1 �

x2

) ∧ (
y1 � y2

) ⇒ x1y1 � x2y2 for x1, x2 ∈ D
(
X

)
and y1, y2 ∈ D

(
Y

)
.

Proof.
(
x1 � x2

) ∧ (
y1 � y2

)

⇒ (
x1y1 � x2y1

)∧(
x2y1 � x2y2

)
[This is a direct consequence of ceteris paribus

semantics given that X and Y are preferentially independent]
⇒ x1y1 � x2y2 [By transitivity principle] 	

Lemma 4. If variables X and Y are preferentially independent, we get:
¬(

x1 �h x2

) ∧ ¬(
y1 �h y2

) ⇒ ¬(
x1y1 �h x2y2

)
for x1, x2 ∈ D

(
X

)
and

y1, y2 ∈ D
(
Y

)
.

Proof. ¬(
x1 �h x2

) ∧ ¬(
y1 �h y2

)

⇒ ¬((
x1 � x2

) ∧ (
c
(
x1

)
> c

(
x2

))) ∧ ¬((
y1 � y2

) ∧ (
c
(
y1

)
> c

(
y2

)))

⇒ ¬((
x1 � x2

) ∧ (
c
(
x1

)
> c

(
x2

)) ∧ (
y1 � y2

) ∧ (
c
(
y1

)
> c

(
y2

)))
[Since,

¬A ∧ ¬B ⇒ ¬(
A ∧ B

)
]

⇒ ¬((
x1 � x2

) ∧ (
y1 � y2

) ∧ (
c
(
x1

)
> c

(
x2

)) ∧ (
c
(
y1

)
> c

(
y2

)))

⇒ ¬((
x1y1 � x2y2

) ∧ (
c
(
x1y1

)
> c

(
x2y2

)))
[By Lemmas 2 and 3]

⇒ ¬(
x1y1 �h x2y2

) 	

We now provide our main result: the correctness and completeness of Solve-

CPC.

Theorem 1. Given a CPC-net Nc, an outcome o1 belongs to the set Rc gen-
erated by the algorithm Solve-CPC if and only if there is no other outcome o2
such that o2 �h o1.

Proof. Let R be the desired set of Pareto optimal outcomes of Nc. To prove the
theorem, we have to prove that:

1. Completeness: Every Pareto optimal outcome with respect to Nc is produced
by Solve-CPC, i.e., R ⊆ Rc; and

2. Correctness: Any outcome produced by Solve-CPC is Pareto optimal with
respect to Nc, i.e., Rc ⊆ R.

We prove these below:
1. The outcomes of Nc are pruned by Solve-CPC only at the search space

pruning using lines 4–5. This is enough to prove the completeness that no Pareto
optimal outcome is pruned out. Let us assume that branch X = xi is pruned for
a variable X using lines 4–5. Let us assume that the set of variables Z is already
instantiated to assignment K and let the set of remaining variables be W . We
have that Pa

(
X

) ⊆ Z and so every variable in Pa
(
X

)
is also instantiated.

Let Pa
(
X

)
’s instantiation is p where p ⊆ K. Given line 4, there exists xj ∈
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D
(
X

) − {xi} such that xj �h xi. Now, it is easy to see that, for every outcome
Kxiw for w ∈ D

(
W

)
for the branch X = xi, there is a corresponding outcome

Kxjw that is searched by Solve-CPC for the branch X = xj . For every such
correspondence, we have that Kxjw �h Kxiw, since xj �h xi holds and Pa

(
X

)

are instantiated to p ⊆ K. Therefore, there is no Pareto optimal outcome for
the branch X = xi that is pruned by Solve-CPC.

2. To prove the correctness, it is enough to prove that
(
Nc �|= oi �h

oj
) ∧ (

Nc �|= oj �h oi
)

for every two Pareto optimal outcomes oi and oj of Nc

generated by Solve-CPC. We prove this by induction in the number of variables
of Nc. The claim trivially holds if Nc involves one variable X, since Solve-CPC
discards every xi ∈ D

(
X

)
if there exists xj �h xi for any xj ∈ D

(
X

) − {xi}
(lines 4–5). Assume that the correctness holds for every CPC-net, where the
number of variables is less than or equal to n − 1. Let Nc be a CPC-net with n
variables and X be a variable of Nc with no parents. Let the Pareto set produced
by Solve-CPC involves two outcomes oi and oj of Nc.

First, suppose that oi and oj provide the same value to X, that is oi = xlo
′
i

and oj = xlo
′
j , for some xl ∈ D

(
X

)
. In this case, o′

i and o′
j belong to the

output of the same recursive call to Solve-CPC with Ncl , i.e., o′
i and o′

j belong
to the same branch X = xl. Thus, using our inductive hypothesis, we get that(
Ncl �|= o′

i �h o′
j

) ∧ (
Ncl �|= o′

j �h o′
i

)
. Since Ncl is independent of X given

X = xl, we have that
(
Nc �|= xlo

′
i �h xlo

′
j

) ∧ (
Nc �|= xlo

′
j �h xlo

′
i

)
, that is(

Nc �|= oi �h oj
) ∧ (

Nc �|= oj �h oi).
Second, suppose that oi and oj provide two different values to X, that is

oi = xlo
′
i and oj = xmo′

j , for xl, xm ∈ D
(
X

)
. In this case, o′

i belongs to the
output of the recursive call to Solve-CPC with Ncl and o′

j belongs to the output
of the recursive call to Solve-CPC with Ncm . That is, o′

i belongs to the branch
X = xl and o′

j belongs to the branch X = xm. None of these branches is
pruned; and the lines 4–5 imply that ¬(

xl �h xm

)
and ¬(

xm �h xl

)
. By our

inductive hypothesis, we get ¬(
o′
i �h o′

j

)
with respect to Ncm and ¬(

o′
j �h o′

i

)

with respect to Ncl . By applying Lemma 4 on ¬(
xl �h xm

)
and ¬(

o′
i �h o′

j

)
,

we get ¬(
xlo

′
i �h xmo′

j

)
, i.e., ¬(

oi �h oj
)
. Similarly for ¬(

xm �h xl

)
and

¬(
o′
j �h o′

i

)
, we get ¬(

xmo′
j �h xlo

′
i

)
, i.e., ¬(

oj �h oi
)
. Therefore, we find(

Nc �|= oi �h oj
) ∧ (

Nc �|= oj �h oi
)
. 	


4.2 Complexity Analysis

We now analyze the complexity of Solve-CPC.

Lemma 5. If m is the number of values of a variable X, then the number of
non-dominated values is m in the worst case, while it is 1 in the best case.

Proof. Let the domain of X be D
(
X

)
= {x1, x2, · · · , xm} with preference order

x1 � x2 � · · · � xm. In the worst case, let comfort on D
(
X

)
be as follows:

c
(
xm

)
> c

(
xm−1

)
> · · · > c

(
x1

)
. For every xi ∈ D

(
X

)
, we get: xi �ch xj and

xi �ph xk such that 1 ≤ j ≤ i − 1 and i + 1 ≤ k ≤ m. Therefore, there is no



852 S. Ahmed and M. Mouhoub

x ∈ D
(
X

) − {xi} such that x �h xi; and thus no value of X is dominated by
any other value.

In the best case, let the preference order and the comfort on D
(
X

)
be x1 �

x2 � · · · � xm and c
(
x1

)
> c

(
x2

)
> · · · > c

(
xm

)
correspondingly. For every

x ∈ D
(
X

) − {x1}, we get: x1 �h x. Therefore, x1 dominates every other value
of X. 	

Theorem 2. If n is the number of variables and m is the number of values of
each variable in a CPC-net Nc, then Solve-CPC produces mn outcomes in the
worst case and 1 outcome in the best case.

Proof. We prove this by induction in the number of variables. Using Lemma 5,
the claim is trivially true for a single variable CPC-net for both the best and
the worst cases. Suppose that the theorem is true for any CPC-net with n − 1
variables. Let Nc be a CPC-net with n variables and X be a variable of Nc with
no parents. X is chosen in line 1 of Solve-CPC in its initial call.

In the best case, using Lemma 5, there is only one value, say xi, of X that
dominates every other value. Therefore, every branch of X is pruned except
the branch for X = xi where a sub CPC-net Nci is constructed by removing
X from Nc and, for each variable Y that is a child of X, revising CPTC

(
Y

)

by restricting each row to X = xi. Using our inductive hypothesis, Solve-CPC
produces one outcome for Nci in the best case; therefore Solve-CPC produces
one outcome for Nc.

In the worst case, using Lemma 5, no value of X is dominated by any other
value. Therefore, none of the m branches is pruned. For every xi ∈ D

(
X

)
and the

corresponding branch for X = xi, a sub CPC-net Nci is constructed by removing
X from Nc and, for each variable Y that is a child of X, revising CPTC

(
Y

)

by restricting each row to X = xi. Using the inductive hypothesis, Solve-CPC
produces mn−1 outcomes for every Nci in the worst case. Therefore, the total
number of outcomes produced by Solve-CPC is m · mn−1, which is mn. 	


Theorem 1 indicates that if an outcome is produced by Solve-CPC, then
this outcome is never dominated by other outcomes. Therefore, Solve-CPC has
the anytime property. In this case, if user has limited time available, Solve-
CPC can be stopped at anytime and the already generated solutions can be
collected. For example, if one wants to find a single Pareto optimal outcome, the
algorithm can be terminated as soon as the first outcome is produced. Producing
a single outcome requires traversing through each of the CPC-net variables in a
topological ordering; therefore it is in linear time in the number of variables.

5 Conclusion

We have proposed the algorithm Solve-CPC to obtain all Pareto optimal out-
comes with respect to an acyclic CPC-net. Solve-CPC is a backtrack search
algorithm that prunes branches based on a local criterion. The formal proper-
ties of the algorithm indicate that it returns every Pareto optimal outcome. A
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single Pareto optimal outcome can be produced in linear time in the number of
variables, while the number of such outcomes might be exponential. In the near
future, we plan to extend the CPC-net by including hard feasibility constraints
using the CSP framework [8] as was done for CP-nets [1,4,5]. Here, the size
of the Pareto set will be reduced as some outcomes become infeasible due to
constraints.

Acknowledgment. This research was funded by Natural Sciences and Engineering
Research Council of Canada (RGPIN-2016-05673).
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Abstract. The Set Covering Problem (SCP) is an important combina-
torial optimization problem that finds application in a large variety of
practical areas, particularly in airline crew scheduling or vehicle routing
and facility placement problems. To solve de SCP we employ the Spot-
ted Hyena Optimizer (SHO), which is a metaheuristic inspired by the
natural behavior of the spotted hyenas. In this work, in order to improve
the performance of our proposed approach we use Autonomous Search
(AS), a case of adaptive systems that allows modifications of internals
components on the run. We illustrate interesting experimental results
where the proposed approach is able to obtain global optimums for a set
of well-known set covering problem instances.

Keywords: Set covering problem · Spotted hyena optimizer ·
Autonomous search

1 Introduction

The set covering problem (SCP) is one of the well-known Karp’s 21 NP-complete
problems, where the goal is to find a subset of columns in a 1-0 matrix such that
they cover all the rows of the matrix at a minimum cost. Several applications
of the SCP can be seen in the real world, for instance, bus crew scheduling
[1], location of emergency facilities [2], and vehicle routing [3]. Actually, exact
methods and metaheuristics techniques have been proposed in the literature for
solving the SCP. Among the exact algorithms, Beasley and Jornsten [4] used
Lagrangian heuristic, feasible solution exclusion constraints was proposed in [5].

In this paper, we propose a discrete Spotted Hyena Optimizer (SHO) to solve
the SCP. The SHO is based on a natural behavior of spotted hyenas. The stan-
dard SHO works on continuous search spaces but we adapt this approach in order
to handle the binary domains of the SCP by using a transfer function [6] and a
discretization method. Additionally, in order to improve the performance of our
c© Springer Nature Switzerland AG 2019
F. Wotawa et al. (Eds.): IEA/AIE 2019, LNAI 11606, pp. 854–861, 2019.
https://doi.org/10.1007/978-3-030-22999-3_73
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approach, we employ Autonomous Search (AS) [7]. The goal is to improve the
performance by modifying the parameters, either by self-adaptation or super-
vised adaptation [8]. In the literature we can find more recent metaheuristics for
solving the SCP, such as binary cat swarm optimization [9], binary firefly algo-
rithm [10], and shuffle frog leaping algorithm [11]. We will perform experimental
evaluations on a set of well-known instances from the Beasley’s ORlibrary. We
illustrate promising results where the proposed approach competes with previ-
ous reported techniques for solving the set covering problem. The rest of this
paper is organized as follows. In Sect. 2, we describe the mathematical model of
the SCP. The Spotted Hyena Optimizer is explained in Sect. 3. Finally, Sect. 4
illustrates the experimental results, followed by conclusions and future work.

2 Set Covering Problem

The Set Covering Problem (SCP) is formally defined as follow: Let’s mxn binary
matrix A = (aij) and a positive n-dimensional vector C = (cj), where each ele-
ment cj of C gives the cost of selecting the column j of matrix A. If aij is equal
to 1, then it means that row i is covered by column j, otherwise it is not. The
goal of the SCP is to find a minimum cost of columns in A such that each row
in A is covered by at least one column. A mathematically definition of the SCP
can be expressed as follows:

Minimize

n∑

j=1

cjxj (1)

Subject to
n∑

j=1

aijxj ≥ 1, i = 1, 2, ...,m (2)

xj ∈ {0, 1} , j = 1, 2, ..,m (3)

where xj is 1 if column j is in the solution, otherwise it is 0. Constraint (2)
ensures that each row i is covered by at least one column.

3 Spotted Hyena Optimizer

The main feature of SHO is the cohesive clustering in his population [13]. The
mathematical model is described as follows.

1. Encircling prey: SHO takes the current best candidate solution as the target
prey, which is close to the optimum in a search space not known a priori. The
other agents will try to move towards the best position defined.

Dh = |B · Pp(x) − P (x)| (4)

P (x + 1) = Pp(x) − E · Dh (5)
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where Dh is the distance between the current spotted hyena and the prey,
x indicates the current iteration, B and E are coefficient vectors, Pp is the
position of the prey, and P is the position of the spotted hyena. The vectors
B and E are defined as follows:

B = 2 · rd1 (6)

E = 2h · rd2 − h (7)

h = 5 − (Iteration ∗ (5/Maxiteration)) (8)

where Iteration = 1, 2, 3, . . . , Maxiteration, rd1 and rd2 are random vectors
in [0,1].

2. Hunting: The search agents make a cluster towards the best spotted hyena
so far to update their positions. The following equations are proposed in this
mechanism:

Dh = |B · Ph − Pk| (9)

Pk = Ph − E · Dh (10)

Ch = Pk + Pk+1 + ... + Pk+N (11)

where Ph is the best spotted hyena, and Pk indicates the position of other
spotted hyenas. Here, N is the number of spotted hyenas, which is computed
as follows:

N = countnos(Ph, Ph+1, Ph+2, ..., (Ph + M)) (12)

Here, M is a random vector [0.5, 1], nos defines the number of solutions and
count all candidate solutions plus M , and Ch is a cluster of N number of
optimal solutions.

3. Attacking Prey: SHO works around the Cluster forcing the spotted hyenas to
assault towards the prey. The following equation is proposed:

P (x + 1) = Ch/N (13)

Here, P (x+1) updates the positions of other spotted hyenas according to the
position of the best search agent and save the best solution.

4. Search for Prey: Spotted hyenas mostly search the prey based on the position
of the cluster of spotted hyenas, which reside in vector Ch. SHO makes use of
the coefficient vector E and B with random values to force the search agents
to move far away from the prey. This mechanism allows the algorithm to
search globally.

3.1 Discretization of Decision Variables

As previously mentioned, SHO works on a continuous space, so in order to
tackle the SCP a transformation of domain is needed. In this work, this task
is performed by applying a transfer function [6] and a discretization method.



Solving the Set Covering Problem 857

When Eqs. (5), (10), and (13) are calculated, we apply the binarization strategy,
the best result for the Spotted Hyena Optimizer is V2 + Standard, described as
follows.

1. Standard: If condition is satisfied, standard method returns 1, otherwise
returns 0.

Xd
i (t + 1) =

{
1, if rand ≤ T (xd

i (t + 1))
0, otherwise

(14)

2. V2:
V2 : T (xd

i (t + 1)) =
∣∣tanh

(
xd
i (t + 1)

)∣∣ (15)

3.2 Autonomous Search

Autonomous Search (AS) is a modern approach which let the solvers automati-
cally re-configure their own solving parameters in order to improve the process
when poor performances are detected [14]. We modify the population of spotted
hyenas if any of the following 3 criteria is met:

1. Increase of Population by equal: If the subtract of fitness values between the
best and worst spotted hyena is equal to 0, we increase the population by 5
and generate random spotted hyenas.

2. Increase of population by variation: If the coefficient variation is less than 0,
3, high cohesion between the spotted hyenas, we increase the population by
5 and generate random spotted hyenas.

3. Decrease of population: if two or more spotted hyenas have the same fitness,
we remove at least 1 spotted hyena and decrease the population by the same
amount.

4 Experimental Results

The effectiveness of our proposed approach has been tested using 50 different
well-known instances, organized in 8 sets from the Beasley’s ORlibrary. In the
literature there have been reported different types of methods to improve the
work for the SCP [12]. In this work we employ two of them, (1) Column Dom-
ination: once a set of rows Lj is covered by another column j′ and c′

j < cj ,
we say that column j is dominated by j′, then column j is removed from the
solution. (2) Column Inclusion: If a row is covered by only one column after the
above domination, this means that there is no better column to cover those rows,
therefore this column must be included in the optimal solution. For experimental
evaluation, the configuration uses 50 agents as initial population size, and 6,000
iterations for the SHO. We compare our results with the global optimum (Sopt)
and recent approaches for solving SCP. In this context, we compare with binary
cat swarm optimization (BCSO) [9] and binary electromagnetism-like algorithm
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(BELA) [15]. Additionally, the results are evaluated using the relative percent-
age deviation (RPD). The RPD quantifies the deviation of the objective value
Smin from Sopt for each instance and it is calculated as follows:

RDP =
(S − Sopt)

Sopt
× 100 (16)

Tables 1 and 2 illustrates the results from instances set group 4, 5, 6, A, B, C,
D, and E respectively, where the difficulty increase between the last and the
following group. Regarding optimum reached, SHO is able to get 14 in total
in contrast with BCSO who gets 1, while BELA is unable to optimally solve
any instance. Now, comparing the overall performance, we highlight that in
several instances SHO remains very close to optimal values giving room for
improvement in our future work. Finally, the results shows that no great variation
exists between the best and average values obtained for SHO in all the instances
set. Thus, it can be seen that the algorithm has a considerable robustness and
symmetric convergence, illustrated in Fig. 1 for the instance D.1 where SHO gets
optimum value.

Costs

(0,0) Iterations

320

210

73

173

832

126

2172

94

3471

60

3471

Fig. 1. Convergence chart for instance D.1 solved by SHO.
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Table 1. Results for instances set of groups 4, 5, 6, A.

Instance 4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9 4.10

Sopt 429 512 516 494 512 560 430 492 641 514

SHO Smin 430 528 532 505 514 560 430 503 669 518

Savg 432 528 532 506 514 562 430 503 669 518

RPD 0.23 3.12 3.10 2.22 0.39 0.00 0.00 2.23 4.36 0.77

BCSO Smin 279 339 247 251 230 232 332 320 295 285

Savg 480 594 607 578 554 650 467 567 725 552

RPD 7 11.3 14.3 10.7 6.4 13.8 7.4 11 10.9 4.5

BELA Smin 447 559 537 527 527 607 448 509 682 571

Savg 448 559 539 530 529 608 449 512 682 571

RPD 4.20 9.18 4.07 6.68 2.93 8.39 4.19 3.46 6.40 11.09

Instance 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9 5.10

Sopt 253 302 226 242 211 213 293 288 279 265

SHO Smin 257 312 234 242 211 216 296 291 280 271

Savg 257 314 234 242 211 217 296 292 281 271

RPD 1,58 3,31 3,53 0.00 0.00 1,40 1,02 1,04 0,35 2,26

BCSO Smin 279 339 247 251 230 232 332 320 295 285

Savg 287 340 251 253 230 243 338 330 297 287

RPD 10.30 12.30 9.30 3.70 9.00 8.90 13.30 11.10 5.70 7.50

BELA Smin 280 318 242 251 225 247 316 315 314 280

Savg 281 321 240 252 227 248 317 317 315 282

RPD 10.67 5.30 7.08 3.72 6.64 15.96 7.85 9.38 12.54 5.66

Instance 6.1 6.2 6.3 6.4 6.5 A.1 A.2 A.3 A.4 A.5

Sopt 138 146 145 131 161 253 252 232 234 236

SHO Smin 140 146 148 133 165 256 259 239 235 236

Savg 140 146 148 133 166 256 259 239 235 236

RPD 1,44 0.00 2,06 1,52 2,48 1,18 2,77 3,01 0,42 0.00

BCSO Smin 151 152 160 138 169 286 274 257 248 244

Savg 160 157 164 142 173 287 276 263 251 244

RPD 9.40 4.10 10.30 5.30 5.00 13.00 8.70 10.80 6.00 3.00

BELA Smin 152 160 160 140 184 261 279 252 250 241

Savg 152 161 163 142 187 264 281 253 252 243

RPD 10.14 9.59 10.34 6.87 14.29 3.16 10.71 8.62 6.84 2.12
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Table 2. Results for instances set of groups B, C, D, E.

Instance B.1 B.2 B.3 B.4 B.5 C.1 C.2 C.3 C.4 C.5

Sopt 69 76 80 79 72 227 219 243 219 215

SHO Smin 72 81 81 81 72 233 223 251 225 215

Savg 72 81 81 82 72 234 223 251 225 215

RPD 4,34 6,57 1,25 2,53 0.00 2,64 1,82 3,29 2,73 0.00

BCSO Smin 79 86 85 89 73 242 240 277 250 243

Savg 79 89 85 89 73 242 241 278 250 244

RPD 14.50 13.20 6.30 12.70 1.40 6.60 9.60 14.00 12.30 13.00

BELA Smin 86 88 85 84 78 237 237 271 246 224

Savg 87 88 87 88 81 238 239 271 248 225

RPD 24.64 15.79 6.25 6.33 8.33 4.41 8.22 11.52 12.33 4.19

Instance D.1 D.2 D.3 D.4 D.5 E.1 E.2 E.3 E.4 E.5

Sopt 60 66 72 62 61 29 30 27 28 28

SHO Smin 60 68 76 62 61 29 31 27 29 28

Savg 60 68 76 62 61 29 31 27 29 28

RPD 0.00 3,03 5,55 0.00 0.00 0.00 3,33 0.00 3,57 0.00

BCSO Smin 65 70 79 64 65 29 34 31 32 30

Savg 66 70 81 67 66 30 34 32 33 30

RPD 8.30 6.10 9.70 3.20 6.60 0.00 13.30 14.80 14.30 7.10

BELA Smin 62 73 79 67 66 30 35 34 33 30

Savg 62 74 81 69 67 31 35 34 34 31

RPD 3.33 10.61 9.72 8.06 8.20 3.45 16.67 25.93 17.86 7.14

5 Conclusion and Future Work

In this work, we have proposed a discrete Spotted Hyena Optimizer (SHO) algo-
rithm to solve the Set Covering Problem. After testing 65 non-unicost instances
from the Beasley’s OR-Library, our approach is able to reach some global opti-
mum values. However, in several instances, SHO remains very close to optimal
values, particularly for the hardest instances. Finally, concerning future work,
we aim to improve our proposed SHO by adding hybridization with local Search
Techniques. The main objective is to improve the exploitation of our approach.
Finally, we propose to add smart behaviors considering Machine learning [16].
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