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Preface

We are delighted to introduce the proceedings of the first edition of the 2019 European
Alliance for Innovation (EAI) International Conference on Artificial Intelligence for
Communications and Networks (AICON). This conference brought together
researchers, developers, and practitioners from around the world who are leveraging
and developing artificial intelligence technology for communications and networks.
The theme of AICON 2019 was “Artificial Intelligence for Communications and
Networks: Applying Artificial Intelligence to Communications and Networks.”

The technical program of AICON 2019 consisted of 93 full papers, including six
invited papers in oral presentation sessions during the main conference tracks. The
conference tracks were: Track 1—AI-Based Medium Access Control;
Track 2—AI-based Network Intelligence for IoT; Track 3—AI-enabled Network Layer
Algorithms and Protocols; Track 4—Cloud and Big Data of AI-enabled Networks;
Track 5—Deep Learning/Machine Learning in Physical Layer and Signal Processing;
and Track 6—Security with Deep Learning for Communications and Networks. Aside
from the high-quality technical paper presentations, the technical program also featured
four keynote speeches and four invited talks. The four keynote speeches were by Prof.
Moe Win from the Laboratory for Information and Decision Systems, Massachusetts
Institute of Technology, USA, Prof. Mohsen Guizani from the Department of Computer
Science and Engineering, Qatar University, Qatar, Prof. Guoqiang Mao from the Center
for Real-Time Information Networks, University of Technology Sydney, Australia, and
Prof. Byonghyo Shim from the Department of Electrical and Computer Engineering,
Seoul National University, South Korea. The invited talks were presented by Prof.
Jinhong Yuan from the University of New South Wales, Australia, Prof. Shui Yu from
the University of Technology Sydney, Australia, Prof. Bo Rong from the Communi-
cations Research Centre, Canada, and Prof. Haixia Zhang from Shandong University,
China.

Coordination with the steering chair, Imrich Chlamtac, the general chairs, Xuemai
Gu and Cheng Li, and the executive chairs, Qing Guo and Hsiao-Hwa Chen, was
essential for the success of the conference. We sincerely appreciate their constant
support and guidance. It was also a great pleasure to work with such an excellent
Organizing Committee team and we thank them for their hard work in organizing and
supporting the conference. In particular, we thank the Technical Program Committee,
led by our TPC co-chairs, Prof. Shuai Han and Prof. Weixiao Meng, who completed
the peer-review process of technical papers and compiled a high-quality technical
program. We are also grateful to the conference manager, Andrea Piekova, for her
support and all the authors who submitted their papers to the AICON 2019 conference.



We strongly believe that the AICON conference provides a good forum for all
researchers, developers, and practitioners to discuss all scientific and technological
aspects that are relevant for artificial intelligence and communications. We also expect
that future AICON conferences will be as successful and stimulating as indicated by the
contributions presented in this volume.

May 2019 Shuai Han
Liang Ye

Weixiao Meng
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Abstract. Hundreds of millions of youths suffer from various violence each
year. The negative impacts motivate much research and numerous studies on
violence. However, those attempts went their own way, making the achieved
results, especially from engineering, not so useful. Based on the Sensor and
Social Web (SEWEB) concept, Violence Detection (VITEC) was proposed as a
possible framework to facilitate multi-disciplinary researchers in their fight
against violence. At its core, it consists of a primary agent, which is violence
detection using physiological signals and activity recognition, and a secondary
agent, which is violence detection using surveillance video. The second layer of
the proposed framework contains a cloud computing service with a Personal
Safety Network (PSN) database. The cloud computing service manages all data,
notifications, and some more thorough processing. The upper layer is for both
observed young persons and members of the PSN. The proposed framework
offers business opportunities. The existing school violence/bullying intervention
programs can take advantage of VITEC by providing almost instant notifications
of violent events, enabling the victims to get immediate help and intensifying
coordination among different sectors to fight against violence. In the long run,
VITEC may provide an answer related to the vision of having a world free from
violence in 2030, as addressed by the UN Special Representative of Secretary-
General on violence against children.

Keywords: Violent detection � Bullying detection � VITEC �
Surveillance video � Physiological signals � Activity recognition

1 Introduction

Our societies change dramatically and drastically due to advancement in technologies.
Information and news spread easily and quickly to enable fast learning and engagement.
There are many online tutorials we can find not only in text form but also in
audio/video/multimedia format. We can know what happened on the other side of the
world almost instantly. Intercontinental video calls are now very affordable, with better
quality. However, the negative side is unavoidable. Abuses of power emerge in new and
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unexpected ways, such as harassment in social media and cyberbullying. Consequently,
feelings of insecurity may arise not only among adults but also among young people.

Indeed, hundreds of millions of youths suffer from different kinds of violence in
educational environments [1–3] and on the streets [4] every year all over the globe.
Addressing problems of violence in the lives of children has never been more relevant
than in 2018. Highly valued research reviews inform us that the consequences of
violence are diverse, immediate, and long-lasting. Young persons who experience
violence are likely to have stomach pains, headaches, and difficulties eating and
sleeping; they may become afraid of attending school, which may in turn interfere with
their ability to concentrate in class or participate in school activities. Furthermore, a
violent experience can cause depression, loneliness, low self-esteem, suicidal thoughts,
interpersonal difficulties, antisocial and criminal behavior, and attempted suicide [5, 6].
Research has also shown how violence slows social progress by generating huge
economic costs, hindering sustainable development, and eroding human capital.
A study found that the global costs of violence against children could be as high as US
$7 trillion per year [7]. All forms of violence infringe on the fundamental right to a safe
life, create unsafe learning environments, and reduce the quality of lives for all children
and youths.

Concerning these impacts, United nation children’s fund (UNICEF) launched
#ENDviolence in 2013 to bring them to an end. The UN Special Representative of the
Secretary-General on violence against children (SRSG-VAC), Marta Santos Pais,
emphasized the vision of building a world free from fear and violence as the result of
adopting the 2030 Agenda for Sustainable Development in September 2015 [8].
Quoted from Article 19 [9], “the child must be protected from all forms of physical or
mental violence, injury or abuse, neglect or negligent treatment, maltreatment, or
exploitation, including sexual abuse, while in the care of parent(s), legal guardian(s)
or any other person who has the care of the child”.

However, the progress on protecting children from violence around the world has
been slow, uneven, and fragmented [10]. Furthermore, most of the promising inter-
vention models rely on education systems, schools, and teachers, which often have
limited capacities and resources to work efficiently enough to address violence.
Coordination between the education sector and other sectors such as health, social
service, and child protection, might not work efficiently in practice, making the action
too slow. The reporting system must be anonymous and confidential to protect both
victims and witnesses.

Recently, it has been discussed whether or not technological solutions might assist
in tackling violence in young persons’ lives. Technology has evolved to a level that
would have been impossible to achieve a couple of decades ago. Recently, semicon-
ductor technology, including sensor development has enabled systems to become
smaller and more powerful than before. A smartphone, its apps and the internet have
become part of contemporary life, which promote mobility for the users.

A smartphone can be considered a small computer. It is equipped with a processor,
memory, and operating system. Moreover, a smartphone is also armed with several
sensors, the most common one being the 3D acceleration sensor. It delivers information
about the position of the smartphone, for example detecting if a smartphone is in a
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landscape or portrait position, so that the display can be adjusted. It also enables the
possibility for developers to write apps, providing users with various applications that
can be downloaded.

In terms of protecting young persons against violence, apps such as STOP!t, Speak
UP!, BullyButton, and BullyTag have been developed to help victims and witnesses
report violent events anonymously. They provide a safe way to send audio, video, and
text about an acute violent situation to a corresponding database server. Investigation of
the database report may lead to new insights about violence. Violence, however, is an
iceberg phenomenon, where only limited cases are reported, due to, for example,
feeling of ashamed or fear of revenge from the perpetrators.

However, those apps, for example Stop!t got about three out of five stars based on
the users’ rating [11]. Collecting from various apps ratings, a few people reported that
they were helpful to report the violent event with no fear and got assistance from the
school several days later [11] and one person put his hope in anti-bullying apps [12].
There was also a comment that someone might misuse the apps to make a joke or false
claim [13]. In general, all these apps require a manual activation to generate reports. In
a threatening situation, most likely the victim has no time, courage, or possibility to tap
a button. Also, the bystanders may face similar barriers to reporting, which makes these
apps less useful. The apps for reporting violence must not only be anonymous, but also
be able to autonomously detect the violent event and automatically perform the
required action.

In addition to the apps-based reporting systems, there have been several attempts to
detect violent situations using various modalities such as video, audio, and physio-
logical signals. Although they have offered some promising results, no significant
impact to reduce violence rate has been delivered, because each modality has worked
on its own with no specific framework on which the information and achievements
from various resources would be gathered and shared easily. In an attempt to connect
different modalities and a workable reporting system, in this paper we propose VITEC,
a violence detection framework based on the Sensor and Social Web (SEWEB) concept
[14], as a contribution from various disciplines to address violence among young
people. To the best of our knowledge, there is not yet available such an inter-
disciplinary designed, research-based framework to address physical violence targeted
at young people.

SEWEB has been offered to protect children and youth from various kinds of
dangerous situations, including health issues and violence [14]. It can be extended to
not only school-related violence [3] but also street violence [4] and rape [15]. It is about
connecting wearable and mobile sensors to social media in human well-being appli-
cations. It involves technologies such as smartphone apps, cloud computing services,
social media, wearable safety devices to process the activity, location, voice, health-
related and well-being information of the subjects. The system identifies and catego-
rizes phenomena such as stress level, emotional and mood states, physical activity level
in various modalities, and location. The results are reported to some pre-defined
contacts, for example parents, school staffs, and authorities.
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2 Research in Violence Detection

In general, two approaches or sets of system exist in violence detection research.
Firstly, the systems work as a witness to violent events. Included in this approach are
violence detection using surveillance video signals [16–18] and physiological signals
measured from the subjects who were watching the violent scenes, e.g. EDA [19], EEG
[20]. Secondly, the systems use signals measured from the victims directly, for
example, their human body movement [21] and ECG signal [22].

Nam, Alghoniemy, and Tewfik pioneered a study on violent scene characterization
based on flame and blood detection [16]. It opened a research pathway on violence
detection using video. In general, studies using video to detect violence can be sepa-
rated into two groups based on the source of video signals, either from movies or
surveillance cameras. The main differences reside in the availability of sound and
colour, because videos from surveillance cameras have no sound and are in a grey scale
format. Video from surveillance camera usually has low resolution. The VITEC
framework takes more advantages from the studies using surveillance videos. Table 1
provides the most promising attempts to detect violence using surveillance video.
Various methods have been proposed with encouraging results and contributions.

The relationship between electrodermal activities (EDA), which is represented as
either skin conductance or resistance, and motion picture violence has been studied as a
pilot several decades ago [23]. A correlation was found between EDA and reaction to
violent scenes. Lorber conducted a meta-analysis of 95 studies to investigate the
relationship of EDA and heart rate (HR) – the number of heart beats in a minute – with
aggression, psychopathy, and conduct problems [24]. It was suggested that both HR
and EDA were reliably though modestly associated to each other in many cases.

Table 1. Attempts in violence detection using surveillance-like video

Authors Results/Contributions Note

Souza et al.
[25]

Accuracies were up to 99%, depending
on the methods

It used the collected grey scale videos
from various sources without audio

Nievas et al.
[26]

Accuracies were up to 92%, depending
on the methods

It ignored color and audio to detect
either fight or non-fight scene

Bilinski
et al. [27]

Accuracies were up to 99%, depending
on the methods and data sets. The
proposed method offered a fast-
computational algorithm

Videos were from various data sets:
Violent Flow, Hockey Fight, and
Movie

Zhang et al.
[28]

Accuracies up to 87%, depending on the
data sets. The proposed method offered
a moderately fast computational
algorithm

Surveillance videos were from
various data sets: BEHAVE, the
CAVIAR, and Crowded Violence

Ribeiro
et al. [17]

Accuracies were around 90% using
various databases. The system can be
used in various contexts

Videos were from both simulation
and real surveillance
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Furthermore, violent scene annotation using EDA signal was proposed based on the
hypothesis that high-level information in EDA may reveal the affective state of the
audiences, especially their reactions to violence [19]. This study found that EDA offers
objective, reliable, and robust measurements of user reaction to help in violent scenes
annotation. However, since the signal is sensitive to any affective stimulation, e.g.
pleasure, it was recommended to be used with other modalities.

Violent events could also be detected using brain signals (EEG) measured from
subjects watching violent scenes [20]. It was a breakthrough to address the problem of
violence, as compared to the usual questionnaires, interviews, and psychological tests.
It achieved an accuracy up to 98.7% and strengthened the idea of using physiological
signals to detect violent events.

Another study found that the highest average HR and EDA changes occurred in
subjects who played a violent video game, as compared to watching others playing a
violent video game or watching a violent movie [29]. Although EEG was not included
in this study, perhaps this type of signal also provides the same response. This work
empirically revealed that two approaches to attack violence were available, one from
the witness’ and the other from the victim’s point of view. Research on violence
detection using surveillance video belongs to the first approach, as well as those using
physiological signals measured from the subjects watching violent scenes.

Attempting to detect violence from the victim’s point of view, Ye et al. used 3D
acceleration and 3D gyroscope signals measured from the subject involved in violence
simulations to detect violence based on their body movements [21, 30]. The study
relied on the main idea that during a violent situation the victim’s body movement are
different than during anon-violent situation. The proposed system successfully distin-
guished some normal daily life body movements from the ones related to violence,
achieving an average accuracy of 92%.

Using single channel ECG (electrical activity of the heart) signals measured in
pupils involved in violence simulation, violent events could also be identified [22].
This work also emphasized on the violence detection from the victim’s point of view. It
required a wearable sensor able to measure ECG signals. Accuracies to classify violent
and non-violent events using 6-s ECG signal were up to 87%.

3 VITEC Framework

Based on the SEWEB concept, an online multi-modal VIolence deTECtion (VITEC)
framework is proposed using several components working together to provide reliable
performance: (1) violence detection system based on the witnesses’ and victims’ point
of view, (2) geographical location acquired from the GPS of a smartphone, (3) indoor
location acquired from an RFID-based system, (4) reliable communication channel,
and (5) processing unit: both local and cloud computing services.

Table 2 compares the original SEWEB concept to VITEC, providing general
overview of the proposed framework in relation to the SEWEB concept. Embedded
sensors used in the proposed framework are a 3D accelerometer and 3D gyroscope [21]
to measure body movement or activity. This choice is a bit problematic, because not all
smartphones have a gyroscope sensor. So, research on body movement recognition
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using an accelerometer only is recommended. Ambient information is not relevant, but
the physiological signals of the subject measured using a wireless wearable sensor are
needed. The SEWEB used no CCTV, but VITEC takes advantage of research on
violence detection using surveillance video signals. Both SEWEB and VITEC need
location data from either the GPS or RFID-based system.

Although we cannot avoid verbal bullying, voice data is not relevant to VITEC
because recording voice outside an isolated area is problematic. When someone is
shouting the voices are recorded through all surrounding microphones, and the trace-
ability of the voice data to a specific subject is questionable. VITEC does not use the
smartphone camera, because users have to direct the camera manually. It is unrealistic
to assume that the victim would have the possibility to direct the camera towards the
perpetrator(s) or himself/herself.

Table 2. Comparing the SEWEB’s and VITEC’s component side-by-side

SEWEB VITEC

Technologies used to identify and measure relevant signals
Embedded sensors of smartphones ✓ ✓

Microphone of smartphones ✓

Cameras of smartphones ✓

Processing capacity of smartphones ✓ ✓

Wearable sensors ✓ ✓

Ambient sensors ✓

CCTV ✓

Data measured and collected by sensors
Activity data ✓ ✓

Location data ✓ ✓

Voice data ✓

Health-related data ✓ ✓*
Well-being data ✓

Video data ✓

Technologies used to collect, process, and share/display data
Smartphone apps ✓ ✓

Cloud computing service ✓ ✓

Social media solutions ✓ ✓

Wearable safety devices ✓ ✓

Phenomena to identify, measure, and categorize
Change in stress level ✓

Emotional state changes ✓

Fast and slow changes in mood ✓

Changes in physical activity level and modality ✓ ✓

Detailed location information ✓ ✓

* Physiological signals such as ECG, EDA, EEG, temperature, etc.
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VITEC does not identify stress level and emotional/mood changes. Psychologists
argue about what kind of emotions/moods emerge during violent events, but to the best
of our knowledge no empirical study has yet been found, which map those changes to
violent events. Perhaps in the future these modalities can be added.

The four main components that make up the VITEC framework are a primary and
secondary detection system, a Personal Safety Network, and a cloud computing ser-
vice. The primary detection system is a collection of numerous primary agents, which
work on the young people and detect violence based on the victim’s point of view. The
secondary detection system contains several of CCTV cameras connected to local
video processing that detect a violent event based on the witness’ point of view. They
serve as secondary agents. Figure 1 shows the connectivity diagram of the VITEC
framework.

As mentioned above, pupil welfare systems and other child protection services have
limited capacities to work efficiently to address violence. The primary and secondary
systems together with the cloud service are able to track and report violence auto-
matically, delivering an additional resource for child safeguarding and combating
violence. The VITEC framework also provides an automatic reporting feature. Both
primary and secondary agents initiate the report by sending a message about suspicious
events to the cloud service. When the cloud service confirms that a violent act, that
event is recorded in the database together with the ID of all agents, the geographical
location, date, and time. Thus, the number of unreported violent events can be reduced.
Furthermore, the database in the cloud service can be used to study phenomena related
to violence, which can benefit schools, other child welfare services, policy makers, and
parents. It also enables better coordination between education and other child welfare
sectors, such as health and social services and child protection. The primary and
secondary systems depend upon various research activities, and so does the cloud
service. As a result, the VITEC framework arranges such spaces for researchers from
various fields to work together to fight against violence. It also encourages more
collaborative work to deliver more valuable results.

3.1 Primary and Secondary Agents

Each primary agent consists of a wireless wearable multi-modal sensor that measures
signals from the body of a young person and regularly sends appropriate signals to their
smartphone for further processing. Each young person in VITEC is equipped with a
primary agent. The smartphone employs a pre-detection algorithm, which must be
simple but powerful enough to run within the limited smartphone environment and
resources, to identify whether or not a suspicious event has occurred. Once a suspicious
event is identified, the primary agent sends signals carrying that suspicious event along
with the primary agent’s ID and geographical location acquired from GPS to the cloud
for further processing. The contribution of detecting violence using human body
movements [21, 30] and physiological signal [22] fit for this role.

The secondary system contains several CCTV cameras connected to local video
processing. CCTV cameras are security cameras that monitor the area of interest, for
example a school yard, parking area, or street corner. Each CCTV sends recorded
surveillance video with its ID to a local computer server for further processing.
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This local server sends the detection result to the cloud. Results presented in Table 1
are promising for this role, because installing CCTV cameras at every geographical
spot is impossible. According to the SEWEB concept, the secondary system is an
additional system.

Consequently, in the cloud service there are three possible cases based on the
availability of the primary and secondary agents at a certain location. Upon receiving
data from the primary agents, the cloud service must clarify if a violent event has
occurred. It starts identifying the violent event using the signals from the primary
agents. If a violent event is confirmed, the cloud service seeks for some notifications
from the secondary agents in the area based on the location sent by the primary agents.
The cloud services then decide which notifications should be fused to the result from
the primary agents. This is the case when both agents are available. When there is no
secondary agent available in the area of interest, the end result depends on the primary
agents only. Another case is when there is no notification from the primary agents, but
the secondary agents report a suspicious event at a certain location. The reason for this
might be that the victim is one of the primary agents, but the battery power is low or

Fig. 1. VITEC, an online multimodal framework, consists of several primary agents (a smart-
phone and wearable sensors) and a number of secondary agents (CCTV connected to local video
processing), and specific members of the Personal Safety Network connected to a cloud
computing service.
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that victim is not in the system yet. In this case the cloud service sends notification
of the event to local authorities, for example the nearest police station, so the victim
gets help immediately.

The primary agent solves problem about manual activation in the existing anti
bullying apps. With automatic activation, the victims do not have to remember to press
certain button when they experience violence. Furthermore, the system also sends
notification to the authority on the victims’ behalf. Some victims decide to report the
violence events later, but most of them cancel or forget it.

3.2 Personal Safety Network

The Personal Safety Network is defined as the network connections a user wants to be
in touch with in case of emergency or a socially challenging situation [14]. In other
words, to whom should the notification be sent, depending on the context, e.g. location,
type of challenging situation, time, type of help, etc. Those determine the members of
the Personal Safety Network, so it is dynamically changing. For example, when a
young person experiences violence on the street or on the way home from school,
parents and the nearest authority can be notified. So, VITEC includes parents in all
cases by default and dynamically changes other members of the Personal Safety
Network based on the context.

3.3 Notifications

Notifications are sensor-initiated and user-initiated [14]. Within the VITEC framework,
the sensor-initiated notification is a notification generated by the cloud services,
because it is the end result after processing signals from sensors. The cloud sends a
notification about a suspicious event to the members of the Personal Safety Network
retrieved from the database as an alarm. The corresponding young person also receives
a confirmation notification, indicating that the cloud has acknowledge the event. When
a young person thinks that a confirmation notification should be received but he/she
receives none, a user-initiated notification can be sent to the cloud manually, similar to
the existing smartphone apps related to violence. Perhaps some situations cannot be
measured by sensors, so that no notification is generated by the cloud services. This
kind of situation is defined as a challenging situation. VITEC also sends notification
about important messages, e.g. low battery power. Notification can be in a text message
and/or as a status displayed in social media.

3.4 Context and Sensor Data

According to SEWEB, sensor data must be interpreted based on the context [14]. For
example, in violence detection a primary agent interprets a violent event on the basis of
pushing or tackling, also in cases of equally rough and tumble play. To decrease
these kinds of false alarms, a multi-modal approach – including for example EDA and
ECG – is needed to aid in violence detection. Both physiological signals are sensitive
enough to affect stimulation, such that it may indicate that the subject is not in danger
but having fun. Ferdinando et al. (2017) showed that it is possible, although not always,

VITEC: A Violence Detection Framework 11



to separate some fun activities denoted as non-violence, e.g. playing, from simulated
violence, e.g. pushing and hitting. It will require deeper investigation to get a more
accurate algorithm to extract relevant information from the raw signals.

Figure 2 displays the position of each component in the VITEC framework in a
layer diagram. This is a general layer diagram, as detailed layers on communication
channels between layers are not provided. However, these follow a general data
communication layer, consisting of certain standard internet protocols between clients
and servers. The core of VITEC, as shown in Fig. 2, contains the primary and
secondary agents, which detect violent events from the victims’ and witnesses’ points
of view, respectively. Each agent only sends a message to the cloud when a suspicious
event occurs.

The cloud computing service analyses the signals sent by primary agents more
thoroughly and then combines with information from secondary agents to decide
whether a violent event is occurred or not. If the violent event happens, the cloud
service send notification to contact retrieved from database based on the context of the
young person. A double arrow between the young person and the cloud represents a
confirmation notification sent by the cloud to the young person and a user-initiated
notification from the young person to the cloud, described above as a challenging
situation.

Fig. 2. Layer diagram of the VITEC framework presenting the position of each component and
how each component interacts with the others.
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4 The VITEC Service Platform and Business Concept

The VITEC service platform and business concept utilises a cloud computing service.
The VITEC service platform can use either Software as a Service or Platform as
a Service. If the system only provides services for end-users, then the Software as a
Service should be used, where the vendor takes responsibility to maintain and develop
the applications, and the users only provide data to the cloud. If there is the possibility
to extend the services to other developers, then the right choice is the Platform as a
Service. Instead of delivering service to end-users only, the Platform as a Service also
provides services to developers who can create the applications for end-users. It allows
for more collaboration among developers and expands the capability of the system to
handle more complex problems.

Adopting the SEWEB business concept, VITEC offers a safety solution for young
persons, location monitoring, and notifications for specified members of the Personal
Safety Network to enable security knowledge with a potential market of around
10 million families [14]. The advantages offered by this business concept are the
combined use of social media and sensor with shareable data for school or other related
authorities. Some key operations within this business concept are apps and service
developments, R&D, and marketing via various anti-bullying/anti-violence associa-
tions and school.

5 Social Contributions of VITEC

VITEC is a novel, innovative measure, designed through the multidisciplinary col-
laboration of academic scholars coming from the fields of engineering, psychology, and
educational sciences for immediate recognition of acute physical violence among
young persons. The affordances of VITEC are multiple across various age groups and
across a range of spaces, places, geographical locations, and cultures. VITEC offers
many ways forward for parents and other educators and public authorities, such as,
school personnel, pupil welfare staff, social workers, and police by enabling efficient,
immediate intervention when an acute violent situation is at hand. For the targets of
violence, VITEC forms a unique personal alarm system that automatically contacts
specified members of the social welfare network in case of a violent situation. It
potentially increases the safety of not only young persons but also other potential
targets of violent assault in locations and time of intensified risk for violence such as
underpasses, empty or remote streets, on the way home from school, and at night-time.
As for rape, there is an insistent myth (with hardly any supporting evidence) that girls
and women lie about rape [31]. An automatic digital reporting system can potentially
reduce the belief that rape is falsely reported, and so contribute to wider social change
to address how rape is understood and responded to, and thus support in reducing
sexual violence. Overall raised awareness of available digital applications for imme-
diate intervention with increased risk of getting caught can make rape and other
physical assaults less attractive to perpetrators.
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6 Potential Future Research

The VITEC framework might open potential research in various fields. Machine
learning has a wide range of research opportunities. For example, employing primary
and secondary agents, the optimum way to fuse the results from both agents is still an
open question. It ranges from the simplest method, e.g. a linear fusion with or without
weight, to more complex methods, e.g. a Bayesian Network [32]. Another important
example would be algorithms to choose the appropriate secondary agents based on the
location. It is possible to get several secondary agents, which can contribute to
detecting violent event, but perhaps not all agents are useful.

Researchers in machine vision have developed many useful methods to extract
features from surveillance videos, and more advanced algorithms are coming to
improve the present ones. Various scenarios may appear to verify the proposed
methods. One possible scenario is when the recorded event is partially visible in a
corner of the video frame only and no one knows whether a violent event has happened
or not. The system must be able to decide whether such scenes are discarded or not. If
motorized CCTVs are installed, the system may rotate the CCTVs’ position when some
suspicious events are detected at a street corners, for example, to make those scenes
appear more clearly.

Perhaps what the primary agent requires most is a robust feature extraction method.
ECG, for example, requires methods able to obtain powerful features from only several
seconds signal, which is very challenging. Methods to harvest features from acceler-
ation and gyroscope signals are on the horizon, and advancement in mathematics and
programming languages supports them. Included in this part is a pre-detection algo-
rithm running in the smartphone.

Presently, the primary agent relies on ECG signals and acceleration/gyroscope
signals. To the best of our knowledge, there is no wearable sensor able to measure these
three signals synchronously. Adding new modalities may require new sensors, which
are not available yet. For example, using EEG signals require a new model of sensor,
because wearing the available EEG sensor outside a laboratory or medical facility is not
an option. This should motivate research on sensor development, e.g. a multi-modal
wearable sensor with wireless connectivity, a wearable sensor with low energy con-
sumption, etc.

VITEC depends on a reliable network, so data transmission should be made as
efficient as possible. The primary agent sends data such as ID, location, raw signals,
and notification of a possible violent event to the cloud service for further processing.
The data transmission is only enabled when the primary agent receives a suspicious
result, assuming that the pre-detection algorithm is mature enough. It allows saving the
power and resources of the smartphone. The secondary agents also send data, e.g.
detection result and ID to the cloud service. It means research on lossless data com-
pression is in demand.

The proposed platform also drives research on apps development within the
ubiquitous computing community. It includes but is not limited to (1) handling such a
large number of nodes within the network communication to provide reliable operation;
(2) dealing with resource constraint of the smartphone; (3) managing data transmission
security and cryptographic protocol.
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Research on violence detection using surveillance video also demands studies
related to the optimum numbers and positions of cameras. It should minimize the
number of cameras but offer large observation areas. This influences the number of
dedicated local computers processing the data. Furthermore, recognition results from
several angles or views that overlap must be fused carefully to provide reliable results.
In the field of optimization, some strategies must be found to get the most appropriate
number of CCTVs used in a certain area. This starts by defining some required
parameters, e.g. possibility of occlusion, coverage area, percentage of overlapping
areas, type of CCTV camera, etc. and continues to algorithm development and per-
formance evaluation.

7 Discussions and Conclusions

Based on the SEWEB concept, the Violence Detection Framework – VITEC – was
proposed as a response to problems related to violence among young people. It utilises
sensors installed on the body of a young person and CCTV cameras to collect data to
detect acute events of physical violence. It consists of a primary detection system
(based on the victim’s point of view) and secondary detection system(based on the
witness’ point of view). It also provides a framework to enable many researchers
working on violence-related projects to work hand in hand to fight against violence.

VITEC places research on violence detection at its core to tackle the problem of
school violence, providing researchers the means to transform their promising results
into an applicable system. The primary agents detect violence using physiological and
activity signals measured from the young persons. Although research on violence
detection from the victim’s point of view is not mature yet, advancements in mathe-
matics, signal processing methods, computer technologies, and sensors development
indicate that it is not beyond reach. Similarly, methods used in surveillance video-based
violence detection in the secondary agent also take advantage of those advancements.
The ultimate goal of these parts is to find a general model for both agents.

VITEC can be combined with existing school violence/bullying intervention pro-
grams to provide another way to report violent events. It also provides almost instant
violent event notifications with location information. Furthermore, it may provide the
answer of a world free from violence, as addressed by the UN Special Representative
of Secretary-General on violence against children. VITEC is a kind of unique personal
alarm system that automatically contacts specified persons.
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Abstract. Software defect prediction technology plays an important role in
ensuring software quality. The traditional software defect prediction model can
only perform “shallow learning” and cannot perform deep mining of data fea-
tures. Aiming at this problem, we use the stacked denoising auto-encoder
(SDAE) to superimpose into deep neural network. First, the deep network model
was built through the stacked layers of denoising auto-encoder (DAE), then the
unsupervised method was used to train each layer in turn with noised input for
more robust expression, characteristics were learnt supervised by back propa-
gation (BP) neural network and the whole net was optimized by using error back
propagation. Simulation experiments prove that the prediction accuracy of our
SDAE model is significantly improved compared with the traditional SVM and
KNN prediction model.

Keywords: Software defect prediction � Stacked denoising auto-encoder �
Deep learning

1 Introduction

With the wide application of computer software, the quality and reliability of software
are increasingly valued. According to a report [1] by the National Institute of Standards
and Technology, the success rate of complex specialized application software devel-
opment in the United States is only 30%, and software defects cause the US economy
to lose $55.9 billion annually. Therefore, how to establish a reasonable software defect
prediction model is the focus of our research.

In recent years, many researchers have conducted various researches on software
defect prediction technology, and proposed software defect prediction models based on
machine learning and statistics. In 1993, Briand et al. [2] applied logistic regression,
classification tree and OSR methods to the defect prediction study on 146 components
of the ADA system. In 1998, Evett et al. [3] first applied genetic methods to the
prediction of defects in military communication systems and telecommunication sys-
tems. The Multi-Layer Perception (MLP) proposed by Pizzi et al. [4] in 2002 is an
effective software defect technique. Mahaweerawa et al. [5] first used fuzzy clustering
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to predict software defects in 2002. He applied Radial Basis Function (RBF) to predict
software defects. In 2014, Jindal et al. [6] established a neural network prediction
model to study software defects. Various optimization models for neural networks were
proposed, such as PSO-BP and SA-BP. Yang et al. [7] introduced deep learning into
the software defect prediction technology in 2015. In 2017, AV Phan et al. [8] proposes
to automatically learn defect features for software defect prediction using precise
graphs representing program execution flows, and deep neural networks.

Inspired by previous studies, this paper proposes a new software defect prediction
model. Representative features are automatically extracted from unmarked condition
monitoring data in an unsupervised manner by a stacked denoising auto-encoder
(SDAE). By stacking the trained denoising auto-encoder, the deep neural network
(DNN) is constructed to perform intelligent defect diagnosis after fine-tuning the model
with several available marker data. In this approach, a large number of easily accessible
unmarked status monitoring data is utilized to learn useful and robust features. Only a
small amount of tag data is required, which is advantageous in practical applications. In
addition, after further fine-tuning the trained DNN, the software defect prediction can
be correctly classified by the proposed method. The rest of the paper is organized as
follows. In Sect. 2, the prediction model based on SDAE are introduced in detail. In
Sect. 3, the experiment on open source dataset MDP is discussed and the results are
also displayed. Summary is made in Sect. 4.

2 Software Defect Prediction Model Based on SDAE

2.1 Data Preprocessing Method Based on SMOTE Algorithm

In the software system, the number of high-risk modules is relatively small, and the
dataset is imbalanced dataset, and the class that is a small number is called a minority
class. To solve this problem, Chawla et al. [9] proposed a synthetic minority over-
sampling technique (SMOTE). The specific steps of the algorithm are as follows:

1. The training sample is T, and D is a minority sample set in T. For each minority
class sample xi 2 D, calculate the Euclidean distance of xi to other minority samples
xjðj 6¼ iÞ and find the K neighbors of xi according to the distance, denoted as
xiðnearÞ; near 2 f1; 2; . . .kg.

2. Randomly select a sample xiðjÞ 2 xiðnearÞ and generate a new minority sample
according to the following formula: xi1 ¼ xi þ rand 0; 1ð Þ � ðxi jð Þ � xiÞ, where
rand 0; 1ð Þ represents a random number between 0 and 1.

3. Repeat step 2 according to the over-sampling rate M, then add all generated
minority samples to D.

2.2 Stacked Denoising Auto-encoder

We propose a software defect prediction model that uses a deep neural network
(DNN) based on stacked denoising auto-encoder. Representative features are learned by
applying the denoising auto-encoder to the unlabeled data in an unsupervised manner.
A DNN is then constructed and fine-tuned with just a few items of labelled data.
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Auto-encoder. An auto-encoder is a three-layer neural network that tries to reconstruct
the input at the output layer after being passed through an intermediate layer [10].
A sample auto-encoder is shown in Fig. 1 where it tries to learn a function hW ;bðxÞ � x,
that is, the output layer is trying to be equal to the input layer. W, b correspond to the
weight matrix and bias of the input respectively. There is no limit to the hidden layer’s
size, and the circle of “+1” means the biases.

The auto-encoder network’s goal is to make the output is close to the input so that
the output is the reconstruction of the input. In this way, the hidden layer can retained
much of the information from the input data and may be a good expression of the input.
Given a training set, with training examples, the cost function is formulated as:

J(W,b) ¼ 1
m
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The first term in the formula is the mean square error, and the second term is the
regularization, also called the weight decay, which is used to control the magnitude of
the weight decay, thereby avoiding overfitting. J W ; b; x ið Þ; y ið Þ� �

is the square error
relative to a single sample, and J W; bð Þ is the loss function of the overall sample. k is
the coefficient of weight penalty.
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Fig. 1. Structure of an auto-encoder network.
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In order to train the neural network, it is first necessary to initialize W lð Þ
ji and bðlÞi

with an initial value close to 0, and then use the gradient descent algorithm to optimize
the cost function J W; bð Þ.

The weights and bias of the network are updated using backpropagation algorithm
as defined in [11]. Each iteration of the gradient descent algorithm updates the
parameters W and b as follows:

W ðlÞ
ji ¼ W ðlÞ

ji � a
@

@W ðlÞ
ji

JðW,bÞ ð2Þ

bðlÞi ¼ bðlÞi � a
@

@bðlÞi
JðW ; bÞ ð3Þ

Where a is the learning rate.
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Denoising Auto-encoder. The denoising auto-encoder (DAE) is an improvement
based on the ordinary auto-encoder, and its purpose is not to reduce noise, but to learn
more features that are robust. The structure of DAE is showed in Fig. 2. First, the initial
input x is corrupted into ~x through the stochastic mapping ~x� qDð~xjx). The mapping
qD can be described as: a fraction of the elements of data x chosen randomly is forced
to 0. After corrupted input ~x is got, the steps of encoder and decoder can be calculated
as the ordinary auto-encoder to get the hidden output y = fhð~xÞ and reconstruction
output x̂ ¼ gh0 ðy). The cost function is the squared error loss L2 x� x̂ð Þ ¼ x� x̂k k2,
which is minimized by updating the parameters.

θ

θ

Fig. 2. Structure of a denoising auto-encoder network.
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The difference between the DNA and the ordinary auto-encoder is that x̂ here is a
deterministic function of x̂ rather than x. It thus encourages the learning of a cleverer
mapping than the identity: one that extracts features useful for denoising [12]. The
layer-wise procedure is the same as the ordinary auto-encoder. The input corruption is
used only for the training of each layer to learn useful representations. After the
mapping fh is learnt, uncorrupted inputs are used to produce a representation that will
serve as the clean input to the following layer. Different types of corruption processes
may be considered such as additive isotropic Gaussian noise, salt-and-pepper noise and
masking noise [13]. In this way, DAE utilizes the denoising as a training criterion to
extract stable and robust features.

Stacked Denoising Auto-encoders. The stacked denoising auto-encoder network
stacks multiple denoising auto-encoder networks to form a deep network model. The
output of the previous hidden layer is used as the input of the latter denoising auto-
encoder. The learning of denoising auto-encoder is performed layer by layer until the
last hidden layer, and the output of this layer is the learned high-level output features.
Note that the input corruption is only used for the initial denoising-training of each
individual layer which acts as feature extractors. After the parameters are learned, the
no corruption input is applied to produce the features that will be the clean input of the
next layer [14]. The stacking procedure of denoising auto-encoders is shown in Fig. 3.

X(2)

x

fθ
qD

gθ'

X(2)

(2)

(2)
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The encoder of first layer

The training of 
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Fig. 3. Structure of a stacked denoising auto-encoder network.
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Once the stack denoising auto-encoders (SDAE) is built, we can get the highest
features from the last hidden layer. In order to get more discriminative features, a stand-
alone supervised algorithm of Softmax regression is added on the top of the stack as
illustrated in Fig. 4. The parameters of all layers then can be optimized using the
stochastic gradient descent. And the classification accuracy result is able to be got from
the Softmax model [15], too.

Step 1: Data pre-processing. Standardize the acquired data and then balance the data
with the SMOTE algorithm.
Step 2: Initialization of the DNN. A DNN with N-hidden layers is initialized with
random parameters.
Step 3: Unsupervised feature learning. Denoising autoencoder is applied here to
learn representative features from the unlabeled data.
Step 4: Supervised fine-tuning of the model. After Step 3, a softmax layer is added
on top of the DNN. Labelled condition data is used to fine-tune the parameters of
the DNN by stochastic gradient descent.
Step 5: Fault diagnosis with the trained DNN. With the trained DNN, fault pre-
diction can be carried out.

3 Experiments and Results

NASA dataset is widely used in the research of defect prediction technology. The data
is derived from the source code of McCabe and Halstead attributes. We use NASA’s
MDP public data set, and select JM1, MC1 and PC5 three sub-data sets with a large
amount of data. These three data sets are all imbalanced data sets, and the defect data is
a minority class, as shown in the Table 1.

We rely on AMD Opteron (tm) Processor 6320, RAM 32 GB, 64-bit operating
system, python 3.5.4 and so on. In the typical defect prediction technology research,
the estimation results are usually evaluated using the confusion matrix related evalu-
ation performance indicators, such as accuracy, precision, recall, F-measure and so on.
The confusion matrix includes the correct positive case (TP), the wrong positive case

x

X(2)

X(3)

fθ(2)

fθ

fθ(So max)

L2

Fig. 4. Structure of softmax layer.
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(FP), the wrong negative case (FN), and the correct negative case (TN). TP is the
number of modules predicted to contain defects and are actually defects. FP is the
number of modules predicted to contain defects and are actually free of defects. FN is
the number of modules predicted to contain defects and are actually free of defects. FN
is the number of modules predicted to be free of defects and are actually defective, and
TN is the number of modules predicted to be free of defects and that do not actually
contain defects. The specific definition is as follows.

Accuracy ¼ TNþ TP
TN þ TPþFN þFP

ð6Þ

Precision ¼ TP
TPþFN

ð7Þ

Recall ¼ TP
TPþFP

ð8Þ

F�measure ¼ a2 þ 1ð ÞPrecision � Recall
a2 PrecisionþRecallð Þ ð9Þ

Usually, a ¼ 1.

3.1 Data Preprocessing Based on SMOTE Algorithm

For imbalanced data sets, it is unreasonable to use only the confusion matrix-based
metrics to evaluate the performance of the prediction model. For example, when the
minority class proportion is less than 1%, even if all the minority samples are divided
into the majority class, the total precision can still reach 99%, but such a model has no
practical significance, and its classification accuracy rate for the minority is 0.
Therefore, we will select the F-measure of the minority class and the overall AUC
value as the evaluation indicators. The prediction of minority samples, that is, the
defect samples, is what we need to pay attention to. F-measure can comprehensively
consider the recall and precision of the samples. The ROC (Receiver Operating
Characteristic curve) curve is a coordinate pattern analysis tool that can describe the
classification performance of the classifier at different discriminant thresholds. The
abscissa is the FP and the ordinate is TP. In practical applications, the performance of
the classifier is generally evaluated by replacing the ROC curve with the AUC (Area
Under the ROC Curve). We use SVM and KNN algorithms to classify data separately.

Table 1. Dataset summary.

Dataset Number
of
samples

Number
of
attributes

Number of
samples in the
majority class

Number of
samples in the
minority class

Proportion
of minority
samples

JM1 7782 21 6110 1672 21.5%
MC1 1988 38 1942 46 2.3%
PC5 1711 38 1240 471 27.5%
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The Tables 2 and 3 lists the F-measure values of minority class and AUC values on the
original and processed datasets using the SVM and KNN classifiers.

It can be seen from the table that after the imbalanced data is processed by the
SMOTE algorithm, the classification effect of the minority samples is significantly
improved, and the classification effect of the overall data is also improved.

3.2 Data Prediction Based on SDAE

We predict and classify the data processed by the SMOTE algorithm. Through
experiments, we can determine that when the number of hidden layers in SDAE is 2,
the number of cells per layer is [6, 11], and the learning rate is 0.1, the model per-
formance is optimal. In order to verify the superiority of the proposed method with
respect to the traditional classification method, the results were compared with SVM
and KNN. The experimental results were evaluated by accuracy, recall, precision and
F-measure. The detailed software defect prediction results were shown in the Table 4.

Obviously, when the SVM, KNN, and SDAE are measured using the Accuracy,
Recall, Precision, and F-Measure metrics on the three software defect sets of JM1,
MC1, and PC5, the metrics of SDAE are generally compared. It can be seen that the
prediction performance has improved significantly. The reason why SDAE prediction
and classification ability is stronger than SVM and KNN is that its deep nonlinear
network abstracts the original data layer by layer, and obtains features that are more
capable of describing the essence of the object and easy to classify. Denoising pre-
training is performed for each layer of DAE. The robustness of the extracted features is
further enhanced, and the spatial features of the data are more fully explored.

Table 2. Metrics for the original dataset and the processed dataset using SVM.

Dataset F-measure AUC

JM1 Original dataset 0.23 0.56
Processed dataset 0.60 0.65

MC1 Original dataset 0.00 0.50
Processed dataset 0.76 0.75

PC5 Original dataset 0.11 0.52
Processed dataset 0.61 0.62

Table 3. Metrics for the original dataset and the processed dataset using KNN.

Dataset F-measure AUC

JM1 Original dataset 0.23 0.55
Processed dataset 0.75 0.72

MC1 Original dataset 0.00 0.50
Processed dataset 0.87 0.86

PC5 Original dataset 0.33 0.56
Processed dataset 0.69 0.68
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4 Summary

Aiming at the limitations of existing software defect prediction models that can’t dig
deeper into data features, this paper proposes to use the stack denoising auto-encoder in
deep learning to learn the data of software defect datasets, mine data features, and build
software defect prediction model. The actual data and comparative experimental results
show that the SDAE model used in this paper has high predictability and practicability
for software defects. In the following work, the differences between other non-neural
network classification algorithms and SDAE in software defect prediction applications
will be further studied, and the various parameter adjustment methods and structures of
SDAE will be improved.
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Abstract. With the development of information technology, the causes of
software-intensive system failures become more complicated. This paper ana-
lyzes the correlation of various fault factors of software-intensive equipment and
uses deep learning model to do fault prediction in complex electronic infor-
mation system. Experimental results show that neural network model based on
feature interaction can get better effect than some other methods.
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1 Introduction

With the rapid development of software and hardware and the continuous upgrading of
various modern equipments, software has become more and more important, and it has
more and more functions. Software-intensive systems have gradually become the
mainstream form of software systems [1].

At the same time, the requirements of system availability and security become more
stringent in such complex systems. What’s more, maintenance is becoming more
complicated after system error. Software is less reliable than hardware. Once a fault
occurs, it not only causes the loss of the corresponding hardware function, but even
causes the whole system to fall into paralysis. So it’s important to predict which fault
factors cause the error and to repair system targetedly based on the prediction.

The complexity of software grows exponentially with increasing demand, and the
incidence of software-intensive system disasters due to software failures continues to
increase. Some fault prediction methods for software-intensive systems are knowledge-
based, mainly includes expert system [2] and fuzzy logic. Some fault prediction
methods are based on models, like failure physical model and state space model.
However, with the development of machine learning and deep learning theory, data-
based fault prediction technology is starting to become a trend.
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There are 3 main reason for higher fault rate of software-intensive system:
Logical complexity: As code lines increase and modularize, interaction modules

increase, it’s difficult to control and predict the behavior of these interactions. Studies
have shown that more and more failures occur because of abnormal interactions within
the system.

Boundary erosion: software interactions and complex software-intensive peripheral
hardware systems have become so frequent and complex software boundaries have
been eroded by peripherals. The survey revealed that when the interaction between
software and hardware fails, part or whole system will fall into trouble.

Longevity: Complex tasks require these systems to operate over long life cycles,
during which the system must combat external and internal failure attacks and evo-
lution to adapt to the environment but remain quasi-stable, which requires more
attention and may cause system function failure in runtime, such as abnormal runtime
data flow.

Longevity of system means more data can be collected. So data-based fault pre-
diction can have a good effect. In this paper, we use Deep&Cross network to predict the
fault factors of software-intensive systems. In particular, it makes following contri-
butions: (1) Solving the problem of feature combination under sparse data while
keeping different characteristics between different features, so training time and
memory consumption will be less and generalization will be better; (2) The cross
network layer introduced by DCN can express any high-order feature combination,
while each layer retains low-order combination, and the vectorization of parameters
also controls the complexity of the model. So logical complexity and boundary erosion
of software-intensive systems are considered to predict more accurately.

2 Related Work

Fault prediction problems received a lot of attention from researchers. Some used
autoregressive moving average (ARMA) model [3] or its variants to do fault prediction
based on time series. And some did the same things by using LSTM (Long Short-Term
Memory) [4] or its variants. When the software-intensive systems were not so com-
plicated, some methods analyze and determine the location of defects by the basic tool
that recorded running information of target software. These methods are based on the
software failure mechanism, using the concept of control flow and data flow, analyzing
the application of program slicing and dynamic slicing technology, and drawing on the
idea of “software black box” [5, 6].

As complexity of software-intensive systems increases and large amount of data
generate, methods based on deep learning play an increasingly important role. The fault
prediction process is as shown below (Fig. 1):
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3 Fault Prediction in a Software-Intensive System

3.1 Fault Characteristics

In a software-intensive system, due to the embedding of lots of software programs
which play an equally important role as its hardware system, the failure mode includes
not only the software and the hardware but some new problems that hardware and
software combination causes [7]. Generally there are three types as follows: (1) The
software program is wrong and these errors are passed to the hard through the inter-
action of software and hardware. And it causes hardware failure; (2) Hardware damage
or failure affects the software associated with it, resulting in software errors; (3) There
are no separate errors or malfunctions in software and hardware, but when a contact
occurs in them, a system failure occurs, or the contact cannot be completed.

There are five typical characteristics in software-intensive systems: hierarchy, rel-
evance, randomness, uncertainty and cross-propagation. These characteristics in
software-intensive systems have become more and more obvious with increased
software complexity. So expert knowledge system have more limitations and the dif-
ficulty of the definition of knowledge is also increasing. In the case of composite faults,

Fig. 1. Fault prediction process.
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each fault interacts with the system. The fault modeling and theoretical analysis of the
composite fault cannot be performed using the certain mode. Deep learning does not
rely on prior assumptions and automatically detects interactions.

3.2 Fault Factors

There are a variety of potential failure factors in a software-intensive system. For
example, in software-intensive electronic information systems, some fault factors are as
follows:

1. Software failure type: including input and output problems, program problems,
performance problems, design/logic problems, timing problems, data problems

2. Environment type: temperature, humidity, electromagnetic, current exceed the
threshold or change too much; typical misoperations such as mis-opening, mis-
closing, etc.

3. Hardware failure type: hardware short circuit, open circuit, parameter problem,
hardware damage or looseness.

3.3 Features and Feature Combination

We collected and processed a dataset about software-intensive electronic information
system. After filtering, 76 features can be used to do prediction and 27 mainly fault
factors exist. Some samples are in Table 1.

Considering communication and combination in features, we can turn this pre-
diction into a feature combination problem. For example, CPU temperature exceeds
eighty degrees may not cause fault. But if CPU have been working for a long time, the
situation will be different.

After some features are correlated, their correlation with the prediction label will
increase. A polynomial model is the most intuitive model that contains a combination
of features. In a polynomial model, the combination of the features xi and xj is rep-
resented by xixj. For a second-order polynomial model, the model’s expression is as

Table 1. Fault samples.

Number Features closely connected to fault factors Fault factors

1 Speed fluctuation of CPU fan CPU fan is faulty
2 Server log alarm Database content

is lost
3 CPU temperature is too high for a long time && Computer

crash
CPU burned
down

4 CPU temperature is in normal && Unable to start server &&
CPU pin is abnormal

Poor CPU socket
contact

5 Abnormal humidity Hardware
deformation

…… …… ……
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follows, where n represents the number of features of the sample, xi is the value of the
i-th feature, w0, wi and wij are model parameters.

yðxÞ ¼ w0 þ
Xn

i¼1
wixi þ

Xn

i¼1

Xn

j¼iþ 1
wijxixj ð1Þ

It’s obvious in (1), the number of parameters of the combined feature is n�ðn�1Þ
2 .

However, after one-hot, features will be very sparse. Samples satisfying that xi and xj
are not all zero are too enough to learn wij accurately. In FM (Factorization Machine)
[8], wij form a symmetric matrix W which can be expressed as:

W ¼ VTV ð2Þ

In other words, wij ¼ \vi; vj [ . So FM’s model equation is:

yðxÞ ¼ w0 þ
Xn

i¼1
wixi

Xn

i¼1

Xn

j¼iþ 1
\vi; vj [ xixj ð3Þ

In this equation, Vi is the hidden vector of the i-dimensional feature, < , > rep-
resents the vector dot product. The length of the hidden vector is k (k << n), which
contains k factors describing the feature. The parameter factorization makes the
parameters of xhxi and the parameters of xixj no longer independent of each other, so we
can estimate the quadratic parameters of FM relatively reasonably in the case of sparse
samples.

FM’s embedding is shown as below (Fig. 2):

By introducing the concept of field, FFM (Field-aware Factorization Machine) [9]
attributes features of the same nature to the same field. Taking the CPU temperature as
an example, we set multiple levels at first. The three characteristics of 65–70 °C,
70–75 °C or 75–80 °C are all about CPU temperature and can be placed in the same
field. In the same way, the data problem may be all the data loss, partial loss, data file
virus infection, database operation error, database deadlock, etc. These dozens of
features are all data problems, so they can also be put together in a field.

In FFM, feature xi in each dimension learns a hidden vector vi;fj for each field fj of
other features. Therefore, the hidden vector is not only related to the feature, but also
related to the field. That is to say, the “temperature of CPU is in 70–75 °C” feature uses

Fig. 2. FM embedding.
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different hidden vectors when it is associated with the “program input error” feature and
the “current value size” feature.

Assuming that the n features of the sample belong to f fields, then the quadratic
term of the FFM has n * f hidden vectors. In the FM model, there is only one hidden
vector for feature of each dimension. FM can be seen as a special case of FFM, it is an
FFM model that assigns all features to one field.

FFM’s model equation is:

yðxÞ ¼ w0 þ
Xn

i¼1
wixi þ

Xn

i¼1

Xn

j¼iþ 1
\vi;fj ; vj;fi [ xixj ð4Þ

FFM’s embedding is shown as below (Fig. 3):

4 Model Structure

DCN (deep & cross network) [10] model’s structure is shown in Fig. 4. In this pre-
diction problem, feature crossing is an important step, but many network structure only
learns the secondary crossover at most. The Logistic Regression model uses the
original artificial crossover feature, and Product-based Neural Network [11] uses the
product method to do the second-order crossover. Neural Factorization Machines [12]
and Attention Neural Factorization Machines [13] also use Bi-interaction to learn the
second-order intersection of features. For higher-order feature intersections, others only
let deep section learn. But DCN can express any high-order combination while each
layer retains a low-order combination by cross layer network.

At first, we make data cleaning for our features collected. After that, we do FFM
embedding for high dimensional sparse features and contact them with dense feature.
So after embedding and stacking layer, the features can be shown as a vector like:

X0 ¼ ½xTembed;1; . . .; xTembed;k; xTdense� ð5Þ

After embedding and stacking layer, the network is divided into two ways. One
way is the traditional DNN structure as follows

Fig. 3. FFM embedding.
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hlþ 1 ¼ Reluðw1h1 þ b1Þ ð6Þ

When vector dimension of X0 is d and there are m units in each layer of DNN, the
parameters that need to be learned in total are d * m + m * (m + 1) * (L2 − 1).
Another way is DCN’s core, cross network. Assuming that the network has L1 layers,
the relationship between each layer and the previous layer can be expressed by the
following relationship:

xlþ 1 ¼ x1xTl wl þ bl þXl ¼ f ðxl;wl; blÞþ x1 ð7Þ

In above, f is the function to be fitted, and xl is the network input of the previous
layer. The parameters that need to be learned are wl and bl. Since the dimension of xl is
d, and xlþ 1 is also d-dimension. The parameters wl and bl which need to be learned are
also d-dimension vectors. Therefore, each layer has 2 * d parameters (w and b) that
need to be learned.

After deep layer network and cross layer network, we use sigmoid function to
output result:

Fig. 4. Structure of Deep&Cross network.
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xstack ¼ Concatðxl1; hl2Þ ð8Þ
p ¼ sigmoid(Wlogitxstack þ blogitÞ ð9Þ

5 Experiments and Results

We do experiments based on a large number of test data from daily operations for
complex electronic information systems.

After data preprocessing, 76 features are chosen for training and 27 fault factors
exist. Fault data feature description are shown in the following Table 2. Discrete
variables are converted to one-hot format.

We compared DCN method with other models, for example, DNN, SVM, NFM
(Neural Factorization Machines) and FDES (fault diagnosis expert system). The goal is
to predict fault factors and evaluation standard is precision, recall, F1-measure, accu-
racy and AUC (Area Under roc Curve). The calculation method of these indicators is
the same as two classification problem by thinking of all incorrect categories as a
negative sample. For example, when a test set is all predicted, there will be some
samples predicted to be other classes while they are actually from class1, and some
samples that are not actually from class1, predicted to be Class1, which leads to the
following result:

Table 2. Fault data feature description.

Number Raw feature Discrete
variable

Continuous
variable

Example

1 Code length of each module ✓ 1737
2 The extent to which the hardware

reaches the specification
✓ [1, 0, 0, ……]

3 CPU temperature ✓ 76 (°C)
4 CPU occupancy ✓ 43 (%)
5 Memory occupancy ✓ 66 (%)
6 Degree of constraint by size of

main memory or storage
availability

✓ [1, 0, 0, ……]

7 Satisfactoriness of system
response time

✓ [1, 0, 0, ……]

8 Stability of hardware and system
support

✓ [1, 0, 0, ……]

9 System runtime ✓ 24276 (s)
10 Syslog level ✓ [1, 0, 0, ……]
11 Syslog refresh speed ✓

…… …… …… …… ……
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According to the above Table 3, we can calculate:

Class1Precision ¼ Class1 Tp
Class1 TP + Class1 FP

ð10Þ

Class1Recall ¼ Class1 TP
Class1 TP + Class1 FN

ð11Þ

Class1F1Score ¼ 2 * (Class1 Precision � Class1 Recall)
Class1 Precision + Class1 Recall

ð12Þ

Class1Accuracy ¼ Class1 TP + Class1 TN
count(Samples)

ð13Þ

Then final precision, recall, F1Score, accuracy can be calculated by taking the
average of all classes’ corresponding values.

We mainly used TensorFlow and python package scikit-learn to implement most of
the models and have adjusted parameters to get the best performance for each single
model. The results are as follow (ROC curve means receiver operating characteristic
curve):

Table 3. Classification situation.

The predicted result is Class1
(Positive)

The predicted result is non-Class1
(Negative)

The
prediction
result is true
(True)

Class1_TP: The number of samples
that are predicted as Class1 and are
actually Class

Class1_ TN: The number of samples
that are not actually Class1 and are
also predicted as other classes (non-
Class1)

The
prediction
result is false
(False)

Class1_ FP: The number of
samples that are predicted as Class1
but are not actually Class

Class1_ FN: The number of samples
that are actually Class1 but are
predicted to be other classes (non-
Class1)
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Fig. 5. Accuracy and AUC.
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For FDES, we calculate only accuracy but not AUC, because FDES gives a result
without probability. As we can see in Fig. 5 and Table 4. Deep&Cross network model
gets the highest accuracy, AUC and F1Score. Obviously, multi-order intersection of
features has significant effect. However, other models can’t learn multi-order inter-
section of features effectively because of the lack of cross network structure. When we
use FM embedding to replace FFM embedding in DCN model, the accuracy and AUC
will drop a little bit. It means FFM embedding learned a more suitable hidden vector
than FM embedding by distinguishing feature field.

As for training time, DCN with FFM takes about 12476 s and DCN with FM takes
about 11382 s. There is not much difference in training time between the two methods.
NFM takes 16232 s, DNN takes 17286 s and SVM takes 28109 s. FM and FFM make
feature space small, so models can converge quickly. FFM is slower than FM due to
diversity of feature combinations.

Figure 6 shows the ROC curve of DCN model. An ideal ROC curve has a shape
which covers the maximum area. From the experimental results above, we can see that
DCN has a better effect than other models.

Table 4. Three evaluating indicators of 5 models.

Models Indicators
Precision Recall F1Score

DCN 0.843 0.852 0.847
NFM 0.812 0.809 0.810
SVM 0.774 0.778 0.776
DNN 0.792 0.786 0.789
FDES 0.776 0.772 0.774

Fig. 6. ROC curve of DCN model.
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6 Summary

Software-intensive systems’ failure mode are very complex. Fault characteristics from
software and hardware are closely related. So mining associations between features is
important to get a great result. DCN can express any high-order feature combination,
while each layer retains low-order combination, and the vectorization of parameters
also controls the complexity of the model. So it’s suitable for prediction the failure
point of software-intensive systems.
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Abstract. In modern warfare, due to the increasingly complex electromagnetic
environment, cognitive confrontation will become the main form of war.
Effective interference with enemy radars is of great importance for taking the
lead in the battlefield. The evaluation of the synergistic interference effect is an
important indicator to measure the performance of the interference equipment.
According to the evaluation result, the interference strategy can be changed in
time to achieve the best interference revenue and provide a strong guarantee for
the successful penetration of the target. In this paper, the discovery probability
and positioning accuracy of radar network are used as evaluation indicators to
establish an evaluation model. The interference power, interference frequency,
interference timing and interference pattern are used as membership functions.
The distance, false alarm probability and different interference strategies are
studied. The simulation shows that proper false alarm probability, closer dis-
tance and proper interference strategy can improve the interference benefit and
provide a theoretical basis for obtaining the best interference effect in the actual
battlefield.

Keywords: Cognitive confrontation � Jamming effect evaluation �
Evaluation index � Jamming strategy

1 Introduction

In the current war, as the battlefield environment becomes more and more complex,
cognitive confrontation will become the main form of war in the future battlefield.
Radar is an important part of cognitive confrontation, whose main task is to extract
target information from the target echo by pulse compression and coherent accumu-
lation, and realize the detection, localization and tracking of the target [1, 2]. As the
opposite of the radar, the main task of the jammer is to intercept the radar’s transmitted
signal and then modulate and forward it, generating a deception or suppressing jam-
ming signal similar to the target echo, so that the radar can not effectively detect the
target [3, 4]. Coordination jamming assessment is an important indicator to measure the
performance of jamming equipment [5]. According to the evaluation results, it can be
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judged whether the distribution of jamming resources is good or bad, which is con-
ducive to the rational use of jamming resources, timely change the jamming strategy
according to the evaluation results to achieve the best jamming revenue, and provide a
strong guarantee for the successful penetration of the target [6, 7]. Therefore, it is of
great significance to conduct a rapid, comprehensive and reasonable evaluation of the
radar coordinated jamming effect [8, 9]. This problem has also been discussed in some
previous studies. Literature [10] discussed the jamming effectiveness of the IR smoke
projectile resist the IR imaging guided missile. Literature [11] proposed an online
evaluation method based on support vector machine. The literature [12] evaluated the
jamming effect based on the power criterion method. In literature [13], the method
based on power criterion is used to study the reduction degree of enemy radar detection
distance at different powers to evaluate the effect. Literature [14] uses the magnitude of
the lure angle as the evaluation criterion. In the above study, the factors affecting the
jamming effect are not comprehensive enough, and the evaluation effect will also
change when the evaluation indicators are different. Therefore, when evaluating the
jamming effect, it is necessary not only to accurately select the factors affecting the
jamming effect, but also to select the appropriate evaluation indicators according to the
different jamming objects. In this paper, the jamming effect of jammer on radar signal is
studied. Four different membership functions are selected as the factors affecting the
jamming effect. According to the characteristics of radar work, the discovery proba-
bility and location accuracy of radar are used as evaluation indicators to establish the
jamming effect evaluation model.

2 Synergistic Jamming Membership Function

2.1 Jamming Power Membership Function

Firstly, we apply the ratio of jamming and signal (JSR) to describe the power sup-
pression benefit which represents the suppressing effect to radar Rjðj ¼ 1; 2; . . .; nÞ
from jammer uiði ¼ 1; 2; . . .; mÞ. The power suppression benefit function can be
expressed as q1ij. Only when the ratio of the power of received jamming power and the
power of the echo signal is greater than the minimum JSR, it is deemed that the
jamming of the jammer is effective. The power of the jammer signal and the effective
echo signal power received by the radar Rj are shown in Eq. (1).

Pji ¼ PjGjGtk
2

ð4pRjÞ2L
; Pjs ¼ PtGtGrk

2r

ð4pÞ3R4
s

ð1Þ

where Pt and Pj separately represent the transmission power of radar and jammer, Gt is
the radar main lobe gain, GA is the gain of the jammer, r is the scattering area of self-
defense aircraft, A is the equivalent receiving area of radar antenna, Rj is the distance
between radar and target and Rs is the distance between jammer and target.

Kj denotes the minimum ratio of jamming and signal, which indicates radar Rj

required for normal work. Therefore, we can derive the decision-making criterions.
After normalization, q1ij can be expressed as Eq. (2)
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q1ij ¼
1 pji=pjs � 2Kj
2
3 ðpji=pjsKj

� 0:5Þ 0:5Kj � pji=pjs � 2Kj

0 pji=pjs � 0:5Kj

8<
: ð2Þ

2.2 Jamming Frequency Membership Function

Then, the frequency alignment benefit function q2ij is addressed to report the jamming
suppression effect of jammer uiði ¼ 1; 2; . . .;mÞ on radar Rjðj ¼ 1; 2; . . .; nÞ. The
jammer ui can only jam the radar Rj if the jammer’s jamming frequency overlaps with
the radar’s operating frequency.ðfi1; fi2Þ denotes the operating frequency of the jammer,
and ðfj1; fj2Þ denotes the operating frequency of the radar. Consequently, q2ij can be
expressed as Eq. (3).

q2ij ¼
1 fi1\ fj1 and fi2 [ fj2
0 fi1 [ fj2 or fi2 \ fj1

minðfi2;fj2Þ�maxðfi1fj1Þ
fj2�fj1

other

8><
>: ð3Þ

2.3 Jamming Timing Membership Function

Next, the time-benefit function is used to express the jamming suppression effect of the
jammer uiði ¼ 1; 2; . . .;mÞ on the radar Rjðj ¼ 1; 2; . . .; nÞ. The effect of suppressing
time benefit on jamming benefit can be expressed as q3ij. Similar to the frequency
alignment benefit function, q3ij can be expressed as Eq. (4).

q3ij ¼
1 tj1\ tr1 and tj2 [ tr2
0 tj1 [ tr2 or tj2 \tr1

minðtr2;tj2Þ�maxðtr1;tj1Þ
tr2�tr1

other

8><
>: ð4Þ

2.4 Jamming Style Membership Function

Finally, the jamming patterns benefit function q4ij is adopted to describe the jamming
patterns benefit which represents the jamming suppression effect of jammer uiði ¼
1; 2; . . .;mÞ on radar Rjðj ¼ 1; 2; . . .; nÞ. Suppose that each radar (possibly of different
system type) have valid m types of jamming patterns, and been sorted according to the
advantages and disadvantages of theoretical jamming effects. If jammer ui contains the
jamming patterns which are effective for radar Rj, then the higher the jamming pattern
is in ranking, the greater the value of the jamming pattern benefit function is. Other-
wise, q4ij = 0. q4ij can be expressed as Eq. (5).
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q4ij ¼ 0 jammer does not contain the jamming pattern
1� n

m other

�
ð5Þ

In the battlefield environment, there are m jammers to jam the radar network
composed of n radars. According to the above membership function calculation, the
membership matrix of the m jammers uiði ¼ 1; 2; . . .;mÞ to interfere with a certain
radar in the radar Rj network is as Eq. (6).

qj ¼
q11j q12j . . . q1mj
q21j q22j . . . q2mj
q31j q32j . . . q3mj
q41j q42j . . . q4mj

2
664

3
775 ð6Þ

According to the expert’s experience, the weight vector of the four indicators is
recorded as x ¼ ½x1;x2;x3;x4�, which represents the weight of the four indicators of
jamming power, jamming frequency, jamming timing and jamming pattern. The
jamming benefits of the m jammer to a radar in the radar network are as Eq. (7).

Qj ¼ x � qj ¼ ½x1;x2;x3;x4� �

q11j q12j . . . q1mj
q21j q22j . . . q2mj
q31j q32j . . . q3mj
q41j q42j . . . q4mj

2
6664

3
7775

¼ q1j; q2j; . . .; qmj
� �

ð7Þ

Since the jammer can produce effective jamming benefits from the above four
aspects at the same time, when solving the jamming benefit of a single jammer to a
single radar, the Zadeh “K” operator should be used to perform small operations.

qij ¼ x1 � q1ij Kx2 � q2ij Kx3 � q3ij Kx4 � q4ij ð8Þ

The jamming benefit matrix of the m-frame jammers to the n radars in the radar
network can be obtained.

Q ¼ QT
1 ;Q

T
2 ; . . .;Q

T
n

� � ¼
q11 q12 . . . q1n
q21 q22 . . . q2n
. . . . . . . . . . . .
qm1 qm2 . . . qmn

2
664

3
775 ð9Þ
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3 The Model of Collaborative Jamming Effect Evaluation

According to the role of radar network in cognitive confrontation, this paper selects the
radar’s discovery probability and location accuracy as indicators for the evaluation of
coordinated jamming effects. The model of collaborative jamming effect evaluation is
shown in the Fig. 1.

3.1 Effectiveness Evaluation Based on Radar Discovery Probability

The discovery of the probability is one of the important factors to measure the per-
formance of a radar detection. This paper chooses the discovery probability as the
evaluation index of radar network detection performance.

Under the condition of false alarm probability Pfa, let x ¼ r2
2r2 denote the ratio of

signal plus noise to noise in the radar receiver. According to the Niemann-Pearson
criterion used in radar detection, the probability of finding the false alarm probability
and the envelope r can be obtained. The function is as Eq. (10)

Pd ¼ expð� S
N
Þ
Z 1

� lnPfa

expð�xÞI0ð2
ffiffiffiffi
x�p S
N
Þdx ð10Þ

We bring the jamming benefit matrix into the radar discovery probability. Then, the
signal-to-jamming ratio received by the radar is:

Jammer1 Jammer2 Jammer3 Jammer m• • •

Radar1 Radar2 Radar3 Radar n• • •

Jammer

Radar

Radar network
Performance

Single indicator effect 
evaluation value

Detection 
Probability

Positioning 
Accuracy

( )

( )

1 1 1 11 1 1 11 1

2 2 2 21 2 2 21 2

N N

NN

E g f P P f P P

E g f P P f P P

∧ ∧

∧ ∧

⎧ ⎤⎡ ⎛ ⎞= ⋅⋅⋅ − ⋅⋅ ⋅⎪ ⎜ ⎟ ⎥⎢ ⎝ ⎠⎪ ⎣ ⎦
⎨

⎤⎡ ⎛ ⎞⎪ = ⋅⋅⋅ − ⋅⋅ ⋅⎜ ⎟ ⎥⎢⎪ ⎝ ⎠ ⎦⎣⎩

Detection 
Probability
Positioning 
Accuracy

Cooperative jamming
evaluation value 1 1 2 2F E Eλ λ= +

Fig. 1. The model of collaborative jamming effect evaluation
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S
J
¼ PtGtrL1

ffiffiffi
n

p
4pR2PjGjLqij

ð11Þ

At this time, the expression of the radar discovery probability Pdj under the
influence of the jamming signal is as Eq. (12).

Pdj ¼ expð� K
R2qij

Þ
Z 1

� lnPfa

expð�xÞI0ð2R

ffiffiffiffiffiffiffiffiffiffi
x � K

qij

s
Þdx ð12Þ

At this point, the estimated jamming effect under the probability indicator is found
to be:

E1 ¼ Pd � Pdj ð13Þ

3.2 Effectiveness Evaluation Based on Radar Positioning Accuracy

In addition to finding the probability, the positioning accuracy is also one of the
important factors to measure the performance of a radar. It represents the accuracy level
of the radar network to determine the target position. This paper chooses the posi-
tioning accuracy as another evaluation index of radar network detection performance.
Geometric accuracy factor GDOP (Geometric Dilution of Precision) is one of the
important criteria for measuring the accuracy of positioning systems.

The GDOP expression of the radar network is as Eq. (14).

Pg =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2x þ r2y þ r2z

q
ð14Þ

Where rx, ry, rz is the positioning error mean square error in the x, y, and z axis
directions, and x, y, and z are the position vector of the target.

When the radar network is cooperatively interfered, the signal received by the radar
receiver is affected by the jamming signal, and the dry signal ratio of the received signal
changes with different jamming strategies. The positioning error of the radar detection
distance, azimuth and elevation angle The mean square error also changes, and the
positioning accuracy of the radar network is affected.

The radar positioning accuracy expression under certain jamming strategy is as
Eq. (15).

p̂g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2xj þ r2yj þ r2zj

q
ð15Þ

At this point, the estimated jamming effect under the positioning accuracy index is
found to be:

E2 ¼ p̂g � pg ð16Þ
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4 Simulation Analysis

We set up two sets of experiments to verify the impact of different influencing factors
on radar network discovery probability and positioning accuracy.

Experiment 1: The typical radar and jammer parameters are selected for simulation
to verify the influence of different factors on the probability of radar discovery. The
parameters of the three radars are:

Pt ¼ 630 kw; Gt ¼ 33 dB; r ¼ 5; L ¼ 3 dB; n ¼ 10

The parameters of the three radars are:

Pj ¼ 150w; Gj ¼ 9 dB; L ¼ 3 dB; n ¼ 10

Under different false alarm probabilities, the relationship between radar discovery
probability and signal-to-jamming ratio is simulated as Fig. 2.

At present, it is generally found that the probability of less than or equal to 0.1 is
effective as an opaque jamming standard. It can be seen from the figure that this
standard can be achieved. As can be seen from Fig. 2, in the case where the signal-to-
jamming ratio is constant, as the probability of false alarm decreases, the probability of
discovery decreases, and the radar detection performance becomes weak, and the more
obvious the jamming effect is.

Fix the value of qij to 0.6, the simulation result of the relationship between radar
probability and distance under different false alarm probabilities is as Fig. 3.

Fig. 2. The curve of radar discovery probability and signal to jamming ratio
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It can be seen from the Fig. 3 that under a certain false alarm probability, as the
distance increases, the probability of discovery gradually decreases. After the distance
between the two reaches 12 km or more, the probability of radar discovery drops below
0.1, meeting the standard.

In order to study the influence of jamming benefit on the probability of discovery,
the false alarm probability is fixed to Pfa ¼ 10�6. Under different jamming benefit
values, the relationship between radar probability and distance is as Fig. 4.

Fig. 3. The curve of radar probability and distance

Fig. 4. The curve of radar discovery probability and jamming benefit value
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It can be seen from the figure that in the case of false alarm probability and distance
determination, with the increase of the jamming benefit value, the radar discovery
probability is significantly reduced. The simulation shows that increasing the jamming
benefit value plays an important role in reducing the radar discovery probability.

Experiment 2: We select typical radar and jammer parameters for simulation. The
parameters of the three radars are:

Pt ¼ 500 kw; Gt ¼ 40 dB; fc ¼ 2:4GHz ,

Br ¼ 106 Hz ; Lt ¼ 6 dB; n ¼ 10

The parameters of jammers are shown in the following Table 1

In the absence of jamming to the radar network, the two-dimensional plane sim-
ulation of the GDOP value of the radar network as a function of the distance between
the radar and the target is shown in Fig. 5.

Table 1. Parameters of jammers

Number Transmit
power Pj

(kw)

Transmit
gain Gj

(dB)

Center
frequency
fc (GHz)

Bandwidth
Bj (MHz)

Jammer
loss Lj
(dB)

Jammer
pattern
n

1 40 10 2.4 4 6 1
2 60 10 2.4 2 6 3
3 110 10 2.4 0.5 6 4

Fig. 5. GDOP diagram without jamming
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We apply jamming to the radar network. Due to the different parameters of the
jammer, the jamming effects of different jamming strategies are different. The three
different jamming strategies and their corresponding jamming benefit values are shown
in Table 2.

The GDOP diagram of the radar network under different jamming strategies is
shown in Figs. 6, 7 and 8.

As can be seen from the figure, different jamming strategies have a great influence
on the positioning accuracy of the radar network. Taking (0, 50, 0) as an example, the
positioning accuracy of the point is 0.27 km without jamming, and the positioning
accuracy of the point under the three jamming strategies is 0.90 km, 2.66 km and
7.17 km, respectively.

Table 2. The corresponding jamming benefit values of different jamming strategies

Radar

Jammer

1 2 3 Jamming benefit 

Strategy 1 1 2 3 0.8406

Strategy 2 3 1 2 0.8655

Strategy 3 2 1 3 0.8679

Fig. 6. GDOP diagram with Strategy 1
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5 Conclusion

In cognitive confrontation, due to the wider application of radar networking, as an
interfering party, the importance of jamming to radar networking is increasing. In order
to measure the jamming effect, the evaluation of the jamming benefit has been paid
more and more attention. In this paper, we take the discovery probability and location
accuracy of radar network as evaluation indicators, and study the effects of distance,

Fig. 7. GDOP diagram with Strategy 2

Fig. 8. GDOP diagram with Strategy 3
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false alarm probability and different jamming strategies on the jamming benefit.
Simulations show that proper false alarm probability, closer distance and proper
jamming strategy can improve the jamming benefit. Since the false alarm probability
and distance are not easy to change in the actual battlefield, it is an effective means to
improve the jamming effect by making the appropriate decision to get the maximum
jamming benefit.
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Abstract. With the development of intellectual property rights and navigation
performance optimization, recently two new four-components signal multiplex
modulation methods, ACE-BOC & TD-AltBOC have been brought forward by
scholars. The navigation performances of them are aimed to be compared in this
paper. Based on analyzing of the power spectrum density function of these two
modulation methods, their main navigation performances of code tracking
precision, anti-multipath capability, anti-jamming capability and compatibility
are compared. The results show that the navigation performance of ACE-BOC
modulation signal is 1.0 dB–2.1 dB prior to that of the TD-AltBOC modulation
signal. This is because of the difference of their power spectrum density function
figures and that of the 1.2 dB distributed power level. The study production can
be referred to choose the better one between these two new modulation methods.

Keywords: ACEBOC � TD-AltBOC � Multiplex � Modulation � Performance

1 Introduction

Both the GPS L5 signal and the Galileo E5 signal are used to design the signal of civil
aviation service signal or life safety service. Considering the demand of high integrity
of civil aviation, the satellite navigation signal design of each satellite navigation
system in this frequency band tends to interoperate with GPS L5 and Galileo E5
signals. Beidou global satellite navigation system B2 frequency point civil signal
design also adhering to this idea, trying to get as close as possible to Galileo AltBOC
modulation signal. However, limited by Galileo AltBOC modulation of intellectual
property rights, China has to seek a new four signals constant-envelope multiplex
modulation technique [1–3]. Under this background, in recent years, two scholars from
Huazhong University of Science and Technology and Tsinghua University have pro-
posed two modulation modes: TD-AltBOC [4–6] and ACE-BOC [7–13].

At present, the public papers on the systematic comparative study of the two
modulation modes are rare. This paper attempts to compare the performance differences
between the two modulation modes and analyze the underlying causes behind them.
Considering that the method based on receiver test is limited by the implementation
method and parameters of the receiver, this paper uses the theoretical performance
analysis method to compare the performance of the two modulation modes. At the
same time, because the time domain analysis is related to the specific pseudo-code
sequence design, this paper attempts to analyze the causes of the performance

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
S. Han et al. (Eds.): AICON 2019, LNICST 287, pp. 52–64, 2019.
https://doi.org/10.1007/978-3-030-22971-9_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22971-9_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22971-9_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22971-9_5&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22971-9_5


difference between the two modulation modes from the angle of power level and power
spectral density by using the frequency domain analysis method.

Firstly, the definition and power spectrum of TD-AltBOC modulation signal and
ACE-BOC modulation signal are studied, and then the pseudo-code tracking precision,
anti-multipath ability, anti-jamming ability and compatibility of these two modulation
signals are compared and analyzed. In terms of anti-jamming ability, DME/TACAN
pulse interference is the actual interference faced by L5/E5/B2 frequency point signal
reception, however, the method of pulse hiding can effectively combat it, so the fol-
lowing two common interference types of matching spectrum interference and single
carrier interference are analyzed in this paper. In terms of compatibility, pseudo-code
sequence cross-correlation characteristics and spectral separation coefficients are two
common analytical methods, the former method is closely related to the specific
pseudo-code sequence design, so this paper adopts the latter method.

2 ACE-BOC Modulated Signal and TD-AltBOC Modulated
Signal

2.1 ACE-BOC Modulated Signal Definition and Spectrum

ACE-BOC Signal Definition. Asymmetric constant Envelope BOC (Asymmetric
Constant Envelop BOC ACE-BOC Multiplexing) is a new dual-frequency multiplex-
ing modulation technique proposed by Tsinghua University, which can modulate four
independent spread spectrum codes in two different carrier frequencies with arbitrary
power ratio combinations.

Note four different bipolar baseband spread spectrum signals as SUIðtÞ, SUQðtÞ,
SLIðtÞ, SLQðtÞ. To combine these four baseband signals to a composite signal with
constant envelope with splitting spectrum, where SUIðtÞ, SUQðtÞ modulated on the upper
side with the same phase, orthogonal components, respectively, and SLIðtÞ, SLQðtÞ
modulated on the lower side with the same phase, orthogonal components, respec-
tively, then the optimal solution is ACE-BOC modulation. If the frequency interval of
the upper sideband and lower sideband is 2fs, and the central frequency is fx, then
radiofrequency ACE-BOC modulation can be expressed as

SACE;RFðtÞ ¼ RefSACEðtÞ expðjp2fxtÞg ð1Þ

Where SACEðtÞ is complex baseband ACE-BOC signal, which can be expressed as:

SACEðtÞ ¼
ffiffiffi
2

p

2
aI sgn sinð2pfstþuIÞ½ � þ j

ffiffiffi
2

p

2
aQ sgn sinð2pfstþuQÞ

� � ð2Þ
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In this equation, the additional phase of real number and imaginary parts is

/I ¼ �atan 2ðSUI þ SLI; SUQ � SLQÞ
/Q ¼ atan 2ðSUQ þ SLQ; SUI � SLIÞ

�
ð3Þ

Where atan 2ð�; �Þ is anti-tangent function.
The four components of the ACE-BOC modulated signal can be combined with

arbitrary power ratio, in which the symmetric four-component combination of unequal
power is the most feasible. In this power distribution, the same phase and orthogonal
components of each edge band have different power, but the total power of the upper
and lower side bands is the same, which is

PUQ : PLQ : PUI : PLI ¼ 1 : 1 : b2 : b2 ð4Þ

Where PUQ, PLQ, PUI, PLI is the power of the signal SUQðtÞ, SLQðtÞ, SUIðtÞ, SLIðtÞ
respectively. Without losing its general, suppose b2 � 1. This type of ACE-BOC signal
can provide different power ratios for each side band’s data channel and pilot channel.
In order to optimize the robustness and measurement accuracy of tracking, it is often
hoped that the pilot channel will have higher power. In this paper, the ACE-BOC
modulation signal is studied in the following focus, and when the specific sub-carrier
frequency and pseudo-code frequency are introduced, the modulation mode can be
expressed as ACE-BOC(fs;Rc; ½1; 1; b2; b2�Þ or simplified as ACE � BOCðm; n;b2Þ,
where m ¼ fs=ð1:023� 106 MHzÞ and n ¼ Rc=ð1:023� 106 MHzÞ, Rc represents
pseudo-random code rate.

As mentioned above, the advantage of ACE-BOC modulated signal is that on the
basis of AltBOC modulated signal, the power ratio between the data channel and the
pilot channel is adjusted to obtain better signal performance.

ACE-BOC Signal Spectrum. The spectrum of ACE-BOC modulated signal
GACE�BOCðf Þ is [14]

GACE�BOCðf Þ ¼
Rc cos2

pf
Rc

� �
1� cosð6uÞ½sinð5uÞ sinuþ cos2 u�� 	

2p2f 2 cos2ð6uÞ ð5Þ

Where u ¼ pf
12fs

.

2.2 TD-AltBOC Modulated Signal Definition and Spectrum

TD-AltBOC Signal Definition. The Galileo system uses quadrupole carrier AltBOC
modulation at the E5 frequency, and its baseband waveform flip rate is 8 times the
subcarrier frequency, and the product is attached to maintain the constant envelope [15].
When four different PN codes are used, there is no doubt that this modulation greatly
increases the complexity of the receiver. Time-division multiplexing is another modu-
lation method that joint the constant envelope of four E5 signal components, which uses
a code-by-bit multiplexing method, and emits only 2 signal components at any moment,
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so that the constant envelope can be obtained without the addition of the product item
[4]. This modulation method is called time-division AltBOC, which is recorded as TD-
AltBOC. When the specific sub-carrier frequency and pseudocode frequency are
introduced, the modulation mode can be abbreviated as TD� AltBOCðm; nÞ.

Using TD-AltBOC modulation, the subcarrier is bipolar, and the baseband wave-
form flip rate is only 4 times the subcarrier frequency. Its signal generation and
reception complexity is similar to BOC modulation. In addition, the reuse efficiency is
100%, which makes it feasible to use larger emission and receive bandwidth containing
harmonics for further performance improvements.

As mentioned above, the advantage of the TD-AltBOC signal is that the imple-
mentation complexity is lower than that of the AltBOC modulation signal.

TD-AltBOC Signal Spetrum. When 2fs=Rc is odd, note the spectrum of TD-AltBOC
modulated signal is Godd

TD�AltBOCðf Þ, which can be expressed as 4

Godd
TD�AltBOCðf Þ ¼

2Rc

ðpf Þ2 cos
2ðpf
Rc
Þ
sin2 pf

4fs

� �

cos2 pf
2fs

� � ð6Þ

When 2fs=Rc is even, note the spectrum of TD-AltBOC modulated signal is
Geven

TD�AltBOCðf Þ, which can be expressed as 4

Geven
TD�AltBOCðf Þ ¼

2Rc

ðpf Þ2 sin
2ðpf
Rc
Þ
sin2 pf

4fs

� �

cos2 pf
2fs

� � ð7Þ

2.3 Comparison of ACE-BOC Modulated Signal Spectrum
and TD-AltBOC Modulated Signal Spectrum

Figure 1 shows the power spectral density curve of ACE-BOC(15,10;3) signal and TD-
AltBOC(15,10) signal. As can be seen from the graph, the power spectral density of the
ACE-BOC (15,10;3) signal and the TD-AltBOC (15,10) signal is very similar, except
for the following:

(1) At the fourth order harmonic (60 MHz), the power spectral density of ACE-BOC
is significantly higher than that of TD-AltBOC, because the TD-AltBOC signal
has constant envelope and there is no intermodulation, ACE-BOC signal intro-
duced the intermodulation in order to ensure the envelope constant. The effect of
intermodulation is as follows: at the same transmitting power P, the useful power
of the received ACE-BOC signal is Pg, and g ¼ 82:7% is the power efficiency.
However, the useful power of the received TD-AltBOC signal is P.

(2) The power spectral density of TD-AltBOC at the central frequency is slightly
higher than that of ACE-BOC, while the power spectral density curve of TD-
AltBOC is slightly converging to the spectrum center at the third order harmonic
(45 MHz) than the ACE-BOC power spectral density curve. Because the differ-
ence is so small, the impact is completely negligible.
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3 Analysis Method of Navigation Performance of Satellite
Navigation Signal

3.1 Pseudo-Code Tracking Accuracy

The Cremer-rao lower limit of pseudo-code tracking error is as follow [16]

r2LB ¼ Bnð1� 0:5BnTÞ
ð2pÞ2 C

N0
b2rms

ð8Þ

Where r2LB represents the lower bound of the error variance of the pseudo-code
tracking. Bn represents the noise bandwidth of the tracking loop. T represents the length
of the integral time. C=N0 represents the carrier-to-noise ratio. brms represents the mean
square root bandwidth.

brms ¼
Z Br=2

�Br=2
f 2GS;0ðf Þdf ð9Þ

Where GS;0ðf Þ represents the normalized signal power spectral density. Br indicates
the bilateral band bandwidth of the receiver.

3.2 Anti-multipath Capability

Multipath Error Envelope. For simplicity, it is discussed that there is only one multi-
path signal, and the multipath error can be expressed in the following equations:

½Rðe� d
2
; cÞ � Rðeþ d

2
; cÞ� þ a½Rðe� s� d

2
; cÞ � Rðe� sþ d

2
; cÞ� cos h � 0 ð10Þ

Fig. 1. The power spectral density curve of ACE-BOC and TD-AltBOC
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In the formula, Rð�; �Þ represents the code correlation function, which is related to the
delay and signal bandwidth. e represents the multipath error. d represents the space
between the early code and the late code of the code tracking loop discriminator. a, s
and h represents the amplitude, delay and phase of the multipath signal relative to the
direct signal respectively.

Set the multipath amplitude as a, when h ¼ 0� and h ¼ 180�, the multipath error
reaches the maximum and minimum values respectively, and the variation curve of
multipath error on multipath delay, that is, multipath error envelope curve, is obtained
on this condition. The maximum absolute value of the multipath error envelope indi-
cates the worst multipath error.

The Expectation of Multipath Error Envelope. The normalized probability density
function of multipath signal with different amplitude and delay can be described as
follows [17]

pðsÞ ¼ 3e�
3s
2s0

2s0
½1=m� ð11Þ

Where s0 represents the typical multipath delay in a multipath environment, which
is related to the type of multipath environment.

Combining the probability of multipath occurrence and multipath error envelope,
the multi-path envelope expectation is obtained to describe the typical multipath error
by considering the fact that the close-range multipath ratio is more likely to enter the
receiver than the long-range multipath signal. Typical multipath errors can be calcu-
lated in the (12) formula:

E ef g ¼ 1
2

Z 1

0

EmaxðsÞk kþ EminðsÞk k½ �
2

pðsÞds ð12Þ

Where EmaxðsÞ and EminðsÞ are respectively represent the positive and negative
multipath envelopes under the condition of multipath delay being s, and �k k represents
an absolute value operation.

3.3 Anti-jamming Capability

Carrier Tracking Anti-jamming Quality Factor. Its definition is [18]

Q =
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR1

1 GJOðf)GSOðf)df
q QCR T ¼ 1R1

�1
GS;0ðf ÞGI;0ðf Þdf

ð13Þ

In the formula, the normalized signal and the interference power spectral density
function are represented as GS;0ðf Þ and GI;0ðf Þ respectively.
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Pseudo-Code Tracking Anti-jamming Quality Factor. Its definition is [18]

QCD T ¼

R1
�1

f 2GS;0ðf Þdf
R1

�1
f 2GS;0ðf ÞGI;0ðf Þdf

ð14Þ

3.4 Compatibility

Spectral Separation Coefficient. Its definition is [19]

vS;I ¼
Z1

�1
GS;0ðf ÞGI;0ðf Þdf ð15Þ

Code Tracking Spectrum Sensitivity Coefficient. Its definition is [19]

gS;I ¼

R1
�1

GS;0ðf ÞGI;0ðf Þ sin2ðpfDÞdf
R1

�1
GS;0ðf Þ sin2ðpfDÞdf

ð16Þ

In the formula, D indicates the interval between the early code correlator and the late
code correlator.

4 Analysis of Navigation Performance of the ACE-BOC
Modulation Signal and the TD-AltBOC Modulation Signal

The trend of the new generation GNSS receiver processing technology is to use the
navigation channel to complete the measurement of the pseudo-distance and the carrier,
and the data channel is only used for message demodulation. The following is for
comparison of the pseudo-code tracking accuracy, multipath performance, anti-
jamming performance and compatibility of the pilot channel of the two modulation
signals ACE-BOC(15,10;3) and TD-AltBOC(15,10). If there is no special description
below, it refers to the pilot channel signal.

4.1 Pseudo-Code Tracking Accuracy

The pseudo-code tracking accuracy of the two signals are compared under the con-
dition of the same transmitting signal power and receiver loop parameters. Without
losing generality, the total carrier-to-noise ratio of the transmitting signal is 45 dB-Hz,
considering the power efficiency and the ratio power between the pilot channel and the
data channel, the double-sideband received carrier-to-noise ratio of the ACE-BOC pilot
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signal can be calculated as 45–10 lg (87.2% � 3/4) = 43.2 (dB-Hz), and that of the
TD-AltBOC pilot signal is 45–10 lg(1/2) = 42 (dB-Hz). It can be seen that under the
same transmission power conditions, the carrier-to-noise ratio of the ACE-BOC pilot
signal is 1.2 dB larger than the TD-AltBOC pilot signal. Set the loop noise bandwidth
0.5 Hz, the integration time 5 ms and the signal bandwidth 71.61 MHz, the pseudo-
code tracking accuracy of the two signals are calculated according to formula (1) and
shown in Table 1.

As can be seen from the table, the ACE-BOC signal has a higher pseudo-code
tracking accuracy than the TD-AltBOC signal for the following reasons:

(1) Under the same transmission power condition, because the pilot channel is allo-
cated a higher power ratio the ACE-BOC(15,10;3) signal can eventually obtain a
1.2 dB higher carrier-to-noise ratio compared with the TD-AltBOC(15,10) signal,
even if the power efficiency of ACE-BOC (15,10;3) is lower than that of TD-
AltBOC(15,10).

(2) ACE-BOC (15,10;3) signal has a slightly larger mean square root bandwidth
compared with the TD-AltBOC(15,10) signal. This is because the power spectrum
of the TD-AltBOC modulation is more converging to the central frequency point
(seen in Fig. 1), so its mean square root bandwidth is smaller, but the inducing
difference of pseudo-code tracking accuracy is negligible. This can be seen from
the Table 1 that the pseudo-code tracking accuracy of the two signals are the same
under the same carrier-to-noise ratio condition.

4.2 Anti-multipath Capability

Use the coherent early-later delay lock loop, and set the early code and the later code
interval 0.5 chip, the signal bandwidth 71.61 MHz. When the amplitude of the mul-
tipath signal relative to the direct TD-AltBOC pilot signal is −3 dB, because the level
of ACE-BOC pilot signal is 1.2 dB higher than that of the TD-AltBOC pilot signal
under the same transmission power condition, the amplitude relative to the direct ACE-
BOC pilot signal is −4.2 dB. According to formula (3), the multipath envelope of the
TD-AltBOC pilot signal and that of the ACE-BOC pilot signal are obtained as shown

Table 1. Comparison of pseudo-code tracking accuracy between ACE-BOC(15,10;3) and TD-
AltBOC(15,10)

Signal CNR (dB-Hz) Mean square root
bandwidth (MHz)

Pseudo-code tracking
accuracy (m)

ACE-BOC
(15,10; 3)

43.2 14.29 0.016

TD-AltBOC
(15,10)

42 14.20 0.019

TD-AltBOC
(15,10)

43.2 14.20 0.016
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in Fig. 2(a). And similarly, when the multipath signal is 10 dB relative to the direct
TD-AltBOC pilot signal, its amplitude is −11.2 dB relative to the direct ACE-BOC
pilot signal, and according to the formula (3) the multipath envelope of the TD-AltBOC
pilot signal and that of the ACE-BOC pilot signal are obtained as shown in Fig. 2(b).

Taking the rural or suburban environment as an example, s0 ¼ 90 m, in the two
cases of the amplitude of the multipath signal relative to the TD-AltBOC signal
respectively −3 dB and −10 dB, the multipath error of two signals are calculated
according to the formula (4) and shown in Table 2.

It can be seen from the above table that the ACE-BOC signal has better anti-
multipath capability than the TD-AltBOC signal. And its reasons are analyzed as
follows:

(1) The power amplitude factor. The pilot channel power of the ACE-BOC(15,10;3)
signal is 1.2 dB higher than that of the TD-AltBOC(15,10) signal, which directly
leads to a better anti-multipath capability of the ACE-BOC(15,10;3) signal.

(a)The relative amplitude of the multi-path 
signals are -3 dB, -4.2 dB respectively

(b)The relative amplitude of the multi-path 
signals are -10 dB,-11.2 dB respectively

multipath delay(m) multipath delay(m)

Fig. 2. The multipath Error Envelope curve of two signals TD-AltBOC(15,10) and ACE-BOC
(15,10; 3)

Table 2. Comparison of multipath errors between ACE-BOC 15,10;3) and TD-AltBOC (15,10)

Conditions Case 1 Case 2
Signal TD-AltBOC

(15,10)
ACE-BOC
(15,10;3)

TD-AltBOC
(15,10)

ACE-BOC
(15,10;3)

Multipath amplitude
(dB)

−3 −4.2 −10 −11.2

Worst multipath
error (m)

2.05 1.52 0.04 0.03

Typical multipath
error (m)

0.18 0.14 0.40 0.30
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(2) The power spectrum shape factor. In order to separate the influence of power
amplitude, the calculation results of −3 dB and −10 dB of multipath signal rel-
ative to direct signal show that when the power of received signal is equal, the
worst multipath error of the ACE-BOC signal is mm order of magnitude lower
than that of the TD-AltBOC signal, And the typical multipath error is 0.1 mm
order of magnitude higher. Visibly the multipath error difference caused by the
difference in the shape of the power spectrum is negligible.

4.3 Anti-jamming Capability

The anti-jamming quality factor of two signals ACE-BOC and TD-AltBOC are cal-
culated according to the formula (6) and (7), as shown in Table 3.

It can be seen from Table 3 that:

(1) The anti-jamming quality factor of the TD-AltBOC (15,10) is 0.1 dB–0.2 dB
higher than that of the ACE-BOC(15,10;3).

(2) The maximum tolerated interference-signal-ratio is proportional to the anti-
jamming quality factor, so the maximum tolerated interference-signal-ratio of the
TD-AltBOC(15,10) is 0.1 dB–0.2 dB higher than that of the ACE-BOC(15,10;3).

(3) The signal level of the TD-AltBOC(15,10) is 1.2 dB lower than that of the ACE-
BOC(15,10;3), therefore, its maximum tolerated interference signal level can be
1.0 dB–1.1 dB lower than that of the ACE-BOC(15,10; 3), that is, its anti-
jamming ability is 1.0 dB–1.1 dB lower than that of the ACE-BOC(15,10; 3).

4.4 Compatibility

The spectral separation coefficients and the code tracking spectral sensitivity coeffi-
cients of the two signals ACE-BOC and TD-AltBOC are respectively calculated
according to formula (8) and formula (9) and shown in Table 4 and Table 5. The
modulation mode of the GPS L5 signal in the table is BPSK (10) with the signal
bandwidth of 24 MHz; and that of the Galileo E5 signal is AltBOC (15,10) with the
signal bandwidth of 51.150 MHz.

Table 3. Comparison of anti-jamming quality factors between ACE-BOC(15,10;3) and TD-
AltBOC(15,10)

Signal Carrier tracking anti-jamming
quality factor (dB)

Code tracking anti-jamming quality
factor (dB)

Matched spectral
interference

Single carrier
interference

Matched spectral
interference

Single carrier
interference

ACE-BOC
(15,10;3)

74.57 72.02 73.89 71.02

TD-AltBOC
(15,10)

74.65 72.16 73.95 71.22

Navigation Performance Comparison of ACE-BOC Signal and TD-AltBOC Signal 61



It can be seen from Tables 4 and 5 that:

(1) The spectral separation coefficient of the ACE-BOC(15,10;3) is −0.9 dB–0.1 dB
different to that of the TD-AltBOC(15,10).

(2) Because the signal level of the ACE-BOC(15,10;3) is 1.2 dB higher than that of
the ACE-BOC(15,10), the carrier-to-noise ratio decreasing caused by its mutual
interference is 1.1 dB–2.1 dB less than that of the TD-AltBOC(15,10).

5 Conclusion

The ACE-BOC and the TD-AltBOC are two kinds of four-component signal constant
envelope multiplex modulation modes. In this paper, the navigation performance of the
ACE-BOC(15,10;3) modulation signal and the that of the TD-AltBOC (15,10) mod-
ulation signal are compared, and its mechanisms are studied. Firstly, the power spectral
density function and the power level of each channel are analyzed, then the pseudo-
code tracking accuracy, anti-multipath capability, anti-jamming capability and com-
patibility are compared, and the mechanisms of the performance difference between the
two signals are analyzed.

The results show that there is little difference between the power spectral density
function curve shape of the TD-AltBOC(15,10) modulation signal and that of the ACE-
BOC(15,10;3) modulation signal, and the distributed signal level of the ACE-BOC
(15,10;3) pilot channel is 1.2 dB higher than that of the TD-AltBOC(15,10) pilot
channel. Equivalently to the input signal level, the pseudo-code tracking accuracy and

Table 4. Comparison of spectral separation coefficients between ACE-BOC(15,10;3) and TD-
AltBOC(15,10)

Signal Self spectral
separation
coefficient (dB)

Spectral separation
coefficient to GPS L5
(dB)

Spectral separation
coefficient to Galileo E5
(dB)

ACE-BOC
(15,10;3)

−74.57 −85.06 −74.44

TD-AltBOC
(15,10)

−74.65 −84.13 −74.49

Table 5. Comparison of code tracking spectral sensitivity coefficients between ACE-BOC
(15,10;3) and TD-AltBOC(15,10)

Signal Self-spectral
sensitivity
coefficient(dB)

Spectral sensitivity
coefficient to GPS L5
(dB)

Spectral sensitivity
coefficient to Galileo E5
(dB)

ACE-BOC
(15,10;3)

−74.54 −89.98 −74.43

TD-AltBOC
(15,10)

−74.51 −89.43 −74.49
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the anti-multipath capability of the ACE-BOC(15,10;3) pilot channel are 1.2 dB
superior to that of the TD-AltBOC(15,10) pilot channel. The anti-jamming ability and
compatibility of the ACE-BOC(15,10;3) pilot channel are respectively 1.0 dB–1.1 dB
and 1.1 dB–2.1 dB superior to that of the TD-AltBOC(15,10) pilot channel. In short,
the ACE-BOC(15,10;3) has a 1.0 dB–2.1 dB superior performance than the TD-
AltBOC(15,10). The analysis results show that the difference of performance between
the two signal is mainly caused by the power spectral density function shape difference
and 1.2 dB power level distribution difference.

The research results of this paper can be used as a reference for the optimization of
the satellite navigation signal modulation mode.
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Abstract. The Internet of things is a new technological revolution following
the computer and Internet. It aims to connect all physical objects existing in the
world and forms a network with everything. In recent years, smart home
gradually enters into our life. Smart home uses the Internet of things technology
to connect all kinds of devices in the home, to achieve a smart home environ-
ment. Although the development of smart home has brought a qualitative leap to
people’s life, there are many problems in security. Privacy security is one of the
challenges to the smart home environment. Attackers can intrude various smart
devices in the smart home environment, to achieve the purpose of stealing users’
personal information and privacy. Among these devices, smart cameras are the
most intruded frequently. Since many cameras are installed in users’ homes to
achieve real-time monitoring of the environment, but the existence of these
cameras provides a channel to get information for attackers. In recent years, the
leak of video privacy is emerging in an endless stream. According to the
researches about privacy protection, this paper proposes a new scheme to
selectively encrypt the video captured by the cameras through machine learning
technology, so as to protect the personal privacy of users and improve the
security of the smart home environment.

Keywords: Internet of things � Smart home � Privacy protection �
Machine learning � Video selective encryption

1 Introduction

The Internet of things (IoT) has gradually entered into our lives due to the continuous
development of wireless communication technology and brings great changes to our
lives [1]. The Internet of things is a new stage in the development of ubiquitous
networks based on the Internet. It can be integrated with the Internet over a variety of
wired and wireless networks. It integrates the application of a large number of sensors
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and intelligent processing terminals to achieve the anytime and anywhere connection of
objects with objects and objects with people. The Internet of things has led the third
wave of the information industry revolution and will become the most important
infrastructure for social and economic development, social progress and scientific and
technological innovation in the future. By 2020, experts believe that the Internet of
things network will contain about 50 billion object entities [2]. By using the Internet of
things, everything around us, including computers, mobile phones, cars, etc., will be
connected through the wireless network to achieve self-organized communication.

Security is an important factor restricting the rapid development of the Internet of
things, which has been mentioned in literature [3–5]. The smart home is one of the best
applications of the Internet of things. With the continuous development of the Internet
of things technology, the smart home industry is also developing. The smart home is a
residential platform, which integrates the facilities related to home life with tech-
nologies such as integrated wiring technology, network communication technology,
and security prevention technology [6]. A self-organized home network can be formed
to share resources and communicate [7], which can build an effective management
system of residential facilities and family schedule, improve the safety, convenience,
comfort, and artistry of the home, and realize the energy-saving living environment.

The smart camera is an important part of the smart home, which installed in the
home to achieve monitoring the home real-time. The video captured by the camera can
be transmitted to the storage device via a wireless or wired network, such as a computer
or cloud server. The users can view the video when they go home, and can also check
the environment of home in real time through the APP terminal on their mobile phone
when they are out, so as to ensure that have a grasp of the situation at home. With the
continuous development of technology, the smart camera can not only be used for
monitor, but also for communication, video, information collection, and other multi-
media functions. However, due to the use of these smart cameras, there are also many
security issues. Most of the smart cameras on the market are not very secure, and they
are easily attacked and exploited by attackers. In recent years, malicious attackers have
posted a lot of incidents on the user’s video privacy by attacking the cameras, which
has brought a lot of troubles and injuries for users. Now, many companies and
researchers concerned about the privacy of the home environment and are working hard
to improve the security of smart cameras.

In the smart home environment, many places involve the privacy of the user, such
as the daily activities of the user at home, the time of the user at home, and the personal
preferences of the user [8]. If the attacker obtains information by attacking the cameras,
then the users’ privacy may be leaked, which will affect the users. It is the most
intuitive benefit and the most common attack method for an attacker to obtain the
user’s personal privacy information by attacking cameras installed at home. Therefore,
when users purchase these smart cameras, security is the first consideration for them.
Only when the cameras are highly secure, users will be assured to purchase and use
them. At the same time, the security of the camera is also the selling point of major
companies. Only high-security cameras can survive in the market and bring benefits to
the company.

In recent years, researchers have also proposed a lot of video encryption schemes for
camera shooting. From these schemes, they can be roughly divided into two categories,
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one is full encryption and the other is selective encryption [13]. For full encryption,
all data in the video stream is directly encrypted by the encryption algorithm. However,
this approach leads to high computational complexity and does not meet real-time
requirements. Another type of video encryption is selective encryption. This method
encrypts part of the video content, or selectively encrypts, encrypts important or sen-
sitive information. On the premise of ensuring security, selective encryption can not
only protect users’ privacy but also reduce computational complexity and overhead [13].
So, selective encryption has been widely used in recent years.

As the amount of information in the video data is large, the video should be
compressed before being transmitted [14]. Therefore, the relationship between
encryption and compression should be considered clearly. It can neither make
encryption affect the quality and efficiency of video compression nor can video com-
pression increase the complexity of encryption. Therefore, the best way is to combine
encryption and compression. The first to consider this combination is the order of
encryption and compression, whether it is compressed before encrypted, or compressed
after encrypted, or at the same time, and the order used different, the results obtained
are different [13].

In recent years, many researchers have conducted in-depth research on the com-
bination of encryption and compression based on H.264 video coding technology.
According to this method of combining encryption and compression, we can filter the
information in the process of compression, select important information or sensitive
information for encryption [15]. In general, the focus of this encryption method is how
to choose the location of the encryption during the compression process [13].

Many scholars have conducted in-depth research on video encryption. Radha et al.
[14] proposed a security mechanism based on the measurement matrix to generate
secret keys to encrypt video information, but the scheme still encrypts the video
completely, although it can guarantee the security of video information, the compu-
tational complexity is too large and inefficient. Xu et al. [13] proposed an efficient
chaotic pseudo-random number generator to encrypt video data. This scheme can also
selectively encrypt video, but it is too complicated to select sensitive information.
Based on the above-mentioned selective encryption of video and encrypt some
important or sensitive information, our team proposed a new video selective encryption
scheme, which utilizes machine learning technology and principle to encrypt video
selectively.

Due to the development of video technology at present, the new video coding
technology HEVC is becoming more and more mature. Our team chooses the HEVC
standard to be applied in the camera to obtain high-quality video information. By
combining machine learning, video compression technology, and video encryption, we
can selectively encrypt video in an efficient, high-quality and comprehensive way,
which can greatly reduce the computational complexity and improve efficiency, as well
as improve the security and protect the privacy of users.

We will introduce the process of selective encryption of video through machine
learning technology. The rest of the paper is organized as follows. Section 2 introduces
the related works and knowledge involved in the scheme. Section 3 introduces the
whole process of implementation. In Sect. 4, we do performance and security analysis.
Finally, the paper is concluded and look forward to in Sect. 5.
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2 Related Works and Knowledge

This section introduces some of the related works about video selective encryption, and
relevant knowledge used in our program, including machine learning technology and
HEVC coding standard.

2.1 Related Works

Selective video encryption has emerged in recent years, considers the coding structure
of the video bitstream and encrypts only the most sensitive information in the video
bitstream. There are some research discussed:

Authors in [14] proposed an efficient compressed sensing-based security approach
for video surveillance. The solution is applied in wireless multimedia sensor networks.
The security keys are generated from the measurement matrix elements for protecting
the user’s identity. The scheme can achieve selective encryption.

Hamidouche et al. [15] proposed a real-time selective video encryption scheme
based on the chaos system. And the solution blends High Efficiency Video Coding
(HEVC) standard which named SHVC. The SHVC parameters including TCs, TCsign,
MV difference sign.

Authors in [16] have investigated the encryption of Region of Interest based on tiles
repartition in HEVC through both selective and naive encryption of the tiles within the
Region of Interest.

These schemes can achieve selective encryption. However, they cannot achieve
encrypt different people with different secret keys. Our scheme can do this.

2.2 Machine Learning

With the continuous development of technology, many popular emerging technologies,
such as artificial intelligence, machine learning, and deep learning have emerged in
recent years. Machine Learning is a multi-disciplinary subject, which includes proba-
bility theory, statistics, approximation theory and algorithm complexity theory [16]. As
the technical basis of artificial intelligence, machine learning not only has the ability to
process computer data quickly through algorithms, but also has the ability to predict
and classify problems in statistical models, and under the current trend of increasing
data volume, there is a huge development potential for it [16]. The goal of machine
learning is to study how computers simulate or implement human learning behaviors to
acquire new knowledge or skills and reorganize existing knowledge structures to
continuously improve their performance [17].

Machine learning is a general term for a class of algorithms that attempt to mine the
implicit rules from a large amount of historical data and use them for prediction or
classification. More specifically, machine learning can be seen as looking for a func-
tion, and input is sample data, the output is the desired result, but this function is too
complicated to be formally expressed. It is important to note that the goal of machine
learning is to make the learned functions work well for “new samples,” not just for
training samples. The ability of the learned function to apply to new samples is called
generalization ability [18].
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2.3 HEVC

Our scheme using the coding technology standard is the High-Efficiency Video Coding
(HEVC) standard, a new video compression standard used to replace the H.264/AVC
coding standard. HEVC has become an international standard officially, and it has
many advantages over H.264, as follows:

(1) Better compression
Compared to the H.264 codec, HEVC offers significant improvements in com-
pression. In fact, HEVC compresses video twice as efficiently as H.264.
With HEVC, video of the same visual quality takes up half the space. Or, videos
with the same file size and bit rate can exhibit better quality [19].

(2) Improved inter-frame motion prediction
A major factor in video compression is the prediction of motion between frames.
When the pixel remains stationary (solid-state background image), the intelligent
video codec can save space by referencing it instead of reproducing it. With
improved motion prediction, HEVC can provide smaller file sizes and higher
compression quality [19].

(3) Improved inter-frame prediction
Video compression also benefits from analyzing the “movement” within a single
frame, which allows for more efficient compression of a single frame of video.
This can be achieved by using a mathematical function instead of the actual pixel
value to describe the pixel layout [20]. This feature takes up less space than pixel
data, reducing file size. However, the codec must support sufficiently advanced
mathematical functions to make the technology really work. HEVC’s interframe
prediction function is more detailed than H.264, which supports motion prediction
in 33 directions, while the latter only supports 9 directions [21].

HEVC coding technology has many advantages, and it is now more and more
widely used. Although the mature of HEVC coding technology may take some
time, it is inevitable that it will become the future video coding standard.
Therefore, combined with the Internet of things technology in the smart home
environment, the use of HEVC coding standard for smart cameras will become
popular.

3 The Video-Selection-Encryption Privacy Protection
Scheme Based on Machine Learning in a Smart Home
Environment

In this section, we will introduce the implementation process of our scheme in detail,
which will elaborate on the definition of privacy in the home environment, image
classification and character recognition, and privacy protection.

A Video-Selection-Encryption Privacy Protection Scheme 69



3.1 Definition of Privacy in the Home Environment

Privacy of individual refers to the secrets of citizens who are unwilling to disclose or
known for others in their personal lives. In modern society, the quality of citizens is
constantly improving, and the requirements for quality of life are constantly improving,
the awareness of the protection of personal privacy is also constantly strengthening,
and the security of personal privacy is also valued. Personal privacy includes many
aspects, including personal data privacy, location privacy, identity privacy, behavioral
privacy and environmental privacy [6]. They are inviolable and indispensable for
building a happy and harmonious society. Therefore, the protection of personal privacy
is very important.

In the smart home environment, the entire home environment belongs privacy
category for the user, including all activities of the family’s characters, schedules, and
personal preferences. These personal privacy screens are captured during the entire
surveillance of the camera, so it is necessary to encrypt these video images that involve
the user’s personal privacy. However, there is more than one person in the home, and
everyone has privacy. Hence, the people at home, do not want privacy to be accessed
by attackers, also not want privacy to be accessed by the others who at home. So, it is
necessary to encrypt each person’s video image individually to achieve protect
everyone privacy. Besides, an image will include both the character and the back-
ground, we just need to encrypt the character in the image to protect the privacy of the
person. The problems are how to classify these video images taken by the smart camera
and how to recognize the person and select the character area for encryption. The
scheme we proposed will achieve this function. This issue is being discussed in detail
in succeeding paras.

3.2 Image Classification and Character Recognition

Before the smart cameras are put into use, the first thing what should we do is make the
smart cameras to be smarter. We need to design a machine learning algorithm, the
function of this algorithm is to distinguish different images. And then, the algorithm
will be implanted into the smart cameras when it is mature so that the smart cameras
can distinguish different character images. Therefore, the key to achieve this function is
how to choose an appropriate algorithm, and how to set different labels, and how to
train the algorithm. These issues are being discussed in detail in succeeding paras.

Choose an Appropriate Algorithm. Machine learning has many algorithms, different
algorithms achieve different functions. As deep learning is a branch of machine
learning, and the convolutional neural network algorithm of deep learning is very
suitable for image classification [23]. Therefore, we choose a convolutional neural
network (CNN) as an appropriate algorithm. The convolutional neural network is a
multi-layer neural network, each layer is composed of multiple two-dimensional
planes, and each plane is composed of multiple independent neurons (as shown in
Fig. 1). The input image is convolved with three trainable filters and a bias. After the
convolution, three feature maps are generated in the C1 layer, and then the four pixels
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of each group in the feature map are summed, weighted, and offset [23]. The feature
maps of the three S2 layers are obtained through a sigmoid function. These maps are
then filtered to the C3 layer. This hierarchy then generates S4, just like S2. Finally,
these pixel values are rasterized and connected into a vector input to the traditional
neural network to obtain the output [24].

Set Different Labels. We assume that there are three people at home, such as user1,
user2, user3. The cameras will take abundant images, and these images involve the
three people’s privacy. It is necessary to distinguish them. Hence, we set the images
which involve the user1 as label-1, the images which involve the user2 as label-2, and
the images which involve the user3 as label-3. And consider the outsiders, we set
outsiders as OS. Then, collect thousands of images of user1, user2 and user3, and use
them to train algorithm.

Training Algorithm. For an algorithm to become mature, it must undergo extensive
samples training. The training steps of convolutional neural network algorithm are
divided into four steps, and the four steps between two stages [24]. The first stage,
forward propagation stage: ① take a sample (X, Yp) from the sample set and input X
into the network; ② calculate the corresponding actual output Op. The second stage is
the backward propagation stage: ① calculate the difference between the actual output
Op and the corresponding ideal output Yp; ② the weight matrix is adjusted by back
propagation according to the method of minimizing error [25]. So, we according to the
steps to train the algorithm that we design. First, give about thousands of images with
label-1 to the algorithm, and make the algorithm can tell which image belongs to the
label-1 image and recognize the person in the image is user1 and mark the character
area. Second, through the same process, make the algorithm can tell which image
belongs to the label-2 image, label-3 image, and recognize the person in the image is
user2 or user3 and mark the character area. After the algorithm becomes mature, embed
it into the smart camera. Hence, the smart camera can classify the three kinds of label
images automatically.

Fig. 1. Structure of the convolutional neural network
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3.3 Privacy Protection

After the above introduction, the cameras installed at home have the ability to intel-
ligently recognize and can classify different images that involve different people.
Therefore, smart cameras can selectively encrypt images according to classification. So,
the key is how to encrypt these images. The issue is being discussed in detail in
succeeding paras.

Because video data is huge and it’s a real-time stream of data, fast encryption is
required, we choose AES (128bits) as the encryption algorithm of our scheme. As
mentioned above, we supposed there are three users at home, user1, user2 and user3.
And after the camera classification, the camera can identify the users in the image and
mark them. In order to be able to encrypt them separately, it is necessary to generate
three different secret keys, such as K1, K2 and K3. Besides, the K1 belongs to user1, and
only encrypts the area of images which involve user1. The K2 belongs to user2, and
only encrypts the area of images which involve user2. The K3 belongs to user3, and
only encrypts the area of images which involve user3. And we also need to generate a
separate key, such as K. The K used to encrypt the area of images which the camera
can’t identify, for example, outsiders (OS). When the camera is in the process of
shooting, there will be countless frame images. We study on the basis of one frame of
the images. Before the camera encrypts the images, it numbers every frame image
which it takes. The specific encryption process is as follows.

Step 1: The camera selects a frame image.
Step 2: The camera determines if there are any characters in the image. If there is no
one in the image, the camera does nothing to this image and continues to select the
next frame image. If there is somebody in the image, go to step 3.
Step 3: The camera determines which the user in the image is, and recognizes the
user. After that, confirms the position of the character in the image, and uses the
four corners of the rectangle to determine the coordinates of the character in
the image. The coordinates are defined as (Ai, Bi, Ci, Di) (i represents the user of the
image). For example, the user is user1.
Step 4: The camera uses the K1 to encrypt the identified character rectangle area
information data. The others are the same as user1.
Step 5: Make the number of the frame, the user number, the user’s position and time
in the frame image are stored in a table in the local database(as shown in Table 1).

After the above steps, each frame of the image is selectively encrypted (as shown in
Fig. 2). When the users want to view the encrypted video, they need to decrypt it. The
decryption process is as follows.

Step 1: When the user wants to view the video for a certain period of time, use the
ID of each frame in the video during this time to look up the record of that frame in
the table.
Step 2: Determines the location to be decrypted and the decryption key to use.
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Step 3: Determines the identity of the decryptor and decrypt the encrypted region in
the frame image with the decryptor’s secret key. For example, the user1 wants to
decrypt the video, then uses K1 to decrypt the video. Besides, the user1 only can
view the video about himself. The others are the same as user1.

The above is the whole process of encryption and decryption. The process
of encryption can selective encryption exactly and do the record so that the process of
decryption can be done quickly.

Table 1. The information recorded in each frame

Frame ID User ID Coordinates Frame Time

1 User1 (A1, B1, C1, D1) Time 1
User2 (A2, B2, C2, D2)
User3 (A3, B3, C3, D3)
OS1 (A, B, C, D)
… …

2 User1 (A1, B1, C1, D1) Time 2
User2 (A2, B2, C2, D2)
User3 (A3, B3, C3, D3)
OS1 (A, B, C, D)
… …

… User1 (A1, B1, C1, D1) …

User2 (A2, B2, C2, D2)
User3 (A3, B3, C3, D3)
OS1 (A, B, C, D)
… ….

n User1 (A1, B1, C1, D1) Time n
User2 (A2, B2, C2, D2)
User3 (A3, B3, C3, D3)
OS1 (A, B, C, D)
… …

Fig. 2. The result of selective encryption
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4 Performance and Security Analysis

In this section, we analyze the performance and security of our scheme. Our scheme
aims at implementing selective encryption for video, so that reduces computational
complexity and reduces overhead. Compared with other schemes, our scheme incor-
porates machine learning and HEVC standard to achieve encryption for video. Privacy
information in the video can be classified and encrypted quickly, efficiently and with
high quality by our scheme. Besides, our scheme also achieves real-time encryption.
And our scheme encrypts everyone in the home separately.

Considering security, our scheme is resistant to various passive and active attacks.
① The cameras’ gateway by breached
In order to make the cameras secure, the first step is authentication security, so that

the attacker cannot easily break through the cameras. We assume that the attacker has
already broken into the cameras and can check the situation at home. Our scheme is to
encrypt the video shot by the camera in real time. Every frame shot by the camera is
encrypted for the privacy involved, so the scheme is relatively safe.

② The attacker obtains the stored video file
When attacker stole the video file, it’s hard to decrypt it, because the video images

that involve privacy are encrypted by AES algorithm, which security is very high, and
it is hard for attackers to get the key.

③ The attacker obtains one of the keys of users
When the attacker obtains one of the keys of users, for example, the user’s K1 is

stolen, the attacker just can decrypt the video images which involve user1, the others
video images are still secure. So, our scheme can protect privacy well.

5 Conclusions

In this paper, an efficient video-selective encryption scheme is proposed based on
machine learning and HEVC. In our scheme, we just propose a new method to achieve
selective encryption for video. After theoretical analysis, it indicates that our scheme
can encrypt video quickly and efficiently. Due to our goal is not to design a new
encryption algorithm, so we choose the traditional encryption algorithm AES as our
scheme algorithm.

Although our scheme can improve encryption efficiency and reduce computational
complexity, there are still some problems that require follow-up work. The proposed
scheme of applying machine learning technology to smart cameras to protect privacy is
still in the feasibility stage of theoretical research and requires follow-up work for
feasibility experiments. And there are still not many related articles found to study
machine learning applications to protect user privacy in the smart home environment.

Besides, there is a problem exist in our scheme, when the people in the image
overlap, the camera doesn’t mark the area very well, so, need further study. Consid-
ering the development of technology and the maturity of IoT technology, these smart
cameras will become more and more intelligent, their size will be smaller and smaller,
and most of them are in the wireless environment, they are used to collect multimedia
information. So, resource limitation is an important issue. Their computing power and
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storage capacity are not very high. It is necessary to study a more suitable lightweight
cryptography to encrypt the video.

At present, our team only applies the research environment of the scheme to the
smart home. Considering the superiority of machine learning for selective video
encryption, this scheme can continue to be applied in more fields, such as smart cities.
Covered with a large number of smart cameras throughout the city, these cameras can
monitor well. But due to the presence of these large number of smart cameras, and they
are distributed in every corner of the city, most of them are in an unsafe channel and are
vulnerable to be attacked, many of the people and environments captured by these
cameras are in the privacy category. Once they are used by attackers, it will cause great
harm. However, most cameras are in a public environment, most of the information is
not in the privacy category. At this time, the video can be selectively encrypted by
machine learning technology, and only the video information related to the privacy
category can be encrypted, which can improve the privacy security of urban people and
reduce the overhead and computational complexity. We will then conduct in-depth
research on its application in smart cities to explore better privacy protection options.
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Abstract. This paper considers the power control problem in device-to-device
(D2D) communication underlaying a cellular network and explores the appli-
cation of the machine learning (ML) approach in power control for improving
the system throughput. Two multi-agent reinforcement learning (MARL) based
algorithms are proposed for performing power control of D2D users (DUs):
centralized Q-learning algorithm and distributed Q-learning algorithm. In the
centralized algorithm, all DU pairs sharing the same RB use a common Q table
in the learning process, while in the distributed algorithm each DU pair main-
tains its own Q table. Simulation results show that both the centralized algorithm
and the distributed algorithm can converge to the same optimum Q values, and
the distributed algorithm can converge faster than the centralized algorithm.
Moreover, both the proposed Q-learning algorithms outperform the random
power control algorithm in terms of the system throughput and satisfaction ratio.

Keywords: D2D communication � Power control �
Multi-agent reinforcement learning � MARL � Q learning

1 Introduction

D2D communication has widely been considered as one of the promising technologies
for 5G mobile cellular networks and beyond. In device-to-device (D2D) communica-
tion, a couple of closely located mobile devices are allowed to build direct connection,
and communicate directly with each other with no need to pass through a base station
(BS). As a result, D2D communication can effectively offload BS’ traffic load, increase
spectral efficiency and system throughput, reduce data transmission latency, and extend
device battery lifetime [1]. To increase spectral efficiency, D2D users are usually
allowed to share the spectrum resources of cellular users for communication. However,
reusing spectrum resources would lead to severe interference between D2D users and
cellular users. To achieve good system performance, it is critical to effectively mitigate
such interference through efficient resource management, including spectrum allocation
and power control. In the context of power control, extensive work has been conducted
to study the power control problem in D2D communication [2–5]. However, most
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existing work uses traditional approaches in solving the problem. With recent advances
in artificial intelligence (AI), the machine learning (ML) approach is receiving an
increasing attention in the area of wireless communication. Even so, the study on the
application of the ML approach in resource management for D2D communication is
still limited. It is interesting to further explore the advanced ML approach in resource
management for improving the performance of D2D communication, which motivated
us to conduct this work.

In this paper, we consider the power control problem in D2D communication
underlaying a cellular network and explore the application of the ML approach in
solving the problem. Two multi-agent reinforcement learning (MARL) based power
control algorithms are proposed for D2D communication: centralized Q-learning
algorithm and distributed Q-learning algorithm. In the centralized algorithm, all D2D
user (DU) pairs sharing the same resource block (RB) use a common Q table in the
learning process, which makes the time and space complexity for calculating the value
of the Q table exponentially increase as the number of DU pairs grows. To solve the
problem, the distributed algorithm allows each DU pair to maintain a Q table of its
own, which can dramatically reduce the time and space complexity for calculating the
value of the Q table. Simulation results are shown to evaluate the performance of the
proposed MARL-based power control algorithms in terms of the system throughput
and satisfaction ratio.

The rest of this paper is organized as follows. Section 2 reviews recent related
work. Section 3 describes the system model and formulates the power control problem.
Section 4 presents the proposed power control algorithms. Section 5 shows simulation
results to evaluate the performance of the proposed algorithms. Section 6 concludes
this paper.

2 Related Work

The power control problem has been widely studied for D2D communication under-
laying cellular networks in the literature [2–5]. In [2], Lee et al. proposed two cen-
tralized and distributed power control schemes for a D2D communication system. The
former sets a limit on the interference of D2D users to ensure the cellular users to work
with sufficient coverage probability; the latter uses an optimal on-off power control
strategy, which maximizes the throughput of the D2D links. In [3], Ren et al. con-
sidered a vehicle-to-vehicle (V2V) communication system supported by a D2D
underlaying cellular system (D2D-V), and introduced a power control framework based
on convex function programming to achieve the optimal performance in terms of the
system sum rate. In [4], Silva and Fodor proposed a binary power control
(BPC) scheme for D2D communications. An objective function is introduced con-
sidering the power consumption for BPC, and a sub-optimal BPC solution is obtained
to D2D power control problem. In [5], Sun et al. proposed a novel power control
scheme based on stochastic channel-state information (CSI), and employed the
opportunistic access control to reduce the interference caused by D2D communication
and maximize the area energy efficiency, which overcomes the difficulty to acquire
real-time CSI.
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Recent advances in the ML technology have attracted much interest in using ML in
D2D power control and several ML-based power control algorithms have already been
proposed in the literature [6–8]. In [6], two centralized and distributed Q-learning
algorithms were proposed for a single-cell cellular system with D2D users sharing the
same resource blocks. In the proposed algorithms, all the D2D users were treated as
different agents and the goal of the algorithms is to select the optimal D2D transmission
power to maximize the system throughput by maintaining a two-state Q table. In [7], a
cooperative reinforcement learning algorithm was proposed for the adaptive power
allocation problem. The state action reward state action (SARSA), one of the on-policy
reinforcement learning algorithms, was used to simulate the power control decision
process of each D2D agent. The learning process is similar to that in [6], while the
system model and state information in SARSA are more sophisticated. In [8], a Q-
learning based power control algorithm was proposed for a single cell with a single
cellular user. However, the system model is not realistic and the components of Q-
learning were not well designed.

3 System Model and Problem Formulation

In this section, we first describe the system model and then formulate the power control
problem in D2D communication considered in this paper.

3.1 System Model

We consider a single-cell cellular system consisting of one base station (BS), a set of
M cellular users (CUs), and N D2D user (DU) pairs. The set of M CUs is denoted by C
= {C1, C2, …, CM} and the set of N DU pairs is denoted by D = {D1, D2, …, DN}.
Here, a DU pair consists of the transmitter (Tx) of one DU and the receiver (Rx) of
another DU, which communicate with each other without passing through the BS. The
system has K orthogonal resource blocks (RBs), which are denoted by B = {B1, B2, …,
BK}. We assume that the DU pairs work in an underlay mode and are allowed to share
the uplink spectrum resources (i.e., RBs) of CUs. Each CU occupies one RB which can
be shared by multiple DU pairs, and one DU pair can only occupy one RB. The BS is
able to obtain the CSI of both CUs and DU pairs. Moreover, we assume that the
transmission power of each CU is fixed to pc and that of each DU is adjustable.
Each DU can select a transmission power level from a set of values, which is denoted
by P = {p1, p2, …, pL}.

Considering that each DU pair is allowed to share the uplink RBs of CUs, there
exist three types of interference in the system, which are illustrated in Fig. 1:

(1) I1: the interference from the transmitter Tx of a DU pair to the BS;
(2) I2: the interference from a CU to the receiver Rx of a DU pair, where the CU and

the DU pair share the same RB;
(3) I3: the interference from the transmitter Tx of one DU pair to the receiver Rx of

another DU pair, where the two DU pairs share the same RB.
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3.2 Problem Formulation

In this paper, we focus on the power control problem in D2D communication in the
single-cell cellular system described in Fig. 1. For simplicity, we assume that the RB
allocation is fixed. Specifically, we assume that M = K. Each CU is allocated a different
RB and each DU pair is randomly allocated one RB.

Before we formulate the power control problem, we first analyze the signal to
interference plus noise ratio (SINR) at a CU and at the receiver of a DU, respectively.
For a CU that occupies the rth RB, the SINR at the CU is given by

SINCr
Ci
¼ prCi

� Gr
Ci

r2 þ P
Dj2Dr

prDj
� Gr

Dj

; i ¼ 1; 2; . . .;M; j ¼ 1; 2; . . .;N ð1Þ

where Ci denotes the ith CU, Dj denotes the jth DU pair;Dr denotes the set of DU pairs
that share the rth RB; prCi

and prDj
denote the transmission power of Ci and Dj which

share the rth RB, respectively; Gr
Ci

and Gr
Dj

denote the channel gains on the rth RB

from the BS to Ci and Dj, respectively;r2 is the noise variance.
Similarly, for a DU pair that shares the rth RB, the SINR at the receiver of the DU

pair is given by

SINCr
Dj

¼
prDj

� Gr
DjDj

r2 þ prCi
� Gr

CiDj
þ P

Dk 2 Dr

k 6¼ j

prDk
� Gr

DkDj

; ð2Þ

where Gr
DjDj

, Gr
CiDj

, and Gr
DkDj

denote the channel gain on the link from the transmitter

of Dj to the receiver of Dj, the channel gain from Ci to the receiver of Dj, and the
channel gain from the transmitter of Dk to the receiver of Dj, respectively.

Fig. 1. System model
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Next we formulate the power control problem. Given a set of available power levels
P = {p1, p2, …, pL} and RB allocation for CUs and DU pairs, the power control
problem under consideration is to find a set of optimal power levels P�

D =
fp�D1

; p�D2
; � � � ; p�DN

g for all the DU pairs so that the overall system throughput is
maximized, i.e.,

Objective : max
XK

r¼1

flog2ð1þ SINRr
Ci
Þþ

X

Dj2Dr

log2ð1þ SINRr
Dj
Þg ð3Þ

subject to SINRr
Ci
� s0; ð4Þ

p1 � prDj
� pL; 8 j; r ð5Þ

where s0 denotes the minimum SINR requirement of a CU, constraint (4) ensures the
SINR requirement of each CU, and constraint (5) ensures that the transmission power
of each DU is limited to the range [p1, pL].

In the next section, we will present two MARL-based power control algorithms to
solve the above power control problem.

4 MARL-Based Power Control Algorithm

In this section, we first introduce the concepts of reinforcement learning and then
present two MARL-based power control algorithms: centralized Q-learning and dis-
tributed Q-learning.

4.1 Reinforcement Learning

Reinforcement learning is an important branch of machine learning. A standard RL
problem can be represented by a tuple (S, A, T , R), where S denotes a set of states;
A denotes a set of actions that can be selected by an agent; T denotes a set of
transition probabilities from one state to another, and R denotes the reward function.
A standard RL process is illustrated in Fig. 2.

In a standard RL process, an agent interacts with the environment in a sequence of
episodes, which are denoted by t = 0, 1, 2, … There are three steps in each episode. In
step (1), the agent receives the current state St and reward Rt. In step (2), it takes the
action At. In step (3), the environment transfers to another state St+1, and gives a new
reward Rt + 1. The agent starts learning from an initial state S0, and continues the
episodes until the learning process converges.

In the above learning process, the agent selects its action in each episode according
to a policy p, which is given by

ptðajsÞ ¼ PðAt ¼ ajSt ¼ sÞ; a 2 A; s 2 S; ð6Þ
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where P(At = a| St = s) is the probability of selecting action a at state s. By selecting
different actions and updating the current policy in each episode, the agent is able to
make a better decision and reaches the optimal policy p* after a number of episodes.

To find an optimum policy, we introduce a value function VpðsÞ to determine the
value of a state s under a given policy p, which is defined as the expectation of the
discounted sum of the rewards in future episodes, i.e.,

VpðsÞ ¼ Epð
X1

i¼1

gi�1Rtþ ijSt ¼ sÞ; ð7Þ

where Epð�Þ denotes the expected value of a random variable given that the agent
follows the policy p, η is the discount rate, and Rt + i is the reward in the (t + i)th
episode. The discounted sum of rewards in future episodes reflects an important feature
of RL: delayed reward, i.e., the action selected by each agent relies on not only the
immediate reward, but also all the rewards in subsequent episodes. The value function
represents how good it is to perform a given action in a given state, and thus can be
used to evaluate the effectiveness of the policy. A higher value of VpðsÞ means a better
policy for the agent. A policy is called an optimal policy if the corresponding value
function is higher than any other value functions.

Q learning is a typical form of reinforcement learning. Like all other RL algorithms,
Q learning needs no prior knowledge about the environment. In Q learning, an agent
learns how to behave based on the previous experience, which is traced by a Q
function. The Q function is used to determine the value of an action a under a given
state s and is defined as

Qtðs; aÞ ¼ Epð
X1

i¼1

gi�1Rtþ ijSt ¼ s;At ¼ aÞ: ð8Þ

A Q function is represented by a two-dimensional table, in which each row rep-
resents a state of the environment, and each column represents an action of the agent.

Fig. 2. Standard reinforcement learning process
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The learning process starts from an initial state S0., and the initial Q table is usually set
to all-zero. At each episode, assuming the current state is St = s, the agent needs to
select the best action At = a according to the policy. After performing a, the agent
receives a reward Rt + 1, and the environment transfers to the next state St + 1. It can be
proved by induction that Q learning is able to converge to the optimal values if all the
states can be visited infinitely as the learning process proceeds [9].

As assumed in Sect. 3.2, the RB allocation for CUs and DU pairs is fixed. Thus, the
power control for the DU pairs on different RBs is independent. For this reason, the
power control problem under consideration can be viewed as K independent power
control sub-problems on K RBs. For a particular RB, all the DUs sharing the RB should
select a proper power level from P = {p1, p2,…, pL} to reach the maximum throughput
on this RB. To use Q learning to solve the problem, each DU pair can be considered as
an individual agent. In this way, it becomes a multi-agent Q-learning problem. In the
next two sections, we will present a centralized Q-learning algorithm and a distributed
Q-learning algorithm to solve the problem.

4.2 Centralized Q-learning Algorithm for D2D Power Control

In this section, we present the proposed centralized Q-learning algorithm for D2D
power control.

A. Component Definitions
We first define the basic components in the centralized Q-learning algorithm: agent,
state, action, and reward. In the centralized Q-learning algorithm, an agent is defined as
a DU pair in the cellular system. Thus, there are N agents in the whole system. An
action of an agent is defined as the action that a DU pair takes to select a power level
p from P = {p1, p2, …, pL}. The joint actions for all DUs sharing a particular RB
constitute a vector. A reward in the centralized Q-learning algorithm is defined as the
conditional overall throughput of an RB in the cellular system. The value of a reward is
determined using the following reward function:

R ¼
log2ð1þ SINRr

Ci
Þþ P

Dj2Dr
log2ð1þ SINRr

Dj
Þ; SINRr

Ci
� s0

�1 otherwise

(
: ð9Þ

According to Eq. (9), if the SINR requirement of Ci cannot be satisfied, i.e.,
SINRr

Ci
\s0, the reward is set to −1 as a penalty term, which ensures the priority of Ci.

In a standard Q-learning algorithm, an agent needs to transfer between different
states by selecting different actions, which usually takes a large number of episodes to
converge. Furthermore, it is difficult to define the states in the Q-learning algorithm that
matches the physical states in the single-cell cellular system [10]. According to [10],
we use a single-state Q table in the centralized Q-learning algorithm and the state
formulation is not needed.

B. Algorithm Description
The centralized Q-learning algorithm is an algorithm that is executed at the BS for
performing power control for DU pairs. Unlike that in [6], it uses a single state Q table
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in the learning process instead of a two-state Q table. In the learning process, the Q
table for the rth RB is first set to all zeros. In each episode, all DU pairs on the rth RB
select different power levels simultaneously, receive a reward, and update the Q table.
The learning process continues until the Q table converges to the optimal values.

In each episode, an action is selected based on an e-greedy strategy, which is
described as follows:

• Select a random action with a probability e;
• Select an action according to the maximum Q value of the current state with a

probability (1 – e).

Here, e is the threshold of the probability, which decays with the number of
episodes as

e ¼ emin þðemax � eminÞ � expð�h � tÞ; ð10Þ

where emax and emin denote the upper limit and the lower limit of e; h is a decay rate
within [0, 1]; t is the index of the current episode. At the beginning of learning, e is set
to a value close to 1. Thus, the agent is likely to select a random action that it has not
selected before to find more new states of the environment. As the learning process
continues, the value of e decreases accordingly, and thus the agent relies more on the
learned policy. The e-greedy strategy helps an agent explore more states and actions at
the beginning of the learning process so that the convergence of Q learning can be
ensured [9]. After an action is selected, the Q table is updated based on the following
function:

Qr
tþ 1ðs; aÞ ¼ Qr

t ðs; aÞþ a½rtþ 1 þ cmax
a02A

Qr
t ðs0; a0Þ � Qr

t ðs; aÞ�; ð11Þ

where Qr
tþ 1ðs; aÞ denotes the Q table in the (t + 1)th episode Qr

tþ 1ðs; aÞ; a is the
learning rate ranging from 0 to 1, which decides how much the reward contributes in
the update of the Q value; c is the discount factor which varies from 0 to 1. The higher
the value, the more the DU pairs rely on the future rewards than the current reward.
According to Eq. (11), Qr

tþ 1ðs; aÞ depends on the current Q value Qr
t ðs; aÞ, the reward

for taking the action a under the state s, and the maximum future reward given the new
state s0 and all possible actions a0 2 A under s0

The pseudo codes of the centralized Q-learning algorithm for D2D power control
are given in Algorithm 1.
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4.3 Distributed Q-learning Algorithm for D2D Power Control

In the centralized Q-learning algorithm, all DUs on the same RB update a common Q
table with the size of 1 � Ln, where L is the number of available power levels, and n is
the number of DU pairs on the RB. As the number of D2D pairs grows, the complexity
increases exponentially and it is intractable to compute the value of the Q table. To
solve this problem, we propose a distributed Q-learning algorithm, in which each agent
maintains and updates its own Q table with the size of 1 � L. This can dramatically
reduce the time and space complexity for calculating the value of the Q table.

The definitions of the agent, state, action and reward in the distributed Q-learning
algorithm are the same as those in the centralized Q-learning algorithm. It is worth
noting that in [6], the throughput of a DU pair is used as the reward, excluding the
throughput of CUs and other DU pairs sharing the same RB. However, according to
[9], the optimal Q value can be obtained only if the reward function remains the same
as that in the centralized Q-learning algorithm. Thus, we keep the same reward function
as that in Eq. (9). The update function for the distributed Q-learning algorithm [11] is
given by
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Qj
tþ 1ðs; aÞ ¼ maxfQj

t ðs; aÞ; rtþ 1 þ cmax
a02A

Qj
t ðs0; a0Þg; ð12Þ

where Qj
t ðs; aÞ denotes the Q value for Dj in the tth episode.

An important problem with the distributed Q-learning algorithm is the coordination
between different agents during the learning process. Since each agent selects its own
action independently and the change of the action will in turn affect the throughput of
other agents, it is not possible for all the agents to select their actions simultaneously.
To deal with this problem, a simple heuristic method is used for scheduling the update
of the Q tables. Specifically, for the rth RB, the DU pairs update their Q tables by turns
in one episode. After all the DU pairs on the rth RB have updated their Q tables, the
next episode starts with the first agent until all the Q tables converge to the same
optimal value. It can be proved that the optimal Q values for the distributed Q-learning
algorithm and the centralized Q-learning algorithm are equal [9].

The pseudo codes of the distributed Q-learning algorithm for D2D power control is
given in Algorithm 2.
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5 Simulation Results

In this section, we evaluate the performance of the proposed centralized and distributed
Q-learning algorithms through simulation results. The simulation experiments were
conducted on a simulator developed using python. We consider a single cell cellular
system where the CUs and DU pairs are uniformly distributed. The parameters used in
the simulation experiment are listed in Table 1.

In the performance evaluation, we compare the proposed centralized and distributed
Q-learning algorithms with a random allocation algorithm. The random algorithm
randomly selects a power level from P for each DU pair. Moreover, we use the system
throughput and satisfaction ratio as the performance metrics. The system throughput is
defined as the throughput of all CUs and DU pairs in the system. The satisfaction ratio
is defined as the number of CUs whose SINR requirements are satisfied over the total
number of CUs in the system.

Figure 3 compares the convergence of the optimal Q values with the centralized Q-
learning algorithm and the distributed Q-learning algorithm under M = 1, N = 5,
respectively. It can be observed that both the centralized algorithm and the distributed
algorithm converge to the same Q value, which conforms to the conclusion in [9].
Meanwhile, it takes more episodes for the centralized algorithm to converge than for
the distributed algorithm. This is because the centralized algorithm uses a larger Q table
than the distributed algorithm.

According to Fig. 3, the centralized Q-learning algorithm and the distributed Q-
learning algorithm converge to the same optimal Q value. Thus, the optimal power
levels of the DU pairs with the two algorithms are equal, which results in the equal
system throughput and satisfaction ratios. Therefore, we will only show the simulation
results with the distributed Q-learning algorithm in the following figures.

Table 1. Simulation parameters

Parameter Value

M 20
N 10–100
K 20
L 5
Cell radius 500 m
p1, p2, p3, p4, p5 {1, 6.5, 12, 17.5, 23}dBm
pc 24 dBm
Noise power −116 dBm/Hz
Resource block bandwidth 180 kHz
Gain model between user and BS 15.3 + 37.6lg(d(km)) dB
Gain model between two users 128 + 40lg(d(km)) dB
Learning rate a 0.9
Discount factor c 0.9
s0 6 dB
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Figure 4 shows the system throughput with the distributed Q-learning algorithm
and a random algorithm, respectively. It is observed that the system throughput
increases as the number of DU pairs increases. On the other hand, the system
throughput with the distributed algorithm is larger than that with the random algorithm.

Figure 5 shows the satisfaction ratios of CUs with the distributed Q-learning
algorithm and the random algorithm, respectively. It can be observed that the satis-
faction ratio with the distributed algorithm is larger than that with the random algo-
rithm. Moreover, as the number of DU pairs increases, the distributed algorithm can
keep relatively stable at a higher value (>=0.9), while the satisfaction ratio with the
random algorithm decreases dramatically.

Fig. 3. Comparison of the convergence with the two algorithms (M = 1, N = 5)

Fig. 4. System throughput with the distributed Q-learning algorithm
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6 Conclusions

In this paper, we considered the power control problem in D2D communication
underlaying a cellular network and proposed two MARL-based algorithms for per-
forming power control of D2D users: centralized Q-learning algorithm and distributed
Q-learning algorithm. In the centralized algorithm, all D2D user (DU) pairs sharing the
same RB use a common Q table in the learning process, while in the distributed
algorithm each DU pair maintains its own Q table. Simulation results show that both
the centralized algorithm and the distributed algorithm can converge to the same Q
value, and the distributed algorithm can converge faster than the centralized algorithm.
Moreover, both the proposed Q-learning algorithms outperform the random power
control algorithm in terms of the system throughput and satisfaction ratio. In future
work, we will explore to use the ML approach in joint spectrum allocation and power
control for D2D communication underlaying cellular networks.
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Abstract. Frequency hopping signal has the advantages of strong anti-jamming
ability and low probability of interception. It can effectively improve communi-
cation quality and security. Therefore, frequency hopping technology is widely
used in the field of information countermeasures, and has become one of the main
anti-jamming technologies adopted by various countries. As a non-partner, how
to quickly obtain the main parameters of frequency hopping signal in order to
implement effective and timely interference is particularly important. In this
paper, a blind estimation algorithm based on short-time Fourier transform (STFT)
is proposed. STFT is a time-frequency analysis method with low complexity. The
performance of this method depends largely on the length of the Fourier transform
window. The algorithm in this paper roughly estimates the period of frequency
hopping signal according to the Frequency domain characteristics of input signal,
and uses this information to determine the length of local window. The obtained
time-frequency distribution is purified by setting a reasonable threshold, and the
purified time-frequency distribution is used to extract information and estimate
the main parameters of frequency hopping signal. The results show that this
method can roughly estimate the length of Fourier transform window in very low
SNR environment, and fine estimation method has higher accuracy in estimating
the Frequency hopping period of frequency hopping signal.

Keywords: Frequency hopping communication � Time-frequency analysis �
Parameter estimation

1 Introduction

Frequency hopping communication systems are widely used in military communica-
tions and civil mobile communications due to their low interception rate, anti-fading
and strong networking capabilities. In the field of communication countermeasures and
radio monitoring, the analysis of frequency hopping signals is extremely significant in
the study of parametric detection techniques. The analysis of FHSS signals required a
method suitable for representing time-varying signals. Time–frequency (TF) analysis is
suitable since it produces a representation for time varying signals jointly in both time
and frequency.
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In paper [1], compressed sensing technology is applied to time-frequency analysis
of frequency hopping signals. According to the model of frequency hopping signal, the
sparse characteristics of frequency hopping signal are analyzed and a sparse dictionary
is constructed. Then, a time-frequency analysis algorithm of frequency hopping signal
is proposed by using partial reconstruction algorithm. For the spectrum estimation
problem of multi-hop frequency hopping signals existing in random frequency hopping
observation, paper [2] uses the signal structure inherent in the frequency hopping signal
to design the corresponding time-frequency core, and represents the nucleation result in
the instantaneous autocorrelation function domain, using redesign. The structure-aware
Bayesian compressed sensing algorithm processes signals. Based on the basic
approximation theory of scaling function, a new method for constructing the basis pairs
of Hilbert transform (HT) wavelets is proposed in [3]. A kind of Bayesian algorithm
based on sparse Bayesian reconstruction for approximate blind estimation is proposed
to estimate multi-hopping signal parameters in [4]. For the non-stationary character-
istics of frequency hopping signals, paper [5] proposes a blind detection and parameter
estimation algorithm for single-hop signals in complex electromagnetic environment
based on STFT. The frequency hopping signal can be identified by the same duration of
the signal components on different frequencies, and the interference signal and noise
can be effectively removed to achieve the purpose of blind detection. The fast Fourier
transform can then be used to estimate the frequency hopping and frequency hopping
periods. A kind of frequency hopping duration estimation algorithm for frequency
hopping signals based on multi-window partially overlapping reallocation smoothing
Pseudo-WVD and adaptive threshold detection technology is proposed in [6]. It divides
the signal into several segments according to an analysis window, analyses each
segment with connects the maximum values of all segments of each sampling time with
multi-window partial overlap method, and estimates the hopping time of frequency
hopping signal with adaptive threshold detection. A kind of resolution metrics for
objective evaluation of secondary time-frequency distribution performance are given in
[7]. This criterion considers key attributes of time-frequency distribution, such as main
and side lobes and cross terms. And apply the defined criteria to analyze the advantages
and disadvantages of different time-frequency distributions. An advanced time-
frequency distribution of the extended modified-B distributions (EMBD) is given in
[8]. The time-frequency distribution is designed with a variable Time-Frequency core,
and an independent tightly supported hyperbolic cosine function is used as a kernel
function to filter the fuzzy function to obtain a time-frequency diagram. Based on the
traditional STFT, a new algorithm for extracting the frequency characteristics of fre-
quency diversity signals is proposed. The algorithm combines STFT with false posi-
tives and detection probabilities to make full use of frequency domain information in
[9]. The paper [10] proposes a globally adaptive optimal kernel smooth-windowed
Wigner-Ville distribution. The autocorrelation function envelope of the signal and the
localized weighted regression (LOWESS) is used to obtain the frequency hopping
signal period. The power spectrum is obtained from the autocorrelation function. The
information sets the length of the window function added to the Wigner transform.
Based on the time-frequency diagrams of EMBD [8] and SWWVD [10], the paper [11]
proposes a quadratic-based accurate FHSS signal parameter estimation method: TF
moments method (TF moments method) and instantaneous frequency method
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(IF method). Linear TFD like short time Fourier transform suffers from time–frequency
resolution trade off. On the other hand, QTFDs like Wigner–Ville distribution provides
a good time–frequency resolution at the drawback of cross terms [12]. Thus, a variety
of TFDs which is much application dependent have been introduced. However, if the
kernel function is chosen properly, the QTFD can provide an accurate representation.

The above literature mainly studies the performance of methods and often ignores
the complexity of the algorithm. Although the quadratic time-frequency distribution
solves the problem that the time-frequency resolution cannot be improved at the same
time, it also brings the interference of the cross-term, and the complexity of the
algorithm is also greatly improved. This method is no longer applicable in the case of
rapid frequency hopping. When we are in a non-partner, there is no a priori infor-
mation, and the performance of some methods is difficult to guarantee. In this paper,
the complexity of the algorithm is considered, and a low-complexity hopping period
blind estimation method based on STFT is proposed. The method utilizes the frequency
domain characteristics of the received signal, first roughly estimates the frequency
hopping period, and then appropriately sets the Fourier transform window length
according to the obtained information. At the same time, this paper also makes full use
of the obtained information to optimize the frequency hopping period estimation
method and obtain better performance.

2 Problem Definition

Frequency hopping system only adds carrier frequency hopping ability in conventional
communication system, which widens the whole working frequency band greatly, and
improves the anti-interference and anti-fading ability of communication system. The
anti-jamming ability of frequency hopping system is “evasive”, which is different from
DSSS system. DSSS system improves anti-jamming ability by spectrum expansion and
de-spreading processing. Obviously, the frequency hopping signal is non-stationary,
and the time-frequency analysis method is a powerful tool for frequency hopping
analysis and estimating the parameters of frequency hopping signal.

2.1 Signal Mode

Frequency hopping communication is a kind of communication mode that periodically
changes the carrier of transmitting signal under the control of frequency hopping
sequence. Frequency hopping sequence is a pseudo-random sequence. The function of
frequency hopping sequence is to control carrier frequency hopping, which is generally
a multi-valued pseudo-random sequence. For this paper, prime frequency hopping
sequence is used. Frequency hopping modulation is secondary modulation and primary
modulation can be any common modulation mode, such as phase shift key (PSK),
quadrature phase shift key (QPSK), frequency shift key (4FSK) and so on. This paper
adopts 4FSK modulation mode. The expression of frequency hopping signal is as
follows.
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SiðtÞ ¼ SdðtÞ
X1

�1
2Pðt � nTcÞ cosðwntþ/nÞ ð1Þ

Where Sd tð Þ is 4FSK signal, P is a rectangular pulse, Tc is the duration of each hop
frequency, wn is the hopping frequency within a kth hopping duration, /n is phase at
the beginning of a kth hopping duration.

The signal parameters of the signals used in this paper are given as follows.

(1) 4FSK: ½f1 f2 f3 f4� ¼ ½500Hz 1 kHz 1:5 kHz 2 kHz]
(2) Frequency hopping duration: 0.004 s
(3) Frequency hopping set: Taking 10 FH points at equal intervals from 3 kHz to

30 kHz

2.2 Analytical Form of Signal

In the signal spectrum analysis method, people often prefer to choose the analytical
form of signal to eliminate the negative frequency effect of signal. Assuming that the
signal sðtÞ to be processed is a real signal, its corresponding spectrum is given as.

S fð Þ ¼
Z þ1

�1
s tð Þe�j2pftdt ð2Þ

Signal spectrum is conjugate

S� fð Þ ¼
Z þ1

�1
s tð Þej2pftdt ¼ S �fð Þ ð3Þ

From the perspective of effective bandwidth utilization of information, the negative
frequency spectrum of real signal is redundant, because the negative frequency com-
ponent can be obtained from the positive frequency part of the spectrum. Therefore, the
negative frequency spectrum of the real signal is removed and the positive frequency
spectrum is retained, which can reduce the bandwidth of the signal and improve the
bandwidth utilization. However, if only the positive frequency spectrum part of the
signal is retained, the receiver spectrum will no longer have conjugate symmetry, and
the corresponding time-domain signal is complex. If we want to remove the negative
frequency component of the signal and keep the total energy of the signal unchanged,
the spectrum of the analytic form z tð Þ of the signal should be given as.

Z fð Þ ¼
2S fð Þ; f [ 0
S fð Þ; f ¼ 0
0; f\0

8
<

: ð4Þ

The complex analytic signal satisfying the above formula is composed of two
signals, real part and imaginary part. The analytic signal z tð Þ corresponding to real
signal sðtÞ can be defined as.
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z tð Þ ¼ s tð Þþ jHilbert s tð Þ½ � ð5Þ

Compared with the narrowband stationary signal, the spectrum obtained by tradi-
tional Fourier transform can well describe its physical characteristics. However, for
non-stationary signals, the frequency is time-varying. In this case, the concept of
frequency and Fourier analysis method cannot achieve good analysis results, so the
concept of instantaneous frequency is introduced. From the physical point of view,
signals can be divided into single and multi-component signals. Multicomponent signal
means that the signal has several different instantaneous frequencies at some time;
single component signal has only one frequency at any time. Vile gives a generally
accepted definition of instantaneous frequency:

For real signals.

s tð Þ ¼ a tð Þejh tð Þ ð6Þ

Where h tð Þ is the instantaneous phase and a tð Þ is the instantaneous amplitude, the
analytic signal can be expressed.

z tð Þ ¼ a tð Þ cos h tð Þ½ � ð7Þ

The derivative of the phase of the analytic signal is the instantaneous frequency.

fi tð Þ ¼ d arg z tð Þ½ �
dt

ð8Þ

Vile also proposed that since the instantaneous frequency is time-varying, the
corresponding instantaneous spectrum should also exist. The instantaneous frequency
is the average frequency of the instantaneous spectrum.

Z fð Þ ¼
Z þ1

�1
z tð Þe�j2pftdt ¼

Z þ1

�1
a tð Þej h tð Þ�2pft½ � ð9Þ

The characteristic of signal energy concentration along instantaneous frequency
plays an important role in signal reconstruction, identification, parameter estimation,
target tracking and modeling.

3 Time–Frequency Analysis

Traditional Fourier transform is a commonly used spectrum analysis tool, which has
great significance in the analysis and processing of stationary signals. But Fourier
transform has one obvious disadvantage, that is, Fourier transform decomposes the
whole signal into different frequency components. This is to observe the signal from a
global perspective, lacking local information, and any part of the signal change or loss
will have a huge impact on the entire spectrum. It can’t tell us which time period the
various frequency components occur, and we can’t establish the time-frequency
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domain joint relationship. Therefore, the Fourier transform is only applicable to the
stationary signal whose statistics do not change with time. However, in reality, signals
are confidential, anti-interference, etc., and many of them are non-stationary signals,
such as frequency hopping signals. For such signals, the traditional Fourier transform is
no longer adapted, and its local performance requires a two-dimensional joint repre-
sentation of the time domain and the frequency domain in order to obtain an accurate
description. Therefore, non-stationary signals usually use a two-dimensional function
with two-dimensional variables of time and frequency.

3.1 Short-Time Fourier

Based on the traditional Fourier transform, STFT is proposed based on the non-
stationary signal characteristics [9]. Add different window functions to the signal,
propose local information, and then perform Fourier transform. The STFT uses a linear
transformation method of signals. When analyzing a signal containing multiple com-
ponents, there is no interference of cross terms, and it also has a small amount of
calculation.

For non-stationary signals, people usually pay more attention to the instantaneous
frequency of signals. Thus, the concept of “local spectrum” is introduced. The signal is
extracted with a very narrow window function, and the signal outside the window is
suppressed. Then, the signal is Fourier transformed in the window. The basic idea is to
divide the signal into many small intervals and then use the Fourier transform for each
small interval. In order to study the local characteristics of the signal at time t, it is
necessary to strengthen the signal at time t, compress or filter the others. This is
equivalent to extracting the signal with a finite length window.

st sð Þ ¼ s sð Þh s� tð Þ ð10Þ

Moving the window function continuously, this processing is used for all moments,
and the result is STFT, defined as.

STFTs t; fð Þ ¼
Z þ1

�1
s sð Þh s� tð Þe�j2pf sds ð11Þ

Where hðtÞ is Hamming window
The corresponding STFT inverse transform is.

s tð Þ ¼
Z 1

�1

Z 1

�1
STFTs u; fð Þh u� tð Þej2pftdudf ð12Þ

In the STFT process, the length of the window determines the time resolution and
frequency resolution of the spectrogram. The longer the length of the window function,
the higher the frequency resolution after Fourier transform and the worse the time
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resolution. Conversely, the shorter the intercepted signal, the worse the frequency res-
olution, and the better the corresponding time resolution. Therefore, we should consider
the time resolution and frequency domain resolution together. For non-stationary sig-
nals, the width of the selected window is preferably close to the length of each hop of the
frequency hopping signal, and is compatible with local stationarity.

3.2 Adaptive Window

By analyzing the spectrum characteristics of frequency hopping signals, this paper
proposes a kind of method for estimating window length in frequency domain. This
method can still work in low SNR environment.

In frequency hopping communication, no matter which pseudo-random sequence is
adopted, the carrier frequency will not be repeated in a short time. In this way, the
frequency hopping period can be roughly estimated according to the spectrum char-
acteristics of some intercepted signals, and the window length can be designed
according to this information (Fig. 1).
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Fig. 1. Frequency domain characteristics of signals.
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The specific steps are as follows.
Assuming that the received radio signal has completed the down conversion

operation, and is an intermediate frequency signal. Divide the signal into N segments.
Select a fragment of data xi nð Þ and find the analytical form zi nð Þ of this data

fragment, then DFT transform for segment of data and Get frequency domain Infor-
mation of Signal Fi wð Þ.

zi nð Þ ¼ xi nð Þþ jHilbert xi nð Þ½ � ð13Þ

Fi wð Þ ¼ DFT ½zi nð Þ� ¼
XN�1

n¼0

zi nð ÞWkn
N ð14Þ

Choose half of the maximum value of Fi wð Þ as the threshold k to filter the noise.
The value greater than k in Fi wð Þ is retained and the value less than k is set to zero, and
then get Gi wð Þ.

Gi wð Þ ¼ 0; Fi wð Þ\ k

Fi wð Þ; Fi wð Þ[ k

(
ð14Þ

Smooth Gi wð Þ with Locally Weighted Regression, which is discussed in detail in
[10]. According to the instantaneous frequency theory, the signal energy is concen-
trated along the instantaneous frequency in the frequency domain, while the noise is
relatively dispersed. Sum Gi wð Þ every few data points on frequency domain direction.

Si w1ð Þ ¼
Xa�1

j¼1

Gi awþ jð Þ ð15Þ

Among them, the length of Gi wð Þ data is an integer multiple of a.
Find the number of peaks for Si wð Þ, If the two peaks are close together, treat them

as one. According to the number of frequencies and the length of the data, each
frequency duration can be derived. You can set the window length N based on this
information.

numi ¼ findpeaks Si wð Þð Þ ð16Þ

Perform 2–7 operations on all data segments and find the average of Naver (Fig. 2).

Naver ¼ 1
N

XN

i

numi ð17Þ
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4 Hopping Parameters Estimation

Once the Time-frequency distribution of the signal is obtained, the next step is to
estimate the FHSS signal parameters: hopping frequencies, hopping duration and
hopping sequence.

Two methods for estimating parameters of frequency hopping signals have been
proposed which are instantaneous frequency method [23] and maximum curve method
[21]. Furthermore, according to the rough estimation information of frequency hopping
period and the maximum curve method, the frequency hopping period estimation
method is optimized (Fig. 3).

4.1 Instantaneous Frequency Method

The use of IF estimation is to characterize time-varying signals and estimate the signal
parameters [11]. Extending its use for FHSS signals, the IF estimation from the peaks
of the TFD

fiðtÞ ¼ argfmax
f

½qzðt; f Þ�g 0� t�T ð18Þ

Find the histogram of the instantaneous frequency and estimate the frequency
hopping frequency set from the histogram.
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Fig. 2. Rough estimation of frequency number based on frequency domain characteristics
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fh
^
¼ argfmax

f
½histðfi

^
Þ�g 1� h�Mh ð19Þ

Estimate the transition time by finding the reciprocal of fiðtÞ.

dfiðtÞ
dt

’ jf iðtÞ � fiðtþDtÞj; 0� t� T ; ð20Þ

Where Dt is the adjacent instantaneous frequency difference. It changes immedi-
ately within each hop interval, so the reciprocal value of this instantaneous frequency
will appear at the maximum value at the time of the transition.

th;k
^ ¼ argfmax

t
½dfiðtÞ
dt

�g; 0� k�Nh�1; ð21Þ

The hopping carrier duration of the Kth hop is obtained by finding the time dif-
ference between the signal hopping times.

Th;k
^ ¼ th;k

^ � th;k�1
^

; 0� k�Nh�1; ð22Þ

The averaging of Th
^
for all hops Nh results in the estimate of the hopping duration.

Fig. 3. Time-frequency distribution before and after noise removal
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Th
^ ¼ 1

Nh

XNh�1

k¼0

Th;k
^ ð23Þ

Once this frequency hopping frequency set F and frequency hopping period t are
estimated, the average power is first calculated in one hop period.

fIF;avg;k ¼ 1

Th;k
^

Z th;k
^

t¼th;k�1
^ fiðtÞ

^
dt ð24Þ

Find the absolute value of the difference between the average frequency and the
sum of each hop period.

Dh;k ¼ jfIF;avg;k � fh
^
j ð25Þ

The instantaneous frequency during each hop period is as follows (Fig. 4).

fh;k
^

¼ argmin
k
ðDh;kÞ ð26Þ
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4.2 Maximum Curve Method

The average power of additive Gauss noise may be much higher than that of signal.
However, the noise is uniformly distributed on the time-frequency plane and the value
of noise power distribution to every point on the time-frequency plane is very small.
According to this characteristic, the maximum curve method is proposed [13].

Detailed steps are as follows:
Search for maximum amplitude at each time along the frequency axis and obtain

the function between time and maximum amplitude as shown in Fig. 5.

yðnÞ ¼ max
k

STFT n; kð Þ ð27Þ

Then the yðnÞ is transformed by FFT to get w kð Þ. The abscissa kf corresponding to
the maximum value of w kð Þ is the frequency hopping frequency, and its reciprocal is
the frequency hopping period (Fig. 6)

w kð Þ ¼ DFT ½y nð Þ� ¼
XN�1

n¼0

y nð ÞWkn
N ð28Þ

kf ¼ arg maxw kð Þ ð29Þ

T
^ ¼ 1=kf ð30Þ
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Fig. 5. Maximum curve method: the law of maximum signal amplitude conversion
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Because the time-frequency diagram shows the local spectrum of the signal, the
spectrum energy of the signal is larger than the noise energy near the instantaneous
frequency of the signal at each moment. Therefore, the maximum curve y nð Þ represents
the law of the spectrum maximum changing with time, and equals to the component of
the spectrum of the signal passing through the moving window. The period of the curve
change is the frequency hopping period of the frequency hopping signal, and the
corresponding time at the curve trough point is the time of carrier frequency hopping.

4.3 Optimizing Maximum Curve Method

According to the roughly estimated frequency hopping period, the method of esti-
mating frequency hopping period by maximum curve can be optimized. After obtaining
the maximum curve, Fourier transform is applied to the curve to obtain the frequency
domain information. The frequency hopping period of the signal corresponds to the
maximum amplitude in the frequency domain. Therefore, according to the number of
roughly estimated frequencies, the searching range of maximum amplitude can be
greatly reduced, and the accuracy of estimation can be improved.

5 Result

The performance of the method has been evaluated by simulation in the presence of
additive white Gaussian noise.
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Fig. 6. Maximum curve method: frequency domain characteristics of maximum curve
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5.1 Rough Estimation Method

Figure 7 is a rough estimate of the frequency hopping period using the frequency
domain characteristics of the received signal. From the error curve, it can be known that
when the signal-to-noise ratio is −15 dB, the error is less than 15%. Since this estimate
is to design the window length and optimize and correct the subsequent methods, there
is a large allowable error range, and the 15% error ratio meets the required require-
ments. It can be concluded that the adaptive window design method can work in a very
low signal to noise ratio environment.

5.2 Fine Estimation Method

After obtaining the STFT distribution, the maximum value curve method, the instan-
taneous frequency method and the improved maximum curve method are used to
accurately estimate the frequency hopping period. As can be seen from Fig. 8, the
improved method has a better performance improvement than the maximum curve
method. Although the instantaneous frequency method performs better than the max-
imum curve method, the complexity is greater than it. The improved maximum curve
method has the best performance and the complexity is lower than the instantaneous
frequency method. As can be seen from Fig. 8, the improved method can achieve an
error of zero at −8 dB.
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6 Conclusion

In this article, we make full use of the frequency domain information of the received
frequency hopping signal to design an adaptive window. At the same time, we use the
rough estimation information to improve the frequency hopping period estimation
method and obtain better estimation accuracy. Compared to other time-frequency
analysis tools, such as the quadratic time-frequency distribution method, short-time
Fourier changes have a very low complexity. And because the complexity of adaptive
window design is also low, the overall complexity of the algorithm is low, and it has
good performance. However, since the simulation environment is only an additive
Gaussian channel, we also need to consider a more complex and realistic environment,
such as Rayleigh channel, to fully estimate the feasibility of the method.
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Abstract. The advent of the era of big data has made people’s lives more
intelligent and convenient, and has brought enormous value to human beings. At
the same time, it has brought about a lot of challenges. Personal information
security is one of them. In the big data era, massive amounts of personal
information are continuously input, simultaneously, the means of illegally
acquiring, disseminating, and applying personal information are emerging in
endlessly, Raising human thinking about information security. Therefore, the
personal information security problem caused by big data should not be
underestimated. Firstly, it introduces the related concepts of personal informa-
tion, discusses the sources of risks faced by personal information in the process
of implantation, dissemination and application. Secondly, it discusses the
existing problems and solutions in China. Finally, the application difficulties and
coping strategies of information security technology are analyzed, which pro-
vides theoretical support for personal information security in the era of big data.

Keywords: Personal information security � Source of risk � Legal protection �
Information security technology

1 Introduction

With the vigorous development of network and information technology, the amount of
data generated by human beings using the Internet is growing exponentially. In the era
of information explosion, the concept of “big data” came into being. Nowadays, this
concept is applied to almost all areas of human intelligence and development, such as
advertising, finance, medical care, travel, artificial intelligence, etc., which not only
promotes the digital transformation of government, enterprises, and social organiza-
tions, but also makes people’s lives become more intelligent and convenient.

According to statistics, there are 2.9 million emails being sent every second in the
world. If you read one article in a minute, it is enough for one person to read 5.5
years day and night. 28,800 h of video will be uploaded to YouTube every day,
enough for one person to watch it day and night for 3.3 years. Amazon generates 6.3
million orders a day. Google processes 24 petabytes of data per day.
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The era of big data has come quietly. Whether people use “Internet +”, “Industry
4.0” or “Cloud Computing” to describe the current world, they are inseparable from the
extensive use of “big data”. While the era of big data has brought about tremendous
changes in human production and lifestyle, personal information security is facing
serious threats and challenges, such as various fraudulent calls and harassing text
messages. Our personal information is inadvertently being used illegally. The issue of
personal information security brought about by the era of big data cannot be ignored.

As a product of the information age, big data aims to explore the potential value
between data and serve the economic and social development through the storage and
analysis of massive data. However, with the further development of the industry, the
resulting problems have attracted more and more public attention. The world’s leading
companies are caught up in the scandal of user information leakage, which poses a
serious threat to the information security of citizens. In the era of big data, the market
initiative lies in the hands of those who have the most data. Therefore, the demand for
data including personal information is expanding, which further increases the impor-
tance of protecting personal information in the era of big data. In this context, this paper
introduces the definition of personal information in the era of big data, the legal
protection of personal information and Internet technology, and finally puts forward the
protection countermeasures. It is hoped that the research in this paper can enlighten this
subject.

2 Personal Information Security in the Era of Big Data

In a broad sense, personal information refers to the sum of all the content that can be
transmitted related to a natural person. In the context of big data, personal information
is often associated with personal information on the Internet. Therefore, personal
information should be divided into two categories: the first category is the personal
information that appears on the Internet with the birth of the Internet, such as e-mail
addresses, online records, etc.; the second category is the personal information that
existed before the birth of the Internet. Such as name, gender, age, ethnicity, occu-
pational status, etc., after the birth of the Internet, this personal information becomes
personal information on the Internet according to the needs of life or obeying social
management.

Gemalto, a research company of digital security, released a report of Breach Level
Index for the year of 2015. It pointed out that 2015 witnessed serious incidents of data
breach. During the 12 months, security staff of the company collected and categorized
1673 cases of data breach, resulting in the breach of 707 million data records. The
major forms include the attack of personal information and identity theft (Fig. 1).
According to the report about the Protection of the Rights of Chinese Netizens 2015
released by Internet Society of China, the personal identity information of nearly 80%
netizens had been breached. The information about personal online activities of over
60% netizens had been breached. In this case, the analysis of the means of obtaining
information and the sources of risk is the first step to protect personal information.
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With the implantation, dissemination and application of personal information,
personal information faces three risks: access to information by network service pro-
viders, hackers and Trojans, and illegal circulation of information.

The first source of risk is the access of personal information to network service
providers. Nowadays, the premise of people enjoying the services of various computers
and mobile phone software and service platforms is registration, which inevitably
involves personal information such as name, mobile phone number and e-mail address.
In September 2017, Beijing police arrested illegal criminal suspects on 26 illegal
websites and seized more than 1 million citizen information, involving information
security of hundreds of thousands of people.

The second source of risk is that the means of obtaining personal information is
itself an offence. Hackers and Trojans are products of the Internet era. In the era of big
data, hackers and Trojans have become more rampant and embarrassing on the Internet.
In September 2018, the information of 500 million users of China Lodging Group was
leaked due to a hacker attack and turned to overseas websites for selling. In October
2018, online fashion retailer SHEIN was hit by a massive hack that resulted in a data
breach for 6.5 million users.

The third source of risk is the subsequent disposal of the data after obtaining
personal information. In the first case, the personal information is illegally transferred
to the other people, and thus the personal data is “shared” between different subjects.
The second case is that the Internet platform analyzes and infers the legally acquired
personal information using big data technology to obtain the user’s personal prefer-
ences. Such information mining may violate the conventions originally used for a
specific purpose or within a specific scope. On December 28, 2017, the People’s Court
of Chang jiang Li Autonomous County of Hainan Province publicly pronounced a
large- scale crime of infringing citizens’ personal information. The defendant obtained
a large amount of personal information from the hands of two people in the same
village, deposited in Baidu’s network disk, and send QQ information on the Internet
sells more than 100 million citizens’ personal information online and draws huge
profits from it.

Fig. 1. The forms of data breach in 2015 (released by Gemalto)
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In the face of increasingly serious personal information security issues, although
China has promulgated a number of related laws, there are still some loopholes in
legislation, supervision, and legal remedies. It is necessary to protect personal infor-
mation from multiple dimensions such as law and technology.

3 Research on Legal Protection of Personal Information

At present, the key to the protection of personal information in China can be expressed
in two aspects, namely the legal protection and self-discipline protection of personal
information. Among them, the legal protection of personal information is in the rele-
vant laws and regulations, such as the “Personal Information Protection Law” and the
“Internet Security Law of the People’s Republic of China”, through the formulation of
personal information protection provisions to protect personal information, which can
be mainly divided into legal Direct protection and indirect protection. The former is a
law and regulation that explicitly proposes the protection of personal information,
while the latter is a category that laws and regulations have proposed to protect per-
sonal dignity and personal privacy and personal information, thereby extending the
protection of personal information. Compared with other countries, the protection of
personal information in China is in a relatively backward position, and there are mainly
three problems.

3.1 Lack of Clear Personal Information Protection Objects

In China’s relevant laws and regulations, a big problem is the object of personal
information protection, although the concept of “personal information” has been
formed in relevant laws, its specific scope has not been clearly defined, such as per-
sonal information terms, personal data and personal information rights. If only
according to the definition of personal information in law, the object of personal
information protection is identified as all identifiable information related to individuals,
then its extension will be very broad.

3.2 The Personal Information Protection Law Enforcement System Is
Relatively Lagging Behind

There is a certain lag in the personal information protection law enforcement system.
Although many departments in China currently supervise the network information
security, there is no supervision responsibility for the actual processing of enterprise
data. The current relevant laws and regulations have not yet reached a relatively perfect
state, an effective regulatory system has not yet been formed. And law enforcement
agencies lack a strong regulatory system. The law enforcement agencies did not con-
struct the cyber security review mechanism and the threshold access system. Therefore,
the information security threshold of the industry is very low, and all enterprises are
mixed together, which creates great difficulties in management.
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3.3 Improve the Existing Model Litigation System

In the era of big data, the infringement of personal information usually involves many
groups, and the specific scope is widely dispersed. Therefore, compared with the past,
the benefits of participating in litigation and efficiency cost considerations during this
period are even more critical. We can study from foreign demonstration cases and
parallel actions of group litigation to fully liberate the infringed information subject,
and at the same time, the litigation is replaced by professional institutions and related
personnel to reduce the individual’s rights protection costs to a certain extent. In this
way, the actual capacity of rights relief is effectively improved.

The protection of personal information is not only a simple legal issue, but also
involves many factors such as the public’s right to know and public opinion super-
vision. Therefore, both the criminal law and the judicial system need to be further
improved. Of course, the protection of personal information is closely related to
information technology, and technically improving the level of information security of
big data helps to strengthen the level of information protection.

4 Research on Personal Information Security Technology

In order to implement the relevant requirements of the “Network Security Law” for the
protection of personal information, the Central Network Information Office, the Min-
istry of Industry and Information Technology, the Ministry of Public Security, the
National Standards Committee and other departments form an expert working group,
and privacy provisions for 10 network products and services such as WeChat and
Taobao. A review was conducted to regulate the collection, storage, use, and transfer of
user personal information. In this special review of privacy protection, the transparency
of privacy provisions and the increase of user choices have become highlights.
However, efficient and streamlined data management is a higher requirement of
enterprise practice. This includes establishing privacy management, planning data
protection strategies, developing privacy policy procedures and guidelines. From the
perspective of information technology, considering privacy protection in system and
program design, and conducting privacy impact assessment, privacy protection can be
placed at the “front end. “In the early stage of the product, the concept of privacy
protection was added, and the whole life cycle management strategy was consolidated
through continuous supervision and evaluation. But to achieve this goal, there are still
some difficulties in the technical level.

4.1 Technical Level Application Difficulties

Big data is the product of the full development of information technology. The
information form of big data is essentially different from the original information form.
Therefore, it is difficult to analyze the existing information security technology from
the information.

Mass and Diversification of Information. Smart devices record our personal infor-
mation all the time, such as browsing records, online platform purchase records,
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geographical location records, etc. Once we connect to the Internet, the service provider
will collect and record the generated data, resulting in a huge amount of data. And the
structure of these data is very confusing. When extracting data, it often adopts a non-
differentiated way, which may expose some personal privacy information, or out of the
actual information and incomplete information, thus affecting the confidentiality,
authenticity and integrity of information security.

Information Can Be Digitized. Now, the information can be digitized, can be
expressed by different combinations of binary numbers “0” and “1”, which will make
the data more easily obtained and transmitted, and data can make the stealing method
more concealed, giving some information theft means provides convenience and makes
information security more difficult.

Information Can Be Transmitted. After the information is digitized, it can be
transmitted arbitrarily. There is no geographical or time limit on the transmission of
information on the Internet, such features undoubtedly provide great convenience to
those who anonymously collect information about netizens, distorted facts, and make a
living. Due to the limitations of existing technologies, we cannot determine the
information of collectors at present, so our information security protection has fallen
into a very passive situation.

4.2 Technical Level Response Strategy

The threats to personal information in the era of big data come from the abuse of
technology. Therefore, using advanced technology to prevent and control and counter
the use of networks to invade personal information security is the most direct and
efficient way.

Do a Good Job of Data Encryption Protection. The development of computer
networks has greatly improved the efficiency of data transmission and circulation. In
the era of big data, the transmission speed of data information is accelerated, and the
effectiveness of data transmission is closely related to the security of computer net-
works. We must pay attention to the encryption protection of data, and use existing file
encryption technology to protect the security of personal information. For enterprises,
when conducting relevant enterprise information exchange, it is necessary to set rel-
evant authority settings, and standardize the use of the internal network module
information by the personnel of each work module to improve the effectiveness of
personal information protection.

Data Technology for Real-Time Monitoring. In the protection of computer network
security, it is of great significance to do relevant real-time monitoring. Doing relevant
monitoring and intrusion detection is also an effective supplement to the existing
personal information security protection measures. With the help of big data technol-
ogy, the task of snooping information security threats can be completed, that is, a
flexible predictive of the threat of attacks is completed. And a comprehensive test of the
unknown danger, timely identify the phenomenon of violation of information security
use, and do the relevant protection work. Through a series of data screening and other
classification of abnormal phenomena, it is possible to perform alarm processing,
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which can reduce the probability of information leakage in the shortest time and ensure
the security of personal information.

Data Anonymization. The so-called anonymization is to erase the personal identity
information from the database. These personally identifiable information includes
name, address, credit card number, date of birth, and social security number. The
remaining data can be used and shared. Although this measure does not completely
eliminate the risk of personal information disclosure, it helps to maintain the security of
personal information data, which is a feasible protective measure at this stage.

Strengthen Data Security Protection. At present, the more popular anti-virus soft-
ware, security guards, computer butlers and other software are typical examples.
Software engineers have fully developed Internet software to prevent and control
viruses, Trojans, and malicious programs, and protect personal information from illegal
attacks. Intelligent firewalls, access control technologies, data encryption technologies,
and vulnerability scanning technologies are all common techniques used in big data
Internet to prevent personal information from being attacked. In addition, using big
data technology to address the information security challenges of the big data era is a
useful attempt. For example, in response to harassing calls and text messages, some
Internet technology companies have launched information interception service software
based on large databases. This type of software effectively selects and identifies
malicious calls and spam and intercepts them by creating a “call blacklist” database.
Similar information technology tools can not only effectively respond to new data
security threats, but more importantly, show us new ideas for dealing with information
security threats.

5 Future Work

The development of computer network technology has brought about big data changes,
but also brought the risk of information leakage. Computer network plays an important
role in the development of modern society. It is related to people’s daily life, business
development and social harmony and stability. It is necessary to correctly recognize the
development of computer network technology, attach importance to relevant infor-
mation protection, and improve its own. Concept awareness, strengthen investment in
relevant information protection, improve relevant legal and legal systems, do a good
job in computer information security, and improve the use of computer networks. Only
by continuously improving technology and improving the legal system, personal
information will be protected.

6 Summary

In the context of the development of big data, data information has become an
important asset of the state and enterprises, and information security has become a
major strategic issue for the development of the country and society. However, due to
improper management, hacker attacks and network system security vulnerabilities,
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personal information always faces the possibility of being leaked. Strengthening the
research on information technology has important practical value in the case that
information leakage cannot be completely eliminated.

Big data has brought us great convenience, promoted the rapid development of the
economy, the continuous improvement of the society, and it also brought us some
unexpected troubles. We enjoyed the big data for us. Convenient and fast personalized
life, while being troubled by these problems. There are many reasons for the security of
personal information. To solve this problem, we need the joint efforts of the whole
society. We also need to take corresponding measures at the legal level, technical level
and personal level to coordinate the harmonious development of big data and infor-
mation security based on the actual situation of today’s society.
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Abstract. This paper proposes a transmission scheme to ensure the
maritime communication security, which includes access rules, routing
selection scheme, and power allocation mechanisms. The access rules and
the routing selection utilize the automatic identification system (AIS)
information to choose the secure access points and routing links to pre-
vent eavesdropping, and the power allocation limits the leaked informa-
tion by means of reducing the received signal power of the eavesdrop-
pers. The simulation results show that the intercept probability of the
proposed scheme decreases by about ten to the negative two power com-
pared with that of the contrastive scheme, and the recovering proportion
for eavesdropper is less than 0.2. In addition to above, the secrecy capac-
ity of the proposed scheme achieves about 6.8% improvement compared
with the baseline scheme.
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1 Introduction

With the increase of maritime economic activities, the security of maritime com-
munication network (MCN) is becoming increasingly important. Nowadays, the
MCN mainly depends on the satellite and shore-based station, which cannot sat-
isfy the increasing communication need. There have been some researches about
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the high-speed and long-distance MCN, which mostly depend on the relay net-
works [1–3]. However, these schemes cannot effectively prevent the eavesdrop-
ping. Therefore, an effective transmission scheme for the maritime scenario is in
urge need.

In the MCN, all the ships are mandatory to install AIS. Therefore, the loca-
tion information of the ships is easy to obtain for the operators via the AIS. In
the MCN, the shipborne base stations are used to provide access points for the
user ships. In addition, the device-to-device (D2D) communication is enabled
among the users in the scenario [4], which constitutes a flexible relay network.
The physical layer security (PLS) enhances the secrecy of wireless communica-
tions by the characteristics of wireless channels, without using complex encryp-
tion/decryption algorithms [5]. Therefore, the relay-aided PLS is suited for MCN.
In [6], the authors used relay selection technique to enhance the communication
security and the formula of the intercept probability of the multi-relay network
was derived. In [7], the technique of fountain code and relay-aided PLS were
used in the wireless sensor networks. Also, the secrecy outage probability (SOP)
of the DF relay network with joint multiple users and full-duplex (FD) relays
was examined in [8]. In the literature [9], the author considered PLS of D2D
communications and developed a Stackelberg game framework to analyze the
communication rate of cellular users and secrecy rate of D2D links.

In this paper, we present a location information assisted secure access and
routing scheme in the MCN, the MCN ensures the security by means of select-
ing the access point and the routing. To compensate high path loss in maritime
network, the technique of directional antennas, narrow beam and LDPC code
[10,11] are employed. With the aid of location information, the shipborne base
stations can provide the secure wideband access for the user ships. If intercepting
by the eavesdropper is unavoidable, the user ship can send a random sequence
to shipborne base stations by D2D communication. And then, the shipborne
base station uses these random sequences as the keys to encrypt original data
by means of simple XOR operation. After the shipborne base station encoding
the original data, the encoded data are transmitted back to the user ship. With
the aid of location information and D2D communications, the eavesdropper can
hardly intercept sufficient data to recover the original data. In addition to the
aforementioned method, the proposed scheme can also limit the received infor-
mation of eavesdroppers by power optimization, which reduces the amount of
the received data packets of eavesdroppers.

The rest of this paper is organized as follows. In Sect. 2, the system model
and the problem formulation are presented. Section 3 introduces the proposed
transmission scheme as well as the resource allocation process in detail. Then
Sect. 4 presents the simulation setup and simulation results among the proposed
scheme. Finally, conclusions are drawn in Sect. 5.
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Fig. 1. Maritime Communications Network (MCN) Architecture

2 System Model and Problem Formulation

2.1 System Model

As shown in Fig. 1, the proposed scenario includes one high-tower base station
(HBS), shipborne base stations (SBSs), user ships (USs) and eavesdropper ships
(ESs). The HBS provides down-link transmission for the SBS. In maritime, the
maritime satellite can provide the backhaul for the SBS and is connected to the
HBS, so the SBSs can connect to the HBS through the satellite. The satellite
backhaul can transmit the secret key to ensure security of the down-link data.
Therefore, we assume that the down-link is secure. If two USs are close enough,
they can communicate with each other by D2D communication. All the ESs are
close to the USs. The SBS is denoted as B = {Bi|i = 1, 2, 3..., I} and is equipped
with N directional antennas to forward data to user ships. The USs denoted as
U = {Uj |j = 1, 2, 3..., J} are equipped with one directional antenna. The ESs
denoted as E = {Es|s = 1, 2, 3..., S} are equipped with one omnidirectional
antenna. The SBSs and USs can accurately receive the signal by directional
antenna with the help of the AIS location information. Therefore, we assume
that the interference is not considered in this paper. In this paper, we assume
that the ES and the US have same antenna gain.

In the MCN scenario, the large-scale fading caused by the two-ray reflection
model is modeled as [12]

Li,j =
(

λ

4πdi,j

)2 [
2sin

(
2πhihj

λdi,j

)]
. (1)

where λ is the carrier frequency wavelength, hi and hj represent the heights
of transmitter and receiver, and di,j is the distance between transmitter and
receiver. Besides, the channel coefficients of small-scale fading remain constant
during one data packet and change independently among different data packet.
The channel coefficient is a circularly symmetric complex Gaussian random vari-
able, namely CN (0, 1). Therefore, the received signal can be written as:

yi,j =
√

pi,jLi,jhi,jsk + ni,j . (2)
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where ni,j is the additive white Gaussian noise (AWGN); sk is the k th data sym-
bol of stream and pi,j is the power of transmitter; The hi,j is channel coefficient.
Then the signal noise ratio (SNR) of received is given by:

SNRi,j =
pi,jHi,j

σni,j

. (3)

where Hi,j = Li,j |hi,j |2. In addition to this, the security capacity is given by:

Ci,j = log2(1 + SNRi,j) − log2(1 + SNRi,s). (4)

2.2 Problem Formulation

The problem formulation can be divided into two parts: the user ships access
(USsA) phase and the User ships backhaul (USsB) phase. In the USsA phase,
the user association and power allocation are related to the channel gain and the
security capacity. In addition, we define some threshold values to determine the
security of USsA link. If the USsA link cannot ensure security, we will encode the
data of the SBS in the USsB phase. The optimization problems are formulated
as:

USsA(P1) : max
X,PI,J

I∑
i=1

J∑
j=1

xi,jCi,j . (5)

P1C1 :
J∑

j=1

xi,jpi,j ≤ PB,th,∀i, P1C2 :
J∑

j=1

xi,j ≤ N,∀i,

P1C3 :
I∑

i=1

xi,j ≤ 1,∀j, P1C4 : xi,j

(
pi,jHi,s

σni,s

≤ γE
th

)
,∀i, j,

P1C5 : xi,j(Ci,j ≥ Cth),∀i, j, P1C6 : xi,j ∈ {0, 1},∀i, j, P1C7 : PI,J ≥ 0.

where P1C1 is the maximum transmission power constraint for the SBS. P1C2
represents the maximum downlink data stream constraint for SBS; P1C3 means
that the users can access no more than one SBS; P1C4 presents maximum SNR of
ES, where γE

th is maximum SNR for Eve; P1C5 is the minimum security capacity
constraint for the SBS; P1C6 and P1C7 constrain the value of variables, where
xi,j = 1 means that the user ship (Uj) selects BS (Bi) as the access point.

USsB(P2) : max
X,PJ,M ,PM,I

I∑
i=1

J∑
m = 1
m �= j

Qm,i (6)
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Qm,i = min {xm,iCm,i, xm,iCj,m} . (7)

P2C1 :
I∑

i=1

J∑
m = 1
m �= j

xm,ipj,m ≤ PU,th, P2C2 :
I∑

i=1

J∑
m = 1
m �= j

xm,ipm,i ≤ PU,th,

P2C3 :
I∑

i=1

xm,i ≤ 1,∀m, P2C4 :
J∑

m = 1
m �= j

xm,i ≤ 1,∀j,

P2C5 : xm,iCm,i ≥ Qm,i∀m, i, P2C6 : xm,iCj,m ≥ Qm,i∀m, i,

P2C7 : xm,i

(
pj,mHj,s

σnj,s

≤ γE
th

)
, ∀i, m, P2C8 : xm,i

(
pm,iHm,s

σnm,s

≤ γE
th

)
, ∀i, m,

P2C9 : xm,i ∈ {0, 1}∀m, i, P2C10 : PJ,M ≥ 0,PM,I ≥ 0.

where P2C1 and P2C2 are the maximum transmission power constraint for the
user ship; P2C3 and P2C4 mean that the users can select no more than one user
ship to backhaul; P2C5 and P2C6 are the minimum security capacity constraint
for the D2D link; P2C7 and P2C8 present maximum SNR of ES, where γE

th is
maximum SNR for Eve; P2C9 and P2C10 constrain the value of variables.

3 Algorithm Development

In the previous section, we know that the problem (5) and (6) are non-convex.
Therefore, We should transform the non-convex problem into a series of con-
vex subproblems with logarithmic approximation [13], and then we use the
Lagrangian dual method to solve. Finally, we can get the original problem solu-
tion by the successive convex approximation (SCA) approach proposed in [14].
We will make use of the following lower bound:

θ log2(SNR) + β ≥ log2(1 + SNR). (8)

that is tight at SNR = SNR when the approximation constants are chosen as

θ =
SNR

1 + SNR
. (9)

β = ln
(
1 + SNR

) − SNR

1 + SNR
ln

(
SNR

)
. (10)
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By applying the logarithmic approximation and changing the variables by
P̂I,J = lnPI,J , P̂J,M = lnPJ,M , P̂M,I = lnPM,I . The lower bound of the
objective function is obtained as follows:

Ci,j ≥ Ĉi,j =
1

ln 2
(θi,j ln (SNRi,j) + βi,j) − log2

(
1 + γE

th

)
. (11)

Qm,i ≥ Q̂m,i = min
{

xm,iĈm,i, xm,iĈj,m

}
. (12)

For solving the aforementioned questions, we introduce the Lagrangian dual
method. The Lagrangian functions are given as

LP1(eP̂I,J ,X, μ, κ, ζ, ω, τ)

= −
I∑

i=1

J∑
j=1

xi,jĈi,j −
I∑

i=1

μi(PB,th −
J∑

j=1

xi,je
p̂i,j )

−
I∑

i=1

κi(N −
J∑

j=1

xi,j) −
J∑

j=1

ζj(1 −
I∑

i=1

xi,j)

−
I∑

i=1

J∑
j=1

ωi,jxi,j

(
γE

th − ep̂i,jHi,s

σni,s

)

−
I∑

i=1

J∑
j=1

τi,jxi,j(Ĉi,j − Cth). (13)

LP2(e
P̂J,M , eP̂M,I , X, λ, η, ε, ρ, ϕ, φ, ξ, ∂)

= −
I∑

i=1

J∑

m = 1
m �= j

Q̂m,i − λ

⎛

⎜⎜⎝PU,th −
I∑

i=1

J∑

m = 1
m �= j

xm,ie
p̂j,m

⎞

⎟⎟⎠ − η

⎛

⎜⎜⎝PU,th −
I∑

i=1

J∑

m = 1
m �= j

xm,ie
p̂m,i

⎞

⎟⎟⎠

−
J∑

m = 1
m �= j

εm(1−
I∑

i=1

xm,i)−
I∑

i=1

ρj(1−
J∑

m = 1
m �= j

xm,i)

−
I∑

i=1

J∑

m = 1
m �= j

ϕm,i(xm,iĈm,i − Q̂m,i)−
I∑

i=1

J∑

m = 1
m �= j

φm,i(xm,iĈj,m − Q̂m,i)

−
I∑

i=1

J∑

m = 1
m �= j

ξm,ixm,i

(
γE
th − ep̂j,mHj,s

σnj,s

)
−

I∑

i=1

J∑

m = 1
m �= j

∂m,ixm,i

(
γE
th − ep̂m,iHm,s

σnm,s

)
. (14)

where the parameters μ, δ, ζ, ω, τ, λ, η, ε, ρ, ϕ, φ, ξ, ∂ are the Lagrangian multipli-
ers. By solving ∂LP1

∂ep̂i,j
= 0, ∂LP1

∂xi,j
= 0, ∂LP2

∂ep̂j,m
= 0, ∂LP2

∂ep̂m,i
= 0, ∂LP2

∂xm,i
= 0, we can

obtain the optimal solutions as

pi,j =

⎡
⎣ θi,jxi,j(1 + τi,j)

ln 2
(
μi + ωi,jHi,s

σni,s

)
⎤
⎦
+

. (15)
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xi,j = 1|i,j=max τi,jĈi,j
. (16)

pj,m =

⎡
⎣ I∑

i=1

θm,iϕm,ixm,i

ln 2
(
λ + ξj,mHj,s

σnj,s

)
⎤
⎦
+

. (17)

pm,i =

⎡
⎣ θm,iφm,ixm,i

ln 2
(
η + ∂m,iHm,s

σnm,s

)
⎤
⎦
+

. (18)

xm,i = 1|m,i=maxmin{ϕj,mĈj,m,φm,iĈm,i}. (19)

Where (x+) is min {0, x}. Note that the user ships tend to access the SBS
and select user ship with the largest security link rate. While the USsB phase
should consider two links of security rate. Finally, we calculate the Lagrange
multipliers using the subgradient method.

μi [t + 1] =

⎡
⎣μi [t] − δμi

[t + 1]

⎛
⎝PB,th −

J∑
j=1

xi,je
p̂i,j

⎞
⎠

⎤
⎦
+

,

ωi,j [t + 1] =
[
ωi,j [t] − δωi,j

[t + 1] {xi,j

(
γE

th − pi,jHi,s

σni,s

)
}
]+

,

τi,j [t + 1] =
[
τi,j [t] − δτi,j [t + 1] {xi,j(Ci,j − Cth)}]+

,

λ [t + 1] =

⎡
⎢⎣λ [t] − δλ [t + 1]

⎛
⎜⎝PU,th −

I∑
i=1

J∑
m = 1
m �= j

xm,ipj,m

⎞
⎟⎠

⎤
⎥⎦
+

,

η [t + 1] =

⎡
⎢⎣η [t] − δη [t + 1]

⎛
⎜⎝PU,th −

I∑
i=1

J∑
m = 1
m �= j

xm,ipm,i

⎞
⎟⎠

⎤
⎥⎦
+

,

ϕm,i [t + 1] =
[
ϕm,i [t] − δϕm,i

[t + 1] (xm,iCm,i − Qm,i)
]+

,

φm,i [t + 1] =
[
φm,i [t] − δφm,i

[t + 1] (xm,iCj,m − Qm,i)
]+

,

ξm,i [t + 1] =
[
ξm,i [t] − δξm,i

[t + 1] {xm,i

(
γE

th − pj,mHj,s

σnj,s

)
}
]+

,

∂m,i [t + 1] =
[
∂m,i [t] − δ∂m,i

[t + 1] {xm,i

(
γE

th − pm,iHm,s

σnm,s

)
}
]+

. (20)

In the Algorithm 1, we defined a threshold value (CMin
th ). If the security

capacity of SBS link is less than threshold value, the SBS link is not security.
Therefore, we use Algorithm 2 to replan route. And then, the Algorithm 1 will be
performed based on the access scheme of algorithm 2 until the results converge.
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Algorithm 1
1: Input: the user set U
2: while U is not empty do
3: Initialize: t = 1, θi,j = 1, βi,j = 0, pi,j = 1, ∀i, j. μ, ω, τ ≥ 0
4: while xi,j , pi,j converge and Ci,j ≥ CMin

th ,∀i, j do
5: Update xi,j , Hi,s calculated by (16) and Algorithm 2
6: while pi,j converge,∀i, j do
7: for i = 1 to I do
8: for j = 1 to J do
9: Update pi,j calculated by (15)

10: end for
11: end for
12: Update μ, ω, τ calculated by (20) and t = t + 1
13: end while
14: for i = 1 to I do
15: for j = 1 to J do
16: Update θi,j , βi,j calculated by (9) and (10)
17: end for
18: end for
19: Update Ci,j calculated by (4)
20: if Ci,j ≤ CMin

th then
21: Loading the Algorithm 2
22: end if
23: end while
24: Set: U = U − Uj

25: end while

4 Performance Evaluation

In this section, the simulation setup and simulation results are presented for
evaluating the performance of proposed scheme. We choose the DFbORS scheme
in [6] as the compared scheme, and the power of SBS is equal allocated. The
carrier frequency is set as 2 GHz and the available bandwidth B is 10 MHz. The
AWGN power is defined as σn = BN0, where N0 is the AWGN spectral efficiency,
and N0 = −174 dBm/Hz. We set PB,th = 43 dBm and PU,th = 40 dBm. The
heights of SBS antennas, user ship antennas and ES antennas are 30 m, 15 m
and 15 m respectively. The maximum data streams of SBS number N is set
to 6. The number of user ships is also a variable which ranges from 20 to 80.
The number of ESs is set to 3. We emulate the transmission for 105 times.
Moreover, the total number of data packets is denoted as K, which is assumed
to be 128. If the eavesdropper are successfully recovering 80% of original data
in one transmission time, the total confidential file is successfully intercepted by
ES. The packet error rate (PER) can be defined as [15]:

FERn(γ) =

{
1, if 0 < γ < γpn;
anexp(−gnγ), if γ ≥ γpn.

(21)
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Algorithm 2
1: Initialize: t = 1, θj,m = θm,i = 1, βj,m = βm,i = 0, pj,m = pm,i =

1, ∀m, i. λ, η, ϕ, φ, ξ, ∂ ≥ 0
2: while xm,i, pj,m, pm,i converge, ∀i, j do
3: Update xm,i calculated by (19)
4: while pj,m, pm,i converge,∀m, i, j do
5: for m = 1 to J do
6: Update pj,m calculated by (17)
7: for i = 1 to I do
8: Update pm,i calculated by (18)
9: end for

10: end for
11: Update λ, η, ϕ, φ, ξ, ∂ and t = t + 1 calculated by (20)
12: end while
13: for m = 1 to J do
14: Update θj,m, βj,m calculated by (9) and (10)
15: for i = 1 to I do
16: Update θm,i, βm,i calculated by (9) and (10)
17: end for
18: end for
19: end while
20: Update xi,j = 1 and Hi,s = 0
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Fig. 2. Comparison of intercept probability between the proposed scheme and the
baseline scheme, where the number of user ships varies from 20 to 80.

Where γ is received SNR and n denotes mode index. The fitting parameters
of different transmission modes can be found in [16]. The fitting parameters are
listed as follows [16]:

an = 50.1222,

gn = 0.6644,

γpn = 7.7021. (22)

In the simulation, we set a situation, namely different number of SBSs.
In Fig. 2, the intercept probabilities of the proposed scheme decline with the



124 Y. Fu et al.

20 40 60 80
Number of user ships

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

R
ec

ov
er

in
g 

pr
op

or
tio

n 
fo

r E
S

Fig. 3. Comparison of recovering proportion for Eve between the proposed scheme and
the baseline scheme, where the number of user ships varies from 20 to 80.
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Fig. 4. Comparison of secrecy capacity for user ship between the proposed scheme and
the baseline scheme, where the number of user ships varies from 20 to 80.

increase of the number of user ships, while the intercept probabilities of the
DFbORS scheme are increasing. In this situation (namely, I = 10, S = 3), the
intercept probability of the proposed scheme is less than ten to the negative five
power if the number of user ships is more than 60. With the increase of the
number of user ships, the proposed scheme can be more flexible to select rout-
ing with D2D communication. While, the contrastive scheme is opposite. The
intercept probability of the proposed scheme at least decreases by about ten to
the negative two power compared with that of the DFbORS scheme. Hence, the
proposed scheme achieves a better communication security than the DFbORS
scheme. From Fig. 3, the recovering probability of the proposed scheme is lower
than the baseline scheme. The recovering probability for EB is less than 0.2,
because the eavesdropper can receive sufficient original data and the random
sequences. In Fig. 4, the secrecy capacity of the proposed scheme achieves about
6.8% improvement compared with the baseline scheme. Namely, the proposed
scheme can securely transmit more data in one transmission process.
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5 Conclusions

This paper proposes an access and routing transmission scheme in the maritime
communication networks. According to the location information from AIS, the
scheme can select access point and routing flexibly to avoid eavesdropping. In
addition, the power allocation can limit the leaked information by means of
reducing the received signal power of the eavesdroppers. The simulation results
show that the proposed scheme achieves a better performance in security. The
proposed scheme can at least decrease intercept probability by about ten to the
negative two power compared with the contrastive scheme, and the recovering
proportion for EB is less than 0.2. The secrecy capacity of the proposed scheme
achieves about 6.8% improvement compared with the baseline scheme. Namely,
the proposed scheme can securely transmit more data in one transmission pro-
cess. In conclusion, the proposed scheme can securely transmit more data in one
transmission process.

References

1. Li, Y.: Efficient coastal communications with sparse network coding. IEEE Netw.
32(4), 122–128 (2018)

2. Rao, S.N., Raj, D., Parthasarathy, V.: A novel solution for high speed internet
over the oceans. In: Proceedings of IEEE INFOCOM 2018 - IEEE Conference on
Computer Communications Workshops, Honolulu, pp. 906–912 (2018)

3. Singh, D., Kimbahune, S., Singh, V.V.: Mobile signal extension in deep sea -
towards a safe and sustainable fisheries. In: Proceeding of 2016 ITU Kaleidoscope:
ICTs for a Sustainable World, Bangkok, pp. 1–8 (2016)

4. Liu, J.: Device-to-device communication in LTE-advanced networks. A survey.
IEEE Commun. Surv. Tutorials 17(4), 1923–1940 (2015)

5. Hong, Y.W.P.: Enhancing physical-layer secrecy in multiantenna wireless systems:
an overview of signal processing approaches. IEEE Signal Process. Mag. 30(5),
29–40 (2013)

6. Zou, Y.: Optimal relay selection for physical-layer security in cooperative wireless
networks. IEEE J. Sel. Areas Commun. 31(10), 2099–2111 (2013)

7. Sun, L.: Fountain-coding aided strategy for secure cooperative transmission in
industrial wireless sensor networks. IEEE Trans. Ind. Inf. 12(1), 291–300 (2016)

8. Feng, Y., Yang, D.Z., Yan, S.: Physical layer security enhancement in multi-user
multi-full-duplex-relay networks. In: Proceedings of 2017 IEEE International Con-
ference on Communications, Paris, pp. 1–7 (2017)

9. Luo, Y., Cui, L., Yang, Y.: Power control and channel access for physical-layer
security of D2D underlay communication. In: 2015 International Conference on
Wireless Communications and Signal Processing, Nanjing, pp. 1–5 (2015)

10. Chen, Z.: CodeHop: physical layer error correction and encryption with LDPC-
based code hopping. Sci. China Inf. Sci. 59, 102309:1C–102309:15 (2016)

11. Ping, W.: An efficient helicopter-satellite communication scheme based on check-
hybrid LDPC coding. Tsinghua Science and Technology 10(26599), TST.9010038
(2018)

12. Zhao, Y., Ren, J., Chi, X.: Maritime mobile channel transmission model based
on ITM. In: 2nd International Symposium on Computer, Communication, Control
and Automation. Atlantis Press (2013)



126 Y. Fu et al.

13. Papandriopoulos, J., Evans, J.S.: SCALE: a low-complexity distributed protocol
for spectrum balancing in multiuser DSL networks. IEEE Trans. Inf. Theor. 55(8),
3711–3724 (2009)

14. Marks, B.R.: A general inner approximation algorithm for nonconvex mathematical
programs. Oper. Res. 26(4), 681–683 (1978)

15. Liu, Q.: Queuing with adaptive modulation and coding over wireless links: cross-
Layer analysis and design. IEEE Trans. Wireless Commun. 4(3), 1142–1153 (2005)

16. Qinghe, D., Ying, X., Wanyu, L., et al.: Security enhancement for multicast over
internet of things by dynamically constructed fountain codes. Wireless Commun.
Mob. Comput. 2018, 1–11 (2018)



Multipath Based Privacy Protection
Method for Data Transmission in SDN

Na Dong1,2, Zhigeng Han2,3, and Liangmin Wang1,2(B)

1 School of Computer Science and Communication Engineering, Jiangsu University,
Zhenjiang 212013, China

wanglm@ujs.edu.cn
2 Jiangsu Key Laboratory of Security Technology for Industrial Cyberspace,

Zhenjiang, China
3 School of Information Engineering, Nanjing Audit University,

Nanjing 211815, China

Abstract. With the development of Software-Defined Networking
(SDN), privacy and security issues have become an urgent problem to be
solved. Although there are many ways to solve these problems, the exist-
ing technology represented by encryption cannot effectively deal with
traffic analysis attacks, and there are also key management problems.
For this reason, we propose a privacy protection method for SDN data
transmission based on multipath, including path searching procedure for
searching for all paths between the sender and the receiver, and path
filtering procedure for filtering out paths to reduce path correlation,
and path selection procedure for randomly selecting one path to dis-
turbed the traffic similarity between multiple transmission. The exper-
iment results show that our method is more effective, less similarity of
traffic compared with Multipath-Floyd method and single-path method,
respectively. Moreover, it is difficult for attackers to capture the traffic
feature and do not need key management, which reduces the cost of the
controller.

Keywords: Software-Defined Networking · Multipath filtering ·
Privacy protection · Traffic analysis attack

1 Introduction

Software-Defined Network (SDN) is defined as a novel network architecture,
which consists of application layer, physical layer, and especially control layer.
SDN has the ability to decouple data plane and control plane, and it gives the
opportunity to solve the control limitations of other infrastructures. In SDN,
network resources can be effectively utilized by using the centralized controller
for different business requirements [11]. Moreover, it provides an overview of
whole underlying network, allowing more flexible and complex management.
Recently, SDN architecture has been applied in various scenarios such as data
centers and enterprise.
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With the development of SDN, privacy and security issues have become an
urgent problem to be solved. Especially, network programmability and control
logical centralization introduce new privacy threats and attack planes. Recently,
considerable researchers pay attention to these problems. Kreutz, D. et al. ana-
lyzed the potential threat vectors and presented the information about its speci-
ficity for SDN [6]. Some of them are specific to SDN as they arise from a
new entity introduced subsequently-the centralized controller. And the impact
of threats presented in traditional networks may be potentially augmented or
expressed differently [13]. Focusing on the security and privacy preservation, the
solutions have already been presented in [9,12,13]. Sha et al. [12] designed a
method to measure the sensitivity-degree of information and detected the sensi-
tive information covert channel based on the OpenFlow in SDN. There are also
some methods [14] using the encryption to solve information disclosure prob-
lem. Attackers can still obtain traffic features by traffic analysis attack. At the
same time, the security of encryption method highly depends on the secure and
reliable key management system.

Multipath has been used to solve privacy and security problems, especially in
Mobile Ad-hoc Networks (MANET) [8,10]. In the proposed multipath protocol,
messages are split into multiple pieces that sent out via multiple independent
paths. Attackers have to collect all pieces of the message. To enhance the com-
munication efficiency, [5,7,15,16] researched the topology-hiding to obscure the
traffic features. Multipath transmission is a useful method to improve network
service performance, especially in SDN. [1,2,4,11] support routing flows through
different paths to overcome the traffic congestion and physical impairment. But
there are few studies that use multipath to implement SDN privacy protection.

Compared with the purpose of multipath in the above literature, the method
we proposed uses multipath filtering to instead of data partition, which ran-
domly select one trusted paths for data transmission. This avoids traffic analysis
attacks that exploit the similarity between multiple transmissions in SDN. Our
contributions are as follows.

– We proposed a privacy protection method for SDN data transmission. In
the proposed method, the optimal transmission path can be computed and
selected by the SDN controller, which resists traffic analysis attack effectively.

– We set constraints and established a novel model to filter multiple paths.
Based on this model, we discussed the tradeoff between privacy protection
and path correlation degree.

– Experimental results show that numerical results of path correlation degree
can be obtained from the tradeoff model. Our method reduces similarity of
traffic compared with single-path scenario.

The rest of this paper is organized as follows: In the next section, we introduce
the system architecture and attack assumption. Description of method is pre-
sented in Sect. 3. In Sect. 4, we discuss the performance and experiment results.
Finally, we conclude this paper in the last section.
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2 System Description and Assumption

In this section, we introduce the system architecture, network model and attack
assumption.

As shown in Fig. 1, the system consists of four entities, i.e., SDN controller,
hosts, switches and attacker. Multiple switches are included in underlying net-
work, wherein the switches connected to Host1 and Host2 are sender and receiver,
respectively. In SDN controller, the global overview is provided in order to com-
pute the different paths between Host1 and Host2.

Fig. 1. Architecture, which consist of SDN controller, hosts, switches and attacker.

We formalize our target network problem. Given a graph G = (V,E),
where V is set of nodes in the network and E is the set of links. Each
vi ∈ V , and each link e = (vi, vj) ∈ E. A path is defined as a list of node
pathi = (v1, v2, v3...vN ),∀i, 1 ≤ i ≤ N , where N is the number of nodes. The set
of multiple paths is defined as Path = (path1, path2...pathM ), where M is the
number of paths. Denoted the source node as vs, and the destination node as
vd.

In our network model, we assume that:

– Attackers launch traffic analysis attacks by eavesdropping nodes. Attackers
can attack on vulnerabilities in controller or switches. But cost of proac-
tive attack is higher than that of reactive attack. Therefore, we assume that
attacker is more inclined to reactive attack.

– SDN controller is trusted. If the controller, as the core of the whole network,
conspire with the attacker, the whole network will be threatened. So, we
assume that SDN controller will not disclose the path information or sensitive
data to the attacker.

– The source and destination nodes are both reliable. Others are honest that
not expose flow table to attacker.
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If sensitive information is transmitted through a single path, attacker can
break any switch in the path to cause link failure, or eavesdrop switch to analyze
traffic features. While in a multipath scenario, multiple disjoint paths are allowed
to be established between source node and destination node and one disjoint
path is randomly selected for each transmission. If attackers want to analyze the
traffic features by eavesdropping, he must simultaneously listen on all of paths.
The question is how to find the multiple disjoint paths in SDN. However, fully
disjoint paths are not possible, finding maximally disjoint paths are preferred,
wherein it is allowed for paths to share common edges or nodes, as long as the
number is minimum [4].

Fig. 2. Proposed method for multipath, where SDN controller focuses on obtaining
transmission path and physical layer concentrates on data transmission.

3 Proposed Privacy Protection Method

The idea behind our method is to decrease the correlation between paths then
randomly choose one path. Then, we exploit the randomization of multiple trans-
mission paths to resist traffic analysis attack. Even if an attack succeeds to eaves-
drop one path, the probability that the next transmission path can be analyzed
is low. As shown in Fig. 2, the method is divided into three steps: (1) Path
Searching, (2) Path Filtering and (3) Path Selection.

3.1 Path Searching

Based on the idea of Depth-First, SDN controller searches for all paths between
the sender vs and the receiver vd. Path Searching is implemented in adjacent
matrix.
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We use a simple topology to describe the searching method as shown in Fig. 3.
Let source and destination node be v1 and v9, respectively.

We search the first neighbor of v1, i.e., v2 as shown in Fig. 4(a), and put
v1 into the stack. Then, we do the same procedure from v2. Until we come
to the destination node, the first path, i.e., path1 = (v1, v2, v4, v6, v7, v9) can
be obtained. Before the second path, we put out the node v9 at the top of
the stack. We start with the node v7 as shown in Fig. 4(b), repeat the searching
method. The whole searching process will be terminated until the stack is empty.
Algorithm 1 describes the Path Searching process, which complexity is O(n2).

Fig. 3. A network topology with 10 nodes, where v1 is the source node and v9 is the
destination node.

Fig. 4. Nodes in the stack during path searching

3.2 Path Filtering

All paths computed in the previous process need to be filtered to decrease the
correlation between paths. And the paths satisfied the conditions are defined as
the trusted paths. Detailed filtering conditions as follows:
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Algorithm 1. Depth-First Path Searching.
Input: Adjacent matrix M(ndimensionality), Start of path V S , Destination of path

V D.
Output: Set of path list S.
1: while destinationofSi �= V D do
2: set start of Si: tmp
3: for i in [tmp+1: n] do
4: if M [tmp][i] �= 0 then
5: tmp = i
6: Add M [tmp][i] to weight of Si

7: Add i to path of Si

8: end if
9: return Si

10: end for
11: end while

(1) Path Correlation Degree. We use the number of joint nodes to evaluate
path correlation degree (d(pathi)).

d(pathi) =
N∑

i=1,j≤n,i �=n

Jir
Ni

+
Jir
Nr

(1)

where Jir is the number of joint nodes between pathi and pathr, whose num-
ber of nodes are Ni and Nr. The threshold of path correlation degree is
denoted as maxD that d(pathi) of trusted path should less than maxD.

(2) Path Cost. To reduce the consumption of network resources, the cost of a
single path must be smaller than the average path costs, which is denoted as
c(pathi).

c(pathi) =
N∑

i=1

ci (2)

where ci presents the cost of one node when transmitting a packet. So, the
average of link costs is

caverage =
∑N

i=1 c(pathi)
n

(3)

(3) Path Weight. After being filtered by the above conditions, if the number of
paths is still large, we select the first K paths in ascending order of weights.
The link weight represents delay and is denoted by w, so a path weight is

w(path) =
N∑

i=1

w(vi, vi+1) (4)
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3.3 Path Selection

SDN controller randomly selects one path from the set of trusted paths by gen-
erating random numbers, whose range is [1, W ], where

W =
K∑

k=1

w(pathj) (5)

Algorithm 2 describes the Path Selection process, which complexity is O(n2).
This process guarantees that each transmission path is randomized and different.
Therefore the similarity between multiple transmission is effectively disturbed.

Algorithm 2. Path Random Selection.
Input: Path weight T (pathi), Sum of path weight W , Account of path K.
Output: The path list L.
1: while i < K do
2: Set the random number interval[1,W ]
3: for i in range (len(T ) do
4: if W -T [i] < 0 then
5: Set the current path i
6: Add i to L
7: if current path = previous path then
8: i++
9: end if

10: return L
11: end if
12: end for
13: end while

3.4 Tradeoff Model Between Privacy and maxD

In our scenario, the probability of path-attacked represents privacy protection
performance, which related to the change of maxD. Therefore, we take some
considerations: (1) enough number of paths to ensure random selection. (2) less
number of joint nodes to reduce the correlation of multiple paths. (3) the more
paths, the more joint nodes.

Let the probability of joint nodes and disjoint nodes being attacked be pa and
pb, pb<pa, excluding the source and destination. If one node is compromised, the
link is attacked. We assume that there are K trusted path, whose probability is
denoted as

p(pathi) = 1 − (1 − pa)Q(1 − pb)S−Q (6)

then,

p(pathi) = 1 − (1 − pb)S(
1 − pa
1 − pb

)Q (7)
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1 − pa
1 − pb

< 1 (8)

where the intermediate nodes number of pathi is S, and the joint number
excepted the source and destination is Q.

Under the constraints of paths weight and cost, the total number of nodes
S in each path has little difference. So, the number of joint nodes will affect
p(pathi) from Eqs. (7) and (8).

The average probability of k paths is

paverage =
∑K

k=1 p(pathk)
K

(9)

We note that the less paverage is, the more security paths we use to trans-
mit sensitive information. When we set maxD in Path Selection larger, the K
increases, which results the correlation of filtered paths d(pathi) increases. How-
ever, if the maxD decreases, correlation of each path decreases, the performance
degrades in terms of privacy protection.

In order to minimize paverage, we propose a tradeoff model as a flowchart
illustrated in Fig. 5, which can obtain the optimal threshold maxD. First, the
pa and pb are given, and maxD is set the minimum initially. Then, we filter
paths that be searched in Path Searching process and calculate the paverage. If
the paverage decreases as threshold maxD increases, the step is repeated. Finally,
maxD is determined and the tradeoff is balanced.

Fig. 5. Tradeoff model between maxD and paverage

4 Evaluation and Result

In this section, we show the numerical results to discuss the performance of our
method. We tested the implementation on mininet that deployed topologies with
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different number of nodes; RYU as the SDN controller. The experiments were
conducted using the virtual machine running 64-bit Ubuntu 14.04, with 4 Gb of
RAM. And we configured networks at 200, 300, 400, 500 nodes, with a random
topologies.

We evaluated performance of the proposed method from two aspects: (1) the
probability of path being attacked paveragw when threshold maxD increases. (2)
performance of multipath method with the optimal threshold maxD.

4.1 Tradeoff Results

Figure 6 indicates the effect of threshold maxD on the number of paths and the
probability of path being attacked under different scale network. We assumed pa
and pb mentioned in Sect. 3.4 is 0.8 and 0.2, respectively. The trend we observed
in Fig. 6(a) is, as the maxD is strictly limited, the path number K become large.
But the probability paverage can be minimized when maxD takes the appropriate
value in Fig. 6(b). Combining both figures, we observed the optimal maxD and
K that the path are trust. For example, when we set maxD 6, the probability
paverage is minimum in the network size of 500 nodes and the average number
of paths is 8.3.
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Fig. 6. Tradeoff model of maxD with different number of nodes

4.2 Performance of Multipath

We confirmed the effect of our proposed method by comparing it with the exist-
ing method Multipath-Floyd [3]. Figure 7 shows an average of the number of
paths. As the size of network increases, the number of paths in our method
are greater than Multipath-Floyd. Meanwhile, the correlation between multiple
paths decrease relatively. We allow paths to share nodes or edges, while fully
disjoint paths are obtained in Multipath-Floyd.
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Fig. 7. Comparison between Multipath-Floyd and our method

We also discussed ability to resist traffic analysis attacks. We simulated the
a communication between hosts in the different scenarios. Dijkstra algorithm
are used to calculate path in single path scenario. From Fig. 8, traffic of single
path transmission exhibits high similarity, while the correlation between multiple
traffic has been disturbed by our method. Therefore, it is difficult for an attacker
to analyze the real path of sensitive data based on traffic similarity.
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Fig. 8. Comparison between single path and proposed method

5 Conclusion

In this paper, we presented a multipath filtering method to enhance privacy of
SDN data transmission, which has the ability to effectively resist traffic attack.
First, Depth-First path searching algorithm was adopted to compute each path
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from the transmitter to the receiver. Then, we set conditions to filter all paths to
obtain the set of trusted paths. Moreover, we established a novel model to discuss
privacy protection and maxD. The experiments results show that our method
obtained optimal maxD, which reduces the correlation of paths. Compared with
single path scenario, privacy protection can be improved in proposed method.
The situation that the probability of nodes being attacked is a variable will be
an open topic. We will pay more attention in the future.
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Abstract. IoT is an important part of the new generation of information
technologies and the next big thing in the IT industry after the computer and the
internet. The IoT has great development potential and a wide range of possible
applications, especially commercial applications. And information security of
the IoT is the key to the long-term development of the whole industry.
Currently, the two most significant factors in the development of the IoT are user
identity authentication and privacy protection. This paper contains an analysis
on the current picture of inter-device user identity authentication in the IoT and
proposes an inter-device biometric authentication solution for the IoT that’s
designed to work with larger devices, addressing the shortcomings of the
traditional user identity authentication technologies including security and
efficiency problems. A strategy for further solution optimization is also included.
This paper elaborates on the specific process of user identity authentication
carried out by users on devices and between devices making use of fingerprints.
We’ll demonstrate the security of this solution against existing attack methods
and in the last part, we enumerate various possible applications of this solution
in smart homes.

Keywords: IoT technologies � User identity authentication � Biometrics �
Fingerprint recognition � Information security

1 Introduction

IoT is an important part of the new generation of information technologies and the next
big thing in the IT industry after the computer and the internet. The definition of the IoT
is simply an Internet network connected to objects. It refers to the connection with
devices, users, systems, information resources and intelligent services, and information
exchange and communication through the Internet to achieve intelligent identification,
control, and intelligent services that are managed or monitored. The IoT can be
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integrated with the Internet through various wired and wireless networks, integrating a
large number of sensors, intelligent processing terminals, global positioning systems,
etc., to achieve inter-devices and human-and-devices connectivity anytime, anywhere,
to achieve intelligent management and control [1].

The IoT technology is widely used in all aspects of our lives, from smart home,
smart medical to intelligent transportation, smart city, the IoT is everywhere [20]. At
present, the IoT technology is in the stage of rapid development, and it will have a
wider impact and change our lives in the future. It is worth noting that while we enjoy
the convenience of IoT technology for our lives, the development of the IoT is also
faced with various challenges such as market fragmentation, lacking uniform access
standards and inadequate equipment security [15]. Especially in terms of safety, this
can directly harm the user’s personal safety when a security problem occurs [8].
Therefore, reliable and effective security is the prerequisite for the continuous and
stable operation of the IoT system [9]. User identity authentication and data privacy
disclosure of IoT devices are the two main factors that constrain the rapid development
of the IoT [19].

In smart home scenarios, smart door locks, smart cameras, and other devices all
have strong user identity authentication security requirements, involving users in the
life cycle of binding devices, using devices, and unbinding devices [7]. Currently,
various authentication operations for these devices are usually based on account system
services provided by the device manufacturer (for example, access to log in the mobile
APP, the operating authority is obtained after the cloud user identity authentication).
Due to the limitations of the username/password authentication method, the diversity of
smart home device manufacturers, and the security of the produced devices, there are
some security risks in the process of user identity authentication in some scenarios.

The hierarchical structure of the IoT system can be divided into three layers from
bottom to top, namely the sensing layer, the network layer, and the application layer.
The sensing layer is mainly composed of sensors, cameras, and other devices. Its main
task is to collect and to identify static and dynamic information of objects by means of
different types of sensors. The network layer mainly plays the role of transmitting and
processing information about the IoT. The application layer is mainly responsible for
the intelligent management and control of devices in the IoT.

Combined with the architecture of the IoT, scholars have proposed dynamic
cryptography and static cryptography in authentication technology. Ke [2] proposed to
solve the user identity authentication problem by using USB cryptography in the
literature; Lin proposed to use the static cryptography to achieve Internet authentication
in the literature [3]. However, the use of static passwords in the IoT environment can
easily lead to low security of the system. In addition, as the main authentication
method, digital certificates will increase the delay and reduce efficiency [4]. In order to
solve the above problems, we propose a fingerprint-based inter-device biometric
authentication solution for the IoT. At present, the fingerprint-based biometric
authentication solution has been widely used for user identity authentication by users
on devices [11], but it is rarely used in user identity authentication between devices.
This article will focus on the research and application of fingerprint recognition in user
identity authentication between devices.
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2 Two Fingerprint-Based Inter-device Biometric
Authentication Systems for the IoT

2.1 The Proposed Basic System

When we study the fingerprint-based inter-device biometric authentication solution for
the IoT, we assume that all IoT devices have fingerprint information collection modules
and the communication links are secure and reliable. Simultaneously, it is assumed that
the communication key M1 between devices is secure and can’t be stolen. Based on the
schematic diagram of the IoT device user identity authentication process shown in
Fig. 1, we develop a method based on fingerprint identification with IoT device identity
authentication.

Step1. The user logs in to the device configuration interface through the initial
configuration account password of Device A and modifies the device management
password. The device-related information is configured to enable the device to connect
to the IoT security gateway. The fingerprint collection module enters fingerprint
information and sets the device-to-device communication key M1 (Device B operates
as above).

Step2. After Device A collects the fingerprint information of the user, Device A
randomly generates a key Ma and uses a symmetric encryption algorithm to encrypt

Fig. 1. IoT device identity authentication process map
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and store the fingerprint information to ensure the security of the collected fingerprint
information. At the same time, the device communication key M1 and the key is saved.
Communication key M1 acts as a public key to encryption and decryption between
devices (Device B operates as above).

Step3. Device A decrypts the stored fingerprint information with the secret key Ma
firstly, When Device A wants to authenticate with Device B. After the fingerprint
information is decrypted, Device A randomly cuts the fingerprint image to get a fin-
gerprint slice P1 and ensures that the area of the slice P1 is not less than a % of the
original fingerprint area.

Step4. Device A uses a symmetric encryption algorithm, uses the communication
key M1 as an encryption key, encrypts slice P1, and transmits the encrypted data packet
to Device B through trusted network channels.

Step5. After receiving the data packet sent by the Device A, the Device B decrypts
the received data packet by using the stored communication key M1, and restores the
plaintext information about the slice P1, and simultaneously decrypts the encrypted
stored fingerprint information by using the secret key Mb to obtain the plaintext
information of the fingerprint.

Step6. Device B matches the slice P1 with the original fingerprint information.
When the similarity reaches b, the matching is successful, and the user identity of the
sending method is confirmed. When the matching result does not meet the requirement,
the user identity authentication fails. At the same time, the decrypted fingerprint is
encrypted back.

Step7. When Device B matches successfully, the return value of the successful
authentication is sent to Device A. When the match fails, the return value of the
authentication failure is sent to Device A.

Step8. After Device A successfully receives the matching value of Device B and
confirms the user identity of the sender of the return value, the user identity authen-
tication process is completed, and subsequent operations such as communication,
management, control or data sharing between devices can be performed. When device
A receives the message of authentication failure, it will return to the step3–8 to restart
authentication.

The participants in this system are: user, Device A, and Device B. The functional
tasks for each participant are as follows:

Users: (1) Configure the device to connect the IoT security gateway normally and
set the communication key of devices. (2) Input the fingerprint.

Device A: (1) Save the user-configured communication key. (2) Randomly generate
the key Ma, encrypt and store the collected fingerprint information. (3) Decrypt the
fingerprint information and randomly cut the fingerprint picture to obtain the fingerprint
slice P1. (4) Encrypt fingerprint slice P1 with communication key M1 and send it to
Device B. (5) Receive the return result of Device B for subsequent communication.

Device B: (1) Save the user-configured communication key M1. (2) Randomly
generate the secret key Mb to encrypt and store the collected fingerprint information.
(3) Receive the encrypted data packet sent by Device A. (4) Decrypt the data packet to
obtain the slice P1. (5) Decrypt the original fingerprint information to get the complete
fingerprint. (6) The fingerprint slice is matched with the original fingerprint informa-
tion. (7) The matching result is returned to Device A.
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The specific information interaction process is shown in Fig. 2.

2.2 The Improved System

In the above solution, the premise of our research is that each IoT device has a module
for collecting fingerprint information of the user. Considering the actual situation and
equipment production cost, some devices may not have a fingerprint collection module.
In order to solve this problem and optimize user experience, we further improved the
solution. We also assume that the communication link is secure and trustworthy and
that the communication key M1 between the devices is secure and cannot be stolen.

In the improved system, we design the task of fingerprint collection and encryption
by the IoT security gateway. The specific steps are as follows:

Step1. The user logs in the device configuration interface through the initial con-
figuration account and password of the IoT security gateway, and modifies the device
management password; configures device related information; inputs the fingerprint
through the fingerprint collection module, and sets the communication key M1 among
devices.

Step2. The IoT security gateway stores the communication key M1 and uses M1 to
encrypt the collected fingerprint information. When the user completes the first con-
figuration, the password and fingerprint matching is needed for the second configu-
ration modification to enter the gateway configuration interface and modify the
gateway configuration. This will prevent an attacker from a malicious attack on the
security gateway device.

Step3. When a new Device A needs to join the network, the user logs in to the
device configuration interface through the initial configuration account password of
Device A, and modifies the device management password; configures device-related

Fig. 2. Information exchange in the basic inter-device biometric authentication system
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information to enable the device to connect to the IoT security gateway normally and
set the communication key M1 between devices.

Step4. After the gateway detects that the new device is normally connected to the
network, the intelligent gateway first encrypts a string of characters with the com-
munication key M1and sends it to the Device A. After Device A receives the data
packet of the gateway, it uses the communication key M1 to unlock the data packet.
And send the unwrapped string to the intelligent gateway.

Step5. After the smart gateway receives the decrypted information of Device A, it
compares with the string sent by the smart gateway. After the comparison is successful,
the smart gateway will send the fingerprint information encrypted by the communi-
cation key M1 to Device A, so that Device A can receive the encrypted fingerprint
information.

Similarly, when Device B needs to join the network, the above steps will also be
performed to obtain the encrypted fingerprint information. When Device A and
Device B are authenticated, the subsequent authentication process will be the same as
that of step3–step8 in the 2.1 basic solutions, except that in step 3 and step 5, the secret
key Ma and Mb are no longer needed to decrypt the fingerprint information and only
the communication key M1 is needed to decrypt fingerprint information.

Of course, for some devices with fingerprint collection module, we can manually
select whether the input of fingerprint information needs to be obtained from the
intelligent gateway in the configuration interface. If necessary, the fingerprint collection
will be sent from the gateway to the device. If not, the above steps will not be
performed.

The participants in this solution are: user, intelligent gateway, Device A and
Device B. The tasks that participants need to accomplish are as follows:

User: (1) Configure the device communication key M1. (2) Enter the fingerprint
and complete the fingerprint collection.

Intelligent gateway: (1) Save the user-configured communication key M1.
(2) Encrypt and store fingerprint information. (3) Use the communication key M1 to
encrypt random string to verify Device A. (4) After receiving the correct return value of
Device A, send the encrypted fingerprint information to Device A.

Device A: (1) Save the user-configured communication key M1. (2) Receive and
decrypt the encrypted data packets sent by the intelligent gateway and result to the
intelligent gateway. (3) Receive and store the fingerprint information encrypted data
packets sent by the intelligent gateway. (4) Decrypt the fingerprint information and
randomly cut fingerprint pictures to get the fingerprint slice P1. (5) Encrypt fingerprint
slice P1 with the communication key M1 and send it to Device B (6) receive the return
result of Device B for subsequent communication.

Devices B: (1) Save the user-configured communication key. (2) Receive and
decrypt the encrypted data packet sent by the intelligent gateway and return the result to
the intelligent gateway. (3) Receive and store the encrypted data packets sent by the
intelligent gateway. (4) Receive the encrypted data packets from Device A and decrypt
the data packets to get slice P1. (5) Decrypt the original fingerprint information and get
the complete fingerprint. (6) Match the fingerprint slice with the original fingerprint
information. (7) Return the matching result to Device A. The specific information
interaction process is shown in Fig. 3.
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3 Performance Analysis of the Fingerprint-Based Inter-
device Biometric Authentication Solution for the IoT

IoT technology integrates the Internet, mobile Internet, wireless communication
network and various wireless sensor network technologies [14]. The complex structure
and rich application scenarios make IoT security more serious than traditional network
security [16]. Specifically, on the issue of user identity authentication, the challenge of
user identity authentication faced by the IoT is far greater than that of traditional
networks.

In order to consider the feasibility and security of fingerprint-based inter-device
biometric authentication solution for the IoT comprehensively, we will analyze and
demonstrate this solution form the following aspects.

3.1 Feasibility Analysis of the Fingerprint-Based Inter-device Biometric
Authentication Solution for the IoT

Fingerprints have become a synonym of biometric recognition because of its lifetime
invariance, uniqueness and convenience [17]. At present, fingerprint recognition is
quite mature as an identification technology and has a solid market backing [13].
Fingerprint recognition technology can extract the feature values extracted from fin-
gerprints by analyzing the global features of fingerprints and local feature points such
as ridge, valley and end points, bifurcation points or divergence points, so as to reliably
identify a user’s identity through fingerprints [18]. On average, each fingerprint has
several unique and measurable feature points, each feature point has about seven
features, and our ten fingers produce a minimum of 4,900 independently measurable
features, which is sufficient to prove that fingerprint recognition is a more reliable
identification method [5].

Fig. 3. Information exchange in the improved inter-device biometric authentication system
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At present, the mainstream of the market is to apply fingerprint identification with
the user identity authentication by users on devices. Our solution further promotes
fingerprint identification with the user identity authentication between devices. And the
reliability of the user identity authentication method can be subjectively controlled by
the user, and the user only needs to input more finger fingerprints, which can greatly
improve the security of user identity authentication between devices.

3.2 Comparison of Fingerprint-Based Inter-device Biometric
Authentication Solution for the IoT and How Current User Identity
Authentication on IoT Devices Works

At present, the methods of user identity authentication on IoT devices mainly include:
based on user knowledge such as user name and password, dynamic password [12] and
other software and hardware devices such as smart cards owned by users [10]. The
solution adopts a two-factor authentication method combining password and fingerprint
in the user identity authentication between the user and the device, which is more
secure than the single-factor or two-factor authentication methods of the traditional
password and the dynamic password. Similarly, compared with smart cards and other
authentication methods, this solution is more convenient and fast, and the fingerprint
recognition is extended to the user identity authentication between devices. Due to the
unique and complex characteristics of fingerprints, the security of the solution is
guaranteed in user identity authentication between devices.

3.3 Performance Comparisons Between the Basic and Improved Systems

The main difference between the basic system and the improved system is that the basic
system requires each device to have a fingerprint collection function, and the improved
system only requires the intelligent gateway to have a fingerprint collection function.
Compared with the basic system, the improved system has the following advantages:
(1) it does not need the fingerprint acquisition module on each device to reduce the cost
of equipment production. (2) The user does not need to perform fingerprint collection
of each device, thereby reducing user intervention. The operation is more convenient.
(3) It is difficult to ensure that the collected information is consistent because each
fingerprint is collected, so the success rate is higher when the fingerprint is matched.

3.4 Security Analysis of the Fingerprint-Based Inter-device Biometric
Authentication Solution for the IoT

The main security threats currently faced by IoT authentication included user identity-
based forgery, eavesdropping-based attacks, user identity-based forgery, and eaves-
dropping combined attacks, data manipulation-based attacks, and service availability
attacks [6].

In order to prevent attackers from illegally registering Device And stealing the
communication key M1 and user fingerprinted information between the devices, the
solution adopts this method: in the basic system, we assume that each device has a
fingerprint collection function, after completing the first configuration, users need to
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use double authentication of account password and fingerprint to log in normally in the
second time you log in again. When viewing or modifying important parameters
(such as communication keys), the current device needs to verify the fingerprint
information again and requires the smart gateway to authorize the changes. For the
collected fingerprint information, the smart device randomly generates a key for
encrypted storage and ensures that the stored fingerprint information is secure again. In
the improved system, we do not require each IoT device to have a fingerprint acqui-
sition module. However, in order to ensure the security of the device, you need to log in
to other devices to view the configuration information after you log in to the smart
gateway for the second time. Also, when viewing or modifying important parameters
(such as communication keys), you need to verify the fingerprint information on the
smart gateway, and you can view the changes after authorization.

In the solution, we assume that the communication key to devices is not stolen, and
the transmission channel is safe and reliable. In order to prevent the attacker from
intercepting the intercepted fingerprint information about the transmission, we take the
form of fingerprint random cutting (Random cutting means that the shape of the slice is
arbitrary, and the ratio of the cut area is larger than the programmed value a %). Only
randomly cut fingerprint slices are transmitted during each verification process, and the
slices are encrypted using a symmetric encryption algorithm. This ensures that even if
the packet is intercepted, the attacker cannot obtain the complete fingerprint
information.

4 Application Scenarios of Fingerprint-Based Inter-device
Biometric Authentication Solution for the IoT

In the fingerprint-based inter-device biometric authentication solution for the IoT, the
device needs to perform image encryption and decryption, image segmentation and
image comparison, which have certain requirements on the performance and computing
processing capability of the device. At present, we only consider the system to be
applied to an inter-device biometric authentication system with a relatively large device
size and relatively strong computing processing capability. We will use this program to
do application scenario analysis in a smart home.

Suppose Andy ends his busy day’s work and prepares to go home. He plans to go
home and have a hot bath. Andy opens the IoT device client installed on the mobile
phone. After successful login through fingerprint matching, the mobile phone client
randomly encrypts the fingerprint information and sends it to the smart water heater at
home. The smart water heater decrypts the fingerprint slice sent by the mobile phone to
perform fingerprint image matching. After the matching is successful, the device is in a
controlled state, and Andy remotely turns on the smart water heater, and the water will
be heated to a suitable temperature. At the same time, after the smart gateway com-
municates with the mobile APP, the APP will obtain the location of Andy, and estimate
the time required for Andy to arrive at the smart gateway through the cloud service.
When it is calculated that Andy will arrive home after about 20 min, the intelligent
gateway will perform device authentication with the air conditioner, encrypt the ran-
domly segmented fingerprint slice and send it to the smart air conditioner. After the
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smart air conditioner receives the information and decrypts it successfully, the air
conditioner controls the air conditioner according to the temperature sensor. To the
temperature data, the automatic opening adjusts the indoor temperature to a comfort-
able range. After Andy arrives at the door of the house, the door is opened by the
fingerprint lock. At the same time, after the fingerprint lock receives the door opening
command from Andy, the command to automatically turn on the light is sent to the
smart light fixture. The smart light fixture automatically determines whether the light
needs to be turned on according to the data of the light sensor. When Andy arrives
home, the Bluetooth speaker will play Andy’s favorite songs according to Andy’s daily
hobbies, so Andy can soak in a hot bath in a comfortable room.

5 Conclusions

This paper presents a fingerprint-based authentication solution for IoT devices. This
solution not only applies fingerprint recognition by users on devices but also extends it
to devices. Through a series of steps such as random cutting of fingerprints, encrypted
transmission of slices, decryption and image matching, the process of user identity
authentication between devices through fingerprints is completed. And for the possible
existence of IoT identity authentication attacks, corresponding solutions are proposed,
which greatly improves the security and reliability of user identity authentication
between devices as well as users and devices. It is also noteworthy that this solution
requires that the device must be able to perform image segmentation, encryption and
decryption, image matching and other operations, so it has certain requirements for the
operating performance of the device, and is more suitable for the relatively large
equipment, relatively strong computing capacity, and relatively centralized equipment
distribution scenarios. At the same time, how to continue to optimize the solution so
that it can be applied to more relatively small computing capacity of relatively weak
equipment is the direction of future research.
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Abstract. School bullying is a common social problem around the world which
affects teenagers, and physical violence is considered to be the most harmful
while verbal bullying is the most frequent. This paper proposes an automatic
physical and verbal bullying detecting method in the field of artificial intelli-
gence. Dozens of features were extracted from acceleration and gyro data to train
the physical bullying recognition while the mean value of each frame of samples
was calculated for verbal bullying detection. The authors used the k-NN algo-
rithm as the classifier. The final test accuracies of physical and verbal bullying
detecting were 70.4% and 78.0%, respectively, indicating that activity recog-
nition and speech emotion recognition can be used for detecting bullying
behaviors as an artificial intelligence technique, and speech emotion recognition
appeared to be better than activity recognition.

Keywords: Physical bullying � Verbal bullying � k-NN �
Artificial Intelligence � School bullying

1 Introduction

School bullying is a common social problem among teenagers. It affects the victims
both mentally and physically and is considered as one of the main reasons for
depression, dropping out of school and adolescent suicide [1, 2]. In view of this, anti-
bullying is a significant as well as timeless topic. New approaches for preventing
school bullying become available as classification methods develop. School bullying
can take various forms, such as cursing, physical violence, and so on. Physical violence
is considered to be the most harmful to teenagers while the verbal bullying is the most
frequent. Consequently, this paper will focus on detecting both physical and verbal
bullying.

Following the popularity of smartphones, several anti-bullying applications can be
found on Internet. Nevertheless, the victim or a witness needs to take out a smartphone,
run the application and press a button to send an alarm message. To photograph the
event, they must hold the camera toward the bullies. However, this is not convenient
for the victim, especially when bullied physically. Therefore, Alasaarela [3] and his
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team proposed some algorithms to detect physical bullying by using a 3D
accelerometer and a 3D gyroscope. Once activated, it could run in the background and
detect physical bullying automatically.

There are also some experiments focusing on emotion recognition and daily-life
activity recognition. For instance, Ferdinando had found a method that was able to
recognize emotions indicative of bullying incidents with ECG and Heart Rate Vari-
ability (HRV), reaching an average accuracy of 47.69% for arousal and 42.55% for
valence [4]. Zalluhoglu and Ikizler-Cinbis had reached the accuracy of 72.4% [5].
Moreover, Seyed Ali and Rokni got an accuracy of 82.2% in activity recognition [6].

This paper applied an algorithm for detecting physical and verbal bullying—the k-
Nearest Neighbor (k-NN) algorithm. It is a non-parametric method used for classifi-
cation and regression in pattern recognition. In both cases, the input consists of
k closest training examples in the feature space. And the output depends on whether k-
NN is used for classification or regression.

The remainder of this paper is constructed as follows: Sect. 2 shows the process of
activity recognition; Sect. 3 shows the process of speech emotion recognition; Sect. 4
gives out the classification results by simulation; and Sect. 5 draws a conclusion.

2 Activity Recognition

Nowadays activity recognition with various sensors is a very popular topic. For the
convenience of life, many researchers try to use this technique to assist people with
their daily life, e.g. elder care [1, 2], smart home [7, 8], and other artificial intelligence
(AI) environments. As a matter of fact, there are quite a number of classifiers as well as
feature selection methods for activity recognition. However, it is nearly impossible to
draw a conclusion which activity recognition algorithm is absolutely the best, con-
sidering the differences of databases used by different researches, as well as the dif-
ference sources of activities provided by different actors/actresses. This paper focuses
on the activity recognition by accelerometers and gyroscopes.

The following is the concrete procedures in activity recognition.
The data were collected by Ye, et al. in Finland. A movement sensor (integrated

accelerometer and gyroscope) was fixed on the subjects’ waist in order to collect 3D
accelerations and 3D gyros at 50 Hz. All experiments were video-recorded for syn-
chronization. Each activity was repeated several times by different actors or actresses.

The authors had finally gathered more than 250 fragments of movement in total and
then selected 221 of them as samples. The data were the acceleration in x-axis, y-axis
and z-axis, and the gyro in x-axis, y-axis and z-axis. The y-axis was a vertical vector,
while the x-axis and the z-axis were horizontal vectors. Classified by movement, it can
be divided into 9 kinds, i.e. falling down, jumping, playing, pushing, pushing down,
running, shoulder-hit, standing and walking.

The authors firstly loaded these data from Excel to documents ending with “.mat”.
These data were equally and randomly divided into 2 groups, namely the training group
and the testing group (if one certain kind of movement cannot be divided equally, let
the training set contain one more sample than the testing group) (Table 1).
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Then the authors calculated the maximum, minimum, median absolute deviation,
mean value, variance, sum and energy of each movement in both two groups. Each
feature value concluded 6 sections, e.g. the maximum concluded the maximum
acceleration in x-axis, y-axis, and z-axis, and the maximum gyro in x-axis, y-axis, and
z-axis. Table 2 shows the extracted features.

Table 1. The exact number of each movement in the training group and the testing group.

Training group Testing group

Falling down 8 7
Jumping 6 6
Playing 16 15
Pushing 30 29
Pushing down 22 21
Running 5 4
Shoulder-hit 15 15
Standing 6 5
Walking 6 5
Sum 114 107

Table 2. All the 42 features that should be calculated.

Maximum
from
accelerations
in x-axis

Maximum
from
accelerations
in y-axis

Maximum
from
accelerations
in z-axis

Maximum
from gyros
in x-axis

Maximum
from gyros
in y-axis

Maximum
from gyros
in z-axis

Minimum from
accelerations
in x-axis

Minimum from
accelerations
in y-axis

Minimum from
accelerations
in z-axis

Minimum
from gyros
in x-axis

Minimum
from gyros
in y-axis

Minimum
from gyros
in z-axis

Median
absolute
deviation from
accelerations
in x-axis

Median
absolute
deviation from
accelerations
in y-axis

Median
absolute
deviation from
accelerations
in z-axis

Median
absolute
deviation
from gyros
in x-axis

Median
absolute
deviation
from gyros
in y-axis

Median
absolute
deviation
from gyros
in z-axis

Mean value
from
accelerations
in x-axis

Mean value
from
accelerations
in y-axis

Mean value
from
accelerations
in z-axis

Mean value
from gyros
in x-axis

Mean value
from gyros
in y-axis

Mean value
from gyros
in z-axis

Variance from
accelerations
in x-axis

Variance from
accelerations
in y-axis

Variance from
accelerations
in z-axis

Variance
from gyros
in x-axis

Variance
from gyros
in y-axis

Variance
from gyros
in z-axis

(continued)
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All values from the maximum to the energy were extracted and finally formed a 1
row by 42 column matrix (Table 3).

Next, the authors used the same procedure to calculate the values mentioned above
in others documents.

Add up all 1 row by 42 column matrices in each kind of movement in each
group. For example, in the training group, the number of documents of falling down is
8, so add up that 81 row by 42 column matrices to form an 8 row by 42 column matrix.
Table 4 shows the exact number of row and column of all movements.

Add all the 9 matrices in the training group into one sum-up matrix, as well as all
the 9 matrices in testing group. Then, a 114 row by 42 column matrix A144�42 and a
107 row by 42 column matrix A107�42 were built.

Table 3. The features extracted in each document

Maximum
(1 row by 6
column)

Minimum
(1 row by
6 column)

Median absolute
deviation (1 row
by 6 column)

Mean value
(1 row by
6 column)

Variance
(1 row by
6 column)

Sum (1
row by
6 column)

Energy (1
row by
6 column)

Table 4. The number of row and column of all movements

Movement Training group Testing group
Number of
rows

Number of
columns

Number of
rows

Number of
columns

Falling down 8 42 7 42
Jumping 6 42 6 42
Playing 16 42 15 42
Pushing 30 42 29 42
Pushing
down

22 42 21 42

Running 5 42 4 42
Shoulder-hit 15 42 15 42
Standing 6 42 5 42
Walking 6 42 5 42

Table 2. (continued)

Sum from
accelerations
in x-axis

Sum from
accelerations
in y-axis

Sum from
accelerations
in z-axis

Sum from
gyros in x-
axis

Sum from
gyros in y-
axis

Sum from
gyros in z-
axis

Energy from
accelerations
in x-axis

Energy from
accelerations
in y-axis

Energy from
accelerations
in z-axis

Energy from
gyros in x-
axis

Energy from
gyros in y-
axis

Energy from
gyros in z-
axis
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Two transition matrices T1 and T2 were produced by using PCA (Principal
Component Analysis).

The matrix after dimensionality reduction was created by multiplying the sum-up
matrix and the transition matrix, written as M1 and M2.

M1 ¼ A144�42 � T1 ð1Þ

M2 ¼ A107�42 � T2 ð2Þ

The authors then constructed two n row by 2 column matrices which referred to the
two sum-up matrices M1 and M2, respectively. Bullying behaviors (pushing, pushing
down and shoulder-hit) matched matrix [1 0] while non-bullying behaviors (falling
down, jumping, playing, running, shaking, standing and walking) matched matrix [0
1]. Two 0-1 matrices were got (written as Z1 and Z2, respectively).

A k-NN model NET was created with input dimension NIN, output dimension
NOUT and k neighbours where k is a user-defined constant.

Took a matrix X of input vectors (one vector per row) and uses the k-NN rule on
the training data contained in NET to produce a matrix Y of outputs and a matrix L of
classification labels.

Two-fold cross validation was used to calculate the accuracy, i.e., in the first round,
the training group was used to train the classifier and the testing group was used to test
the classifier, but in the second round, the testing group was used to train the classifier
and the training group was used to test the classifier. The accuracies of the two rounds
were recorded as Accuracy1 and Accuracy2, respectively. Then the final accuracy was
calculated as

Accuracy ¼ 1
2

Accuracy1 + Accuracy2ð Þ ð3Þ

Change the value of k, and repeat the steps above. The simulation results are given
in Sect. 4.

Compared with Seyed Ali’s team [6] and other teams [9, 10], the accuracies
achieved were not better, so the authors decided to add 2 kinds of features into the
features aggregation. The 2 features were the sum vectors of the absolute value of
acceleration and the angle of gyroscope. The simulation results are also given in Sect. 4
as a comparison.

3 Speech Emotion Recognition

Nowadays, speech emotion recognition is a very popular topic. In the field of artificial
intelligence, a system that is able to recognize the voice of a consumer and to control a
robot’s movements with verbal instructions has been developed [11]. However, most of
the speech emotion recognition has not been used in detecting bullying behaviors.
Considering that it is significant to prevent bullying as soon as possible, the authors
also used k-NN to detect verbal bullying.
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The following is the concrete procedure in speech emotion recognition.

(1) The data were collected by Ye in Finland, too. Several pupils provided the sound
recording in 4 kinds, namely, bullying, cry, happy and normal. The pupils were
asked to pretend that they were under these circumstances so that the data were
divided by class in advance.

(2) The authors finally gathered hundreds of seconds of sound recordings, and cut
them equally into hundreds of parts. These data were divided into 4 classes—
bullying, cry, happy and normal. Bullying and cry were classified into bullying
while happy and normal were classified into non-bullying for convenience. These
data were in form of mp4.

(3) These two groups of data were equally and randomly divided into 2 groups (the
training group and the testing group), and in each of them there were 80 s bullying
recordings and 81 s non-bullying recordings.

(4) The authors then extracted the feature parameters from the selected voice
sequences by using the MFCC (Mel Frequency Cepstral Coefficients).

Mel fð Þ ¼ 2595� lg 1þ f
700

� �
ð4Þ

12 MFCC parameters, 12 first-order differential MFCCs and 12 second-order
differential MFCCs were extracted and classified by k-NN. The classification
results are also given in Sect. 4.

4 Classification Results

Table 5 shows the first activity recognition accuracy (k = 1). Table 6 shows the
average accuracy of physical bullying detection (k = 1–6), indicating that the accuracy
was the highest when k equaled to 1. Nevertheless, the highest average accuracy ass
52.8%, which is not high enough.

Table 5. Accuracy of physical bullying detection (k = 1)

Bullying Non-bullying

Bullying (real) 55.5% 45.5%
Non-bullying (real) 50.0% 50.0%

Table 6. Average accuracy of physical bullying detection (k = 1–6)

The value of k 1 2 3 4 5 6

Accuracy 52.8% 32.9% 20.0% 16.2% 8.7% 4.8%
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Table 7 shows the activity recognition accuracy after adding 2 kinds of sum vectors
(k = 1). And Table 8 shows the average activity recognition accuracy after adding 2
kinds of sum vectors (k = 1–6). Similarly, when k equaled to 1, the accuracy was the
highest, which is 70.4%, higher than the first one.

Table 9 shows the accuracy of speech emotion recognition (k = 1). Table 10 shows
the average accuracy of speech emotion recognition (k = 1–6). The highest average
accuracy is 78.0%, a bit higher than that of the activity detection.

5 Discussion and Conclusion

Considering that physical bullying and verbal bullying have the worst impact on
teenagers among all school bullying types but most of the existing anti-bullying
methods are unrealistic and inconvenient, this paper applied an algorithm to detect
physical bullying and verbal bullying events automatically. Time domain features and
frequency domain features of activities and MFCC features of speeches were extracted
to describe the characteristics of bullying events. k-NN was used as the classifier.
A preliminary result of 52.8% of activity recognition was achieved, which was not
satisfying. After adding the sum of the absolute value of acceleration and the angle of
gyroscope, the accuracy was increased to 70.4%, indicating that the sum of the absolute

Table 7. Accuracy of physical bullying detection after adding 2 kinds of sum vectors (k = 1)

Bullying Non-bullying

Bullying (real) 72.4% 31.6%
Non-bullying (real) 27.6% 68.4%

Table 8. Average accuracy of physical bullying detection after adding 2 sum vectors (k = 1–6)

The value of k 1 2 3 4 5 6

Accuracy 70.4% 50.5% 35.5% 19.0% 12.1% 7.8%

Table 9. The accuracy of speech emotion recognition (k = 1)

Bullying Non-bullying

Bullying (real) 74.5% 18.5%
Non-bullying (real) 35.5% 81.5%

Table 10. The average accuracy of speech emotion recognition (k = 1–6)

The value of k 1 2 3 4 5 6

Accuracy 78.0% 62.5% 47.6% 34.7% 16.8% 8.5%
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value have a great impact on recognition. Additionally, the authors thought that speech
emotion recognition could play a better role in bullying detection since the accuracy of
speech emotion recognition was higher than that of the activity recognition. Gathering
more samples to train the classifier might be helpful for improving recognition accu-
racy in future work.
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Abstract. With the continuous breakthrough of various technologies, speech
recognition technology has become a research hotspot. It is a way to find out the
phenomenon of bullying in time by detecting whether the voice contains campus
bullying vocabulary. In practical applications, an infinite network is established
through sensors to transmit information, and the occurrence of campus bullying
events is prevented in time. This paper studies the theory of support vector
machine and its application in speech recognition. In order to identify bullying
vocabulary, this paper firstly built a voice library with 250 voice audios,
including 125 campus bullying word audios and 125 non-bullying audios. The
first sub-frame of the speech signal was used for endpoint detection. Then mode
decomposition and Fourier transform were applied. The maximum value of the
primary frequency spectrum was extracted as the acoustic feature. Finally, 200
audios in the database were used for training, and 50 audios were used for
speech recognition testing. The average recognition accuracy was 94%, indi-
cating that the support vector machine theory showed a good advantage in the
case of small samples for speech recognition.

Keywords: Support vector machine � Empirical mode decomposition �
Intrinsic mode function component

1 Introduction

With the continuous breakthrough of various technologies, speech recognition
technology has become a research hotspot, and the methods of speech recognition
technology are also very rich [1]. In this paper, the application of support vector machine
theory in speech recognition is studied. Firstly, the speech signal is preprocessed, and
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then the acoustic features are extracted. The support vector machine hyper-plane and
kernel function are optimized for speech recognition. The voice features are used for the
training of the model, and finally the speech recognition system was identified and
tested.

The remainder of this paper is organized as follow: Sect. 2 describes the procedures
of 2 speech signal preprocessing and feature extraction; Sect. 3 analyzes the Support
Vector Machine; Sect. 4 shows the simulation results; Sect. 5 draws a conclusion.

2 Speech Signal Preprocessing and Feature Extraction

2.1 Voice Signal Preprocessing

Firstly, the speech signal is pre-emphasized by a high-pass filter to improve the high-
frequency part of the speech, reduce the amplitude range of the gene line, and reduce
the dynamic range of the spectrum.

Secondly, the Hanning window is used to frame and window the speech signal.
Finally, endpoint detection is performed on the speech signal. In order to solve the
problem that the energy curve and the zero-crossing rate curve will fluctuate in the non-
speech area, the data are subjected to median smoothing in the endpoint detection. The
number of wild spots in the processed speech waveform is significantly reduced
(Fig. 1).

Fig. 1. Endpoint detection map for the “stupid” audio.

2.2 Speech Signal Feature Extraction

The Basic Principle of EMD. Treat the original signal xðtÞ as a signal to be processed.
Firstly, determine all the extreme points of the signal, and connect all the maxima and
all the minima points with a cubic spline curve. The upper and lower envelopes of the
original signal are obtained. The mean of the upper and lower envelopes is called as
mðtÞ.
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Subtract the upper and lower envelope mean values mðtÞ from the pending signal xðtÞ:

h1ðtÞ ¼ xðtÞ � mðtÞ ð1Þ

Verify that it is a basic mode component. If the two basic conditions are not met, it
repeats the above operation as a signal to be processed until it is a basic mode weight.

c1ðtÞ ¼ h1ðtÞ ð2Þ

After the first basic mode component is decomposed from the original signal,
Subtract c1ðtÞ from xðtÞ. The sequence of residual values is as follows:

r1ðtÞ ¼ xðtÞ � c1ðtÞ ð3Þ

The r1ðtÞ acts as a new raw signal. Repeat the above process for r1ðtÞ, and get
n basic mode weights. Thus, the original signal is decomposed into the sum of several
basic mode components and a remainder.

xðtÞ ¼
Xn
i¼1

c1ðtÞþ rnðtÞ ð4Þ

If the last basic mode component cnðtÞ is less than the threshold, the procedure will
stop. In addition, the procedure also stops when the remaining component becomes a
monotonic function.

Feature Selection. In this scheme, the empirical mode decomposition and the Fourier
transform are first performed on each audio to obtain the spectrum of the intrinsic
modal function component, and the main spectral values are taken for training and
testing. Each frame of a voice audio is decomposed by empirical mode to resolve six
basic mode components. In this paper, the first 7 frames in each audio are selected, and
the basic mode weight in each frame is Fourier transformed. The maximum value of
each mode component in each frame is taken as the main spectrum value of the natural
mode function component.

3 Support Vector Machine

3.1 Support Vector Machine and Kernel Function

In the state where the training samples are linearly separable, a classification hyper-
plane can be found. The convex quadratic programming at this time can be transformed
by (5) [2]:
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max
a

Pn
i¼1

ai � 1
2

� Pn
i;j¼1

aiajxixj xi; xj
� �

s:t:Pn
i¼1

aiyi ¼ 0; ai � 0; i ¼ 1; 2; . . .; n

8>>><
>>>:

ð5Þ

where ai is the Lagrange multiplier.

f ðx;w; bÞ ¼ signð\w; x[ þ bÞ ¼ sign
Xn
i¼1

aiyi xi; xh iþ b

 !
ð6Þ

where xi is called Support Vector.
Some sample data are linearly separable in the input space, but some are not. After

the dimensionally indistinguishable sample data is subjected to dimensionality reduc-
tion, it can be transformed into linearly separable sample data [3]. However, dimen-
sionality reduction also has some shortcomings, such as losing useful information.
Compared with the dimension reduction method, the kernel function method is much
better. The kernel function is to map these linearly inseparable sample data into a high-
dimensional space through a kernel function. In this high-dimensional space, these
linearly inseparable samples are converted into linearly separable samples.

The main types of kernel functions are: linear kernel function, polynomial kernel
function, S-type growth curve kernel function, and tensor product kernel function [4].

3.2 Sequence Minimum Optimization Algorithm

In the support vector machine theory, the problem to be optimized is [5]:

max
a

W að Þ ¼Pm
i
ai � 1

2

Pm
i;j¼1

yiy jaiaj xi; x jh i
s:t: 0� ai �C; i ¼ 1; . . .;mPm
i¼1

aiyi ¼ 0

8>>>><
>>>>:

ð7Þ

Constraints can be obtained from Eq. (7):

a1y
1 ¼ �

Xm
i¼2

aiy
i ð8Þ

Because y 2 �1; 1f g, the formula (8) can be written as:

a1 ¼ �y1
Xm
i¼2

aiy
i ð9Þ

It can be known from Eq. (9) that a1 and a2; . . .; am are associated, so at least two
variables must be selected at a time to satisfy the constraint [6]. Choose the best pair of
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combinations ai; aj based on experience, then all parameters except the ai; aj are fixed
and optimized. Therefore, the efficiency of the SMO (Sequence Minimum Optimiza-
tion) algorithm is relatively high [7].

Figure 2 shows the value of ai; aj and the relationship between them.

4 Classification Result

4.1 Influence of Different Kernel Functions on Training Accuracy

K-fold cross-validation solves the problem of generating more test samples [8]. Using
the K-fold cross-validation method, the original data set was equally divided into 5
parts, each with 50 audio samples, and a total of 5 rounds of model training and testing
were performed.

The effect of using three different kernel functions on training is shown in Table 1.

It can be seen from Table 1 that the training accuracy with the radial kernel
function is significantly higher than those with the other two kernel functions.

Fig. 2. The relationship of ai; aj

Table 1. Influence of different kernel functions on training accuracy

Kernel function type 1 2 3 4 5 Training
accuracy

Polynomial kernel
function

75.3% 76.2% 80.5% 78.2% 75.5% 77.1%

Two-layer neural network
kernel function

84.4% 85.3% 86.2% 87% 89.4% 86.5%

Radial kernel function 93.8% 96% 94.7% 93% 94.3% 94.4%
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4.2 Simulation Results

The training samples still use the data in Table 1. The testing accuracies of the training
samples and the testing samples are shown in Table 2.

As can be seen from Table 2, the accuracy of the testing samples reached 94.4%.
This is a good illustration of the fact that in the case of small samples, the use of
support vector machine theory to solve the two-class problem is a very suitable method.
The support vector machine successfully found the optimal classification hyper-plane
to classify the samples.

The testing accuracy after SMO optimization is shown in Table 3.

It can be seen from Table 3 that after parameter optimization, the accuracy of
speech recognition is increased by 0.6%.

5 Conclusion

This paper proposed a speech bullying vocabulary recognition algorithm in artificial
intelligent child protecting system. After preprocessing the speech signal, the empirical
mode decomposition method is used to extract the IMF of each order mode component,
and then the main frequency value of the IMF is separated by Fourier transformation as
the feature vector.

Through the K-fold cross-validation method, more training data were generated in
the case of a small sample, and a total of five recognition tests were performed. The
effects of three different kernel functions on the recognition accuracy rate were tested.
The recognition rate of the radial kernel function was the highest, and the recognition
accuracy reached 94.4%.

Finally, the model is optimized and the sequence minimum optimization algorithm
is adopted. The SMO optimization algorithm not only improves the efficiency, but also
improves the accuracy of the recognition test by 0.6%. The optimized recognition
accuracy reached 95%.

Table 2. Simulation results

Data set 1 2 3 4 5 Testing accuracy

Training samples 96.2% 95.9% 97.3% 95.2% 96% 96.1%
Testing samples 93.8% 96% 94.7% 93% 94.3% 94.4%

Table 3. Simulation results

1 2 3 4 5 Accuracy

Before optimization 93.8% 96% 94.7% 93% 94.3% 94.4%
After optimization 94.5% 96.2% 95.2% 94.1% 95.0% 95.0%
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Abstract. Since the current route planning algorithms for system protection
service in communication network fail to consider the situation of station
voltage level crossing in ultra-high voltage grid, based on immune algorithm, a
planning algorithm is proposed in this paper to lower the network operational
risk by ensuring the voltage level balance degree and main-backup route sim-
ilarity are both as small as possible. Firstly, the risk of node and link is analyzed
to derive the network risk balance degree index, and secondly, the cross station-
voltage-level planning problem model is established with the consideration of
impact brought by station voltage level crossing and route similarity, and then it
is solved utilizing IA. Finally, the experimental result shows that the planning
algorithm proposed in this paper can lower the network risk, station voltage
level balance degree and the route similarity effectively, which provides a useful
reference while planning service routing.

Keywords: Service route planning � Immune algorithm �
UHV grid � Risk balance

1 Introduction

Due to the construction and expansion of UHV grid in China, traditional power system
protection strategies and methods have gradually failed to meet the needs. Thus system
protection using the latest information communication and protection control tech-
nologies is proposed based on profound characteristics changes of the transitional
power grid, and its high reliability is built by strengthening the first defense line,
expanding the second defense line, and connecting the third defense line to achieve
high-security new generation of large-scale UHV grid defense system.

In order to realize this kind of intelligent protection for UHV power transmit grid,
the dedicated real-time high-speed power communication network supporting system
protection services, such as relay protection services and stability control services etc.,
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is constructed. The most striking feature of the system protection service is that its
source and terminal stations are almost high-voltage level. It should be aware that the
station in this paper does not mean substation but network equipment in it, which is
used for communication. There are main and backup routes for each system protection
service, and it will not change readily once set up to ensure the stability of the system,
thus, reasonable planning of service routes is the key to not only achieve fast and
reliable transmission of services but also improve the utilization of communication
resources and reduce the risk of the communication networks.

There are some researches on the routing planning problem of power communi-
cation networks at present. Liu et al. proposes a non-uniform service routing energy
model for the typical structure of power communication network, which considering
the service importance and its configuration method [1], but it does not consider the
importance of nodes and links. Huang et al. combines the pressure of service trans-
mission channels and the special constraints of power communication network and
proposes a maximum disjoint main-backup routing mechanism based on multi-
condition constraints [2], however it does not consider the delay characteristics of the
services, and its consideration of service risk is insufficient. He et al. adopts the
improved maximum disjoint dual routing algorithm for planning [3], but neither the
reliability nor the time domain was considered, what’s more, it is ineffective while
more factors appear.

It is necessary to transmit services through the low voltage level station while there
is no direct communication line laid between the high voltage level stations in most of
UVH grid scenarios in China, thereby causes station-voltage-level crossing. In general,
the lower the voltage level, the weaker the protection measures, and the greater the risk
of carrying critical services on it. But these above-mentioned power communication
network routing researches rarely have a consideration for this situation. Therefore, an
in-depth cross station-voltage-level route planning approach is needed to strengthen the
system operational security and reliability.

In view of the shortcomings of the existing research and the needs of system
protection services, an intelligent cross station-voltage-level route planning algorithm
considering the UHV’s roundabout risk for system protection services in UHV grid is
proposed in this paper. As a new type of artificial intelligence algorithm, immune
algorithm, which is suitable for dealing with complex problems, has a big advantage
over global search and has a good application prospect in optimization problems [4].
The follow-up structure of this paper is organized as follows: Sect. 2 derives the
network risk balance degree index considering node and link risk, designs the voltage
level balance degree and routing similarity index, and further establish the mathe-
matical model of route planning. Section 3 proposes a main-backup route planning
algorithm based on the immune algorithm to solve the problem. Section 4 utilizes the
proposed algorithm to plan the service routes in a specific scenario and compares the
optimal main-backup routes obtained by the proposed algorithm with the k-shortest
path (KSP) algorithm and the maximum disjoint routing (Bhandari) algorithm. The
scenario is excerpted from a partial communication topology in China. Section 5
concludes this paper and points out the future work.
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2 Modeling of Planning Problem

In UHV grid, the higher the voltage level of the station, the farther the transmission
distance is. The UHV DC transmission distance is about 1000 km [5]. Source and
terminal stations of the system protection service are high-voltage levels, but some-
times communication with each other requires low voltage level stations for transit. The
lower the voltage level of the passing station, the shorter the distance of transmission,
the more stations will be needed. Relatively speaking, stations with high voltage level
are better protected. Due to a large number of services transmitted by low voltage level
stations and high risks, once a fault occurs, the impact is also greater. Therefore, it is
necessary to select stations with similar voltage levels to transmit long-distance system
protection services. In this paper, considering the factors of network risk, voltage level
balance degree, and similarity of main and backup routes, a cross station-voltage-level
route planning algorithm for UHV system protection service is proposed, which is the
max disjoint main and backup routes for all services in the system protection com-
munication network to ensure the safe and stable operation of the communication
network and the power grid.

In the system protection communication network, the nodes are generally various
stations of the power grid, and the links are generally communication optical cables
between the stations. In order to facilitate the research, the power communication
network is abstracted into an undirected connectivity graph G(V, E) according to the
graph theory method, where V represents the node set, E represents the link set, and the
number of links is |E| = M, the number of nodes is |V| = N. The service set
S = {s1, …, sk} represents all the power communication network services carried on
the network G, and the route of the service is the node and the link set passed by the
source node vs to the terminal node vd.

2.1 Network Risk Model

Node Risk and Link Risk. The node and link, which are the basis for assessing the
network risk, play a vital role to guarantee the stability running of service in power
communication network. Their respective risk indexes contain the probability of failure
and the risk impact on the network after a failure [6]. According to the risk definition,
the risk index of node vi and link eij can be expressed as

RV
i ðtÞ ¼ PV

i ðtÞIðviÞ ð1Þ

RE
ij ðtÞ ¼ PE

ij ðtÞIðeijÞ ð2Þ

Where PV
i ðtÞ and PE

ij ðtÞ are the probabilities of node and link failure, respectively.
IðviÞ and IðeijÞ are risk impact of link and node failure, respectively. We utilize the
service pressure and importance of node and link to reflect impact.

Failure Risk Impaction. In the power communication network, since each node and
link carry different types and different numbers of services, it is necessary to consider the
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service distribution influence on network risks. Besides, there are differences of
importance degree between different nodes and links. The severity of the fault events is
different, and the impact degree on the network operational level is also different. To
analyze the impact of failure, we will evaluate the impact from two aspects: service
pressure and communication equipment importance degree. The formulas are as follows.

IðviÞ ¼ DðviÞNPðviÞ ð3Þ

IðeijÞ ¼ DðeijÞNPðeijÞ ð4Þ

Where DðviÞ, DðeijÞ are the importance degree of node and link, respectively.
NPðviÞ, NPðeijÞ are the service pressure of node and link, respectively.

Service Pressure. Various power communication services have different influences on
the safe and stable operation of the power system, and the security requirements are
also different [7]. Service importance degree is a vital evaluation index for analyzing
the impact of power communication services on the power grid [8], which can be
quantified with the type of business. For example, if the relay protection service and the
security and stability control service only lose a small flow, it may bring huge troubles
to the power system. So, the higher the importance degree of service the more serious
impact on the power grid its interruption.

The service pressure of node/link is introduced to indicate the impact while fault
occurs. The node’s service pressure index NP(vi) and the link’s service pressure index
NP(eij) are concerned with the number of services carried on each node and each link as
well as the importance of the service. If the index is higher, the service carried on each
node and each link is more important, the distribution of the service is more unevenly,
the failure consequence is worse, and the risk is higher. They can be expressed as:

NPðviÞ ¼
X

sk2VSi

nVi ðskÞ � Zk ð5Þ

NPðeijÞ ¼
X

sk2ESij

nEij ðskÞ � Zk ð6Þ

Zk is the service importance of the service type k, nVi ðskÞ and nEij ðskÞ are the services
number of the service type k carried on the node vi and link eij, and VSi and ESij are the
service types carried on the node vi and link eij, respectively.

The pressure indexes consider the difference of the service importance and the
service number carried on the nodes and links, which evaluates the risk impacts of the
services reasonably.

Communication Equipment Importance Degree. Studies have shown that it often leads
to the collapse of the entire power communication network after some important nodes
and links are attacked and failed in the power communication network [9]. The higher
the position of the nodes or links in the network topology, the greater the impact of the
fault. Therefore, we utilize node importance degree and link importance degree to
assess the critical degree of nodes and links, which can reasonably reflect their position
in the network.
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The stations with different voltage levels may have different ranking and different
importance degree. For example, a 500 kV station that has a higher voltage level than a
220 kV station, has a higher importance degree, because the service’s security running
on the 500 kV station has larger impact on the stable operation of power system. So,
node importance degree is concerned with the node voltage level, and link importance
degree is also concerned with the node voltage level at both ends.

In addition, the betweenness of node BðviÞ is defined as the proportion of the
number of shortest paths through vi relative to the number of the all shortest paths in
the network [10]. It is more accurate and reasonable that node utilizes the betweenness
as an important index to reflect its importance degree. Link utilizes BðeijÞ to reflect its
importance degree as well.

Based on the above analysis, we evaluate node importance degree from two
aspects: the voltage level of the node and the betweenness of node.

Since the betweenness of node and voltage level belong to different dimensions,
normalization is required. Suppose that there are stations with different voltage levels in
the network, record as a set L ¼ l1; l2 . . . lzf g, and li 2 L is different voltage values
(unit: kV). In this paper, the Min-Max standardization method is used to normalize
different levels of stations, as follows:

wi ¼ li � lmin

lmax � lmin
ð7Þ

Where, lmin and lmax are the minimum and maximum values of the station voltage,
respectively, and wi is the normalized value for li.

Combined with the analysis of the node importance impact indexes, the node
importance DðviÞ can be obtained as follows:

DðviÞ ¼
XN
i¼1

wiBðviÞ ð8Þ

Where N is the node number, wi is the voltage level, and BðviÞ is the betweenness
of node.

We evaluate link importance degree from two aspects: (1) the voltage level at both
ends of the link, (2) the betweenness of link. Normalization processing is described in
the same Eq. (7), and the link importance degree DðeijÞ can be obtained as follows:

DðeijÞ ¼
XM
i¼1

maxfwi;wjgBðeijÞ ð9Þ

Where M is link number, wi and wj are the voltage level at both ends of the link,
BðeijÞ is the betweenness of link.

The node and link importance indexes consider the betweenness and voltage level
which can reasonably describe their importance.
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Network Risk Balance Degree. The balance degree of risk distribution of node and
link in the network can reflect the relative rationality of the network configuration. The
large value of the network risk balance degree indicates the risk are distributed
unevenly, that is, the risk is excessively concentrated. If the node or link with high-risk
faults, it will have a major impact on the services in the network. Therefore, we
evaluate the overall network risk RBD(t) at time t with the risk balance degree of nodes
and links, which is defined as follows.

RBDðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

X
vi2V RV

i ðtÞ � RV
i ðtÞ

� �2
r

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

X
eij2E RE

ij ðtÞ � RE
ij ðtÞ

� �2
r

ð10Þ

RV
i ðtÞ ¼

1
N

Xn
i¼1

RV
i ðtÞ ð11Þ

RE
ij ðtÞ ¼

1
M

XM
i¼1

RE
ij ðtÞ ð12Þ

Where RV
i ðtÞ and RE

ijðtÞ are the average cost value of the nodes and links risk
balance degree, respectively. N is the number of nodes, and M is the number of links.

2.2 Voltage Level Balance Degree

According to the characteristics of cross station-voltage-level of the system protection
services, we select stations with same voltage level for each service as much as possible
in the route planning. In this paper, the sum of the voltage level’s standard deviations of
nodes that each service passes through is regarded as the measure of the cross-impact of
the node’s voltage level. This index called the routing voltage level balance degree
VBD(t), has the following formula:

VBDðtÞ ¼
X
sk2S

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

wi � wið Þ2
s

ð13Þ

Where wi is the normalized voltage level of the node that each service passes
through, wi is the average of the normalized voltage levels of the node that each service
passes through, and n is the number of nodes that each service passes through.

2.3 Similarity Between Main and Backup Routes

The dual-route configuration is to further ensure the reliability of the service. When the
main route fails, the system can quickly switch to the backup route, rising the ability to
tackle emergencies and ensure the network security and reliability running. If the main
route and backup route are dissimilar or approximately dissimilar, the above advan-
tages can be maximized [11]. The main and backup routes may contain the same nodes
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and links that cannot be avoided, we try to select the most different main and backup
route. We utilize similarity to represent the relationship between the main and backup
routes. Because main and backup routes with higher similarity have more common
elements, failure probability at the same time is extremely higher and the service risk is
higher as well. The similarity of main and backup routes is determined by the link
similarity and the node similarity. In reality, the probability of link failure is much
higher than the probability of node failure [12], so we only consider the link similarity.
The formula is as follows:

SDk ¼ 2� olk
lk

ð14Þ

Where SDk is the routing similarity of the service type k, olk is the number of
overlapping links of main and backup routes, and lk is the total number of links of the
main and backup routes.

2.4 Objective Functions

In order to reduce the operational risk of the network, we propose a route planning
algorithm. For main route, we consider the impact of service pressure and node and
link importance degree. Besides, the characteristics of voltage level crossing of the
node are considered as well. Then, the minimum weighted sum of the network risk
balance degree and voltage level balance degree is formulated as the objective func-
tions of the main route:

PðmÞ ¼ min aRBDþ 1� að ÞVBD½ �
s:t: 8sk; tck � Tk

max
ð15Þ

tck is the main route time delay of the service sk, Tk
max is the max time delay of

service sk. For backup route, besides considering the same objective of the main route,
it is necessary to take additional consideration for the relationship between main and
backup routes, and select the backup route with the lowest similarity to the main route.
The objective function of the backup route is as follows:

PðbÞ ¼ min aRBDþ 1� að ÞVBD½ � � e

P
sk2S

SDk
( )

s:t 8sk; tuk � Tk
max

ð16Þ

tuk is the backup route time delay of service sk.
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3 Route Planning Algorithm

3.1 Description of Planning Algorithm

The analysis shows that the main and backup routing planning is an NP-Hard problem
[13]. For such problems, the shortest path algorithm cannot give an effective planning
scheme in the limited time, but the artificial intelligence algorithm performs well.
Among them, the immune algorithm, as an artificial intelligence algorithm, has
advantages in time convergence and stability [14]. Therefore, we propose a main and
backup route planning algorithm based on immune algorithm. Because main and
backup route planning objectives are different, we utilize the immune algorithm to plan
the main route for all services firstly, map the main route of the service to the graph
G secondly, and then utilize the immune algorithm to plan the backup route of all
services again. The procedure of cross station-voltage-level main and backup route
algorithm is:

Step 1. Abstract the power communication network as G(V, E) utilizing graph
theory, where V is a set of nodes and E is a set of communication links.

Step 2. Set the service list Sðvs; vd; p1; p2Þ, where vs, vd are the source and terminal
node respectively; p1, p2 are the main and backup routes respectively.

Step 3. Take PðmÞ as the planning objective, the service time delay does not exceed
the upper limit as constraint, the optimal main route for each service in S is selected
through immune algorithm.

Step 4. Output the main route for each service, as well as the RRD(t) and VBD(t),
and get a new topology G’.

Step 5. For G’, takes PðbÞ as the planning objective, the latency of service does not
exceed the upper limit as the constraint, and the IA is utilized again to select the
optimal backup route for each service in S.

Step 6. Output the backup route for each service, as well as the RRD(t) and VBD(t).

3.2 Procedure of Immune Algorithm

The procedure of the immune algorithm utilized in this paper is descripted as follows.
Step 1: Set the algorithm parameters. The antibody population size is set to Nq and

the number of memory cells is set to Nm, and the maximum iteration is max.
Step 2: Initialize the antibody population. The data of the system protection

communication network to be planned is imported, and Nq antibodies are generated as
the initial antibody group A(t), and the index of iterations t is set to 0. At this time, the
memory is empty and needs to be generated randomly.

Step 3: Calculate the affinity and similarity between each antibody and the antigen
in the above antibody population, and then calculate the antibody concentration Con
and the selection probability Pa. The Nm antibodies with the best affinity were stored in
the memory antibodies.

Step 4: Immunization. The selection probability of each antibody in the antibody
group A(t) is calculated and ranked in descending order of the selection probability Pa,
and the first Nx antibodies were taken as the parent population F(t). Then the parent
antibody group is cloned, mutated, and then the local vaccine is injected proportionally

172 D. Xu et al.



to generate a new antibody population. Finally, the memory antibody in the memory
library is added to form a new antibody group A(t + 1).

Step 5: Evaluation. If t = max, output the optimal solution A(t); otherwise, set
t = t+1, and then back to step 3.

3.3 Antibody Encoding

The antibody is encoded by natural number coding, and each service route is regarded
as a gene of the antibody. The length of the antibody is the number of the service, and
each possible optimization strategy corresponds to one antibody. Since the number of
nodes and links included in the main and backup routes is unknown, the variable length
antibody coding method is utilized in this paper. The first of the antibody gene is
encoded as the source node of the service, and the next code is randomly selected from
the nodes connected to it, and the process is repeated until the terminal node of the
service is reached. For example, the antibody gene of a certain service from the source
node S to the terminal node D is encoded as SN1N2N3…Ni D.

3.4 Antibody Evaluation

Affinity. The affinity between antibody and antigen is used to evaluate the superiority
of the antibody. In this problem, affinity functions of antibody in main and backup
routes are different based on their optimization objective.
The affinity function Sa in main route is determined by the network risk and the voltage
level balance degree, which is defined as follows:

f ðSaÞ ¼ 1
PðmÞ ¼

1
aRBDðSaÞþ 1� að ÞVBDðSaÞ ð17Þ

Similarly, the affinity function Sa in backup route is determined by the network risk,
voltage level balance degree and routing similarity, which is defined as follows:

f ðSaÞ ¼ 1
PðbÞ ¼

1

aRBDðSaÞþ 1� að ÞVBDðSaÞ½ � � e

P
sk2S

SDk
ð18Þ

Antibody Concentration. In order to avoid the algorithm to select the antibody with
high similarity and fall into local optimization, this paper introduces the antibody
concentration function [15]. The similarity between antibody Sa and antibody Sb is as
follows:

RatioðSa; SbÞ ¼ f ðSaÞ
f ðSbÞ ð19Þ

The concentration ConðSaÞ of antibody Sa indicates the ratio of the antibody similar
to Sa in antibody population and reflects the diversity of the antibody population. The
formula is as follows.
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ConðSaÞ ¼
PNq

b¼1 SimðSa; SbÞ
Nq

ð20Þ

SimðSa; SbÞ ¼ 1; 1� c�RatioðSa; SbÞ� 1þ c
0;Otherwise

�
ð21Þ

Where Nq is the total number of antibodies, and SimðSa; SbÞ indicating whether the
antibody Sa and the antibody Sb are similar. When there is any positive number c such
that 1� c�RatioðSa; SbÞ� 1þ c is satisfied, the antibody Sa is treated as similar with
Sb, and thus SimðSa; SbÞ is 1, otherwise, it is 0.

3.5 Details of Immune Algorithm Solver

Clone. Clone the parent antibody population P(t), and each antibody produces
h copies to form a new population.

Variation. After cloning operation, some genes on the antibody are randomly altered
with a small probability of mutation. The variation process designed in this paper is that
a node from a certain antibody gene is regarded as a mutation point, but the source
node and the terminal node of the service route are not regarded as mutation points.
Then the route from the source node to the mutation point is guaranteed to be
unchanged. The nodes connected with the mutation point are randomly selected till the
terminal node.

Selection. It is necessary to ensure that antibodies with higher affinity are selected with
greater probability when selecting antibodies, and the diversity of the progeny popu-
lation should be ensured to avoid premature convergence. The selection operator is
determined by the affinity between the antibody and the antigen and the antibody
concentration. The greater the affinity of the antibody, the smaller the concentration, the
greater the probability of being selected. Therefore, the selection probability of the
antibody Sa is defined as follows:

PaðSaÞ ¼ f ðSaÞ
ConðSaÞ ð22Þ

Vaccine Extraction and Injection. The extraction and injection of the vaccine is
carried out after each iteration. Extract the fixed gene sequence of the optimal antibody,
and then inject into the antibody population in proportion, which can effectively
suppress the degradation phenomenon in the mutation process and speed up the
algorithm convergence.
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4 Experimental Details

In order to verify the effectiveness of the proposed planning algorithm, we utilize the
topology of the communication network in a certain region of China to conduct sim-
ulation experiments. Plan the main and backup routes for each service, and the network
topology is shown in Fig. 1. There are three types of stations in the network, namely
1000 kV station, 750 kV station and 500 kV station, 33 nodes and 45 communication
links. The network carries eight services, its specific data is shown in Table 1, and
service importance degree is set according to [15].

Fig. 1. Partial communication network topology in China

Table 1. Service details

Service Source Terminal Service importance

1 1 18 3
2 3 25 10
3 29 16 6
4 29 19 5
5 4 12 5
6 5 20 3
7 8 26 6
8 15 18 1
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We collect various data from the network management equipment of the system
protection communication network, including the time delay, the related fault records,
etc. With the data, the failure probability of each node and link can be obtained
according to the method in [16]. The planning algorithm proposed above is used to
perform service routing planning for the foregoing services. In the immune algorithm,
the antibody length is 8, the initial antibody population is set to 200, the number of
memory cells is set to 20, the number of iterations is set to 300, the crossover rate is set
to 0.8, and the mutation rate is set to 0.2, a is set to 0.5 while calculating affinity.

Compare the optimal main and backup routes obtained in this operation with the
routes generated through the k-shortest path (KSP) algorithm [17] and the maximum
disjoint routing (Bhandari) algorithm [3]. The main routing results are shown in
Table 2, and the backup routing results are shown in Table 3.

From Tables 2 and 3, it can be seen that the number of nodes and the average delay
of the planning algorithm proposed in this paper may be more than other two algo-
rithms. This is because the planning algorithm comprehensively takes the network risk,
voltage level balance degree and routing similarity into consideration, while the KSP
algorithm and the Bhandari algorithm only consider the time delay so that the average
time is smaller. In addition, the affinity of the optimal solution for the main and backup
routes obtained by the planning algorithm is better than the other two algorithms
significantly. Although the number of nodes and the average delay of the proposed
algorithm is the largest, still satisfy the delay constraint. The indexes are compared
among our algorithm and other two algorithms, as shown in Figs. 2 and 3.

Table 2. Main route planning result comparison of three different algorithms

Si KSP IA Bhandari

1 1, 29, 4, 33, 16, 17, 18 1, 29, 4, 33, 16, 17, 18 1, 29, 4, 33, 16, 17, 18
2 3, 2, 29, 30, 25 3, 31, 23, 25 3, 2, 29, 30, 25
3 29, 4, 33, 16 29, 30, 31, 32, 16 29, 4, 33, 16
4 29, 30, 25, 22, 21, 20,

19
29, 4, 33, 16, 17, 20, 19 29, 30, 25, 22, 21, 20,

19
5 4, 33, 16, 9, 11, 12 4, 29, 30, 31, 8, 9, 11, 12 4, 33, 16, 9, 11, 12
6 5, 7, 9, 16, 17, 20 5, 7, 3, 28, 27, 24, 23, 22, 21, 20 5, 7, 9, 16, 17, 20
7 8, 31, 30, 25, 26 8, 31, 23, 24, 27, 26 8, 31, 30, 25, 26
8 15, 14, 12, 11, 9, 7, 3,

28
15, 14, 12, 11, 9, 8, 31, 23, 24,
27, 28

15, 14, 12, 11, 9, 7, 3,
28

AVG
delay

0.382 ms 0.415 ms 0.382 ms

Affinity 0.0026 0.0039 0.0026
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The risk balance degree figure is a comparison of the RBD utilizing three algo-
rithms. As for network risk, that of planning algorithm is the smallest and is decreased
by 27% and 29% compared with the KSP algorithm and the Bhandari algorithm, which
reflects the effectiveness of this algorithm. The figure on the right is a comparison of
the VBD utilizing three algorithms. As for voltage level balance degree, it is reduced by
6% and 9% compared with the KSP algorithm and the Bhandari algorithm, which is
also superior to the other two algorithms. Comparison of the similarity of main and
backup routes of each service generated utilizing three algorithms is shown in Fig. 4.

From Fig. 4, it can be seen that the routing similarity of the 1st, 2nd, 3rd, and 7th
services obtained by the planning algorithm are 0, and the similarities of the 4th, 5th,
6th, and 8th services are 0.11, 0.15, and 0.11, 0.29, respectively, which guarantee the
maximum dissimilarity of the main and backup routes basically. The sum of the
similarity of each service obtained by the planning algorithm, KSP algorithm, and

Fig. 2. Main-backup routing indexes (RBD)

Fig. 3. Main-backup routing indexes (VBD)
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Bhandari algorithm is 0.65849, 3.1918, and 0.84444, respectively, which reflects the
similarity of planning algorithm is greatly decreased compared with the KSP algorithm
and is also better than the Bhandari algorithm. Although the KSP algorithm and the
Bhandari algorithm have the smaller average delay, they can’t plan the optimal main
and backup routes from multiple aspects. Therefore, there is a large gap between the
planning algorithm and other two algorithms.

Table 3. Backup route planning result comparison of three different algorithms

Si KSP IA Bhandari

1 1, 29, 30, 31,
32, 16, 17, 18

1, 2, 29, 30, 31, 23, 22, 21, 20, 19, 18 1, 2, 29, 30, 25, 22,
21, 20, 19, 18

2 3, 2, 1, 29, 30,
25

3, 4, 29, 30, 25 3, 28, 27, 26, 25

3 29, 30, 31, 32,
16

29, 4, 33, 16 29, 30, 31, 32, 16

4 29, 4, 33, 16,
17, 18, 19

29, 30, 31, 23, 24, 27, 26, 25, 22, 21, 20, 17,
18, 19

29, 4, 33, 16, 17, 18,
19

5 4, 3, 7, 9, 11,
12

4, 29, 1, 2, 3, 28, 27, 24, 23, 22, 21, 20, 19,
18, 17, 16, 32, 31, 8, 9, 11, 12

4, 3, 7, 9, 11, 12

6 5, 3, 31, 32,
16, 17, 20

5, 7, 9, 8, 31, 32, 16, 17, 18, 19, 20 5, 3, 2, 29, 30, 25, 22,
21, 20

7 8, 31, 23, 25,
26

8, 9, 16, 17, 18, 19, 20, 21, 22, 23, 25, 26 8, 9, 7, 3, 28, 27, 26

8 15, 14, 12, 11,
9, 7, 5, 3, 28

15, 14, 12, 11, 9, 7, 5, 3, 2, 1, 29, 4, 33, 16,
17, 18, 19, 20, 21, 22, 23, 25, 26, 27, 28

15, 14, 12, 11, 9, 8,
31, 30, 25, 26, 27, 28

AVG
delay

0.408 ms 0.533 ms 0.447 ms

Affinity 0.00059 0.0024 0.00059

Fig. 4. Main-backup routing similarity
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Figure 5 shows the optimal solution in the antibody population after each iteration
in this simulation. In this case study, the max number of the iteration is 300. And when
the number of the iteration is around 50 and 250, the optimal solutions of main and
backup routes is almost stable, which shows the planning algorithm has good
convergence.

In summary, after the above analysis, the cross station-voltage-level planning
algorithm can select main and backup routes with minimized risk and routing similarity
under the constraint of delay, so as to reduce the overall operational risk of the network
and provide a useful reference for network resource allocation optimization and service
routing planning.

5 Conclusion and Future Works

Considering the UHV’s roundabout risk level, this paper proposes a route planning
algorithm based on immune algorithm for UHV communication network. Through
considering the three major influencing factors, including network risk, voltage level
balance degree and routing similarity, and constraint of the service delay, construct the
cross station-voltage-level planning model and verify the effectiveness of it by simu-
lation experiments. It has strong application value in routing planning and risk man-
agement of power communication network.

However, there are some imperfections in this paper. In the simulation experiment,
it only considers that the source node and the terminal node are the same voltage level,
and ignore the voltage level difference between them. Besides, the index lacks a unified
evaluation scale. It is difficult to directly quantify and compare the evaluation results of
different networks. The next step will be to consider the communication network
routing planning problem with service endpoints at different voltage levels and
establish a reasonable and standardized risk standard.

Fig. 5. Convergence graph of our algorithm
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Abstract. This paper designs a high-performance multi-interface SSD con-
troller built on Xilinx SoC. An efficient firmware is also implemented, which is
elaborate to cooperate with the hardware. Parallelism techniques, such as plane-
level, die-level, chip-level and channel-level, are used for improving perfor-
mance. The system has hard real-time performance of sequential writing, with
the minimum bad block management and wear-leveling policy to balance per-
formance and lifetime. A transparent encryption is proposed to guarantee high
security storage, that is, connecting an AES-256 core and a RAID core with
DMA engine in series. Performance evaluation of physical hardware shows that
writing speed can exceed 100 MiB/sec for every logical channel which com-
bines 8 NAND Flash chips.

Keywords: SSD � Pipeline � SoC � NAND Flash � Security � AES

1 Introduction

Solid state disk (SSD) has been favored not only by consumer electronics but also by
enterprise, industry and military due to its high performance. The design of SSD needs
to be extensible and optimizable for domain specific requirements [1]. Moreover,
NAND flash needs to be carefully managed to extend lifetime and improve perfor-
mance, which is the challenges of designing high-performance SSD for a special
purpose [2]. System on Chip (SoC) is an excellent solution for SSD controller due to its
well extensibility and programmability.

We will focus on two points in this SSD system. One is to design a high-performance
SSDwhich gives full play tomodernNANDFlash parallelism characters. There aremany
discussions about improving SSD performance by using various level parallel resources
in the NAND Flash. Yan [3] and Kao [4] exploits to maximize effect of parallelism
technologies by out-of-order commands schedule.Mao [5] proposes a new scheduler and
exploits the high-level request characteristics and low-level parallelism of flash chips.
Some research also analyze and contrast the performance and scalability of parallelism
technologies in various levels [6]. For the architecture of this paper, processor and FPGA
both work on different levels of parallelism resources to play their own advantages.

The other is to enhance the security of data. Transparent AES and RAID functions
are built-in mechanisms to achieve this. At a more basic level, enhanced ECC, wear
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leveling and bad block management are implemented to against the restricted endur-
ance of NAND Flash. Park [7] presents a dynamic wear leveling method based on
circular queue and a hardware driven 2-channel 4-wafahuiy interleaving model. Chang
[8] proposes a hierarchical block management method to reduce RAM space. Other
various excellent approaches of this topic have also been proposed by experts.

The rest of this paper is organized as follows. System hardware architecture is
described in Sect. 2. Software techniques such as bad block management and pipeline
operations are detailed in Sect. 3. In Sect. 4, we analyze the performance under dif-
ferent configurations. Finally, Sect. 5 concludes this paper.

2 System Hardware Architecture

This system is designed to receive data from upper computer and store them to SSD via
a high speed GTX bus, and download the data by a download board which provides
multi-interface for reading data. The download board is also a test platform for the SSD
to avoid connecting to real dedicated upper computer.

2.1 SSD Controller

The SSD controller uses Xilinx Kintex-7 series SoC. FPGA can interconnect multiple
NAND chips and provide hardware acceleration. 4 ARM Cortex-M1 soft cores are
built, which suits for doing the scheduling and management work. To guarantee
optimum performance, all MCUs run at the frequency of 100 MHz, and tightly coupled
memory (TCM) is used to minimize memory access latency. The architecture of SSD
controller can be partitioned as Fig. 1, contents are described on below.

• GTX Bus Interface. It uses Xilinx IP core to implement a high-speed differential IO
and a scheme of 8b/10b coding. Both data and commands transferred on the bus are
driven by DMA.

• Master Control MCU. It is responsible for bad block and wear-leveling management,
parallel dispatching commands and handling upper computer commands. AnMRAM
is connected to Master Control MCU via general SPI bus. It is used to store some
software management and runtime information. And when the power is shut down by
accident, it is also used to store some last words to ease power failure recovery when
the next boot. Master Control MCU also manages a packet buffer that receives
packets from upper computer. The ping-pong access operation is implemented to
maximize the bandwidth, details of which are described in the next section.

• NAND Array Controller (NAC). It is responsible for connecting flash chips as an
array and translating upper computer commands into low level flash operations. The
array means that 8 chips are tightly bound together by FPGA so that they can work
in parallel. There are two parts in NAC: The FPGA handles data interface which is
compliant with the ONFI 3.0 standard and provides ECC correction. An ARM
Cortex-M1 core schedules flash operations, notifies DMA Controller to transfer data
and reports status to Message Unit finally. The number of NAC is decided by
requirements of capacity and performance.
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• DMA Controller. The DMA controller has two separate channels for sending and
receiving data, and provides an interface in the form of a request queue for each
NAC. The deep of request queue is 16 levels, so some requests can be buffered.
DMA completes most of work on data transfer, improving overall performance and
reducing MCU burden. It also provides the transparent RAID and AES function.

• Message Unit. It is a memory pool with synchronization mechanism for exchanging
commands and status between master control MCU and NACs. Message Unit can
buffer commands in a first-in-first-out way, which contributes to pipeline and
parallel commands dispatching.

2.2 Inside Pipelined AES Core

The AES algorithm is widely used for protecting the user data, which has the advantage
of good safety, high efficiency, practicability and high flexibility [9]. AES can also
contribute to suppress the bit error rate in MLC/TLC NAND Flash due to its homo-
geneous function [10]. To provide transparent encryption in the controller, we propose
an implementation to connect an AES-256 core and a RAID core with DMA engine in
series. In this scheme, when data are transmitted from packet buffer to NAC, encryption
and RAID are also done with no performance loss but a little delay. To achieve this, the
AES engine is implemented as pipeline structure. We choose CTR (CounTeR) block
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cipher mode of operation, so only encryption need to be implemented. It is better for
saving resources to build the pipeline. The DMA controller with inside AES and RAID
engine is illustrated in Fig. 2.

As shown in Fig. 2, all 14 rounds in AES-256 are expand into independent units,
and cascaded as a 10-stage pipeline. Each independent unit takes only one cycle. For
each round, we use 2 S-box in block RAM, one is for encryption process, the other is
for key expansion. The transfer bandwidth of DMA controller is 128-bit, which mat-
ches AES cipher block size.

2.3 Download Board

Download board uses a Xilinx Zynq-7000 series SoC which integrates a dual-core
ARM Cortex-A9 processor and FPGAs. A GTX interface is also equipped for simu-
lating upper computer of SSD, so download board can also be a test platform when
there is no upper computer. General USB 3.0 and gigabit Ethernet interface are
equipped for reading data in different usage scenarios.
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3 Software Design

3.1 Bad Block Management

3.1.1 Organization of Bad Block Table
As we all know, there may be bad blocks even factory, or may arise during the lifetime
of the device. A bad block table is usually built for managing them [11]. For a new
device, firmware will do the initialization of bad block checking. Good and bad blocks
marked by the manufacturer will be separately. Each entry of the bad block table
contains physical addresses of channel, logical unit (LUN) and block. And the index of
entry becomes the logical block address (LBA). LBA is always used for communi-
cating with the download board. A bad block table is divided into 3 parts. The top of it
is user zone, which saves good blocks in the initial checking. Reserved zone also saves
good blocks under the user zone. The different point is that blocks in the reserved zone
are used to replace bad blocks, and they are not addressed by user-visible capacity. The
third part is bad block zone, partly overlapping with reserved zone, in fact, it grows up
from the bottom of the reserved zone. There is not just one bad block table, the number
of table is corresponding to parallel resources of the system. For example, if there are 3
NAND flash arrays and 2 LUNs on a chip, there should be 6 tables.

3.1.2 Block Replacement Without Speed Loss
When a bad block appears, a good block must be selected to replace it immediately for
later operations. And written data in bad block must be kept and transferred to a new
block at the suitable time. Since this system is implemented to have a hard real-time
writing performance, the internal data transfer which takes a long time must not happen
when data is inputting. The solution is to divide block replacement and data transfer
into two parts (top half and bottom half). The top half will be executed immediately
when bad block appears, and the bottom half will be executed when system syn-
chronization command is received.

The Fig. 3 shows the work method of block replacement, sN means the state of bad
block table, B_N means Nth bad block, R_N means Nth reserved good block, and C_N
means Nth temporary block for transferring data.

1. Top half (on the fly)

• s1. Bad block B_1 is founded.
• s2. Getting the good block R_1 from bottom of the reserved zone (close to bad

block zone), and swapping the address of R_1 and B_1 in bad block table.
If other bad blocks are founded, s1 and s2 will repeat in order.

2. Bottom half (on synchronization)

• s3. Getting a good block C_1 from bottom of the reserved zone. Firstly, copying
the written data in corresponding bad block B_1 to C_1, then copying remain
data in R_1 to C_1. If the process of copying from B_1 to C_1 is faulty, it means
block C_1 is also bad. Moving up the top pointer of bad block zone to put C_1
into bad block zone, and getting another one from the reserved zone.

• s4. Swapping the address of R_1 and C_1 in bad block table. Erasing the block
R_1 to be used as a reserved block.
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If there are multiple bad blocks in previous steps, repeating s3 and s4 until all bad
blocks are handled.

The written data in bad block B_N cannot be copied directly into reserved block
R_N, because the programming order of pages in a block is limited to have a sequential
order in many NAND flash chips.

3.2 Pipeline Operation

3.2.1 Die Interleaving
Every LUN (Die) which can independently execute commands and report status is
considered as a parallelizable resource. So the MCU does not need to wait for com-
pletion of one die, it can send commands to another die until all dies in all channels are
accessed, the MCU must wait for completion of the die that has been issued the
command this time.

As shown in Fig. 4, the time of writing data is mostly spent on internal program
operations of NAND chip, the time of I/O transfer is short and should be counted.
Obviously, for writing bandwidth, internal program operations will be the bottleneck,
and the time of MCU scheduling and DMA transferring can be hidden behind that. To
estimate the performance of this pipeline, we can imagine splicing program operation
on one die at the synchronization point, and we can see all dies are paralleled with only

state s1 s2 s3 s4 s3 s4 s3 s4

B_1 R_1 R_1 C_1 C_1 C_1 C_1 C_1

B_2 R_2 R_2 R_2 R_2 C_2 C_2 C_2

B_n R_n R_n R_n R_n R_n R_n C_n

···

C_1 R_1 C_2 R_2 C_n R_n
top of bad block zone R_n B_n B_n B_n B_n B_n B_n B_n

R_2 B_2 B_2 B_2 B_2 B_2 B_2 B_2
R_1 B_1 B_1 B_1 B_1 B_1 B_1 B_1

Bad block zone

·
·
·

Reserved zone

·
·
·

Block Table
User zone

Fig. 3. Bad block replacement algorithm
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a short delay for I/O overhead in one time. So, if we only consider the contribution of
die interleaving, the performance can be expressed in Eq. (1).

Ptime!1 ¼ Ndies � Cpage � Nchips per channel

TDMA þ TI=O þ Tprogram
ðMB= secÞ ð1Þ

It should be noted that this is an idealized analysis, an additional time should be
counted because the difference of time of each program can cause a gap on the syn-
chronization point.

3.2.2 Cached Write/Read Operation
To further improve the performance, internal buffer of NAND chip can be used.
Vendors usually called it cache register and they provide special instructions to do
cached write and read operations. In program operation, firstly, the data go through
cache register. The process of copying data from cache register to NAND is handled by
chip automatically. Otherwise, data are read out to cache register and are automatically
sent out of the chip in reading operation. This means that MCU does not need to wait
for completion of the program operation before issuing a new command to the same
die, it only waits for cache register that is available to receive new data. So the Tprogram
in formula (1) could be shortened. The local buffer in NAND array controller (NAC) is
equivalent to provide a 1-stage pipeline, and cache register increase it to 2 stages.

3.2.3 Multi-plane Operation
Planes in a LUN are also parallel resources but with more limits [12]. Each plane is
equipped with cache register. And controller input data to every addressed plane cache
register and execute a command to do the program operation for all planes together in
parallel. That means the program time of planes can be pared down to that of one plane,

I/O PLUN 0

LUN 1

LUN 0

LUN 1

LUN 0

LUN 1

LUN 0

LUN 1

D

D I/O

D I/O P

P

D I/O P

I/O P

I/O P

D

D I/O P

D

D I/O P

Channel 0

Channel 0

Channel 1

Channel 1

Fig. 4. Die-interleaving
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but the I/O overhead does not be reduced. The performance can be significantly
improved with multi-plane operation, but correspondingly, the number of bad block
table should be increased to adapt to more parallel resources. The performance with
multi-plane operation can be expressed in the formula (2).

Ptime!1 ¼ Ndies � Nplanes � Cpage � Nchips per channel

Nplanes � ðTDMA þ TI=O þ TprogramÞ ðMB= secÞ ð2Þ

4 Performance Evaluation

In this section, we will take real implementation of this system as an example to
analyze the performance with different techniques and configurations. The NAND flash
chip is MT29F256G08CEEAB manufactured by Micron, which has 2 planes in a LUN
(die) and 2 LUNs in a chip. The size of page is 16 KiB, but only 14 KiB is used for
storing data due to the RAID function. The typical time of program page and reading
page are 1.6 ms and 115 us, and the time of I/O transfer is about 300 us in Single Data
Rate (SDR) mode at 50 MHz. 8 NAND flash chips combine together to work in
parallel by hardware, called a logical channel.

For only using die-interleaving technique, for example, we can substitute below
parameters into formula (1), the writing performance of one channel, that is,
2� 14KB� 8� 0:3þ 1:6ð Þms � 117:9MB=s. In our solution, the 8 NAND flash
chips do program operation in parallel, so the maximum program time of these chips
will be used as the actual program time. Results of different configurations are illus-
trated in Fig. 5.

Fig. 5. Performance of using various channels and techniques
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5 Conclusion

In this paper, we present a high performance SSD controller based on SoC, it provides
multiple interfaces, low power consumption, high reliability and security. The well
programmability of FPGA helps us to build AES and RAID functions inside to give
well security of data. We use various parallel and pipeline techniques to enhance the
performance.

For future work, 3D NAND Flash are considered to incorporate into our system
since their high storage density. But characters of those architectures like less endur-
ance cycle, longer program time and big block size will be challenging issues to flash
management and power-off recovery.
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Abstract. In this paper, we propose a new wide-area algorithm to secure the
Global Positioning System (GPS) timing from spoofing attack. To achieve a
trusted GPS timing, belief propagation (BP), recognized as one of the Artifi-
cial Intelligence (AI) approaches, and the recurrent neural network (RNN) are
jointly integrated. BP is employed to authenticate each GPS receiving system in
the wide-area network from malicious spoofing attacks and estimate the corre-
sponding spoofing-induced timing error. To evaluate the spoofing status at each
of the GPS receiving system, RNN is utilized to evaluate similarity in spoofing-
induced errors across the antennas within the GPS receiving system. Having
applied a proper training stage, simulation results show that the proposed joint
BP-RNN algorithms can quickly detect the spoofed receiving system comparing
with existing work.

Keywords: GPS spoofing · Artificial Intelligence ·
Belief Propagation · Recurrent Neural Network

1 Introduction

Now-a-days, Artificial Intelligence (AI) has been emerging as an important tool for rev-
olutionizing different safety-critical infrastructures, such as, banking, electrical grids
and communication networks. In electrical grids, AI offers unique solutions [1] to
improve the overall grid resilience and localize the power disruptions caused by the
increasing complexity of interconnected grids, high power demand and distributed gen-
eration with the usage of renewable sources.

AI techniques are already being incorporated in the power plants to increase the
production and also by grid operators to optimize the energy consumption [2]. Recently,
GE developed an AI related technology [3] for wind turbines in Japan that is expected
to lower the overall maintenance costs by 20% and increase the power output by 5%.
Similarly, Google’s DeepMind is in discussion with the UK’s National Grid to develop
AI solutions [4] that balance the requirements of supply and demand in Britain. Also,
IBM showed an improvement of 30% in solar forecasting while working with the U.S.
Department of Energy SunShot Initiative [5].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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In addition to efficient energy production and consumption, another critical research
area is related to improving the grid resilience against power disruptions that can poten-
tially destabilize the grid [6]. A few notable incidents that occurred in the recent past
are the Northeastern blackout in 2003 [7], which is caused due to the shutdown of a
high-voltage power line and power outrage of Ukraine [8] in 2015, which caused by
the malicious cyber attacks. Recently, there has been a world-wide effort to modernize
the grid, coined as Smart Grid, which refers to a fully automated power network that
monitors and controls every node as well as ensures a steady flow of electricity and
exchange of information [9].

Smart grids utilize the concept of microgrids [10] in power distribution networks,
which possess the capability to function both when connected to a traditional grid as
well as an independent electrical island. However, unlimited power consumption causes
the microgrid to be vulnerable to voltage collapse, which needs to accurately moni-
tored. Therefore, smart grids rely on advanced devices, namely, Phasor Measurement
Units (PMUs), which provide better insights into the state of the smart grid and in turn
help optimize the grid efficiency. PMUs require precise time-keeping sources, such as
GPS, to obtain global timing for synchronization [11]. However, GPS civilian signals
are unencrypted and their power is as low as –160 dBW, which makes them vulnera-
ble to external spoofing attacks [12]. Based on the IEEE C37.118.1-2011 standard for
synchrophasors [13], in this work, we consider 1% TVE equivalent to a timing error of
26.5µs, as a benchmark in our power grid stability analysis.

In this paper we mainly focus on a sophisticated type of spoofing attack, known as
signal-level spoofing [14]. However, our proposed algorithm is also directly applicable
for the detection and mitigation of other spoofing attacks [15,16]. One scenario of a
sophisticated signal-level spoofing is a three-stage attack during which, a spoofer simu-
lates and broadcasts malicious look-alike GPS signals identical to the authentic signals
received at the target receiver and thereafter, increases the power of these malicious sig-
nals. Once the target receiver locks onto the malicious signals, the spoofed manipulates
the receiver time to deviate slowly from its authentic value. Given there are no abrupt
changes in GPS timing, this attack is harder to detect and more dangerous as compared
to other attacks.

AI has immense potential to serve as a automated brain that can analyzes the GNSS
measurements to tackle these malicious spoofing attacks [17,18]. In [19], spoofing
detection has been performed by computing the wavelet transformation coefficients of
both spoofing and authentic signal, which are later fed into support vector machines,
the probabilistic neural networks and the decision tree. In our prior work [20], to isolate
spoofing attacks, we proposed a geographically Distributed Multiple Directional Anten-
nas (DMDA) setup, with each antenna facing a different part of the sky, thereby, each
receiving signals from only a subset of the total visible GPS satellites. In particular,
we designed a Belief Propagation (BP)-based Extended Kalman Filter (EKF) algorithm
for single power substation that utilizes the proposed DMDA setup to detect timing
anomalies caused due to spoofing. Next, in [21], we extended our work to develop a
wide-area-based BP-EKF algorithm that reduces the overall sensitivity of the prior dis-
tribution of timing error at each antenna.
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To improve the resilience of the grid during sophisticated spoofing attacks, we fur-
ther extend our work to develop an innovative wide-area joint BP and Recurrent Neural
Network (RNN) algorithm, which is based on two powerful tools used in the AI com-
munity, namely, BP [22] that isolates the timing errors observed at each antenna and
RNN [23] that adaptively analyzes the timing errors to authenticate the spoofing status
of each power substation in the wide-area network. Using our joint BP-RNN algorithm,
we can not only detect and isolate these malicious attacks but also mitigate the corre-
sponding spoofing-induced timing errors.

2 Joint BP and RNN Algorithm

In this section, we first briefly outline the details of our DMDA setup [20] and later
explain the proposed wide-area communication structure. Next, we describe the algo-
rithm details of our wide-area joint BP-RNN algorithm.

2.1 DMDA Setup

Several advantages of the employed DMDA setup in [20] are summarized as follows:

– During a spoofing attack, an attacked antenna may see more satellites in its section
of the sky than expected, whereas each of the directional antennas in authentic con-
ditions sees the expected number of satellites in its section of the sky.

– Due to a limited height of physical location of a directed attack, all the directional
antennas are not in the line of sight from the attacker. Thus, a geographical diversity
can be achievable from malicious spoofing attacks.

– All the antennas are triggered by the same clock, so that a metric, which distinguish
an authentic condition from a non-authentic spoofing condition, can be developed
(Fig. 1).

Central
processing

1 2

3
4

spoofed
authentic

RX RX

RX RX

Fig. 1. Configuration of the DMDA setup [20]. Each directional antenna is provided with
selective visibility by pointing it towards a different section of the sky, such that, not all the
directional antennas can be spoofed simultaneously. Sector of circle represents the field-of-view
of each antenna.
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2.2 Proposed Wide-Area Communication Structure

To perform a wide-area authentication of GPS timing against spoofing attacks, we con-
sider a network of N power substations, as seen in Fig. 2. We assume the system con-
figuration as follows:

– Any ath infrastructure, with ∀a ∈ {1, · · · , N}, is equipped with a single DMDA
based GPS receiving system that includes a common clock and a DMDA setup
composed of Ma antennas. For the ath infrastructure, we define Sa as the set
of neighboring infrastructures. Note that bth infrastructure is included in Sa only
when a communication link, πab, between ath and bth infrastructure exists, that is,
b ∈ Sa, if πab = 1,∀b ∈ {1, · · · , N}, b �= a.

– For any kth antenna in the ath receiving system, with k ∈ {1, · · · ,Ma}, its neigh-
boring antennas Ba

k represents the set of antennas in its infrastructure excluding
itself, as well as the antennas belong to its neighboring infrastructures Sa,

Ba
k =

{
{1, · · · ,Ma} − k

} ⋃
b∈{1,··· ,|Sa|}

{1, · · · ,Mb}.

Fig. 2. Wide-area network of GPS receiving systems, each equipped with a common clock and a
DMDA setup.

The overall framework of the proposed wide-area joint BP-RNN algorithm, illus-
trated Fig. 3, is described as follows:

– Across the infrastructures, pseudoranges are measured at each directional antenna,
in each of the receiving systems. Based on the communication structure, the system
data is exchanged across the receiving systems.
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– At each of the receiving systems, we form Ba
k . Then, we compute the single dif-

ference pseudorange residual vector by considering one satellite visible to the first
antenna and the another satellite visible to the second antenna in Ba

k .
– At each antenna, belief is computed according to the marginal Gaussian distribution
of the antenna-specific timing error.

– Using the BP estimates of antenna-specific timing errors, at each GPS receiving sys-
tem, the pseudoranges are corrected, which are utilized by EKF in the CP unit. The
CP unit provides the trustworthy GPS timing, which is given to the infrastructures
for a time synchronization.

– A Bidirectional LSTM-based RNN [24] utilizes the BP estimates of the antenna-
specific timing errors to compute a test statistic, which authenticates the spoofing
status of each GPS receiving system.

Across the wide-area network, by implementing a distributed architecture, it is possi-
ble to efficiently utilize the already in-place communication platform. Highly computa-
tional extensive calculation of marginal distribution is simplified through the distributed
AI algorithm, namely, BP. BP plays a pivotal role in maintaining accuracy while reduc-
ing the latency involved in spoofing detection, which is critical for timing-related appli-
cations. Our wide-area algorithm can be easily scaled to any number of GPS receiving
systems and any number of directional antennas within the GPS receiving system. Due
to using a larger number of widely-distributed antennas, correlation between errors will
be lower, which in-turn lead to a lower false alarm and missed detection probability.
Unlike single area BP-EKF algorithm, the wide-area setup overcomes the case where
spoofing affects all the antennas in one GPS receiving system. Similarly, by utilizing
a BP-RNN framework, it is possible to adaptively analyze the antenna-specific tim-
ing errors to quickly detect different kinds of spoofing attacks, ranging from easy-to-
execute meaconing to sophisticated signal-level spoofing attack.

Fig. 3. Flowchart of the wide-area joint BP-RNN algorithm.
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2.3 Detailed Descriptions of the Proposed Algorithm

By utilizing the GPS signals received at multiple infrastructures geographically dis-
tributed, we describe the proposed wide-area joint BP-RNN algorithm as follows:

Pre-conditioning the GPS Measurements
Considering a wide-area network of N GPS receiving systems, the baseline vectors
between the antennas installed at the ath receiving system are computed as ba

kn, k, n ∈
{1, . . . , Ma}. The three-dimensional (3D) position and 3D velocity of the kth antenna

at tth time are respectively defined as xa
k,t

�
=[x, y, z]k and va

k,t

�
=[ẋ, ẏ, ż]k. At the ath

receiving system, the pseudorange observed at the kth antenna corresponding to the ith
satellite is given by

ρi
k = ||xa

1 − ba
1k − yi|| + (cδtat + αa

k − cδti) + Ii + ωi
k,

= ha
k

(
x1, T a, yi

t

)
+ αa

k,
(1)

where i ∈ Lk,t denotes the ith satellite among the Lk,t visible satellites at the kth
antenna in the ath receiving system. In addition, yi

t and cδti respectively denote the
3D position and clock corrections of the ith visible satellite. Note that since all the
antennas installed at the ath receiving system is triggered by the same clock, the clock
bias, cδtat , is independent of k. The antenna-specific timing errors in pseudorange are
denoted by αa

k. For a proper processing, the antenna, specified by k = 1, is recognized
as the reference antenna. Furthermore, ha

k(·, ·, ·) denotes the measurement model of the
kth antenna of the ath receiving system, which depends on the reference antenna’s 3D
position, xa

1,t, receiver clock bias, cδtat , baseline vector, b
a
1k, and the satellite position,

yi
t. The atmospheric errors Ii

t related to ionosphere and troposphere are estimated using
existing models [25]. The additive Gaussian white noise in the satellite measurements
is represented by ωi

k.

Having utilized the predicted state vector β̂a
t

�
=[x̂1, cδt̂, v̂1, cδ

˙̂t]Tt obtained from the
EKF time update at time t, the known baseline vector, ba

1k, with respect to the refer-
ence antenna, the satellite 3D position, yi

t, and clock corrections, cδt
i, the pseudorange

residuals at tth time can be computed as follows:

Δρi
k,t

�
=ρi

k,t − ||x̂k,t − yi|| − (cδt̂ − cδti) − Ii, (2)

where x̂k,t
�
=x̂1 − ba

1k.

System Data Exchange and Measurement Likelihood
Based on the communication structure of the wide-area network, the system data is
exchanged across different GPS receiving systems. In particular, system data transmit-
ted from the ath receiving system comprises of the following: number of antennas Ma,
pseudorange residuals, Δρi

k,t, and beliefs at the kth antenna of the receiving system,
bt−1(αa

k). At the ath receiving system, we collect the system data from all the receiving
systems that belong to its neighboring system, Sa. Thereafter, we form all the possible
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pairs of antennas, by considering the first antenna, k ∈ {1, · · · ,Ma}, and the second
antenna, n ∈ Ba

k . After then, the single difference pseudorange residuals between the
ith satellite visible to the kth antenna and that of the jth satellite visible to the nth
antenna as follows:

γij
kn,t

�
= Δρi

k,t − Δρj
n,t

= αa
k − αb

n + ωij
kn

=

{
0 k, n ∈ {1, . . . ,Ma}, k �= n

ηab k ∈ {1, . . . , Ma}, n ∈ {1, . . . , Mb}, a �= b,
(3)

where in authentic conditions, γij
kn ≈ 0 across any two antennas that belong to the

same receiving system. However, across antennas that belong to two different receiving
systems, that is, a �= b, γij

kn is a non-zero value ηab due to the error in predicted clock
bias estimates and the receiver noise. Thereafter, we calculate the measurement metric

vector, denoted by γkn,t
�
={γij

kn,t, i ∈ Lk,t, j ∈ Ln,t} across all the pairs of antennas
and the corresponding satellites observed at the respective antennas. Across a pair of
antennas, the corresponding measurement likelihood probability is calculated as

p(γkn,t|αa
k, αb

n) =
1√

(2πν2)Lk,tLn,t

exp

{−Lk,tLn,t

2ν2
kn

( 1T γkn,t

Lk,tLn,t
+ (αa

k − αb
n)

)2
}

∀ n ∈ Ba
k , (4)

where ν2
kn denotes the measurement variance of the summation of single difference

residual components which comprises errors observed from pseudoranges, and errors
in satellite ephemeris, predicted position and velocity of the antenna.

Belief Propagation (BP)
To authenticate each receiving system against spoofing attacks and estimate the cor-
responding spoofing-induced timing errors at each antenna, the marginal distribution
using a factor graph-based BP framework is used as an AI approach. BP [22] is a sum-
product message passing algorithm to make inferences on graphical models, such as the
factor graphs. Factor graph is a probabilistic graphical model [26], which consists of
two nodes: variable nodes that represent the unknowns to be estimated and factor nodes
that represent the relationship between different variable nodes. At the ath receiving
system, given the joint posterior distribution, p(α1, . . . , αMa

|γkn), the marginal distri-
bution, g(·), is formulated as follows:

g(αa
k) =

∫

αa
1 ,...,αa

k−1

∫

αa
k+1,...,αa

M

p(αa
1 , . . . , α

a
Ma

|{γkn}k=1,...,Ma,n∈Ba
k
)

dαa
1 . . . dαa

k−1 dαa
k+1 . . . dαa

Ma
, (5)

where Ba
k denotes the neighboring antennas of the kth antenna in the ath receiving

system. With an increased total number of antennas, that is,
∑N

a=1 Ma in the wide-
area network, (5) becomes computationally intractable. Thus, a factor graph-based BP
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is formulated to approximate the marginal distribution in a computationally-efficient
manner, which is termed as belief, bt(αa

k). Belief at the kth antenna, bt(αa
k), is com-

puted as the product of its prior distribution and all the incoming messages from all the
neighboring antennas Ba

k . Given that the attacker transmits counterfeit GPS signals, the
corresponding spoofing-induced timing errors follow a Gaussian distribution N (:, ·, ·).
Therefore, belief can be represented by Gaussian process [27] with mean, μa

k,t, and
variance, (σa

k,t)
2, as follows:

bt(αa
k) = mfa

k →αa
k

∏
n∈Ba

k

mfa
kn→αa

k
(αa

k),

= N
(
αa

k : μa
k,t, (σ

a
k,t)

2
)
,

(6)

where the factor node, fa
kn, connects two variable nodes, αa

k and αb
n, based on the

likelihood probability, p(γkn|αa
k, αb

n), and the other factor node, fa
k , connects to its

corresponding variable node, αa
k, and indicates the prior distribution of αa

k.
As seen from (6), at the kth antenna of the ath receiving system, belief, bt(αa

k), is
updated by computing two kinds of messages, namely, measurement-related messages,
mfa

kn→αa
k
, and prior-related message, mfa

k →αa
k
, as follows:

– The message, mfa
kn→αa

k
, is based on the factor node, fa

kn, and represents the belief
of the nth neighboring antenna, n ∈ Ba

k , on the variable node, α
a
k. From (4) and (6),

we derive the message, mfa
kn→αa

k
, as follows:

mfa
kn→αa

k
(αa

k) =
∫

n∈Ba
k

p(γkn|αa
k, αb

n) bt−1(αb
n)dαb

n,

=
∫

1√
(2πν2)LkLn

exp

{−LkLn

2ν2

(1T γkn,t

LkLn
− (αa

k − αb
n)

)2
}

exp

{−(αb
n − μb

n,t−1)
2

2(σb
n,t−1)2

}
dαb

n,

= N
(
αa

k : μa
kn,t, (σ

a
kn,t)

2
)
, (7)

where μa
kn,t = μb

n,t−1 − 1T γkn,t

Lk,tLn,t
and (σa

kn,t)
2 =

ν2
kn

2Lk,tLn,t
+ (σa

n,t−1)
2.

– The message, mfa
k →αa

k
, represents the prior distribution formulated as a Gaussian;

that is,

mfa
k →αa

k
= p(αa

k)
∫

b(αa
k)dαa

k = p(αa
k) = N

(
αa

k : μa
pk,t, (σ

a
pk,t)

2
)
. (8)

Based on (7) and (8), the updated belief at time instant t is computed as follows:

bt(αa
k) = N

(
αa

k : μa
pk,t, (σ

a
pk,t)

2
) ∏

n∈Ba
k

N
(
αa

k : μa
kn,t, (σ

a
kn,t)

2
)
,

= N
(
αa

k : μa
k,t, (σ

a
k,t)

2
)
,

(9)
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where

(σa
k,t)

2 =

(
1

(σa
pk,t)2

+
∑

n∈Ba
k

1
(σa

kn,t)2

)−1

, and

μa
k,t = (σa

k,t)
2

(
μa

pk,t

(σa
pk,t)2

+
∑

n∈Ba
k

μa
kn,t

(σa
kn,t)2

)
.

(10)

Dependency of Wide-Area BP on Prior Distribution
Note that (8) specifies the prior distribution of the antenna-specific timing error. In our
prior work [20], if the mismatch between the observed and the expected set of satel-
lites is ≥ 2, then we assumed that μa

pk,t = 0 and (σa
pk,t)

2 = ∞, thereby representing
an approximated uniform distribution. However, by utilizing a wide-area network of
antennas, we significantly reduce the dependency of the attack-resilience of the GPS
timing on this prior distribution. To achieve this, among the N widely-dispersed infras-
tructures, we choose the GPS receiving system with the least spoofing risk, that is,

am = arg min
a∈{1,··· ,N}

ra
t ,

where ra
t ,∀a ∈ {1, · · · , N}, is computed later in Sect. 2.3. Except the amth receiving

system, we assign the prior distribution of GPS receiving system, such that, μa
pk,t = 0

and (σa
pk,t)

2 = ∞,∀a ∈ {1, · · · , N} − am. However, for the amth receiving system,
μpk,t and σ2

pk,t are computed from the empirical distribution calculated on-the fly by
considering the most recent W timing errors; that is, αam

k,t−W :t,∀k = {1, · · · ,M}.

RNN-based Authentication of GPS Receiving Systems
Based on the belief estimates of the timing error at each antenna, we design an AI-based
RNN framework to authenticate each GPS receiving system in the wide-area network.
To evaluate the spoofing status at each ath receiving system, we need to monitor the
values of the BP estimates of antenna-specific timing error as well as their similarity
across the antennas within the GPS receiving system. By utilizing the vast amounts
of available GPS data, we initially train a coarse RNN-based framework offline that we
later finely train during the initialization stage, to adaptively estimate the spoofing status
of each ath receiving system, which is denoted by ra

t ∈ {0, 1}, such that, 0 indicates
authentic and 1 indicates spoofed.

The architecture of our RNN framework is such that, at any time instant, the shape

of the input features θa
t

�
=[αa

1 , · · · , αa
Ma

]Tt is a Ma × 1 vector that stacks the estimated
antenna-specific timing errors across all antennas in each ath receiving system. This
captures the spatial similarity in the antenna-specific timing errors. We also consider
multiple time instants of input features as input to our RNN, so as to capture the tem-
poral variations in the absolute values of these input features. In particular, we utilize
Long Short Term Memory (LSTM) [24], a special kind of RNN, for training our data,
given its capability to retain the information learned from long time sequences. This is
especially useful during signal-level spoofing attacks, described in Sect. 1, where the
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Fig. 4. Overall architecture of our Bidirectional-LSTM, which takes the antenna-specific timing
errors of all antennas within the ath GPS receiving system, denoted by θa

t and estimates the
spoofing status, denoted by rat .

rate of change in timing errors are not abrupt but increases gradually over time. The
overall architecture of our multivariate time-series-based Bidirectional-LSTM [28], as
seen in Fig. 4, consists of an input layer, forward layer, backward layer, activation layer
and finally an output layer. In the input layer, we consider W a time instants of input
nodes denoted by θt−Wa:t. In the output layer, we consider one output node at each
instant, which either takes the value 0 or 1, thereby indicating the spoofing status ra

t

of the ath receiving system. The input to the final output layer is obtained by combin-
ing the outputs from the forward and backward layers in a activation layer, which is
governed by a softmax function [29].

The forward and backward layers are comprised of LSTM units, which consists of a
cell that analyzes the dependencies between elements in our multivariate time sequence.
Within each cell, we consider regulators called gates, which control the information that
is passed through the LSTM unit. The equations related to the processing within each
LSTM unit are provided in (11). Our LSTM network utilizes three kinds of gates: an
input gate, an output gate, and a forget gate. The input gate controls the extent to which
a new value flows into the cell, the forget gate controls the extent to which a value
remains in the cell and the output gate controls the extent to which the value in the cell
is used to compute the output activation of the LSTM unit. We implement a logistic
activation function [30], denoted by σg at each gate. The associated unknown weights
and biases at these connections are estimated during the training stage.

ft = σg (Wfθa
t + Ufht−1 + bf ) ,

it = σg (Wiθ
a
t + Uiht−1 + bi) ,

ot = σg (Woθ
a
t + Uoht−1 + bo) , (11)
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ct = ft ◦ ct−1 + it ◦ σc (Wcθ
a
t + Ucht−1 + bc) , and

ht = ot ◦ σh (ct) ,

where θa
t denotes the input feature at tth time instant given as an input to the LSTM net-

work, ht denotes the hidden state vector, and ct denotes the cell state vector. Similarly,
ft, it, ot denotes the activation vector associated with the forget gate, input gate and
output gate, respectively. As mentioned above, Wf , Wi, Wo, Uf , Ui, Uo, bf , bi, bo

represents the weights and biases in different layers indicated by their subscripts, and
are estimated during the training stage.

During our training stage, considering same number of antennas in each GPS receiv-
ing system, we utilize the antenna-specific timing errors obtained from different GPS
receiving systems to train our coarse Bidirectional-LSTM network. Using a GPS sim-
ulator, we generate various cases of authentic and simulated spoofing attacks. There-
after, during an initialization, by processing several minutes of received data, we fur-
ther finely train our Bidirectional-LSTM network to account for the individual GPS
receiving system-based noise distribution related to timing.

Adaptive EKF
According to [20], we summarize the adaptive EKF as follows:

– Define corrected psedoranges: ζa
t

�
=[ρ1c , . . . , ρ

La
c ], ∀a, with ρi

c
�
=ρi

k − αa
k and

La�
=L1 + · · · + LMa

.
– Define required quantities: the measurement noise covariance matrix, Ra

t , measure-
ment model, Ha

t , predicted state vector, β̂a, predicted state covariance matrix, P̂ a
t ,

state transition matrix, F , and static process noise covariance, Qa
t .

– Perform measurement update:

β̄a
t =

(
I8 − KtH

a
t

)
β̂a

t + Ktζ
a
t ,

P̄ a
t =

(
I8 − KtH

a
t

)
P̂ a

t ,

Kt = P̂ a
t (H

a
t )

T
(
Ha

t P̂ a
t (H

a
t )

T + Ra
t

)−1

,

ha
t (βt) =

⎡
⎢⎣

h1,t

(
x1,t, Tt, b1k

)
...

hL,t

(
x1,t, Tt, b1L

)

⎤
⎥⎦ ,

Ht =
∂ha

t (β
a
t )

∂βa
t

∣∣∣∣∣
β̂a

t

,

εt = ζt − ht(β̄a
t ), and

Ra
t+1 = Ra

t d + (εT
t εt + Ha

t P̂ a
t (H

a
t )

T )(1 − d),

(12)

where Kt represents the Kalman gain and I8 denotes the 8 × 8 identity matrix.
According to [31], a forgetting factor fixed by d = 0.3.
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– Perform time update:

β̂a
t+1 = F β̄a

t , and P̂ a
t+1 = F P̄ a

t F T + Qa
t , (13)

where

F =
[

I4 δtI4
04×4 I4

]
,Qa

t = F

[
04×4 δtI4
04×4 κa

]
F T , and κa =

[
03×3 0
0 cτa

]

with τa representing allan deviation of the front-end oscillator, δt representing the
update interval of our adaptive EKF step, I4 denotes the identity matrix of size 4×4
and 04×4 denotes the zero matrix of size 4 × 4.

3 Experiments

In this section, we validate our wide-area joint BP-RNN algorithm via two experimen-
tal scenarios, to detect and mitigate the timing error caused by simulated signal-level
spoofing attacks. We demonstrate the capability of our BP algorithm to accurately esti-
mate the associated timing errors and our RNN-framework to adaptively authenticate
the spoofing status of the GPS receiving systems in the wide-area network.

3.1 Experimental Setup and Implementation Details

As seen in Fig. 5, we consider four GPS receiving systems, such that, the DMDA
setup in each GPS receiving system comprises of three antennas. In our wide-area net-
work, we consider the GPS receiving systems to be located in Austin, Boston, Chicago,
and Pasadena, denoted by A, B, C, and D, respectively. We considered realistic pre-
computed baseline vectors across the antennas in each DMDA setup, marked in the
Fig. 5, to mimic the setup of actual power substations.

For a given stationary configuration of the antenna and an associated ephemeris file,
we simulated the GPS signals received at each antenna and at each receiving system,
using a C++-based software-defined GPS simulator known as GPS-SIM-SDR [32]. We
collected the simulated GPS signals at a sampling rate of 2.5MHz, where each raw
sample is a 16-bit complex. At each DMDA setup, the corresponding antennas are pro-
vided with selective visibility of the sky, such that, the field of view are 150 − 270◦,
270 − 30◦, and 30 − 150◦, respectively, in reference to geographic north.

Utilizing this setup, we simulated the authentic GPS signals received at each antenna
in the three GPS receiving systems, i.e., Austin, Chicago, and Pasadena for the first
experiment and Austin, Boston, and Chicago for the second experiment. Based on the
signal-level spoofing attack explained in Sect. 1, we generated the spoofed GPS signals
at the attacked GPS receiving system, i.e., Boston for the first experiment and Pasadena
for the second experiment, by adding high-powered and simulated malicious samples
to the generated authentic simulated GPS samples. We post-processed the simulated
GPS signals using a MATLAB-based software-defined radio known as SoftGNSS [33].
We utilized the external ephemeris to extract authentic satellite positions, which are
provided as input to the algorithm.
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(a) System A, Austin (b) System B, Boston (c) System C, Chicago

(d) System D, Pasadena (e) Wide-area network and communication links

Fig. 5. The simulated experimental setup consists of four GPS receiving systems in the wide-
area network, with three antenna-based DMDA setup in each. In the first experiment case, the
GPS receiving system in Boston is attacked by simulated signal-level spoofing, such that, the
B1 antenna of the DMDA setup experiences spoofing. In the second experiment case, the GPS
receiving station in Pasadena is attacked by a different simulated signal-level spoofing, during
which the D3 antenna is affected.

Fig. 6. Loss function obtained for training
and validation of Bidirectional-LSTM, which
consists of 50 hidden nodes and a batch size
of 1028.

Table 1. Training and validation accuracy
for different hyper-parameter settings

Hyper-parameters Accuracy (%)

Hidden
nodes

Batch size Iterations Training Validation

50 1028 300 83.4 84.1

100 1028 300 76.9 71.3

50 512 300 72.6 73.7

For training and validating our Bidirectional-LSTM, we considered 1000000 data
samples of input features, that is, antenna specific timing error-based vector θa

t ,∀a,
obtained from different GPS receiving systems. Out of the 1000000 data samples of
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input features considered, 99% of the data is used for training our Bidirectional-LSTM,
while rest is used for validating the neural network at the end of each epoch. The total
considered data samples consists of 65% authentic data, which is obtained from real-
world GPS signals collected using a GPS receiver as well as simulated GPS signals
obtained from a GPS simulator. In addition, rest of the 40% of the training data com-
prises of simulated GPS signals affected by different configurations and types of sim-
ulated spoofing attacks. We executed back propagation by considering the cost func-
tion to be mean squared error and utilized an Adam optimizer [34]. We considered
W a = 60,∀a time instants of the past antenna-specific timing errors at each ath
GPS receiving system to estimate the spoofing status ra

t at each time instant. Based
on the training and validation accuracy for different hyper-parameter settings, as seen
in Table 1, during testing, we utilize our trained RNN that is initialized with 50 hid-
den nodes and a batch size of 1028. The training and validating loss for the chosen
hyper-parameters is seen in Fig. 6.

3.2 Under Simulated Signal-Level Spoofing Attack - Only Timing

In the simulated authentic GPS signals received at the Bth GPS receiving system, during
the time duration t = 25 − 60 s we induced simulated signal-level spoofing that causes
an increasing timing error from 0 − 28µs in a span of 35 s. Due to the DMDA config-
uration at the GPS receiving system, the attacker can only affect B1 antenna, thereby,
causing it to receive malicious GPS signals from 9 satellites instead of the expected
3 satellites. At the B1 antenna, the attacker causes the pseudoranges to show an increas-
ing time error during t = 25 − 60 s. For t ≥ 60 s these errors further continue to grow
due to the destabilization of receiver tracking loops.

Fig. 7. Timing error estimated using our wide-area joint BP-RNN algorithm, indicated by dotted-
solid line, as compared to least-squares, indicated by the dashed line. (Color figure online)
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As seen in Fig. 7, the conventional least-squares approach with one omni-directional
antenna, showed an RMS timing error of 29.8µs as indicated by the red-dashed line.
After the spoofing starts at t = 25 s, we observed that the timing error computed via
least-squares increases with time, even after spoofing ends, thereby, exceeding beyond
26.5µs and violating the IEEE C37.118-1 standards. However, our proposed joint BP
and RNN algorithm, which is executed for t ≥ 12 s, showed steady convergence and
demonstrated significantly lower RMS timing errors of 0.13µs, 0.14µs, 0.13µs and
0.13µs at A, B, C, and D GPS receiving systems, respectively, during the simulated
signal-level spoofing.

Fig. 8. Antenna-specific timing errors μa
k estimated during BP step at all the GPS receiving sys-

tems. The different antennas in the DMDA setup of each receiving system are indicated by red,
blue and magenta lines. (Color figure online)

As seen in Fig. 8, the wide-area BP-RNN algorithm not only isolates the presence of
spoofing attacks to B1 antenna but also accurately estimates the increasing timing error
as αa

k,t -α
a
k,t−1 ≈ 0.4µs/s induced during the spoofing attack, that is, t = 25 − 60 s.

This can be observed by the red solid line at the Bth GPS receiving system whereas the
timing error in other antennas is close to zero.

In addition, we also analyzed the spoofing status associated with each GPS receiv-
ing system, based on the Bidirectional-LSTM. We compared the performance of our
RNN approach, seen in Fig. 9(a) with that of a KL-divergence approach [35], seen in
Fig. 9(b) with pre-determined threshold manually set as Π = 25. When the KL-test
statisticma

KL,t > Π , the KL-based metric ra
KL,t = 1 indicating spoofed GPS receiving

system and ra
KL,t = 0 otherwise, indicating authentic conditions. The KL-test statistics,

ma
KL,t, are calculated as follows:

ma
KL,t =

W∑
ν=0

Ma∑
i=1

Ma∑
j=1,j �=i

(
αa

i,t−ν ln
(

αa
i,t−ν

αa
j,t−ν

))
. (14)
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In Fig. 9, we observed that while demonstrating similar consistency in performance as
that of the KL-divergence-based metric, our RNN-based metric quickly detects that
the Bth receiving system is being spoofed at t = 25.7 s, that is, 0.7 s after the spoof-
ing starts, as compared to the KL-based metric that first detects spoofing at a later
time t = 34.6 s. Therefore, even though the simulated signal-level spoofing does not
cause abrupt changes in the timing errors, by analyzing the multivariate time-series of
antenna-specific timing errors, our trained RNN-based metric quickly as well as accu-
rately detects spoofing attacks at the Bth GPS receiving system.

(a) RNN-based metric (b) KL-based metric

Fig. 9. Spoofing status estimated using (a) RNN-based metric; (b) KL-based metric. RNN-based
metric detects the presence of spoofing at the Bth receiving system 0.7 s after the spoofing starts
at t = 25 s, whereas KL-divergence first detects spoofing 9.6 s after the spoofing starts.

3.3 Under Simulated Signal-Level Spoofing Attack - Both Positioning
and Timing

In the next set of experiments, we generated a simulated signal-level spoofing attack
that induces both a constant change in position of 55m and an increasing timing error
of 33µs in a span of 25 s. During a time duration of t = 25 − 50 s, these simulated
spoofing signals are added to the simulated authentic GPS signals received at the Dth
GPS receiving system are induced with spoofing signals. Due to our DMDA setup,
the attacker only successfully spoofs the satellite signals received at the D3 antenna.
Similar to Sect. 3.2, due to the destabilization of receiver tracking loops caused during
the attack, the pseudorange errors continue to grow unbounded.

Due to unbounded increase in pseudorange errors, the error in both position and
timing obtained via conventional least-squares approach diverged, which is indicated by
the green dashed line in the Fig. 10(a) and (b), respectively. In particular, we observed
that the IEEE C37.118-1 standards related to the timing error obtained via least-squares
approach is violated within 10 s after the start of spoofing attack. However, as seen in
Fig. 10(b), our proposed joint BP and RNN algorithm, which is initialized at t = 12 s,
similar to the Sect. 3.2, showed a convergence trend with RMS timing errors of 0.14µs,
0.16µs, 0.15µs and 0.15µs at A, B, C, and Dth GPS receiving systems respectively.
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(a) Position error

(b) Timing error

Fig. 10. Position and timing errors estimated using the proposed wide-area joint BP-RNN algo-
rithm, indicated by the dotted-solid lines, as compared to the conventional least squares approach,
indicated by the dashed line. In particular, green represents the Dth GPS receiving system. Due to
spoofing, the least squares solution in both position and timing diverged, whereas our wide-area
BP-RNN showed steady convergence. (Color figure online)

(a) RNN-based metric (b) KL-based metric

Fig. 11. Spoofing status estimated using (a) RNN-based metric; (b) KL-based metric. RNN-based
metric detects the presence of spoofing at the Bth receiving system 0.7 s after the spoofing starts
at t = 25 s, whereas KL-divergence first detects spoofing 9.6 s after the spoofing starts.
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Similarly, as seen in Fig. 10(a), the RMS position errors computed using BP-RNN algo-
rithm are 5.11m, 19.28m, 1.38m, 0.77m at A, B, C, and Dth GPS receiving sys-
tems, respectively, whereas least-squares approach showed an RMS position error of
2410.71m.

Based on the Bidirectional LSTM, explained in Sect. 3.1, we analyzed the spoof-
ing status computed using our BP-RNN algorithm, as seen in Fig. 11(a) and compared
its performance with that of the KL-divergence approach, as seen in Fig. 11(b) and
described in (14). The KL-divergence approach detected the spoofing attack for the first
time at t = 31.2 s, whereas our BP-RNN approach quickly detected the spoofing attack
at t = 25.4 s, while simultaneously demonstrating low false alarms and misdetections.
Therefore, we validated the improved performance of the proposed wide-area joint BP
and RNN algorithm even during more sophisticated attacks that involve both position
and timing being spoofed.

4 Conclusions

To summarize, we have proposed a wide-area joint Belief Propagation and Recurrent
Neural Network (BP-RNN) algorithm to detect and mitigate the spoofing attacks as well
as estimate the attack-resilient GPS timing that is given to the geographically distributed
infrastructures, which are monitored by PMUs. By considering a wide-area network of
GPS receiving systems, we have estimated the marginal distribution of the spoofing-
induced timing errors at each antenna using distributed BP algorithm. In addition, based
on the BP-estimated timing errors, we have adaptively evaluated the spoofing status of
each GPS receiving system using an RNN framework.

Table 2. Summarizing the RMS timing errors of the attacked GPS receiving system estimated via
the proposed wide-area BP-RNN and conventional least-squares approach

Spoofing attack RMS timing error of attacked
GPS receiving system

BP-RNN Least-Squares

Timing error of 28µs in a span of 35 s 0.14µs 29.8µs

Position error of 55m and timing error of 33µs in a span of
25 s

0.16µs 37.94µs

We have validated the proposed wide-area BP-RNN using four GPS receiving systems,
with three-antenna-based DMDA setup each and subjecting one GPS receiving sys-
tem to a simulated signal-level spoofing attack. For two cases of simulated spoofing
attacks, the RMS timing errors obtained via the proposed wide-area BP-RNN algo-
rithm and conventional least squares approach are listed in Table 2. While one omni-
directional antenna-based least squares has shown large RMS timing errors that violated
the IEEE-C37.118 standards, the wide-area BP-RNN algorithm has demonstrated low
RMS timing errors of less than 0.16µs. Also, as compared to the existing works, we
have assessed the improved performance of our RNN-based metric, which has shown
a quick detection of spoofing, that is, 0.7 s after the spoofing attack starts in the first
experiment and 0.4 after spoofing attack starts in the second experiment.
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Abstract. Landslide sensitivity analysis is of great significance for predicting
landslide hazards. Taking the landslide in the hilly area of Sichuan Province as
an example, through the interpretation of high spatial resolution remote sensing
images and the analysis of the occurrence mechanism of landslides in the low
hilly areas of Sichuan Province, eight landslide susceptibility evaluation factors
were obtained. (elevation, slope, terrain relief, rivers, roads, geotechnical types,
NDVI, fault structures). Then, using the neighborhood statistical analysis,
ArcGIS technology and other methods to obtain training sample data and
regional sample data. According to the characteristics of the landslide devel-
opment, the Chao Particle Swarm Optimization (cpso) is used to optimize the
parameters of the Least Square Support Vector Machine (lssvm), the cpso-lssvm
landslide sensitivity prediction model was formed. The experimental results
show that cpso-lssvm has obtained good prediction results in landslide sensi-
tivity evaluation, and the prediction accuracy has increased to 70.5%.

Keywords: Landslide � CPSO � LSSVM � ArcGIS

1 Introduction

The Sichuan Province of China is a region with frequent geological disasters of
landslides. There are 2,664 landslides caused by rainfall, and the disaster density is as
high as 1/100 km2, ranking first in the country. Moreover, the population density of the
region is relatively high, and the level of regional economic development is relatively
high, which makes the region one of the areas where the landslide geological disasters
in China are concentrated and the damage is extremely high. Therefore, the scientific
and rigorous analysis of landslide sensitivity in this area is of great practical signifi-
cance for disaster mitigation and disaster risk management [1].

There are two reasons for the difficulty in accurately assessing the sensitivity of
regional landslides [2]. One of them is the predisposing factor, which includes internal
factors, fundamental factors such as lithology, stratigraphic structure, topography, etc.;
external factors are direct Factors such as rainfall, vegetation, and human activities, and
the uncertainty, high latitude, and nonlinearity of these factors make it difficult to
identify the landslides and their connections. Secondly, compared with evaluating
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single landslides, the sensitivity of landslides in the evaluation area is not only the need
to find the sensitivities of landslides in a certain area statistically, but also the partic-
ipation of other disciplines. From a practical point of view, it is also more research
significance. So far, no better way to evaluate the landslide susceptibility has been
found, which is why many scholars are keen to study this topic.

Advances in human scientific research in geological exploration, GIS, and AI have
catalyzed more scientific research results in evaluating landslide susceptibility, such as
Artificial Neural Network models, grey system models, logistic regression prediction
models, and support vector machines (SVM). Applied to the sensitivity evaluation of
landslides. Among them, support vector machine (SVM) [3] has higher prediction
accuracy and has been successfully applied in landslide sensitivity. SVM is a small
sample learning method and can effectively solve the problem of low input space
dimension. Least Square Support Vector Machine (LSSVM) [4, 5] is a derivative of
support vector machine, which is suitable for solving small sample problems and solves
the “big sample” required by BP neural network. The convergence speed is slow, and
the shortcomings of SVM operation time are overcome. Based on this, this paper
proposes to use the LSSVM model to evaluate the landslide sensitivity. However, due
to the problem of premature ripening when LSSVM model parameters are optimized,
the Chao Particle Swarm Optimization (CPSO) algorithm is used to optimize the
LSSVM model. The CPSO has the characteristics of ergodicity and strong searching
ability. Applying it to the optimization parameter process, when the LSSVM algorithm
falls into the premature phenomenon, the chaotic sequence method is used to chase the
LSSVM model, and the optimal solution is quickly found, which improves the accu-
racy and convergence speed of the solution and improves the landslide. The accuracy
of prediction of sensitivity evaluation is of great significance [6, 7].

2 Model Principle

LSSVM is an algorithm for improving SVM. It replaces the inequality constraint in
SVM with equality constraint, and uses the loss function to change the quadratic
programming problem of SVM into solving linear equation and set input n-dimensional
vector. f x1; y1ð Þ; x2; y2ð Þ. . . xl; ylð Þg � Rn � R, Linear function set to

f xð Þ ¼ wT � xþ b ð1Þ

Optimization problem is

min
1
2

wj jj j2 þ 1
2
c
Xt

i¼1
n2i

� �
ð2Þ

Constrained to

yi ¼ wTxi þ bþ ni; i ¼ 1; 2; . . .; l ð3Þ
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Define the Lagrangian function as

L ¼ 1
2

wk k2 þ 1
2
c
Xl

i¼1
n2i �

Xl

i¼1
ai w

Txi þ bþ ni � yi
� � ð4Þ

Seeking partial derivatives for each parameter

@L
@w

¼ 0 ! w ¼
Xl

i¼1
aixi ð5Þ

@L
@b

¼ 0 !
Xl

i¼1
@i ¼ 0 ð6Þ

@L
@ni

¼ 0 ! ai ¼ c ni; i ¼ 1; 2; . . .; l ð7Þ

@L
@ai

¼ 0 ! wT þ bþ ni � yi ¼ 0; i ¼ 1; 2; . . .; l ð8Þ

Equations (5)-formula (8) is expressed as a matrix form

I 0 0 �x
0 0 0 �1
0 0 cI �I
xT 1 I 0

2
664

3
775

w
b
n
a

2
664

3
775 ¼

0
0
0
y

2
664
3
775 ð9Þ

where I is a unit matrix; x ¼ x1. . .xl½ �; y ¼ y1. . .yl½ �; 1 ¼ 1. . .1½ �T ; n ¼ n1. . .nl½ �;
a ¼ a1. . .al½ �];

The solution of the formula (9) is determined by the formula (10).

0 1T

1 xTxþ c�1I

� �
b
a

� �
¼ 0

y

� �
ð10Þ

By choosing the best kernel function Kðx; yÞ, we can get linear regression to

f xð Þ ¼
Xl

i¼1
aiKðxi; xÞþ b ð11Þ

This paper selects the radial basis kernel function and the expression is

K xi; xj
� � ¼ exp

�jjxi � xjjj2
r2

 !
ð12Þ

where, r is the perceived variable, and this paper needs to optimize ðc;rÞ parameters.
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2.1 CPSO-LSSVM Model

The PSO algorithm is an evolutionary algorithm that imitates the foraging process of
the bird group. Compared with other algorithms, the PSO algorithm has the advantages
of simple algorithm implementation and few parameters, but it is easy to fall into local
extremum and cause premature convergence. In this paper, in order to make the group
jump out of the local optimum quickly, the chaos idea and the PSO algorithm are
combined, and the chaotic sequence is used to optimize the search of the PSO algo-
rithm, which improves the accuracy and convergence speed of the PSO algorithm.

The position and velocity of the particles are updated using Eqs. (13) and (14).

vkþ 1
j ¼ wvkj þ c1r1 pkj�x

k
j

� 	
þ c2r2ðpkg � xkj Þ ð13Þ

xkþ 1
j ¼ xkj þ vkþ 1

i ð14Þ

where, vj is particle velocity; w is the weight; c1 and c2 are acceleration coefficients; r1
and r2 are random Numbers within the range of [0,1]. pj is the individual optimal
solution; pg is the overall optimal solution; xkj is the decision variable.

Its iterative formula is

ziþ 1 ¼ lzi 1� zið Þ; i ¼ 1; 2; 3. . .; l � ð2; 4� ð15Þ

at l ¼ 4 and 0� zi � 1, the system is completely chaotic.
The CPSO algorithm is mainly used to optimize the regularization parameter c and

kernel function r of LSSVM. I’m going to use xj ¼ ðcj; rjÞ for the position of the JTH
particle. The fitness function is

fitness ¼
XN

i¼1
jyi � byl j=N ð16Þ

where, N is the sample number; yi is the actual sample value and byl is the predicted
sample value.

The flow chart of cpso-lssvm is shown in Fig. 1.

3 Regional Landslide Data Acquisition and Feature
Extraction Were Studied

3.1 Study the Geology of the Area

The overall terrain of Sichuan Province is high in the west and low in the east, with
high and low disparity, complex landforms, rich soil types, plateaus and mountains in
the west, more than 3,000 m above sea level, basins and hills in the east, and altitudes
between 500 and 2000 m. The experimental observation area is 112,000 km2 and is
located in the hilly area of eastern Sichuan Province, accounting for 23% of the total
area of Sichuan Province, as shown in Fig. 2.
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The administrative units included in the study area include: Chengdu, Zigong City,
Zhangzhou City, Deyang City, Mianyang City, Guangyuan City, Suining City, Nei-
jiang City, Leshan City, Nanchong City, Meishan City, Yibin City, Guang’an City, Da
18 cities (autonomous prefectures) including Chuan City, Ya’an City, Bazhong City,
Ziyang City, and Liangshan Yi Autonomous Prefecture. From the perspective of world
geography, Sichuan is located in the Asia-Europe earthquake zone. From the

LSSVM parameter
initialization

parameter selection

create new particle

shrink searching area

result

LSSVM training

calculate the fitness 
value

choose optimal result

chaotic synchronous 
search 

acquire optimal result train optimal LSSVM 

CPSO LSSVM

YES

Fig. 1. CPSO-LSSVM flow chart

Fig. 2. Distribution of hilly areas in Sichuan Province
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geographical division of China, it is located in the southwest seismic belt. The crustal
movement is active, the earthquake is frequent, the mountain structure is unstable, and
some areas are in the monsoon climate zone. The dry rainy season is distinct and the
precipitation is concentrated. In the summer, there are many heavy rains, and there are
many types of meteorological disasters, and the frequency of occurrence is high, so it is
easy to cause landslide phenomenon.

3.2 Landslide Data Acquisition and Feature Extraction

3.2.1 Landslide Data Acquisition
The various influencing factors leading to landslides are called landslide susceptibility
factors [8], including topography, geological lithology, artificial slopes (roads, reser-
voirs, etc.), natural slopes (rivers, lakes, etc.), vegetation cover, geological structures.
Wait. Whether it can be selected as the landslide susceptibility factor has the following
two criteria: First, the landslide susceptibility factor should be related to the landslide
activity, that is, whether it is the root cause or direct cause of the landslide phe-
nomenon; secondly, landslide sensitivity factor is obtainable and quantifiable. Under
the analysis of the observation of Sichuan hilly area, firstly, considering the disaster-
causing mechanism of landslides, landslides are mainly affected by topography,
lithology, geological structure, slope cutting and underlying surface conditions. Sec-
ond, consider to the availability of data, select elevation, slope, terrain relief, fault
structure, geotechnical types, rivers, roads, NDVI. Wang et al. [9] analyzed the land-
slide impact factors of the region based on the variable dimension fractal theory and the
deterministic coefficient probability model, and used the multi-layer perceptron model
(CF-MLP) to carry out the landslide susceptibility in the region. Evaluation [10] ver-
ified the importance of the above eight landslide impact factors on the landslide impact
in the region. The details of the eight landslide impact factors are shown in Table 1.

Table 1. Sensitivity index system construction table of low-mountain and hilly landslide in
Sichuan Province

Number The main class The class The data
format

Access Scale

1 Topography Elevation GeoTiff DEM 30 m � 30 m
Slope GeoTiff Extraction based on

DEM
30 m � 30 m

Relief GeoTiff Extraction based on
DEM

30 m � 30 m

2 Cut slope The river Shape File River network map 1:250,000
The road Shape File Dart map 1:250,000

3 The lithology Rock and soil
types

Shape File Geological map
extraction

1:500,00

4 Vegetation
coverage

NDVI GeoTiff MODIS offers
products

30 m � 30 m

5 Geological
structure

Fracture
structure

Shape File Geological map
extraction

1:500,000
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3.2.2 Landslide Data Preprocessing
The eight landslide impact factors mentioned in Sect. 3.2.1 of this paper constitute the
conditional attributes of the LSSVM model. The state of the landslide (landslide state:
1; non-landslide state: 0) constitutes the decision attributes of the model. In order to
achieve data standardization, different hierarchical quantization methods are used for
different factors. For numerical factors, if the classification has a clear geographical
significance, it is graded according to its geographical significance (including: slope,
terrain relief); if its classification has no clear geologic significance, it is graded at equal
intervals (Including: elevation, distance from the fault structure, distance from the river,
distance from the road and vegetation cover). For type value factors, no classification is
required, such as geotechnical types. The grading of each factor is shown in Table 2.

Table 2. Classification of landslide impact factors in hilly areas of Sichuan Province

The main class Factor Grading\class Area
(%)

Factor Classification Area
(%)

Topography Slope 0–3° 20.57 Elevation 0–400 m 37.2
3–5° 17.09 400–600 m 45.84
5–15° 43.01 600–800 m 11.31

15–25° 14.42 800–1000 m 3.41
25–30° 2.55 1000–1200 m 1.18

30–45° 2.13 >1200 m 1.06
>45° 0.24

The geological
structure

Distance from
fault

0–2 km 5.83 Distance from
fault

10–12 km 8.84

2–4 km 14.36 12–14 km 7.54
4–6 km 13.68 14–16 km 6.26

6–8 km 12.09 >16 km 5.04
8–10 km 10.23

Cut slope Distance from
river

0–2 km 10.14 Distance from
road

0–2 km 13.6

2–4 km 33.49 2–4 km 11.65
4–6 km 22.16 4–6 km 10.43

6–8 km 16.01 6–8 km 9.16
8–10 km 11.17 8–10 km 8.38
>10 km 7.02 10–12 km 7.48

0–200 m 71.81 12–14 km 6.36
200–600 m 25.96 >14 km 32.93
>600 m 2.23

Geological
lithology

The lithology 1(loose
deposits)

9.96 The lithology 6
(conglomerate)

37.7

2 (mudstone) 16.78 7 (dolomite)
3 (limestone) 3.35 8 (carbonate

rock)

4 (basalt) 0.84 9 (granite) 0.54
5 (sandstone) 20.83 10 (shale)

Vegetation
coverage

NDVI [–1, 1]
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When there is abnormal data or missing data when acquiring sample data, mainly
due to meshing or boundary value, the ignore value method is used for such data, that
is, the missing attribute values are ignored, the purpose is to keep Enter the integrity of
the data. In addition, in order to reduce the computational difficulty, this paper nor-
malizes and normalizes the attributes. The normalization formula is as follows:

x
0 ¼ ðx� xminÞ=ðxmax � xminÞ ð17Þ

where, xðx 2 xmin; xmax½ �Þ is the real attribute value, xmin and xmax are the minimum and
maximum values of this attribute respectively, and x

0 2 ð0;�1Þ is the normalized
attribute value.

4 Simulation Research

In order to verify the validity of the algorithm model in this paper, the training sample
data are arranged, the training set samples are taken from the odd items of the sample
data, and the test set samples are taken from the even items of the data. Set the total
number of particle swarm to 100, because the fitness converges rapidly with the number
of iterations, so set the number of iterations to 100, the learning factor c1 ¼ 1, c2 ¼ 5:9,
and the inertia weight W ¼ 0:5. The optimal parameters obtained in the end c ¼ 25,
r ¼ 2:76. In order to compare the map-making effect of ArcGis [11] predicted by cpso-
lssvm model, this paper also uses PSO-LSSVM for experiments. The results are shown
in Fig. 3. In this paper, the research area is divided into five grades by natural breakpoint
method, which are extremely low sensitivity, low sensitivity, medium sensitivity, high
sensitivity and extremely high sensitivity. That is, the more sensitive the part of the
landslide is, the closer it is to red. In the CPSO-LSSVM (Fig. 3A), most of the areas
where the landslide points fall are highly sensitive areas, and the sensitive areas of each
level are more accurately divided. In the PSO-LSSVM (Fig. 3B), some areas with dense
landslide sites are not highly sensitive, which is inconsistent with the characteristics of
the landslide development in the study area. Therefore, CPSO-LSSVM is more in line
with the actual landslide distribution law than PSO-LSSVM.

And using the ROC curve [12], the CPSO-LSSVM model PSO-LSSVM model was
compared and analyzed. The ROC curve is a comprehensive indicator of the sensitivity
(Sensitivity) and specificity (1-Specificity) continuous variables. Sensitivity refers to
the proportion of all positive categories that are predicted to be positive, and specificity
refers to the proportion of all negative classes that are predicted to be positive. Then,
the ROC curve is plotted with the sensitivity as the ordinate and the specificity as the
abscissa. The ROC is calculated as follows:

Sensitivity ¼ TP
TPþFN

ð18Þ

1� Specificity ¼ FP
FPþ TN

ð19Þ
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(A) CPSO-LSSVM

(B) PSO-LSSVM

Fig. 3. Landslide sensitivity areas obtained by different prediction models (Color figure online)
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where TP refers to positive samples with positive predictions, FP refers to positive
samples with negative predictions, TN refers to negative samples with positive pre-
dictions, and FN refers to negative samples with negative predictions.

Figure 4 shows the ROC curves formed by two prediction models. As shown,
CPSO� LSSVM AUCð Þ ¼ 0:716, PSO� LSSVM AUCð Þ ¼ 0:708. It can be seen that
the prediction accuracy of CPSO-LSSVM is better than that of PSO-LSSVM.

5 Conclusion

In view of the problem that the landslide sensitivity is difficult to accurately predict, the
LSSVM is used to predict the landslide in Sichuan Province, and the hyperparameter of
the model is optimized by the particle swarm optimization algorithm. Aiming at the
problem of insufficient optimization ability of typical particle swarm optimization
algorithm, an improved particle swarm optimization algorithm is proposed. The cpso-
lssvm landslide sensitivity evaluation model was constructed, and the defect of
LSSVM easily falling into the local minimum problem was overcome. In order to
verify the effect of the model, the landslide point density renderings were drawn using
ArcGis, and the CPSO-LSSVM model was compared with the PSO-LSSVM model in
combination with the ROC curve. Finally, both evaluation methods show that CPSO-
LSSVM is more suitable for landslide susceptibility evaluation, and the prediction
effect is better than PSO-LSSVM, which provides a new way of thinking in the
direction of landslide sensitivity prediction.

Acknowledgments. This research was supported by Tianjin Key Laboratory of Soft Soil
Characteristics and Engineering Environment.

Fig. 4. ROC curves of relative ratios of different models
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Abstract. The Mobile Edge Computing (MEC) is a very novel technology in
the social network. In order to satisfy the users’ delay and enhance data security
and reduce energy consumption of the system. In this paper, we design an
optimized strategy of edge servers chosen by reinforcement learning (AI algo-
rithm) for resource consumption of multi-edge server. We transform the objective
function into a convex optimization problem for the single edge server, and give
proofs. In this scenario, it is made up of multi-users with multi-tasks and the same
type of edge servers deployed on the edge of the base stations, the edge servers
allocate computing resources to users. Meanwhile, the users send different tasks
to the edge servers to complete computing tasks. In order to complete users’
requirements under their delay-bounded, we design an optimal path algorithm
named Betweenness Centrality Algorithm (BCA) to reduce the transmission
delay and we use Fuzzy Logical algorithm to classify computing tasks. We
propose a resource allocation mechanism under satisfying delay-bounded.
Finally, comparing to the random selected strategy and other schemes, we prove
the effectiveness of the introduced algorithm, which reduces the energy con-
sumption by 20% approximately for the single edge server, and the simulation
proves that the Double Deep Q-learning (Double DQN) algorithm shows better
performance than Random Selected Strategy for the multi-edge servers.

Keywords: Mobile edge computing � Energy consumption �
Reinforcement learning � Convex approximation � Tasking scheduling

1 Introduction

With the development of 5G technology and the popularity of the intelligent terminals,
kinds of application services come into being. Meanwhile, users are stricter in the
service quality and delay for requesting. In the case of smart devices with AI, Cartner
predicts that the number of smart devices supporting AI will increase from 10% in
2017 to 80% in 2020, it is obvious that smart mobile devices will become the one of the
most popular artificial intelligence platform in the world [1]. In December 2017,
Google launched android 8.1 which support the Neural Network API(NNAPI), it
provides faster hardware computing ability for machine learning [2]. To serve the
delay-sensitive applications, the Mobile Edge Computing (MEC) architecture has been
proposed. In MEC, edge servers will be addressed locally, and are consequently more
efficient in delay-sensitive applications.
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MEC is a distributed cloud system, which refers to the deployment of computing
resources at the edge network [3]. Because mobile devices are short in the resource
computing, the terminal device hands over some or all computing tasks to the cloud,
the mobile device decides how to offload, how much to offload and what to offload. The
resource allocation focuses on how to allocate resources after offloading. In fact, the
MEC can be regarded as a cloud service platform which is running on the edge
network. By deploying resources such as computing, storage, networking and com-
munications at the edge of the mobile network [4]. To better satisfy the users’ delay, we
get the lower energy consumption, the link selection and computing cost are suggested
to be jointly scheduled [5].

There are some recent papers about the optimization of the computing cost in the
MEC system. In [6], the authors study ways to minimum the delay of users in the MEC
system by joint optimization of tasks scheduling and resource allocation. In [7], authors
propose an online algorithm that decides the local execution and computation
offloading policy is developed based on Lyapunov optimization. This method opti-
mizes the power consumption of edge servers. In [8], the authors consider a scenario of
Vehicular Edge Computing (VEC), they adopt a Stackelberg game theoretic approach
to design an optimal multilevel offloading scheme, which maximizes the utilities of
both the vehicles and the computing servers. In [9], the authors study the offloading and
auto-scaling in MEC system. They propose an efficient reinforcement learning-based
resource management algorithm, which learns on-the-fly the optimal policy of dynamic
workload to minimize the long-term system cost. In [10], the authors present a novel
framework for offloading computation tasks, from a user device to a server hosted in
the mobile edge (ME) with highest CPU availability. In [11] and [12], in order to
jointly computation offloading and content caching strategies, the authors transform the
original problem into a convex problem and find the optimal solution of approximated
problem. In [13], the authors provide an architecture of centralized cloud and dis-
tributed MEC over hybrid fiber-wireless network in MEC system, which has the fea-
tures of supporting diverse network techniques, easy expansibility, high capacity and
reliability, low latency and energy consumption. They solve the question by an
approximation collaborative computation offloading scheme. They consider the
shortcomings of single networking mode, high congestion, high latency and energy
consumption, but the proposed algorithms are hard to be implemented.

In this paper, we study into how the tasks route to destinations and how the
computation resource in the edge server is allocated to users. Considering the limited
resource utilization of edge servers and the data-offloaded with bounded delay
requirements, so how to utilize the resource of edge servers needs to be paid attention.
If an edge server’s tasks are too much in a period of time, it will perform a terrible
effectiveness. We propose the data route scheme that users can chose a better path to
upload data and the chosen edge server offloads data through the same path, this
scheme undoubtedly produces collision, so we solve this problem by RTS/CTS
scheme. When a user wants to upload data to an edge server through several base
stations, the user sends RTS to the first base station, if the base station is idle, it will
send CTS to user, if not, it will not send. If a base station sends RTS to another, if it
doesn’t receive the ACK, data will be stored in the cache. In fact, collision is an event
with probability, so we use Free Path Distribution to minimum the collision in a period
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of time [14]. However, if all the edge servers are available, the edge servers allocate
more computing resources to the tasks with delay bounds, and users can upload more
data to edge servers. Meanwhile, other users maybe have the same result that this user
want to get, the base station is only as a forwarding role without edge server, through
this way, we can save computing consumptions. It is obvious that computing con-
sumption is much than link consumption. We assume that this method obeys an
exponential distribution. So far, we solve the link consumption successfully. As for the
computing cost, for an edge server, different users with different sizes of data associate
the edge server, we can analogy a M/M/1 queuing system. The computing ability of an
edge server is directly related to the performance of CPU, we assume that every edge
server has the same CPU ability. The MEC system includes multiple users, multiple
base stations with edge servers and same base stations without edge servers. Our goal is
to minimum the energy cost for the all MEC system [12].

The rest of paper is organized as follows. Section 2 introduces the system model
and formulation. In Sect. 3, we study the multiple tasks scheduling schemes for single
edge server. In Sect. 4, we study the multiple tasks scheduling for the MEC system. In
Sect. 5, we express the Double Deep Q-learning algorithm. In Sect. 6, we show the
numerical result through our analysis, and we display the relationship between bounded
delay and energy consumption. We conclude in Sect. 7.

2 System Model and Formulation

We consider that a MEC system include multiple users, base stations with computing
ability and base stations without computing ability, users communicate with base sta-
tions by wireless, in other words, the MEC system is a wireless network. When the
computing task is done, the results are sent to users. The MEC system is shown in Fig. 1.

Fig. 1. System model includes that users, base stations with edge servers and base station
without edge servers.
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2.1 Deployment Model

In this paper, there are M base stations which make up a set a = 1; 2; . . .Mf g, we
assume that the number of base stations is larger than the number of edge servers, there
are K edge servers in MEC system, which make up a set b = 1; 2; . . .Kf g, and there are
N users in a MEC system, which make up a set c = 1; 2; . . .Nf g. We apply the optimal
path algorithm to help user find destination. During transmission, if path only has one
hop, we use direct transmission strategy. As long as the count of hop is greater than 1,
we take Betweenness centrality algorithm to get the better path routing.

The scheme can be displayed through connected undirected graph GðV ;EÞ. For all
the base station network, we assume that bi is the i-th sensor, PðbiÞ denoted the
probability of graph.

PðbiÞ ¼ 1
z

Y

i2cG
/iðbiÞ ð1Þ

Through the Hammersley-Clifford Theorem, the probability of graph can be
expressed as the product of the potential functions, which defined on all the largest
group for a graph. cG denotes the set of the largest group, z ¼ P

b
Q
i2cG

/iðbiÞ denotes
normalized constant. /i denotes the potential function of graph.

Proof: Because the sensors are dynamic in a graph, and the path selection only related
to the previous path, so this scenario satisfies Markov random field model, so we use
BCA to select a node named observation vertex, other two nodes are independent in a
condition. In other words, anyone node in a graph satisfy:

PðXijXGniÞ ¼ PðXijXNiÞ ð2Þ

XGni denotes all the nodes except for i, XNi denotes all vertices connected to Xi. The
formulation is another definition.

2.2 Transmission Model

For an edge server, we assume that li bits are transferred in a period of time, and we
assume that Xt;i denotes that the i-th base station delivers data to the next base station or
user in a period of time. We assume that collision obeys Free Path Distribution. The
probability of a collision between Xt;i and Xt;i þ dXt;i is as follows.

Pt;iðXÞ ¼ expð�X

k
Þ ð3Þ

k denotes the average time between two collisions. We can get a conclusion that the
probability obeys the exponential distribution.
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As for a MEC system, the smaller probability of collision, the better. From the
perspective of the edge servers, we assume the energy consumption of receiving data in
a period of time is as follows:

ri ¼ eelec � li ð4Þ

and the energy consumption of sending data in a period of time is as follows:

si ¼ ri þ eamp � li � Ta ð5Þ

In formulation (4) and (5), eelec denotes electric consumption for every bit, and eamp
denotes amplifier’s gain consumption while sending a single bit, and T denotes that the
distance from the users to the edge server, a denotes that the index of path loss.

During the data transmission, we assume N tasks will be sent in a slot time, so the
SINR (Signal to Interference plus Noise Ratio) of the i-th task is as follows:

riðtÞ ¼ pigiðtÞ
PM

m¼1;m 6¼i
pmgmðtÞþ dt

ð6Þ

In formulation (6), pi denotes the power of i-th task, giðtÞ denotes the i-th task’s
power gain in the t slot time, pm denotes the m-th task’s power, and gmðtÞ denotes the
m-th task’s power gain in the t slot time, dt denotes white Gaussian noise. So the i-th
task’s transmission rate is as follows:

viðtÞ ¼ xi log2ð1þ riðtÞÞ; 8i 2 c; j 2 b ð7Þ

In formulation (7), xi denotes the i-th task’s bandwidth.

2.3 Edge Computing Model

In computing tasks of edge servers, the most consumed is resource of CPU [15]. The
processing ability for each CPU is directly related to the efficiency. In other words, the
more resource of CPU, the faster processing efficiency, and the more users satisfy the
minimum delay. However, the resource for every CPU is limited, and the size of data is
usually different. We assume that an edge server receives p tasks in a period of time,
which makes up a set p ¼ 1; 2. . .Nf g, and every edge server receives different size of
task because of the size of task is rand, so we introduce Fuzzy logical algorithm to help
solve. There are K edge servers, every edge server has bounded resource, we assume
the bounded resource is cmax for every edge server. The energy consumption for the i-th
edge server follows the model:

cj ¼
XN

i¼1

fuzzyðpi;jÞ � ci;j ð8Þ

228 L. Zhou et al.



In formulation (8), ci;j denotes the unit resource consumption of the i-th task from
the i-th user to the j-th base station. So the i-th task’s transmission rate is as follows:

ttransi ¼ pi
viðtÞ ð9Þ

Except for the transmission delay, the computing delay and the waiting time are
also not ignored, we assume the concurrency value of one server is #, the computing
delay is as follows:

tcopti ¼ pi
#� QPS

ð10Þ

In the above formulation, QPS denotes the unit computing ability.
We assume that the arrival rate of tasks is eiðtÞ, the unit computing ability is cjðtÞ,

so we can get the average waiting time by Queue theory:

twaiti ¼ eiðtÞ
cjðtÞðcjðtÞ � eiðtÞÞ ð11Þ

After discussing the delay of users, we can define the delay-bounded:

tc;k ¼ 2� ttransk þ tcoptk + twaitk ; 8k 2 c ð12Þ

2.4 Problem Formulation

We assume that consumption among base stations is the same, lcos t denotes the link
consumption, tk;max denotes the maximum delay tolerance. The link consumption for
every segment is the same, in other words, we ignore the subtle difference about
different link distance, our optimized goal can be written in the following form, which
minimizes the cost in MEC system.

min
P
i2b

ci þ
P
j2a

lcos tj

s:t: ci � cmax; 8i 2 b
tc;k � tk;max; 8k 2 c

ð13Þ

3 Tasks Scheduling for the Single-Server

For the i-th base station with edge server, the optimization objective is
P
i2b

ci þ
P
j2a

lcos tj .

In this part, we study into how the tasks of users should be scheduled so that the object
is minimized.
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3.1 Data Transmission

In this scenario, a user transfer data to edge server through several base stations. In
other words, data is sent from one base station to another base station. Under this
circumstance, probability of no collision is 1�Pt;i, we assume that the delay-bounded is
Ti, the number of total segments is n ¼ Ti

Xt;i
. To guarantee to transfer successfully, the

probability of transfer successfully can be written exponential distribution:

Psu ¼ ð1� PðXt;iÞÞ � expðnÞ ð14Þ

Proof: In order to ensure that data is transferred successfully between base stations, it is
necessary to ensure that data is transferred successfully in each segment.

Psu ¼ ð1� PðXt;iÞÞn
¼ expðlogð1� PðXt;iÞÞnÞ
¼ ð1� PðXt;iÞÞ � expðnÞ

3.2 Computing Consumption

Through our analysis, as for the computing consumption, the size of data is not suitable
by Fuzzy algorithm [16]. We introduce the computing time of queuing theory (M/M/1),
we assume that the computing time obeys the exponential distribution. The energy
consumption for computing is as follows:

cj ¼
XN

i¼1

fuzzyðpi;jÞ � ci;j ð15Þ

We convert data capacity to computing time, in other words, xt;i denotes that i-th
base station’s unit computing consumption in a t slot time.

Proof: according to the queuing theory, processing time obeys exponential distribution,
so the time is as follows:

Fðxt;iÞ ¼ 1� expð�ðpi;j � ki;jÞxt;iÞ

) xt;i ¼ lnð1�Fðxi;jÞÞ
ki;j�pi;j

, because Fðxt;iÞ[ 1, we can get xt;i [ 0.

Because Fðxt;iÞ obeys the exponential distribution, it is obvious that Fðxt;iÞ[ 1 is
always established.

3.3 Optimization Energy Consumption

In a MEC system, if a user requires data to an edge server, it is likely that the edge
server gets data from other users [17]. We assume that not all data is computed by edge
server, in a period of time, we can optimize the energy consumption.
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min ki;j � ci þðki � ki;jÞ � lcos t ð16Þ

In formulation (16), we can get a conclusion that when data from users is too big,
edge server can get some advice from other users, and it is a concave optimization
problem.

Proof: as for the formulation (11), we can get the derivative of the ki;j. If we want to get
the solution of derivation.

@F
@ki;j

¼ 0

From computing consumption and link cost, the equation has a solution or not is
related to the probability Psu, so we can find a suitable probability to change into a
concave problem.

4 Tasks Scheduling for Multi-servers

In a MEC system, multi-edge servers need to jointly schedule to complete the com-
puting tasks [18]. By our analysis and the model of the queuing theory, some data
needs to be computed by edge servers and others can be got from other users, this is our
goal to get the optimization of this problem.

4.1 Computing Consumption Analysis

For the multi-edge servers and multi-tasks, we can’t get a valid scheme by transforming
concave function. Thanking of the delay-bounded of users and the computing capacity
of edge servers, we design an edge server selected scheme. We import a binary vari-
ance to complete the work of selecting which edge server to compute and define
f i ¼ 0; 1f g. When an edge server is chosen, the tasks will be offloaded through the path
designed by BCA to the edge server. The mathematic model is defined as follows:

min
f ðjÞ

XM

j¼1

fj � cj; 8j 2 a ð17Þ

4.2 Bounded Delay for Users

In the actual MEC network, some important data usually be stored in the cache or the
remote cloud, when the amount of data is increasing, the early data in the cache will be
deleted because the space of cache is limited, we assume that the base stations with
edge server or not is a probability event [19]. We can see it that this probability obeys
Gaussian distribution, and it is very likely that users can obtain data through other users
within a certain period of time, so the delay-bounded of users is redefined as follows:
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tc;k ¼ 2� ttransk þ jtðtcoptk + twaitk Þ; 8k 2 c ð18Þ

In the above formulation, jt denotes Gaussian distribution in t slot time.

4.3 Energy Consumption for MEC System

In this paper, our final optimized goal is minimizing energy consumption for all the
MEC system. However, we should satisfy the bounded delay of users, so for all the
MEC system, we assume the number of edge servers is K, the number of base stations
is M. we define that all the energy consumption includes the computing consumption
and link consumption. After receiving inspiration from queuing theory, we get the final
option of energy consumption.

min
P
i2b

P
j2a

fj � ðci þ lcos tjÞ
s:t: fj 2 f0; 1g

ci � cmax; 8i 2 b
tc;k � tk;max; 8k 2 c

ð19Þ

For the above formulation, it is a non-linear math model, so we can’t get a good
result within limited time, so we use AI algorithm to solve this model and get a good
strategy. Because we can’t get any information about transport channel, so we use the
Double Deep Q-learning algorithm that no need training sample.

5 Double DQN Analysis

In this paper, we use the Double DQN algorithm to solve the non-linear mathematic
model. The core of this algorithm is that agent interact with environment, by learning
YQ
t value to update the last true value to get the optimized result. the YQ

t is defined as
follows:

YQ
t ¼ Rtþ 1ðs; aÞþ cQðstþ 1; argminQ

a
ðstþ 1; a; htÞ; htÞ ð20Þ

The double Q-learning error can be written as:

YDQ
t ¼ Rtþ 1ðs; aÞþ cQðstþ 1; argminQ

a
ðstþ 1; a; htÞ; h0

tÞ ð21Þ

In above formulation, Rtþ 1ðs; aÞ denotes that when adapting action a and state s,
the system’s reward, c denotes penalty factor, ht denotes a parameter updating the main
network, and h

0
t denotes a parameter updating the target network. The algorithm flow

chart is as follows (Table 1):
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6 Numerical Results

In this part, the numerical results are simulated to show the optimization, we consider
the data about some people’s behaviors from RAWDAD, which is a community
resource for archiving wireless data at Dartmouth. In Fig. 2, the x-axis denotes the
bounded delay of people from RAWDAD, and y-axis denotes satisfied requirement, in
other words, the number or rate of the satisfied people in a period of time, from Fig. 1,
we can get that the delay between 0.1 s and 3 s. So we set the range of bounded delay
from 0.1 s to 3 s. For the base station, the arrival rates of data ki 2 ½0; 30�, the range of
tasks from 10 to 50, and the sizes of the tasks obeys the Gaussian Fuzzy, the mean
value is 0, and the variance is 0.1.

In Fig. 2, the relationship between the satisfied requirement that the satisfied or
successful rate of requirement and the delay of the users. We can get some conclusions
from it, the data is from the RAWDAD, and the most delays of the users are under 3 s,

Table 1. Algorithm flow chart

input number of iteration, dimension of state, action, step, penalty factor, target and 
main network, frequency updating.
output: Q value
for i,..T, do:
get the state’s eigenvector φ( )s ;
get Q-value of all the state, using greedy algorithm to choose action A;
execute action A, get new state 's ’s eigenvector φ '( )s and reward R; 
update the state set;
calculating target Q-value using samples ;
updating all the parameters in Q-network;
updating the target parameters every C steps;
end for;

Fig. 2. The satisfied requirement under different delays
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so we assume that the delay between 0.1 s and 3 s can get better results. If the delay is
bigger than 3 s, we assume that the high rate of people cannot stand. And we can learn
that the satisfied rate focus on under 2 s. The data of MEC can help us the work for the
simulation, and we can make the goal well done under the conference of the data.

In Fig. 3, the performance of four sides are compared in single-edge server. In the
figure, x-axis denotes the number of tasks, which stand for the size of the queue, and y-
axis denotes the rate of the computing consumption for the edge servers, which is set
that the total rate is 1. When the data is required firstly, we assume that the most results
should be got from the edge servers, and when the Poisson stream is large, we assume
that some data can be got from edge servers and others can be got from other users. On
the whole, the different side with different size is linear growth but multiple growth
approximately, which proves that the optimization has a better performance. Under the
bounded delay for users, we can get several conclusions from the figure. Firstly, for
every trend of curve, the gradient is decreasing slowly, which proves that as the tasks
are increasing, the relative computing consumption is reduced. Secondly, we can
compare computing consumption under the different sides, we can get result that the
algorithm improves 20% approximately. Finally, the algorithm can give us the better
results from our analysis. For multi-tasks and multi-edge servers, we design the DDQN
algorithm to solve, the result about multi-edge servers is as follows.

Fig. 3. The computing consumption under the number of tasks, which is compared in different
delay and the Poisson stream.

Fig. 4. Under different penalty factor, the trend of the Q-value.
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In Fig. 4, the penalty factor is from 0.7 to 0.9, the x-axis denotes the step of training
and the y-axis denotes the trend of the Q-value, the Q-value can be convergent in a
range, but different penalty factor has different speed of convergence. From Fig. 4, we
can get when the penalty factor is 0.7, Q-value has a better convergence.

In Fig. 5, the learning rates we chosen are 1e–2, 1e–4 and 1e–6, the performance
for the trend of Q-value is easily gotten that the good convergence. Comparing to the
three learning rates, when equaling with 1e–2, the performance of convergence is best.
We confirmed validation by comparing with Random Selection Scheme. the Fig. 6 is
showed as follows.

In Fig. 6, the DDQN algorithm is compared with Random Selection Algorithm
(RSA), the two algorithm respectively corresponds Fig. 6(a) and (b). The x-axis
denotes the number of training, and y-axis denotes the different cost between the two
algorithms. From above results, Firstly, we add the number of the base stations with the
edge servers, the average computing consumption will decrease. Secondly, from the
performance, we can get that the speed of the DDQN’s convergence is obviously better
than RSA. Finally, the energy consumption of DDQN is one magnitude lower than
RSA, which based on the energy analysis.

Fig. 5. Under different learning rate, the trend of the Q-value.

Fig. 6. Under different scheme, different scheme shows different validation and confirms
Double DQN’s effectiveness in this paper.
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7 Conclusions

In this work, we consider the mobile computing for edge servers and the delay of users
in a scenario in which some base stations with edge servers and others without edge
servers. By jointly scheduling tasks to the base stations with edge servers, we optimize
a MEC system so that the cost of link and computing resource. By solving the prob-
lems, we can get several conclusions. Firstly, in the MEC system, we should consider
the users who are strict with the bounded delay. Secondly, we should choose the near
neighbors to communicate and transfer what a user need. Thirdly, when the time of
communication is larger, the edge servers should first find data from other users.
Finally, for a certain MEC system, the number of the tasks scheduling is related to the
number of the edge servers, but not absolutely. If we consider the number of the edge
servers, we believe that the result will be better.
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Abstract. Current traffic analysis methods are executed on the cloud,
which need to upload the traffic data and consume precious bandwidth
resources. Edge computing is a more promising way to save the band-
width resources and improve users’ privacy by offloading these tasks to
the edge node. However, traffic analysis methods based on traditional
machine learning need to retrain all traffic data when updating the
trained model, which are not suitable for edge computing due to the
poor computing power and low storage capacity of edge nodes. In this
paper, we propose a novel edge computing based traffic analysis system
using broad learning. For one thing, edge computing can provide a dis-
tributed architecture for saving the bandwidth resources and protecting
users’ privacy. For another, we use broad learning to incrementally train
the traffic data, which is more suitable for edge computing because it
can support incremental updates of models on the edge nodes without
retraining all data. We implement our system on the Raspberry Pi, and
experimental results show that we have 98% probability to accurately
identify these traffic data. Moreover, our method has the faster training
speed compared with Convolutional Neural Network (CNN).

Keywords: Traffic analysis · Edge computing · Broad learning system

1 Introduction

With the rapid development of Internet services, traffic types become diverse. In
the complex network environment, traffic analysis is regarded as an important
approach to ensure the security of network. It can effectively deal with many
security issues, such as intrusion detection [3]. Moreover, network traffic analysis
also plays an important role in modern network management systems, such as
quality of service (QoS) [26]. Accurate identification of network traffic types is
the basis for providing better services. By executing accurate traffic analysis,
service providers can monitor the operation of the entire network. By analyzing
users’ traffic, service providers can realize their behaviors, which can provide the
personalized services. Therefore, how to provide accurate traffic classification
method is crucial.
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Current classification methods for traffic types are executed on the cloud,
which need to upload all users’ traffic to the cloud [19]. However, many appli-
cations, such as video applications, can generate large amounts of traffic in a
short amount of time, and it will consume a lot of precious bandwidth resources
if all traffic data is uploaded to the server [5]. Therefore, current cloud-based
traffic analysis system does not apply to traffic-intensive applications. Moreover,
service providers only need the classification results for monitoring the network
operation and providing better services, rather than all traffic data. Therefore, it
is better to propose a novel distributed traffic analysis architecture, which only
needs to upload the classification results to the cloud.

Edge computing is a promising way to achieve the distributed traffic analysis
architecture by offloading this task to the edge node close to user devices [2,9,17].
We can deploy the traffic classification models on the edge node, such as WiFi
access points. In one hand, this method only needs to send the classification
results to the cloud, rather than uploading all traffic data, which can analyze
users’ traffic in real time and save the precious bandwidth resources. In the other
hand, users’ traffic may contain many private information, such as location,
gender, or education background, which can be inferred by the malicious service
providers [22]. Compared with the cloud based traffic analysis architecture, edge
computing can better protect the privacy of users.

Current traffic classification models are mainly based on traditional machine
learning, including SVM, random forest and decision tree. However, these tradi-
tional methods cannot be directly used at edge computing based traffic analysis
architecture due to the low computing and storage capabilities of edge nodes. In
order to maintain the classification accuracy, it is better to regularly update the
trained model. Traditional methods require retraining all data when perform-
ing model updates, which consume large amounts of computing power. Usually,
the edge node has these characteristics: poor computing power and low storage
capacity [20], which cannot support frequent retraining of all data. To address
the above challenges, we use a novel and lightweight neural network structure,
broad learning system (BLS) [4], which has the faster training speed due to its
flat network structure. More importantly, BLS can use incremental learning to
constantly update the trained model when new data enters, and no retraining
process is needed.

In this paper, we propose a novel edge computing based traffic analysis system
using broad learning. The proposed system is composed of two major modules:
basic training on the cloud and incremental training (model updating) on the
edge node. Firstly, we use some traffic data to train a basic model and send the
basic model to the edge node. Secondly, when the accuracy of the trained model
is not enough to provide better services, model updating will be executed on
the edge node by the incremental way. We implement the edge computing based
traffic analysis system on the Raspberry Pi, and the experimental results show
that our method has the faster training speed compared with Convolutional
Neural Network (CNN).
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The main contributions of this paper are summarized as follows:

– We propose a distributed traffic analysis architecture, edge computing based
traffic analysis system, which can save the bandwidth resources and protect
users’ privacy from being inferred by malicious service providers.

– In order to solve the problem of poor computing power and low storage capac-
ities of edge nodes, we use a novel and lightweight neural network structure
(broad learning system) to analyze traffic data, which has fast training speed
and can support incremental learning.

– We implement our system on the Raspberry Pi and perform comprehensive
experiments using real-world dataset to validate its performance.

The rest of this paper is organized as follows. Related work about the traffic
analysis and the edge computing is introduced in Sect. 2. We briefly introduce the
broad learning system in Sect. 3. Section 4 presents the proposed edge computing
based traffic analysis system. We discuss the experimental evaluation in Sect. 5.
We conclude this paper in Sect. 6.

2 Related Work

In this section, we will introduce the existing works with respect to the traffic
analysis and explain their disadvantages under the environment with diverse
traffic-intensive applications in detail.

2.1 Traffic Analysis

Traffic analysis plays an important role in providing better services by service
providers. Nowadays, traffic analysis has received wide attention from both the
academia and the industry [10,15]. Researchers have proposed many methods for
traffic classification, which can be classified as follows: port-based identification,
deep packet inspection, and machine learning. With the rapid development of
Internet services, the first two technologies have strong limitations, which has the
low accuracy when identifying varied traffic types. Therefore, machine learning
based methods have been widely used by the academia and the industry.

Machine learning based traffic classification methods [14] have a wide range of
applications in different fields. In [11], the authors proposed a traffic classification
method based on semi-supervised support vector machine (S-SVM) to accurately
identify a variety of network traffic. In [24], random forest was used to identify
smartphone apps by fingerprinting the network traffic. Besides, many machine
learning based methods are available for traffic classification. For instance, in [1],
the authors used six common algorithms, such as Linear Regression, Decision
Tree, and Multi-layer Perceptron, for malware traffic classification and compared
their performances when confronted with real network data.

However, these methods are executed on the cloud, which need to upload all
traffic to the server and consume large amounts of precious bandwidth resources.



Edge Computing Based Traffic Analysis System Using Broad Learning 241

In addition to wasting resources, uploading traffic to the cloud will also cause the
leakage of users’ privacy. In [7], the authors pointed out that users’ privacy can
be inferred by executing traffic analysis even in the case of encryption. Therefore,
in this paper, we propose a novel distributed architecture with the help of edge
computing to ensure that traffic data is analyzed at the edge node which is
trustworthy to users. Furthermore, edge node always has the poor computing
power and low storage capacity, which cannot directly deploy traditional machine
learning based methods because these methods need to retrain all data when
model updating. Deep learning based traffic analysis methods [23] can save and
update the trained model in an incremental way. However, due to the complexity
of the deep structure, it costs more time. Therefore, we use a lightweight neural
network structure, broad learning system, to train the traffic data on the edge
node in this paper.

2.2 Edge Computing

As users have higher requirements for lower latency, lower bandwidth consump-
tion, and higher security and privacy, cloud services cannot meet their require-
ments. Therefore, edge computing is proposed as a promising way to assist cloud
to achieve these requirements [13,20,25]. Generally speaking, edge computing
means offloading some tasks that are previously carried out on the cloud to the
devices that are close to the user side [21]. In some classic edge computing sce-
narios, such as Vehicular Network, Smart Home, Body Things, and other IoT
scenarios, the edge nodes refer to the Road Side Unit (RSU), Hub (Gateway),
smartphone, and WiFi access point, which always have little computing and
storage capacities. By combining edge computing and cloud computing, service
providers not only can meet the requirements of large-scale data processing, but
also meet the needs of real-time [12].

The classic edge computing based architecture is comprised of the following
three layers [8]: Cloud layer, Edge layer, and User layer. In this architecture,
the users send the data to the edge node, rather than the cloud. And the edge
node performs data processing tasks, which can provide the real-time services
and reduce the burden of the server. After completing the data processing, the
edge node sends the results to the cloud.

3 Preliminary Knowledge

In order to meet the characteristics of the poor computing power and low storage
capacity of the edge node, we utilize broad learning system [4], a novel and
lightweight neural network structure, which has fast training speed and does not
need to retrain all data when regularly updating the trained model.

Broad learning system (BLS) is developed with fewer parameters and the
training speed can be faster due to its flat network structure, which is com-
posed of input layer, feature nodes/enhancement nodes, and output layer. The
standard structure of BLS is shown in Fig. 1: Firstly, the mapped features are
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Fig. 1. The architecture of the broad learning system

extracted from the original data to generate the feature nodes. Then through
the activation functions which can be either nonlinear or linear, the feature
nodes are enhanced into enhancement nodes. The connections of all the feature
nodes and the enhancement nodes are used to generate the output through the
pseudoinverse.

We set ImX and Kn
X as the m groups of feature mapping nodes and n groups

of enhancement nodes of the initial network respectively, where X represents the
initial input. These nodes can be generated by the following way:

ImX =
[
ϕ(XAe1 + θe1), ..., ϕ(XAem + θem)

]
(1)

Kn
X =

[
χ(ImX Ah1 + θh1), ..., χ(ImX Ahn + θhn)

]
(2)

where Aei, θei, ϕ are the random weights, bias and activation function of fea-
ture nodes, and Ahi, θhi, χ are corresponding parameters of enhancement nodes.
According to these generated nodes, we can compute the weights Wm

n =
(ImX |Kn

X)+Y , where (ImX |Kn
X)+ is the pseudoinverse of the matrix (ImX |Kn

X) and
Y is the label of the input data.

In traffic analysis scenarios, we need to update traffic classification model fre-
quently. BLS with incremental learning can meet this requirement in a resource-
saving way. Introducing incremental learning into BLS is a good option which
can avoid retaining all traffic data. When new traffic data comes into the trained
model, the output-layer weights of the network can be updated without retrain-
ing the network model. What’s more, how to update the network model is illus-
trated as follows.
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When new data Z inputs, the corresponding feature nodes ImZ and enhance-
ment nodes Kn

Z can be calculated using the same way as the Eqs. (1) and (2).
The new weights of the BLS model can be updated by the dynamic stepwise
updating algorithm based on the previous weights Wm

n :

ZWm
n =

[
Wm

n + B(Yz − (ImZ |Kn
Z)Wm

n )
]

(3)

where Yz is the label of the new data Z. Note that,

B =

{
(CT )+, if C �= 0
(ImX |Kn

X)+D(I + DTD)−1, if C = 0
(4)

where CT = (ImZ |Kn
Z) − DT (ImX |Kn

X), and DT = (ImZ |Kn
Z)(ImX |Kn

X)+.

4 System Design and Implementation

In this section, we will introduce the proposed edge computing based traffic
analysis system from the perspective of its architecture and the concrete training
process.

4.1 System Design

To thwart the problems that cannot be solved by the cloud computing (saving
bandwidth resources) and protect users’ data privacy, we propose a distributed
traffic analysis system with the help of edge computing and use a novel and
lightweight network structure to train the traffic data, which can better fit the
edge computing based architecture. As shown in Fig. 2, the proposed edge com-
puting based traffic analysis system is mainly composed of two stages: basic
classification model training on the cloud and the model updating on the edge
node, which are designed to reduce the bandwidth resources and protect users’
privacy from being inferred by malicious service providers without affecting the
classification results.
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Algorithm 1. Basic Model Training
Input: Traffic Data X, Label Ya,c, maptimes t1, enhencetimes t2, Batchsize g
Output: Trained Basic Model M
X

′ ← PCA (X); X
′′
a,b ← Z-score (X

′
);

// Feature Nodes I
for each i ∈ [1, t1] do

Ab,g, θ ← Random ();

Ii
a,g ← ϕ(X

′′
a,bAb,g + θ); //ϕ is activation function

Ia,m ← Add Ii
a,g; // m = t1 ∗ g

end
// Enhancement Nodes K
for each i ∈ [1, t2] do

A
′
m,g, θ

′ ← Random ();

Ki
a,g ← χ(Ia,mA

′
m,g + θ

′
); //χ is activation function

Ka,n ← Add Ki
a,g; // n = t2 ∗ g

end
// Updating weight W
Pm+n,a ← Pseuedoinverse (Ia,m, Ka,n);
Wm+n,c ← Pm+n,aYa,c;
M ← Save the Model (Wm+n,c, Pm+n,a, Ia,m, Ka,n)
return M

Basic Model Training on the Cloud. Considering that the edge node usually
has poor computing power and low storage capacity, it is impossible to process
large amounts of traffic data for basic model training. Therefore, we use the
cloud to perform this task, which is the same as the current architecture. After
the basic model training, the cloud sends the basic model to the edge node, and
the edge node updates the trained model using the incremental learning, which
does not need to interact with the cloud.

In order to make broad learning system more suitable for the proposed archi-
tecture, we modify the basic broad learning algorithm. In our system, the cloud
performs the following two steps as shown in Algorithm 1: (1) Analyzing the
existing traffic data and generating the basic model. Our approach is not to
completely abandon the previous architecture, but to further optimize on the
basis of the existing architecture. Since the cloud has collected many traffic
data, we can reuse these data for basic model training instead of recollecting the
data, which can further save the bandwidth resources. Firstly, we use data reduc-
tion method, principal component analysis (PCA), to process these traffic data
and extract the important feature data (input data). Then feature nodes and
enhancement nodes can be generated based on the input data, random weights
and bias, and the activation function. By computing the pseudoinverse of the
feature nodes and enhancement nodes, we can obtain the final weights, which
constitute the trained model. (2) Saving the trained model and distributing it
to the edge nodes. In order to obtain the trained model which has a certain pre-
cision, the cloud can set the checkpoint. When the training accuracy reaches a
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threshold (the checkpoint), the training process is over. Then this model will be
distributed to the edge nodes. Note that, the training process on the cloud only
needs to be done once in an offline way when the traffic types do not change.
If the traffic types increase, the basic model needs to be retrained on the cloud.
However, the traffic types will not change for a long time and the retraining
process can be completed in an offline way, which has a negligible impact on the
system’s performance.

Algorithm 2. Incremental Learning on the Edge Node
Input: Basic Model M, New Traffic Z, Label Y ′

a′,c
Output: The Updated Model M′

Wm+n,c, Pm+n,a, Ia,m, Ka,n ← Load Basic Model M
Z′ ← PCA (Z); Z

′′
a

′
,b

← Z-score (Z′);
// Feature Nodes I ′

I
′
a

′
,m

← Use the same method as Algorithm 1

// Enhancement Nodes K′

K
′
a

′
,n

← Use the same method as Algorithm 1

// Calculate Bm+n,a
′

DT
a

′
,a

← (I
′
a

′
,m

|K′
a

′
,n

)Pm+n,a;

CT
a

′
,m+n

← (I
′
a

′
,m

|K′
a

′
,n

) − DT
a

′
,a

(Ia,m|Ka,n);

if Cm+n,a
′ != 0 then

Bm+n,a
′ ← Pseuedoinverse (CT

a
′
,m+n

);

end
else

Bm+n,a
′ ← Pm+n,aDa,a

′ ((DT
a

′
,a

Da,a
′ + diag(a

′
)).I)

end
// Updating weight W

Wm+n,c ← Wm+n,c + Bm+n,a
′ (Y ′

a
′
,c − (I

′
a

′
,m

|K′
a

′
,n

)Wm+n,c);

Pm+n,a+a
′ ← ((Pm+n,a − Bm+n,a

′ DT
a

′
,a

)|Bm+n,a
′ );

return M′

Model Updating on the Edge Node. To save the precious bandwidth
resources and protect users’ data privacy, we change the current system and
adopt the edge computing based traffic analysis system. In our system, the edge
nodes refer to the devices between the user side and the cloud, which are close
to the users’ device and can be controlled by the users instead of the service
providers. In our scenario, the common edge nodes refer to the WiFi access
point, router, hub, and switch devices. Usually, the edge nodes have poor com-
puting power and lower storage capacity. Therefore, it is reasonable to deploy
the lightweight machine learning on the edge node.

After receiving the trained model from the cloud, the edge node loads this
model and continues to train the model by the way of incremental learning.
The concrete algorithm is shown in Algorithm 2. The edge node does not need
to process previous data, and it only needs to generate additional feature nodes
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and enhancement nodes for the new input data. Data preprocessing is completed
by principal component analysis and the generated method of the additional
feature nodes and enhancement nodes is the same as the Algorithm 1. These
newly generated nodes will be used to update the BLS model by the dynamic
stepwise updating algorithm. Through incremental learning, we can constantly
update the model and maintain the accuracy of the trained model.

Moreover, we use a specific scenario to show the operational process: The
network operator wants to block some types of traffic (e.g., video traffic) going
through their networks. Firstly, they construct the classification model based on
the broad learning algorithm on the server (Step 1: Basic model training on the
cloud). Then this model will be distributed to the edge nodes (such as gateway
in this scenario), which can be used to continue training on the edge node based
on the real-time incoming data (Step 2: Model updating on the edge node).
This model can be deployed on the edge nodes, and special types of data will
be blocked when they go through these edge nodes based on the classification
results.

4.2 Principal Component Analysis for Data Reduction

Although broad learning system can efficiently reduce the training time due to its
simple network structure, it is difficult to directly deploy the broad learning algo-
rithm on the devices with the limited performance. Fortunately, it can be realized
with the following step: Since the input data always has higher dimension, it will
inevitably take up a lot of training time if we directly input high-dimensional
data into the training algorithm. Therefore, instead of inputting all traffic data
into the training algorithm, we use data reduction method to process these traf-
fic data and extract the important features. Principal component analysis is a
common method for data reduction. It uses an orthogonal transformation to
convert the high-dimensional data, which can convert the correlated variables
into a set of linearly uncorrelated variables. We can set the suitable parameters
for principal component analysis, which will have a negligible influence to the
classification accuracy.

5 Evaluation

To evaluate the performance of the edge computing based traffic analysis system,
we implement our system on the classic devices, Raspberry Pi, and compare its
performance with other machine learning based method. In this paper, we use a
similar metric to other works on traffic analysis to evaluate the performance of
our system, which selects several classic traffic types [11]. We use massive data
packets which mainly contain the following traffic: Twitter, Youtube, Gmail,
Http, Instagram, Samba, and so on. The traffic data used in this paper is col-
lected by Wireshark, a classic network packet capture, which is saved as the
packet capture (pcap) file and can be analyzed by the standard libpcap library.
The pcap file is consist of the pcap header, a series of the packet header and the



Edge Computing Based Traffic Analysis System Using Broad Learning 247

corresponding packet data. Especially, the packet header contains some meta-
data about the packet, including the packet length, timestamp, and a 32-bit link
layer type field, which needs to be removed when preprocessing data [10]. Note
that we only use the packet data for traffic classification.

In our experiment, we use 40% of traffic data for training the basic model
on the cloud. After the basic training, the trained model will be distributed to
the edge node for further training. Moreover, 40% of traffic data is used for
incremental learning on the edge node. In the process of incremental training,
we will assign these data to four training steps to evaluate the effectiveness of
the incremental learning. The model will be saved when each training step is
completed. Finally, the remaining 20% of the data is the test set.
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5.1 Prototype

For evaluating the effectiveness/efficiency of our proposed scheme, we have
deployed our scheme on the Raspberry Pi 3 Model B with a 64-bit quad-core
ARM-v8 CPU at 1.2 GHz and 1 GB of ARM memory. As a classic device, Rasp-
berry Pi has the similar computing and storage capabilities with the edge node
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that is defined in the paper [6,16,18]. Therefore, it is reasonable to evaluate the
proposed edge computing based traffic analysis system using this device.

The performance metrics in the experiments include training accuracy and
training time, which can be affected by the number of feature/enhancement
nodes. In our experiment, we evaluate the effect of the number of feature nodes
and the enhancement nodes by varying their numbers from 100 to 1500. For
comparison with other methods, we fix the number of feature nodes and the
enhancement nodes at 1000. The activation function is the commonly used func-
tions in machine learning, including sigmoid, tanh, relu, and orth.

5.2 Classification Performance

We deploy the proposed broad learning system model on the edge nodes, Rasp-
berry Pi 3 Model B, to evaluate its performance. Firstly, we will use the classi-
fication accuracy as the evaluation parameter. The number of the feature nodes
and enhancement nodes are the important factors affecting the classification
accuracy, which can be adjusted for obtaining accurate results. Note that, the
training time will grow with the increase of the number of these nodes. There-
fore, we should find a tradeoff between the training time and the accuracy by
choosing suitable number of nodes. Figure 3(a) shows the classification accuracy
of the basic model and the incremental model under different number of nodes.
From this figure, we can see that the accuracy of the trained model is signifi-
cantly improved on the basis of the basic model by incremental training of new
data.

In our experiment, we evaluate the effect of the number of feature nodes and
the enhancement nodes by varying their numbers from 100 to 1500. When we
set the value of both the feature nodes and the enhancement nodes to 1000,
the classification accuracy of the basic model and the incremental model are
85.5% and 98%. We can see that with the increase of the number of nodes,
the classification accuracy of the basic model and the incremental model will
significantly grow when these nodes are small. However, in the later stage, even
if the nodes continue to increase, the grow of the classification accuracy is limited.
That is, when the classification accuracy reaches a threshold, the increase of the
nodes does not work. Moreover, the increase of the nodes means the training
time will grow, as shown in Fig. 3(b). As shown in this figure, although basic
model training takes a short time, the training time of the incremental learning
will significantly increase with the grow of the number of feature nodes/the
enhancement nodes. Therefore, we need set a reasonable parameter (such as
1000 or 1100) instead of increasing these nodes as many as possible.

5.3 Performance Comparison with Deep Learning

We compare the broad learning system based traffic classification model with
the deep learning based model, which is the most popular machine learning
method. Note that, in this paper we use the classic deep structure, Convolutional
Neural Network, which includes multiple convolutional layers and full-connected
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layers. Like the Broad learning system, CNN can also save the trained model
and continue to train the model by the way of incremental learning. Therefore,
we can use the same dataset and set the same parameters as the broad learning
system, which can provide a consistent environment for performance comparison.

In our setting, we construct a CNN model which contains four convolutional
layers and two full-connected layers. Data pre-processing uses the same steps as
the broad learning system, including the data visualization (38× 38). When the
accuracy of the basic CNN model is consistent with the basic model of the broad
learning system, the basic CNN model is distributed to the same Raspberry
Pi for incremental learning. The training results are shown in Fig. 4(a), where
i = 1, 2, 3, 4 represents each incremental stage. This figure shows that these two
models have the similar training accuracy in each incremental stage. Then we
evaluate the training time of each incremental stage, and the results are shown
in Fig. 4(b). From this figure we can see that our scheme only needs about 70%
of the training time of the CNN model, which can show the superiority of the
proposed model.

6 Conclusion

We propose a novel edge computing based traffic analysis system using broad
learning. In one hand, edge computing can provide a distributed architecture,
which can save the precious bandwidth resources and provide the safer service
environment. In the other hand, we use broad learning system to incrementally
train the traffic data, which is more suitable for the edge computing because it
can support incremental updates of models on the edge nodes without retraining
all data. We implement the edge computing based traffic analysis system on the
Raspberry Pi, and the experimental results show that our method has the faster
training speed compared with other neural network architecture.
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Abstract. In recent years, energy efficiency in multi-hop cooperative power-
line communication (PLC) and wireless systems has recently received consid-
erable attention. This paper considers the dual-hop PLC/wireless parallel com-
munication system based on decode and forward (DF), where the relay harvests
the high noise inherent in PLC channels to further enhance energy efficiency. In
this paper, we derive the exact analytic expression of energy efficiency and the
closed expression of outage probability. In order to compare and highlight the
achievable gain, we also analyzed the related performances of DF relaying PLC
system with energy harvesting (DF-EH). Then based on the theoretical calcu-
lation and simulation results, the influence of energy-harvesting time factor and
other parameters on the system performance is analyzed. The result shows that
energy-harvesting time factor and power allocation are the key factors affecting
system performance. Relevant conclusions provide necessary theoretical support
for the application of energy harvest technology in mixed media cooperative
communication.

Keywords: Decode and forward � Energy harvesting � Outage probability �
Energy efficiency

1 Introduction

Smart-grid techniques have attracted growing attention in recent years due to their
inherent capacity to realize future energy-management system [1]. Power line com-
munication has been deployed in the existing network structure [2, 3], where no new
circuit installation is required and the construction cost is low. And wireless commu-
nication has the advantages of access flexible and simple networking, therefore,
wireless relay technology has been widely used in the transmission field with wide
coverage, and maintains good communication link quality in the PLC network.

To enhance robustness and link quality, a PLC network can collaborate with
wireless network. Literature [4] and [5] put forward a new communication architecture,
which allows signals to be transmitted simultaneously on PLC and wireless channels.
The results show that the cooperation between PLC and wireless networks can ensure
good communication quality and reduce the bit error rate and outage probability of the
system. The study in [6] also presents a hybrid architecture of wireless and PLC
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networks which has been installed in rural and sparsely populated environments to
provide broadband services and smart-grid services. Leonardo et al. [7] analyzed
contrastively the characteristics and advantages of PLC/wireless hybrid data commu-
nication technology in smart grid and IoT. The results show that the mixed data
communication method can effectively improve the performance of the system.

Very recently, power consumption in multi-hop PLC systems has attracted a large
amount of research attention. For instance, D’Alessandro et al. proposed opportunistic
decode and forward (ODF) and opportunistic amplify and forward (OAF) relaying for
PLC systems [8, 9]. The authors showed that the scheme can effectively reduce
transmission power. But that the two studies above considered only minimizing the
transmit power of PLC modems. All the aforementioned studies have focused on only
optimizing system parameters to reduce transmit power of PLC modems. In contrast, in
reference [10], it is proposed for the first time to harvest energy of impulsive noise
present over PLC channels and then forward the source signal with it to improve the
energy efficiency of PLC systems. In the latest study, the author proposed a dual-hop
PLC system based with energy harvesting (DF-EH) [11], and derived the analytical
expressions of energy efficiency and outage probability. However, this paper only
considers the PLC transmission medium, which has poor reliability.

In this paper, we present a PLC/Wireless parallel DF system based on energy
harvesting (P/W-DF-EH). Firstly, we derive accurate analytical expressions for the
energy efficiency (EE) and average outage probability of P/W-DF-EH and DF-EH
systems, which are then validated with Monte Carlo simulations. Secondly, the effects
of energy-harvesting time factor and impulse noise parameters on energy efficiency of
the system are studied. Finally, a feasible scheme is proposed to balance the reliability
and effectiveness of the system.

2 System Model

The model of PLC/W-DF-EH and DF-EH systems are shown in Fig. 1, which consists
of source (S), relay (R) and destination (D). Relay installing Energy Harvesting
(EH) device collects the inherent high noise energy in a PLC channel.

PLC
Transmiter

Source(S)

PLC
Receiver

PLC
Transmiter

Wireless
Transmiter

PLC/Wireless unified
relay(R)

PLC
Receiver

Wireless
Receiver

Des na on(D)
EH

Ph1

Ph2

Wh2

S R SEH
Ph1 Ph2

Fig. 1. System model for PLC/wireless-DF-EH and DF-EH system.
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In the first time slot, the signal received by the power-line at the relay is given as:

yr ¼
ffiffiffiffiffi
Ps

p
hP1xs þ nPr ð1Þ

where Ps and xs is the source transmit power and information signal normalized as

E xsj j2
n o

¼ 1, and nPr is the PLC noise signal with variance NPl. hP1 is the PLC channel

fading coefficient, following the Lognormal (LogN) [12] with a probability density
function (PDF) is:

fhPn ¼
1ffiffiffiffiffiffi

2p
p

rPZ
exp � 10log10 zð Þ � lPð Þ2

2r2P

" #
; n 2 1; 2f g ð2Þ

where 1 ¼ 10=ln 10 is a scaling constant, lP and r2P are the mean and the variance of
10log10 hPn

� �
, respectively, the fading envelope is normalized, making E½ðhPn Þ2� ¼

exp 2lP þ 2r2P
� � ¼ 1, namely lP ¼ �r2P.
In the energy-harvesting part, we adopt the time-switching relaying energy-

harvesting protocol. The total time needed to transmit information is T, and the EH
time in the relay is defined as sT , where 0� s� 1 being the energy-harvesting time
factor. The energy harvested by relay is EH ¼ jsTNPl, where 0\j\1 is the energy-
harvesting efficiency determined by the circuitry of the energy harvester at R.

In the second time slot, relay R with power Pr will transmit the signal xr to D, then
the signals received at node D are respectively:

yPd ¼
ffiffiffiffiffiffiffiffi
qPr

p
hP2xr þ nPd ð3aÞ

yWd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� qð ÞPr

p
hW2 xr þ nWd ð3bÞ

where nwd is the noise signal of wireless at D with variance NW, hW2 is the wireless
channel fading coefficient, following the Nakagami distribution with a PDF is:

fhW2 zð Þ ¼ 2
C mð Þ

m
X

� �m
z2m�1exp �mz2

X

� �
ð4Þ

where m� 0:5 is Nakagami parameter, X ¼ E½ðhW2 Þ2�, to be normalized X ¼ 1, then

hW2
� �2

following the Gamma distribution G m;X=mð Þ.

254 Z. Chen et al.



3 Performance Analysis

3.1 System Energy Efficiency

The total transmitted power of the relay is Pr = Prh + Pre, where Pre is the power
provided by the external power at the relay, and Prh is the power harvested by the relay,
as shown in [11]:

Prh ¼ EH

1� sð ÞT=2 ¼ s
1� sð Þ 2jNPl ð5Þ

Maximal Ratio Combining (MRC) is used at the destination. The signal-noise ratio

(SNR) of relay R crð Þ and the SNR of target node D cdð Þ can be obtained as cr ¼
Ps hP1
� �2

=Npl and cd ¼ qPr hP2
� �2

=NPl þ 1� qð ÞPr hW2
� �2

=NW .
The Energy Efficiency EE; gð Þ of the dual-hop DF system is the minimum EE of the

SR and RD links. The EE is defined as the ratio of spectral efficiency nð Þ to transmitted
power. Then the EE of R and D is respectively:

gr ¼ nr=P
P=W�DF�EH
t;1 ; gd ¼ nd=P

P=W�DF�EH
t;2 ð6Þ

Referencing [11], we can write the total energy consumption for the proposed
system during phase I and phase II, respectively, as

EP=W�DF�EH
t;1 ¼ 1� sð ÞT

2
ðPdyn þ 2Pstc þ 2PidlÞ ð7aÞ

EP=W�DF�EH
t;2 ¼ 1� sð ÞT

2
ðPdyn þ 3Pstc þPidlÞ ð7bÞ

where Pdyn is dynamic power, Pstc is static power and Pidl is idle power.
The PLC noise is modeled as the Bernoulli–Gaussian noise model, where the

probability of impulse noise is p. Therefore, the total noise power is NPl = NG + pNI,
where NG and NI are the variance of background noise and impulse noise respectively.
For non-Gaussian impulsive noise channels, the instantaneous spectral efficiency is
determined as ni ¼ p0log2 1þ cj;0

� �þ p1log2 1þ cj;1
� �

; i 2 r; df g, where ci;0 and ci;1
are the SNR of the receiver when probability is p0 = 1 − p and p1 = p. In order to
obtain the end-to-end Energy Efficiency of the P/W-DF-EH system, we first need to
derive the EE for the SR and RD links as follows.

(a) SR link: the average spectral efficiency of SR link can be expressed as

nr ¼
1� sð Þ
2

X1

j¼0
pj

Z 1

0
log2 1þ cð Þfcr;j cð Þdc ð8Þ
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where fcr;0 �ð Þ and fcr;1 �ð Þ are the PDFs of cr;0 and cr;1, respectively, cr;0 ¼ Ps hP1
� �2

=NG,

cr;1 ¼ Ps hP1
� �2

= NG þNIð Þ. Considering the SNR obey the LogN, the PDF of cr;j can be
expressed as:

fcr;j cð Þ ¼ 1

c
ffiffiffiffiffiffi
8p

p
rP

exp � 1 ln cð Þ � 2lP þ 1 ln aj
� �� �� �2

8r2P

" #
; j 2 0; 1f g ð9Þ

where a0 ¼ Ps=NG, a1 ¼ Ps= NG þNIð Þ. We use the Hermite-Gauss quadrative method
to obtain the approximate analytical expression of (8). To do this, we first let
x ¼ 1 ln cð Þ � 2lP � 1 ln aj

� �
=
ffiffiffiffiffiffiffiffi
8r2P

p
, we can get:

nr ¼
1� sð Þ
2

X1

j¼0

Z 1

�1

pjffiffiffi
p

p h xð Þexp �x2
	 


dx ð10Þ

Average spectral efficiency of the relay can consequently be calculated as

nr ’
1� sð Þ
2

X1

j¼0

XN

n¼1

pjffiffiffi
p

p wnh xnð Þ ð11Þ

where h xnð Þ ¼ log2ð1þ exp½
ffiffi
8

p
rPxn þ 2lP þ 1 ln ajð Þ

1 �Þ, wnf gNn¼1 and xnf gNn¼1 are the weights
and abscissas of the N-point Hermite–Gauss quadrature. According to Eqs. (7a) and
(11), the EE of the relay is

gr ¼
1� sð Þ

2 Pdyn þ 2Pstc þ 2Pidl
� �

�
X1

j¼0

XN

n¼1

pjwnffiffiffi
p

p � log2 1þ exp

ffiffiffi
8

p
rPxn þ 2lP þ 1 ln aj

� �
1

" # !( )
ð12Þ

(b) RD Link: the average spectral efficiency of RD link is

nd ¼
1� sð Þ
2

X1

j¼0
pj

Z 1

0
log2 1þ cð Þfcd;j cð Þdc ð13Þ

We need to analyze the PDF of SNR at the node D. It is known that Gamma
distribution is similar to the specific LogN, the SNR of the PLC follows the LogN
distribution, and the sum of the LogN variables still follows the LogN. Therefore, we

will approximate the hw2
� �2 to LogN using Moment Generating Function (MGF) ap-

proximation algorithm, which makes it converte into the performance analysis problem
under the same distribution of LogN-LogN.

Known hW2
� �2 meets the Gamma distribution, its MGF is MW sð Þ ¼ 1þX=mð Þ�m.

First of all, we approximate hW2
� �2

to LogN, namely ðhW2 Þ2 � LogNðlW ; r2W Þ. By using
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Hermite–Gauss quadrature method, we can get the MGF of the LogN variable,
MLN sð Þ ¼PN

n¼1 xn � exp �s � exp ffiffiffi
2

p
rWan � lW

� �� �
=
ffiffiffi
p

p
:

By the simultaneous MGF above, we can get

1þX=mð Þ�m¼
XN

n¼1

xnffiffiffi
p

p exp �s � exp
ffiffiffi
2

p
rWan � lW

� �� �
ð14Þ

Choose two fixed s values, we can obtaine the equations about lW and r2W , then we
can get cd;W � LogN lA; r

2
A

� �
, where lA ¼ lW þ ln 1� qð ÞPr=NWð Þ,r2A ¼ r2W .

Knowing cd;P � LogN lB; r
2
B

� �
, where lB ¼ lP þ ln qPr=NPlð Þ, r2B ¼ 4r2P, the sum

of the LogN variables follows the LogN cd ¼ cd;W þ cd;P
	 
� LogN lD; r

2
D

� �
. Denote

the MGF respectively of cd;W , cd;P and cd as Md;W sð Þ, Md;P sð Þ and Md sð Þ. Because the
MGF of the sum of the two variables is equal to the product of the two MGF, the MGF
of the cd is equal to Md sð Þ ¼ Md;W sð Þ �Md;P sð Þ. Choosing fixed values of s, we can
get the distribution of the SNR at D as cd ¼ LogN lD; r

2
D

� �
.

Considering that the noise of power line is impulse noise, the SNR of destination
node under fixed probability can be obtained:

fcd;j cð Þ ¼ 1

crD;j
ffiffiffiffiffiffi
2p

p exp � lnc� lD;j
� �2

2r2D;j

" #
; j 2 0; 1f g ð15Þ

Therefore, the spectral efficiency of the RD link can be written as

nd ¼
1� sð Þ
2

X1

j¼0

Z 1

�1

pjffiffiffi
p

p h xð Þexp �x2
	 


dx ð16Þ

where h xð Þ ¼ log2 1þ exp
ffiffiffiffiffiffiffiffiffiffi
2r2D;j

q
xþ lD;j

� �h i
. The EE derivation of the relay-

destination link can be obtained:

gd ¼
1� sð Þ

2 Pdyn þ 3Pstc þPidl
� �

�
X1

j¼0

XN

n¼1

pjwnffiffiffi
p

p � log2 1þ exp
ffiffiffiffiffiffiffiffiffiffi
2r2D;j

q
xþ lD;j

h i� �� �
ð17Þ

Finally, choosing the minimum of gr and gd , we can yield the overall EE of the
proposed P/W-DF-EH system. The EE of DF-EH system is shown in literature [11].
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3.2 System Outage Probability

When the system information rate R is less than the required minimum rate threshold
Rth, the normal communication of the system will be interrupted. Let the threshold be
Rth and c ¼ exp 2Rthð Þ � 1. Then the outage probability of the system is as follows:

Pout ¼ Pr I\Rthð Þ ¼ 1� 1� Pr cr\cð Þ½ � � ½1� Pr cd\cð Þ� ð18Þ

Substituting the cumulative distribution function (CDF) of cr and cd into the above
equation, we can obtain the outage probability:

Pout ¼ 1� 1�
X1

j¼0
pjQ

lnc� lRj
r2Rj

 !" #
� 1�

X1

j¼0
pjQ

lnc� lDj
d2Dj

 !" #
ð19Þ

where lR0 ¼ 2lP þ ln Ps=NGð Þ, lR1 ¼ 2lP þ ln Ps= NG þNIð Þð Þ, r2R0 ¼ r2R1 ¼ 4r2P, the
outage probability of the DF-EH system can be straightforwardly obtained from (19) by
making the following substitutions: lD0 ¼ 2lP þ ln Pr=NGð Þ, lD1 ¼ 2lP þ ln Pr=ð
NG þNIð ÞÞ.

4 Numerical Results and Discussions

In this section, we carried out Monte Carlo simulation experiment, which compared
with the theoretical results, and analyzed the influence of system parameters on the EE
and average outage probability of the two systems. Unless clearly stated otherwise, we
will be using: Ps = Pre = 1 W, Pstc = 0.9 W, Pidl = 0.1 W, r2P ¼ 4dB, m=3.5, j ¼ 1,
q ¼ 0:5, K ¼ NI=NG ¼ 3� 103. Let SSNR represents the average SNR of the channel,
so NW = NPl = 1/SSNR.
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Fig. 2. EE of P/W-DF-EH and DF-EH system versus the energy-harvesting time factor.
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We first analyzed the influence of energy-harvesting time factor s and impulse
noise probability on the energy efficiency performance of the two systems, where
Pre = 0, then the relay forwards signal completely depends on the harvested energy.
From the analysis of Fig. 2, the following conclusions can be drawn: (1) The theo-
retical performance of the system is basically consistent with the simulation results,
which verifies the accuracy of the theoretical analysis. (2) For a given s, higher noise
pulse probability leads to better energy efficiency performance. That is because
increasing the noise probability implies more energy can be harvested. (3) In these two
systems, we can observe that the system becomes energy inefficient when s is either too
small or too large, so there exists an optimal energy-harvesting time that maximizes the
system performance in the different values of p. This is basically because when s is too
small, there is not enough time to collect energy, when s is too large, unnecessary
energy is harvested at the cost of less information transmission time, which both reduce
EE. (4) The EE of P/W-DF-EH system is lower than that of DF-EH system, which is
because adding the wireless parallel communication will increase the power con-
sumption of the system.

Through the analysis of Fig. 2, we know that there is an optimal energy-harvesting
time factor in each system. Optimal energy harvesting time s	 can be obtained
according to @g sð Þ=@s ¼ 0. Figure 3 shows the relationship between the two system
outage probabilities and the average SNR of the channel based on the optimal energy-
harvesting time factor. System parameters are set as follows: p ¼ 0:1, K ¼ 10. As can
be seen from the results, with the increase of the SSNR, P/W-DF-EH system has a lower
average outage probability than the DF-EH system. The reliability of the system can be
improved by adding wireless parallel channels. We can select the appropriate time
factor and power split ting coefficient in the P/W-DF-EH system, so that the effec-
tiveness and reliability of the system can be optimized at the same time.

Fig. 3. The average outage probability of P/W-DF-EH and DF-EH system versus SSNR
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5 Conclusions

This paper studies the performance of the dual-hop PLC/wireless parallel communi-
cation system. In order to improve the energy efficiency of the system, we proposed
energy-harvesting at the relay, adopting the time-switching relaying protocol. The
results show that the EE of the proposed system is lower than that of the DF-EH system
due to the increase of power consumption, but the outage performance is better than
that of the DF-EH because of adding the wireless channel. The optimization of energy-
harvesting time is the key to achieve the highest energy efficiency.
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Abstract. School bullying is a common social problem around the world, and
school violence is considered to be the most harmful form of school bullying.
This paper proposes a school violence detecting method based on multi-sensor
fusion and improved Relief-F algorithms. Data are gathered with two movement
sensors by role playing of school violence and daily-life activities. Altogether 9
kinds of activities are recorded. Time domain features and frequency domain
features are extracted and filtered by an improved Relief-F algorithm. Then the
authors build a two-level classifier. The first level is a Decision Tree classifier
which separates the activity of jump from the others, and the second level is a
Radial Basis Function neural network which classifies the remainder 8 kinds of
activities. Finally a decision layer fusion algorithm combines the recognition
results of the two sensors together. The average recognition accuracy of school
violence reaches 84.4%, and that of daily-life reaches 97.3%.

Keywords: Improved Relief-F � Activity recognition � School violence �
Artificial intelligence � Pattern recognition

1 Introduction

Activity recognition has become a popular topic in the fields of machine learning and
artificial intelligence (AI) as movement sensor techniques become more and more
mature. Activity recognition has a wide application prospect, e.g. smart home, smart
city [1]. On the other hand, as scientific techniques develop, the human society also
develops. However, an undesired problem has also grown, namely school bullying.
School bullying is a kind of offensive behavior which hurt another person physically
and/or mentally. School bullying can happen in various forms, e.g. physical violence,
verbal bullying, destroying personal properties, among which physical violence is
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considered to be the most harmful to teenagers. Traditional anti-bullying methods are
passive and man-driven. For example, Stop Bullies and TipOff are two anti-bullying
smartphone applications. The user needs to operate the smartphone to send an alarm
when he/she is being bullied, which is obviously very difficult for him/her.

Fortunately, as mentioned above, since activity recognition is already available, an
active and information-driven bullying detecting method comes to people’s mind. The
authors’ research group has started this research work ever since 2013. Alasaarela [2]
firstly argued that a smartphone embedded with a 3D accelerometer and a 3D gyro-
scope was able to detect school bullying events automatically. Then Ye in 2014 [3]
developed an experimental classifier FMT (Fuzzy Multi-Threshold) and recognized
some typical violent activities and daily-life ones with an average accuracy of 92%.
However, as the number of activity types increased and players of different ages were
involved, FMT failed to work because it was difficult to find unified thresholds. Later in
2015 [4], Ye developed an instance-based classifier named PKNN (Proportional K-
Nearest Neighbor) which could deal with players of different ages and more activity
types. However, the average accuracy dropped to 80%. On the other hand, besides
movement data, physiological characteristics can also be used for bullying detection.
Ferdinando [5] in this group focused on HRV (Heart Rate Variability) and ECG
(Electrocardiography) signals, and improved the average accuracy from 70% [6] to
88% [7]. Of course it is also possible to combine multiple models together for bullying
detection, e.g. Ye in 2018 [8] combined motion features and acoustic features together,
and precision = 92.2% whereas recall = 85.8%.

In the authors’ previous work, they only used one single movement sensor fixed on
the player’s waist. In this paper, the authors are going to apply multiple movement
sensors fixed on the player’s waist and leg. Simulation results will show that the pro-
posed method outperforms single sensor methods, even better than the multi-model one.

The remainder of this paper is organized as follows: Sect. 2 describes how the
authors gathered data with multiple movement sensors; Sect. 3 describes the extracted
features and proposes an improved Relief-F feature selecting method; Sect. 4 proposes
a DT-RBF two-layer classifier; Sect. 5 shows the simulation results; and Sect. 6 finally
draws a conclusion.

2 Data Acquisition

Activity recognition with a single motion sensor of the authors’ research work has hit a
bottleneck when they tried to improve the recognition accuracy, so this paper chooses
to use multiple motion sensors for activity recognition. The numbers and positions of
the motion sensors affect recognition accuracy [9, 10]. For a single motion sensor, the
best position is the waist [11], whereas for multiple sensors, there are several possible
positions for the sensor, e.g. the waist, the chest, the wrist, the arm, and the leg.
However, in daily-life activities, the motions of wrists and arms are very random, and
are difficult for recognition. Therefore, the authors consider the waist, the chest, and the
leg. Chowdhury [12] has given a comparison of the recognition performance of the
three positions as shown in Table 1.
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It can be seen from Table 1 that the combination of the leg and the waist outper-
formed the others. Therefore, the authors chose to use two motion sensors to collect
motion data, i.e. one on the leg and the other on the waist.

Motion data were gathered by role playing of school violence and daily life. Eight
people of different ages participated in the role playing, and they acted three kinds of
school violence activities, namely beat, push, and push down, and six kinds of daily life
activities, namely stand, walk, run, jump, play, and fall down. These people took turns
to act different roles, e.g. the bullied and the bullies. During the role playing, the
authors used a camera to record every action and made fine synchronization with the
motion sensors. After the role playing, the authors extracted the activity samples
according to the video recording, and the total number of activity samples was 1,160.

3 Feature Extraction and Feature Selection

As the authors did in their previous work [8], both time domain features and frequency
domain features are considered, but more features have been extracted in this experi-
ment. All the features are extracted from the following three items:

(1) Combined horizontal vector of acceleration: As mentioned above, two motion
sensors are used in this experiment, one of which is fixed on the waist whereas the
other on the leg. The x-axes and z-axes of the motion sensors point to two
orthogonal horizontal directions, and this paper combines them together, i.e.

ACCHoriðiÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðACCx�axisðiÞ2 þACCz�axisðiÞ2Þ

q
ð1Þ

(2) Vertical vector of acceleration: The y-axes of the motion sensors are the vertical
vectors.

(3) Combined vector of gyro: This paper combines all the three axes of gyro
together, i.e.

Gyro ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðGyrox�axisðiÞ2 þGyroy�axisðiÞ2 þGyroz�axisðiÞ2Þ

q
ð2Þ

Table 1. Recognition performance of different positions.

Position(s) Average accuracy

Leg 83.6%
Waist 84.1%
Chest 79.6%
Leg+chest 81.7%
Leg+waist 91.6%
Chest+waist 90.5%
Waist+leg+chest 88.6%
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For example, when the authors extract the Mean feature, they extract MeanAccHori
(the mean of the combined horizontal vector of acceleration), MeanAccVert (the mean of
the vertical vector of acceleration), and MeanGyro (the mean of the combined vector of
gyro).

3.1 Time Domain Features

Table 2 lists the extracted time domain features.

PCC (Pearson’s Correlation Coefficient) here is used to describe the correlationship
between two axes, and calculated as

PCCxy ¼ n
P

xiyi �
P

xi
P

yiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
P

x2i �
P

xið Þ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n
P

y2i �
P

yið Þ2
q ð3Þ

Kurtosis is a measure of the flatness of the data distribution, and calculated as

Kurtosis ¼
1
n

Pn
i¼1

ðxi � �xÞ4

ð1n
Pn
i¼1

ðxi � �xÞ2Þ2
ð4Þ

Table 2. Time domain features.

Feature Meaning

Mean Mean
MAD Median absolute deviation
Var Variance
Maxdiff Maximum of differential
Meandiff Mean of differential
Max Maximum of amplitude
Min Minimum of amplitude
PCC Pearson’s Correlation Coefficient
Kurtosis Kurtosis
Skewness Skewness

Quan25
th 1/4 Quantile

Quan75
th 3/4 Quantile

ZCR Zero Cross Ratio
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Skewness is a measure of data symmetry, and calculated as

Skewness ¼
1
n

Pn
i¼1

ðxi � �xÞ3

ð1n
Pn
i¼1

ðxi � �xÞ2Þ32
ð5Þ

3.2 Frequency Domain Features

Table 3 lists the extracted frequency domain features.

All the frequency domain features are extracted with FFT (Fast Fourier Transfor-
mation) from the 3 items (i.e. the combined horizontal vector of acceleration, the
vertical vector of acceleration, and the combined vector of gyro). Features like main lob
center frequency [8] have proven to be useless, so this paper does not take them into
consideration.

3.3 Improved Relief-F Feature Selecting Algorithm

The authors used a Wrapper method for feature selection in their previous work [8].
However, Wrapper is very time-consuming, especially when the number of features is
large. Therefore, this paper chooses to use a Filter-based feature selecting algorithm.

The Relief algorithm selects features according to the inter-class distances and
intra-class distances. Relief itself is designed for 2-class classification, and Relief-F is
an improvement on Relief for multi-class classification. Relief-F selects feature sets in
the same way as Relief, i.e. it only considers the discrimination of the samples, but
ignores the redundancy of similar features. Therefore, this paper proposes am improved

Table 3. Frequency domain features.

Feature Meaning

MeanFFT Mean
MADFFT Median absolute deviation
EnergyFFT Energy
MaxFFT Maximum

Training 
features and 

labels

Select m
samples 

randomly
Σ

Calculate the distances 
from k nearest neighbors 

in the same class

Calculate the distances 
from k nearest neighbors 

in each different class

-

+

Calculate the 
weights of 

features

Filter out 
features with 
small weights

Calculate the correlations of the 
remainder features and discard 
features with high redundancy

Fig. 1. Framework of the improved Relief-F algorithm.
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Relief-F algorithm which eliminates the redundancy of similar features during the
feature selection procedure. Figure 1 shows the framework of the improved Relief-F
algorithm.

After feature selection, the dimensionality of the feature vector is reduced from 51
(39 time domain features and 12 frequency domain features) to 23.

4 Classifier Design

In the authors’ previous work [8], BPNN (Back Propagation Neural Network) was used
for classification. However, the learning speed of BPNN is very slow because of global
approximation, so BPNN is not suitable for practical use when re-training is needed.
Deep learning based classifiers such as CNN (Convolutional Neural Network) need
quite a lot of training samples and thus are also unsuitable for practical use for the same
reason. As for other classifiers such as DT (Decision Tree) based [3] and KNN
(K-Nearest Neighbor) based [4], the authors had made a comparison [8] and found that
they were not even as good as BPNN in terms of accuracy.

Therefore, this paper chooses the RBF (Radial Basis Function) Neural Network as
the basic classifier. The RBF Neural Network has several advantages compared with
the authors’ previously used classifier BPNN. Firstly, the generalization ability of RBF
is superior to that of BPNN in many aspects. Secondly, the approximation accuracy of
RBF is higher than that of BPNN. It can almost achieve complete approximation, and it
is extremely convenient to design. The network can automatically increase neurons
until it meets the accuracy requirements. RBF is a kind of feedforward neural network
with excellent performance. RBF can approximate any nonlinear function with arbi-
trary accuracy and has the ability of global approximation. It solves the local optimum
problem of BPNN. Moreover, its topological structure is compact, and its convergence
speed is fast.

In an RBF network, the number of neurons in the hidden layer can be smaller than
that of the training samples, which will reduce the time cost. Add training samples into
the hidden until the error meets the demand. The built RBF neural network is given in
Fig. 2.

The number of inputs R = 23 which is the dimensionality of the feature vector. The
number of neurons in the hidden layer K = 675, and the radial basis function of the

GaussInput Purelin Output

K=675

R=23

N

×

Fig. 2. The built RBF neural network.
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hidden layer is Gauss. The transfer function of the output layer is Purelin, and the
number of outputs N equals to the kinds of activities, i.e. if the activities are to be
classified into 9 classes, N = 9.

Among all the remainder features after feature selection, the authors find that the
energy of the y-axis of acceleration in frequency domain can distinguish “jump” from
other activities quite well. Therefore, the authors design a two-level classifier. The first
level is a DT classifier which separates “jump” from other activities, and the second
level is an RBF classifier which classifies the remainder 8 kinds of activities.

The authors use two separate movement sensors for activity recognition, so a
decision-layer fusion algorithm is needed to combine the recognition results together.
The Dempster-Shafe theory is used in this paper as the decision-layer fusion algorithm.

5 Experiments

The authors gathered 1,160 sections of activities which are classified into 9 kinds.
Feature filtering by the improved Relief-F algorithm were performed after feature
extraction. Then the proposed two-layer DT-RBF classifier tried to classify the samples
with 5-fold cross-validation. The recognition results are given in Table 4.

Since the aim of this paper is to recognize school violence, then the authors classify
the activities into 2 kinds, i.e., school violence and non-violence. The confusion matrix
is given in Table 5.

Table 4. Confusion matrix of school violence detection (unit: %, classified into 9 kinds)

Beat Jump Play Push Run Stand Walk Push down Fall down

Beat 85.2 0.0 3.0 0.7 3.7 1.5 2.2 1.5 2.2
Jump 0.0 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Play 1.1 0.0 88.9 2.2 0.0 2.2 4.4 0.0 1.1
Push 12.9 0.0 5.7 71.4 2.9 0.0 7.1 0.0 0.0
Run 0.0 0.0 0.0 0.0 100.0 0.0 0.0 0.0 0.0
Stand 1.3 0.0 2.7 0.0 0.0 95.3 0.7 0.0 0.0
Walk 0.7 0.0 2.1 0.0 0.0 0.0 97.1 0.0 0.0
Push down 35.6 0.0 2.2 0.0 4.4 4.4 0.0 40.0 13.3
Fall down 10.0 0.0 4.0 0.0 12.0 0.0 0.0 12.0 62.0

Table 5. Confusion matrix of school violence detection (unit: %, classified into 2 kinds)

Violence Non-violence

Violence 84.4 15.6
Non-violence 2.7 97.3
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The average accuracy of violence recognition is 84.4%, and that of non-violence is
97.3%. Moreover, Accuracy = 93.7%, Precision = 92.6%, Recall = 84.4%, and
F1_score = 88.3%, which shows an improvement compared with the authors’ previ-
ous work in the aspect of activity recognition [8].

6 Conclusion

This paper proposed a school violence detecting method based on multi-sensor fusion
and improved Relief-F algorithms. The authors gathered 9 kinds of activities including
school violence and daily-life activities and extracted time domain features and fre-
quency domain features. Then the authors proposed a feature selecting algorithm –

improved Relief-F, which takes the redundancy of similar features into consideration.
Different features fit different classifiers, so the authors proposed a two-level classifier
DT-RBF. The first level DT separated “jump” from the other activities, and the second
level RBF classified the remainder. The Dempster-Shafe theory was used as the
decision-layer fusion algorithm. The final recognition accuracy of violence recognition
is 84.4%, and that of non-violence is 97.3%, which showed an improvement compared
with the authors’ previous work.
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Abstract. Road condition monitoring and control is essential for smart
transportation in the era of autonomous driving. In this paper, we
propose to apply unmanned aerial vehicle (UAV), wireless communi-
cations and artificial intelligence (AI) to achieve multi-object detection
for smart road monitoring and control. In particular, the application of
UAV enables real-time image view to monitor road condition, such as
traffic flow and on-road objects, in an efficient way without disturbing
normal traffic. Those raw image data are first offloaded to a road side
unit through wireless communications. A computing platform connected
to the road side unit can execute the AI based scheme for road condi-
tion monitoring and control. The AI based scheme is developed around
convolutional neural network (CNN). For demonstration, the objects of
interest considered in this work include advertisement billboards, junc-
tions, traffic signs and unsafe objects. Other objects can be extended to
the developed system with more collected data. To evaluate the proposed
scheme, we launched a UAV to collect real-life road images from multiple
road sections of a highway. The AI based scheme is then developed using
portion of the raw data. Test of the AI scheme is conducted using the
rest of the dataset. The evaluation results have demonstrated that the
proposed UAV based multi-object detection scheme can provide accu-
rate results to support efficient road condition monitoring and control in
future smart transportation.

Keywords: Artificial Intelligence · Unmanned Ariel Vehicle ·
Object detection · Traffic monitoring · Internet of Things

1 Introduction

Enabled with advanced information and communications technologies, Smart
Cities are a future reality for municipalities around the world, which will signifi-
cantly transform the way people live, enhance the quality of life, and contribute
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to the solutions to key challenges in society, economy, and environment [3,27,29].
As one of the basic components of Smart Cities, smart transportation have
received increased attentions and have been translating from a vision into reality.
Real-time road condition monitoring is essential to ensure driving safety. The
World Health Organization (WHO) recently estimated that road injuries are
the 8th leading cause of death worldwide, with 1.4 million deaths all around the
world [26]. In the U.S., 37,461 people died on roadways in 2016, a 5.6% increase
from 2015 [16]. This increase is significant [1] since the number of motor vehi-
cle fatalities remained virtually unchanged varying between 32,479, and 37,461
over the 2010–2016 time period [22]. In the new era of autonomous driving,
the advancement in the next-generation mobile networks (also known as 5G),
vehicular networks, and Internet-of-Things (IoT) shall be part of a smart road
infrastructure to achieve road condition monitoring and control for both safety
and efficiency.

REST 
AREA

EXIT

YOUR AD HERE

AD Billboard

Junction
Unsafe Obj.

Traffic sign

Fig. 1. Overview of the UAV based multi-object detection framework.

As a preliminary work to enhance the smart traffic, in this paper, we propose
to apply unmanned aerial vehicle (UAV), wireless communications and artificial
intelligence (AI) based schemes to assist road condition monitoring. An overview
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of the proposed UAV based multi-object detection framework is shown in Fig. 1.
Particularly in this work, objects of interest for road monitoring are advertise-
ment billboards, junctions, traffic signs and unsafe objects. Other objects of
interest can be easily extended to the proposed framework if required. Those
objects need to be monitored and shared by drivers and autonomous driving
systems. For example, traffic signs provide important information and instruc-
tions for drives, and they need to be maintained and updated when necessary to
ensure a safe driving environment. View to junctions may be blocked which would
cause safety issues to driving, especially autonomous driving. Unsafe objects on
the road side also challenge the drivers. For instance, the glare reflected by some
of them can be extremely dangerous to drivers, over-size objects can block traffic
signs, etc. To tackle the issues caused by these objects, we propose to use UAV as
image data acquisition equipment for objects in our interest to be detected from
the collected images. Meanwhile, the UAV is designed to be connected with a
road side unit through wireless communications. In the current implementation,
IEEE 802.11 is applied for local information exchange. Nonetheless, the future
deployment in smart transportation will rely more on 5G and IoT for seamless
network connections. The core of the proposed multi-object detection scheme is
an AI approach based on convolutional neural network (CNN). The proposed
AI based scheme is able to detect multiple objects of interest in one image, or
one frame of a video stream. Real-life image data of the highways were collected
using UAV for the evaluation of the proposed multi-object detection scheme.
With more advanced technology in AI computing chips as well as more efficient
algorithms, on-board computation may be available for data pre-processing or
even the multi-object detection itself. For simplicity, in this work, it is assumed
to offload the computation from the UAV to a more powerful local platform due
to the limited on-board computation capability of the testbed.

The rest of this paper is organized as follows. Section 2 introduces the related
works that cover the object detection. Section 3 illustrates the proposed multi-
object detection scheme. Section 4 demonstrates the evaluation results of the
proposed scheme using real-life data. Section 5 gives conclusion and future works.

2 Related Work

IoT is a paradigm that is gaining ground rapidly in the scenario where wireless
communications and computing are required [2]. IoT devices have been deployed
for road traffic surveillance, accident detection [21], parking spots availability
detection [7], traffic offense detection [15] and road traffic noise management in
Smart Cities [9]. In [17], the authors designed and implemented a reliable intelli-
gent framework to monitor vehicle traffic condition with a low cost by applying
IoT devices. The processed data are transferred to the server through Wi-Fi
for the further traffic control. To keep up with the transition towards smart
transportation, next generation mobile networks will support the communica-
tion requirements for IoT and smart transportation. Thanks to the ultra-reliable
low latency communications, 5G transport network is expected to provide the
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satisfactory capacity, required latency, for real-time road monitoring and control
in smart transportation [18,20], which is promising to promote smart drive-
assistant services, cooperative driving services, as well as fully autonomous driv-
ing services. In this work, we leverage the advancement in the next-generation
mobile network and IoT to support the data transmission for the proposed multi-
object detection scheme.

Raw data collection is critical to multi-object detection for road monitoring.
Traditionally, special utility vehicles are deployed in field to collect data. For
example, researchers developed a special vehicle named as S.T.I.E.R. for data
collection [5]. A high-speed camera is installed at the tail of the vehicle to collect
image data of road surfaces for pavement distress detection in the driving lane.
However, such data collection method is limited in coverage as it only monitors
one driving lane at a time. Moreover, operating such a vehicle on highways
may affect normal traffics. Using UAV is an alternative way to address those
issues and collect data [10]. For example, due to the wider field of view from
a UAV, a larger area can be covered. Thus more objects besides road surface
can be included in the object of interests, such as traffic signs, road junctions,
etc. Moreover, the operational cost of deploying UAV for data collection is much
cheaper than deploying a specific vehicle.

AI has been widely adopted in the recent years for object detection in images
and videos [11,23,24]. Object detection approaches can be mainly classified into
three types: classic, two-stage, and one-stage approaches [10]. One of the widely
adopted classic object detection algorithm is the CNN used for digits recognition
that proposed by LeCun in [11]. The classical detectors conduct the detection
by operating like a sliding window, where a classifier is applied every time over
a image grid that is predefined. Two-stage detection approaches, e.g. region-
based convolutional neural network (R-CNN) is being developed over the last
few years with several improvements [6,25] and extensions [8,13]. In R-CNN and
its extensions, region proposal methods are first applied to generate a sparse set
of candidate proposals which contain all objects. The process would filter out
the majority of negative locations in an image. The second stage is to perform
classifications on these proposals to separate them into foreground classes and
background classes. One-stage approach has been adopted more recently. For
example, SSD [14], YOLO [23,24] are two main approaches that assume a sin-
gle detection stage that is closer to the way human beings detect objects. The
two approaches both enhance the efficiency as well as detection precision. For
instance, the latest YOLO can achieve almost the same detection precision com-
pared with other two-stage detection approaches [4]. In this work, we develop
an AI based multi-object detection scheme around a CNN structure.

3 Multi-object Detection Scheme for Road Condition
Monitoring

Without loss of generality, the proposed multi-object detection scheme is
designed and implemented in two steps. In the first step, we establish a database
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by collecting raw images from a UAV along the highway in Jiangsu province,
China. With the established database, in the second step, we develop a multi-
object detection scheme around a CNN based deep learning algorithm. Detailed
illustration is given in the rest of this section.

3.1 UAV Based Raw Data Collection

The UAV used for data collection is shown in Fig. 2. For practical monitoring, a
UAV is required to cruise at a relatively high speed between 40 km/h to 80 km/h
for a long duration. The actual implementation has a hovering height at 40 meter.
Meanwhile, the UAV must be able to resist strong wind, e.g. below the level Beau-
fort 6. Reasonable payload capacity is also required to mount a high-resolution
camera, data communication modules, and possible on-board computing devices
for data acquisition, transmission and processing, respectively. The communica-
tion module in the applied UAV needs to be energy efficiency, high bandwidth,
low latency, and secure. Currently, the raw data captured from the on-board
camera is beyond 4K resolution. Transmission of raw data in real-time causes
a challenge to the current implementation that relies on the IEEE 802.11. A
better transmission module, e.g., based on 5G, must be developed for the actual
system in future smart transportation. An on-board computing device is yet to
be developed so that data pre-processing can be conducted in real-time to reduce
the transmission overhead. For simplicity, the specifications of the deployed UAV
are listed in Table 1.

Fig. 2. SwapImagine - the UAV used for data collection.
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Table 1. Specifications of the deployed UAV.

UAV specification Value

Cruise duration (min) 70

Wind-resistance (Beaufort) >6

Payload (kg) 6–8

Cruising speed (km/h) 40–80

Com. specification Value

Modulation COFDM, 16QAM

Frequency (Hz) 50M–2.5G

Bandwidth (Mbps) 2–8

Output power (W) 0.5–2

Encryption AES 128

Range (km) 8 (40 for the directional)

3.2 AI Based Multi-object Detection Scheme for Road Monitoring

Our proposed AI based multi-object detection scheme is built around the core
structure of a CNN. A typical CNN has the architectures designed for process-
ing grid-like data [12]. Compared with a traditional feedforward neural network
where each weight is used only once, a typical CNN uses kernels at all positions
of the input data. A well developed CNN would capture the features for every
location in the data, especially for image data [4].

...
Softmax

Max PoolingConvolution Fully Connected

Fig. 3. CNN standard architecture.

As shown in Fig. 3, convolutional layers are the core components of a CNN.
The key function of the convolutional layers is to perform feature extraction
from the input image data. They are composed of a set of spatial filters which
are usually known as convolutional kernels. Each convolutional layer in a CNN is
followed by an activation layer which gives nonlinear transformation to the pre-
viously obtained feature map. The activation function enhances computational
efficiency and helps to eliminate gradient vanishing in the training progress [19].
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Fig. 4. Operations in CNN layers.

Rectified linear unit (ReLU) expressed in Eq. (1) is usually used as the activation
function, which is illustrated in Fig. 4(a).

f(x) = max(0, x) =

{
x, if x ≥ 0,

0, else.
(1)

A pooling layer also follows the convolutional layer to reduce the dimension of
the extracted feature map without losing essential information. Max pooling and
average pooling are two common pooling methods used in CNN [28]. Assuming
a filter of 2 × 2, the max pooling computes as follows:

max pooling
[
x1 x2

x3 x4

]
= max(x1, x2, x3, x4). (2)

And the average pooling computes as follows:

average pooling
[
x1 x2

x3 x4

]
=

1
4

4∑
i=1

xi. (3)

In comparison, max pooling reduces the feature map size by picking the maxi-
mum value within a sliding window, while average pooling takes the average value
in the sliding window to streamline the feature map. Figure 4(b) demonstrates
a max pooling process with a 2-by-2 filter and stride equals 2. An example of a
completed convolution operation is given in Fig. 4(c). In this example, an input
image data with a size of 5-by-5 is convoluted by a 3-by-3 filter. The stride, a
hyper-parameter that determines the sliding interval of the kernel, is set to be 1.
The convolution operation produces a two-dimension feature map.
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A fully connected layer and a softmax layer are the final layers of a CNN
architecture. The fully connected layer is known as multilayer perceptron where
neural nodes are fully connected to the output of the previous layer. The softmax
layer is used to normalize the probability value for classification decision. The
softmax computes an output as follows:

Sj =
eaj∑T
k=1 eak

, (4)

where Sj is the probability of the jth class to be the classification result among
all T possible classes. ai are the output of the former fully connected layer. The
cross entropy is further calculated for classification.

E = −
T∑

j=1

yi log(Sj), (5)

where yi = 1 only if the ith class it the true class matching the classification
result, otherwise yi = 0.

Fig. 5. Work flow of the AI based multi-object detection scheme.

The proposed AI based scheme is built around the CNN structure described
above to achieve multi-object detection in one image. For simplicity, the work
flow of the implemented AI scheme is illustrated in Fig. 5. An input image is
first divided into S × S grid cells. Boundary boxes and probabilities will be
calculated to make detection on the relevant objects. Each of the grid cells is
composed of (x,y,w,h, c), where (x,y) is the coordinates stands for the centers
of the position of B detection boundary boxes of the corresponding grid cell; w is
the width of the detection boundary boxes; h stands for the height; and c is the
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confidence score which is a column vector represents the predicted probabilities
of respective C categories. Success of a detection is computed as follows:

o =
1
2

+
1
2

pI − η

|pI − η| , (6)

where o is either 1 or 0 indicates a successful detection of targeted objects or
object detection failure respectively. In Eq. (6), p reflects the probability of a
targeted object existing in the grid cell, I is the value of the term as Intersection
over Union (IOU) which is defined as the overlapping rate of the predicated
bound and the ground truth bound. The production pI is the confidence score
of the prediction and η is the threshold to filter out low confidence scores. The
remaining boundary boxes will be processed by non-maximum suppression to
finalize the object detection. Finally, IOU is computed as follows:

I =
Ap ∩ At

Ap ∪ At
, (7)

where Ap and At are the area of predicted bounding box and the ground-truth
bounding box respectively.

4 Evaluation Results

In this section, we first establish our database which includes sets of sample
images collected by operating the UAV above partial highway road sections in

Table 2. The applied network architecture in the scheme design.

Layer Filters Size/Stride Output data dimension

1 conv 16 3 × 3/1 416 × 416 × 16

2 max 2 × 2/2 208 × 208 × 16

3 conv 32 3 × 3/1 208 × 208 × 32

4 max 2 × 2/2 104 × 104 × 32

5 conv 64 3 × 3/1 104 × 104 × 64

6 max 2 × 2/2 52 × 52 × 64

7 conv 128 3 × 3/1 52 × 52 × 128

8 max 2 × 2/2 26 × 26 × 128

9 conv 256 3 × 3/1 26 × 26 × 256

10 max 2 × 2/2 13 × 13 × 256

11 conv 512 3 × 3/1 13 × 13 × 512

12 max 2 × 2/1 13 × 13 × 512

13 conv 1024 3 × 3/1 13 × 13 × 1024

14 conv 1024 3 × 3/1 13 × 13 × 1024

15 conv 30 1 × 1/1 13 × 13 × 30

16 detection
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Fig. 6. Examples of the multi-object detection results.

Jiangsu, China. The operating height of the UAV is fixed at 40 m. The cap-
tured videos are in 4K resolution, which is 4608 × 3456 in specific. Each image
extracted from each frame has a file size around 25 Megabytes. The applied
dataset includes multiple video clips collected from 25 different road sections
of the monitored highway. The raw data is captured and stored from the UAV
in the current implementation, and processed in an offline computing platform.
In order to achieve real-time monitoring and control, data pre-processing and
filtering will be further investigated in the future work.

The AI based multi-object detection scheme first extracts a single frame of
from a raw video clip. The extracted image is then resized to a fixed size of
416 × 416, which is used as the input to the multi-object detection scheme.
The architecture of the proposed AI scheme in the current implementation is
illustrated in Table 2. The current AI scheme is evaluated based on 1, 457 images
extracted from multiple raw video clips captured from the UAV described earlier.
Figure 6 shows some results of the multi-object detection scheme.

For better illustration, the overall performance of the proposed scheme is
provided in Table 3. The evaluation results show that the detection accuracy
is higher when the detection objects are traffic signs or junctions connected
to the highway. The detection accuracy of advertisement billboards and unsafe
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Table 3. Evaluated detection performance

Object class Number of labeled
objects

Number of
successful detection

Detection accuracy

Traffic sign 978 818 83.64%

AD. Billboard 33 23 69.70%

Junction 2571 2212 86.04%

Unsafe object 733 506 69.03%

objects on road sides are low due to their varying colors and shapes. Nonetheless,
the preliminary results are presented to demonstrate the efficacy of combining
UAV, AI, next-generation mobile networks and IoT to support the future smart
transportation.

5 Conclusions

Road condition monitoring and control will be critical in future smart trans-
portation. In this paper, we explored the possibility to apply UAV and AI based
scheme for on-road multi-object detection. In the studied scenario, the applica-
tion of UAV for image acquisition allows us to collect top views of roads in an
efficient way. The AI scheme is built around modern CNN-based architectures
that can achieve multi-object detection in an image. Evaluation of the studied
work was conducted using real-life data collected by a UAV. The evaluation
results demonstrated that our proposed AI based scheme, together with UAV,
wireless communications and IoT can provide a good solution to future road
condition monitoring and control in smart transportation. In future work, we
will further explore the schemes for accurate and efficient multi-object detec-
tion for road monitoring. For example, different objects of interest should be
detected simultaneously in the AI based scheme. Moreover, we will also validate
the schemes in various road monitoring techniques such as the live web-cam
along the highway and on-board dash-cam.
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Abstract. This paper aims to do sentiment analysis for Tang poetry from the
perspective of text mining. Most previous works just focus on the literariness of
Chinese poetry or establish language models statistically, which ignore the
features of sentiment and specific applications. We propose a sentiment analysis
system for Tang poetry based on imagery aided and classifier fusion. Especially,
we extract sentimental imageries at two levels: character and word, and bring
them into sentiment analysis. In addition, classifier fusion is adopted in this
paper to improve classification performance. Experiments show the effective-
ness of our model and our method is superior to the traditional method.

Keywords: Sentiment analysis � Tang poetry � Imagery aided �
Classifier fusion

1 Introduction

As a kind of classical Chinese poetry, Tang poetry is precious spirit wealth of human
being [1]. Nowadays, with the rise of artificial intelligence, it becomes a hot trend to
process and analyze various data through machine learning or natural language pro-
cessing (NLP) [2]. However, for classical Chinese poetry, most related works just focus
on its literariness or establish language models locally while ignoring the global fea-
tures of statistics and the applications in NLP.

In order to apply NLP to classical Chinese poetry, Fang [3] addressed the issue of
machine-aided analysis and understanding of classical Chinese poetry and proposed a
computational framework. Nevertheless, it suffered from high model complexity and
focused more on the imagery itself. He [4] used general methods of machine learning,
and established a SVM-based poetry style classification system while there was too
little detailed study.

Besides, Liu [5] studied colors in Tang poetry and the social networks of the Tang
poets. Wang [6] proposed a novel two-stage poetry generating method and Zhang [7]
introduced a model for Chinese poetry generation based on recurrent neural networks.
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Peng [8] studied the multi-grained Chinese text representation for Chinese sentiment
analysis. Actually, all these studies give us great inspiration and help.

In this paper, we select fine-grained Tang poetry texts, which have been manually
marked, and then perform sentiment analysis task. In addition to the general framework
of sentiment analysis, we also make statistical analysis of the Complete Tang Poems
(CTP) and extract sentimental imageries at character and word levels to help us
implement the task. Furthermore, classifier fusion is used in this paper to optimize the
performance. The contributions of our work can be summarized as follows:

(1) This paper makes statistical analysis of the CTP (about 43000 poems) from the
character and word levels to extract the sentimental imageries and brings them
into classification model.

(2) The idea of sentiment analysis for short text is transferred to the Tang poetry, and
classifier fusion is adopted to obtain better experimental results.

The remainder of the paper is organized as follows. Section 2 presents our model
and corresponding analysis in detail. Section 3 describes the experimental settings and
results. In Sect. 4, the conclusion is drawn.

2 Our Proposed Method

In this section, we present the details of our sentiment analysis system for Tang poetry.
An overall framework is shown in Fig. 1.
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Fig. 1. The framework of sentiment analysis system for Tang poetry
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2.1 Sentiment Analysis for Tang Poetry

Text sentiment analysis refers to the process of detecting, analyzing and mining sub-
jective texts including views, preferences and emotions expressed by users [9].
Actually, it is a specific functional implementation of text classification.

As shown in Fig. 1, the sentiment analysis system for Tang poetry consists of
training and testing part. For the labeled training set, we extract the features by
information gain (IG) and mutual information (MI).

Information gain is used to calculate the amount of information contributed to the
text classification by the presence or absence of features, and the formula is as follows:

GainðwiÞ ¼ EntropyðSÞ � EntropyðSiÞ ð1Þ

Entropy(S) indicates the information entropy when the feature wi does not appear,
and EntropyðSiÞ indicates the information entropy after the appearance of the feature wi.

Mutual information is used in text classification to measure how much a feature is
dependent on a category, as follows:

MIðwi; cjÞ ¼ log
pðwi; cjÞ
pðwiÞpðcjÞ ð2Þ

pðwi; cjÞ indicates the probability that a document containing feature wi belongs to
class cj, and pðwiÞ indicates the probability that feature wi will appear in the document,
and similarly pðcjÞ indicates the probability that a document belongs to class cj.

Then according to the pretrained word embeddings, we convert the features
extracted to word embeddings of corresponding dimensions. Next, what we do is
establishing the classifier model using machine learning algorithms (i.e. SVM, LR).

In the same way, for the test set, feature extraction and word embedding convertion
are implemented, and when we give a testing sample, the classifier model will return a
label as “1” or “0” (positive = 1, negative = 0).

2.2 Word Segmentation for Tang Poetry

Word segmentation is the basis of Chinese Natural Language Processing and has
considerable importance [10]. If word segmentation is not good, the following result is
probably not good either.

For example, ifwemakeword segmentation for the poem “
(feng huo lian san yue, jia shu di wan jin)”. The correct segmentation should be
“ , ”, which shows the cruelty and persistence of the war, as
well as the eagerness to get family news. But if divided into “ ,

”, it will make people very confused about the meaning of its expression.
In this paper, we use THULAC [11] to make word segmentation.
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2.3 Imagery Aided Classification

Imagery in poetry refers to a meaningful image, that is, an artistic image created
through the unique emotional activities of the creative subject. And if we know the
imagery well, we can easily judge the sentiment of the poetry.

As shown in Fig. 2, text preprocessing is the first step because the text contains
ordinal numbers, titles, authors and contents. So it is segmented and preliminarily
screened out. At the same time, special symbols should be eliminated. We only keep
commas and periods, and the rest of symbols are regarded as invalid symbols. Then, for
the preprocessed text, we make statistical analysis at two levels. For character level, we
count character frequency and find some characters that can be imageries. And for
word level, we make word segmentation and statistical analysis. By these steps, we can
get the sentimental imageries we need.

Thus we can use the sentimental imageries to construct a classifier for Tang poetry
according to the imageries included in the poems.
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2.4 Classifier Fusion

In order to improve the performance of the proposed method, the classifier fusion
method is adopted [12], and the detail is shown in Fig. 3.

Word 
embedding
convertion

SVM-2

Weighted fusion

LRSVM-1

Final result

Fig. 3. The detailed process of classifier fusion module

As shown in Fig. 3, three independent classifiers are used. The formula is as
follows:

P ¼
X3

i¼1

Wi � Pi ð3Þ

The weight of each classifier Wi(i = 1, 2, 3) is determined by grid search algorithm.
Then the weights are multiplied by corresponding probability Pi and sum to obtain the
final probability p.

3 Experiments Analysis

3.1 Experiment Setting

As shown in Table 1, the experimental data in this paper are the untagged Complete
Tang Poems (a text of 42974 poems) and the labeled 5598 lines of Tang poems.
We label 5598 lines of poems manually, among which 3,403 are negative and 2,195 are
positive.
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The experiments in this paper are all carried out in python environment of Linux
system.

In this paper, SVMs and LR (Logistic Regression) are used for the classifier fusion
(Table 2).

In this paper, the accuracy (Acc) is used to evaluate the performance of the clas-
sifiers. It represents the proportion of the total number of correctly predicted samples in
the test samples to the total number of actual samples. In general, the higher the
accuracy is, the better the classifier’s performance will be. The formula is as follows:

Acc ¼ TPþ TN
TPþFPþFN þ TN

ð4Þ

TP means that the predicted results are consistent with the actual results and are
positive samples. TN means that the predicted results and actual samples both are
negative. FP means that the predicted results are positive but the actual samples are
negative. Similarly, FN means the opposite of FP.

3.2 Result Analysis

As can be seen from Table 3, through the statistical analysis of Tang poetry at the
character and word level, we find some sentimental imageries that can be used to
identify the sentiment polarity (not all listed).

Table 1. Experimental data and environment

Data

1 Complete Tang Poems
(42974 poems)

2 labeled Tang poems
(5598 lines)

Table 2. Classifier setting

Classifier 1 Classifier 2 Classifier 3

SVM-1
(kernel = ‘rbf’, degree = 2,
gamma = 1, coef0 = 10)

SVM-2
(kernel = ‘poly’,
degree = 2, gamma = 10, coef0 = 10)

LR
(penalty = ‘12’)
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As can be seen in Table 4, the accuracy of sentiment classification with classifier
fusion is obviously higher than that without classifier fusion.

Besides, we also explore the influence of the word embedding dimension. From
Table 5, it doesn’t make much difference due to the characteristic of short text.

Table 3. Sentimental imageries

Positive Imageries Negative Imageries

Chinese English Chinese English

Character level

pine willow

bamboo ape

plum autumn

orchid tomb

Word level

Spring breeze white hair

the rising sun bones of the dead

high mountain the setting sun

blue sky lonely town

high official

position
falling flowers

blue water Chinese lute

Table 4. Tang poetry’s sentiment analysis results (dimension = 100)

Method Acc

No classifier fusion Imagery-aided classifier 52.4%
SVM-1 58.6%
SVM-2 54.8%
LR 59.0%

With classifier fusion 67.2%

Table 5. The results when word embedding dimensions change

Dimension Acc

100 67.2%
200 67.9%
300 67.5%
400 66.9%
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4 Conclusion

This paper proposes a sentiment analysis system for Tang poetry based on imagery
aided and classifier fusion. The results show the effectiveness of the system, which is of
certain significance to the research on the sentiment analysis for Tang poetry and other
literary short texts. There are still some problems in this paper, such as the low
accuracy. All in all, the method in this paper is worth further research in the future.
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Abstract. The power system of China is still composed of power generation,
transmission, substation, power distribution and other links. To ensure the safety
and stability of transmission lines is an important part of large-scale transmission
process, and the insulators are important in the transmission line. The existing
parts, such as surface contamination, cracks, damage and other surface defects
seriously threaten the operation safety of the power grid. Faults caused by
insulator defects are currently the highest proportion of power system faults, so
the surface defects of insulators are detected and timely completion of fault repair
becomes more important. In this regard, this paper proposes a target detection
algorithm based on YOLO V3 (You Only Look Once: Real-Time Object
Detection), which utilizes the powerful learning ability of deep convolutional
neural networks and a large number of data annotation samples. The image of the
insulator photo-graphed by the machine is detected and classified, finally the
intelligent detection of the intact insulator and the defective insulator is realized.
The experimental results show that the YOLO V3 based insulator defect detec-
tion method can effectively identify the defective insulator strings from the aerial
image of the drone. Compared with the previous insulator defect identification
method, the accuracy and detection time are significantly improved, and it can
realize the intelligent detection of intact insulators and defective insulators.

Keywords: Insulator � YOLO V3 � Target detection � Defect detection �
Target classification

1 Introduction

The invention and widespread use of electricity have brought convenience to human
beings. Electrical equipment such as computers, mobile phones, and smart appliances
have made us more dependent on electricity, which has become a necessity in people’s
life [1]. At present, the transmission lines most commonly used are overhead trans-
mission lines, which are mainly composed of wires, overhead ground wires, insulator
strings, poles, grounding devices, etc. The insulator is a large number of components in
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the transmission lines, playing the role of electrical insulation and mechanical support,
and is also a fault multiple component. Therefore, it is necessary to carry out regular
inspection on the transmission lines and timely replace and maintain the insulators that
have failed or are about to fail.

At present, the physical methods for on-line detection mainly include the following
methods: observation method, ultraviolet imaging method and infrared imaging
method, laser Doppler vibration method, ultrasonic flaw detection method, etc. [2]. The
above have played a certain role, but mainly rely on manual monitoring, artificial vision
consumes a lot of manpower and material resources, low efficiency, but also due to
differences in personnel experience and personal qualities, the detection effect is dif-
ficult to standardize [3].

Along with the continuous advancement of technology, there has been a trans-
mission line inspection platform based on a helicopter and unmanned aerial vehicle.
The inspection platform is characterized by high efficiency, accuracy and safety, has
become the main method of transmission line inspection in recent years. In order to
understand the operation of and the potential hidden dangers of the transmission line,
the power department used the drone inspection instead of the manual inspection [4, 5],
by loading the camera on the platform to obtain a large number of aerial images,
including effective insulator targets. If only by manpower for visual judgment without
automatic image analysis, it is easy to cause missed or misjudged phenomenon,
resulting in major safety hazards in transmission lines [6].

At present, there are related researches on the detection methods of insulators. The
commonly used detection methods include: Aerial image detection method based on
skeleton extraction [6]; Insulator string automatic state recognition based on infrared
image [7]; Color matrix based Insulator single-chip infrared image fault diagnosis [8];
In literature [9] proposed a method for detecting internal defects of composite insu-
lators based on misaligned speckle interference. It is used to eliminate the unqualified
insulators in production and the concealed defects of composite insulators in diagnostic
operation. These methods require manual feature extraction, with a heavy workload
and a low recognition rate, which is likely to lead to the misdetection or omission of
insulators due to the loss of subjective information [10]. In response to this phe-
nomenon, researchers have proposed an image segmentation method based on deep
learning [11, 12]. Literature [8] uses infrared imaging technology to acquire imaging,
and the process of image treatment is as follow: image segmentation, data regular-
ization, homomorphic filtering and data randomization, and BP neural network algo-
rithm (The back propagation neural network algorithm is a multi-layer feed forward
network trained according to error back propagation algorithm and is one of the most
widely applied neural network models. BP network can be used to learn and store a
great deal of mapping relations of input-output model, and no need to disclose in
advance the mathematical equation that describes these mapping relations. Its learning
rule is to adopt the steepest descent method in which the back propagation is used to
regulate the weight value and threshold value of the network to achieve the minimum
error sum of square) to extract insulator single-chip center. The RGB (The RGB color
model is an additive color model in which red, green, and blue light are added together
in various ways to reproduce a broad array of colors. The name of the model comes
from the initials of the three additive primary colors, red, green, and blue) color matrix
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of the line is trained and analyzed as characteristic parameters, and an infrared diag-
nostic model of the insulator single chip based on the center line color matrix in the
fault condition is constructed. In the literature [13], the six-rotor electric drone was
introduced, and the manual inspection and the drone inspection were combined. Based
on the threshold segmentation, morphology and edge detection techniques, the con-
nected domain characteristics and shape characteristics of the insulator were designed.
It can adapt to the complex background of aerial photography and multi-angle insulator
self-explosion defect recognition algorithm to realize automatic detection of insulator
defects and reduce manual intervention. For example, power inspection insulator
detection based on convolutional neural network; it can automatically be compared
with traditional detection methods. Compared with the traditional algorithm, improve
the recognition accuracy under the complex background. However, in the case of
image classification of insulators by convolutional neural network, an image classifi-
cation block is required for each pixel. For insulator images with complex background,
the classification block of adjacent pixels has high similarity which leads to slow and
accurate network training [10]. Aiming at this problem, this paper based on the defect
detection method of insulator in YOLO V3, using the powerful YOLO V3 real-time
target detection algorithm, an end-to-end insulator defect detection method based on
deep learning detection algorithm is proposed. Insulators are detected and automati-
cally distinguish between defective insulators and intact insulators. Therefore, the
automatic identification of insulator faults has practical significance for the inspection
of transmission lines. Since most of the methods for detecting insulator defects based
on aerial photographs are carried out in the laboratory environment, which has great
limitations and does not take into account the complex background images of insulators
and other factors, it is very important to use the YOLO V3 algorithm to study the
automatic detection method for insulator surface defects.

The organization of the paper is as follows. In Sect. 2, the advantages of YOLO V1
and YOLO V2 relative to other target detection algorithms are summarized. In Sect. 3,
the main algorithm part of YOLO V3 is introduced: basic method and network model
design. In Sect. 4, a brief analysis of the experimental results and data. In Sect. 5
presents the conclusions.

2 Related Work

In this section, we review the advantages of YOLO V1 [14] and YOLO V2 [15]
relative to other target detection algorithms, and give a brief overview of their
advantages. The most important point is to point out that YOLO V3 is relatively
inspecting small objects in relation to V1. And V2 speed and accuracy improvements.
Object detection systems before YOLO (You Only Look Once: Unified, Real-Time
Object Detection and YOLO9000: Better, Faster, Stronger) used classifiers to perform
physical detection tasks, The method is to use a classifier to evaluate the presence or
absence of the object on the boundary boxes of different positions and sizes of a test
graph. For example, in the DPM system (Deformable Part Model System), a sliding
window is used to evenly slide the whole image, and a classifier is used to evaluate
whether there is an object. Other methods proposed after DPM, such as the R-CNN
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(Region-Convolutional Neural Networks) method, use region proposal to generate
possible bounding boxes of the entire image that may contain objects to be detected.
And then use classifiers to evaluate the meshes, improve the bounding boxes by
preprocessing, eliminate duplicate detection targets, and re-predict the grid based on
other objects in the entire scene. The entire process is slow to execute, and because
these links are trained separately, detection performance is difficult to optimize. Unlike
these object detection methods, YOLO treats the object detection task as a regression
problem, using a neural network to directly predict the coordinates of the boundary
box, the confidence of the object contained in the target grid and the probability of the
object from a whole image. YOLO’s object detection process is done in a neural
network, so end-to-end optimization of object detection performance is achieved, while
YOLO detection of objects is extremely fast, the standard version of YOLO can reach
45 frames per second on Titan X GPU (A graphics processing unit, also occasionally
called visual processing unit, is a specialized electronic circuit designed to rapidly
manipulate and alter memory to accelerate the creation of images in a frame buffer
intended for output to a display). The smaller version of the network Fast YOLO can
maintain a detection speed of 155 frames per second while keeping the mAP (Mean
Average Precision is the standard single-number measure for comparing search algo-
rithms) twice as fast as other real-time object detectors. However, since the YOLO V1
training model only supports input of the same resolution image as the training image,
and the target detection effect is relatively poor for relatively small targets, YOLO V2
provides power. YOLO V2 solves the problem that V1 can only input fixed size. The
problem, but still not good at detecting small objects, is easy to produce object posi-
tioning errors, especially for dense objects. So this article uses YOLO V3 as the
insulator defect detection algorithm.

3 Defect Detection of Insulator Based on YOLO V3

In the traditional power transmission line insulator target detection task can be divided
into two aspects. First check for the target. That is, the target of the insulator is
positioned in the image, where in the unfavorable factors such as complex background
and image resolution are overcome. The insulators classified as intact insulators and
defective insulators are classified according to the state characteristics of the insulators.
Extracting features that adequately identify defective insulators is currently the most
critical.

3.1 Basic Methods

Firstly, the feature extraction network is used to extract the features of insulator image,
and a feature map of a certain size is obtained. For example, see (Fig. 2), the input
insulator image is divided into S * S grids. The grid is responsible for detecting the
insulator in which grid the center coordinates of the insulator fall. Since a fixed number
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of bounding boxes are predicted in each grid, the bounding box with the highest
confidence value of the bounding box and the real insulator is selected and Ground
Truth is the union of them, which is the IOU (Intersection over Union is an evaluation
metric used to measure the accuracy of an object detector on a particular dataset.
We often see this evaluation metric used in object detection challenges). The optimal
situation is that IOU = 1 (that is, the predicted bounding box completely coincides with
the bounding box of the real insulator) (Fig. 1).

IOU ¼ DectionResult\GroundTruth
DectionResult[GroundTruth

ð1Þ

The neural network predicts the bounding box by 4 coordinates: tx, ty, tw, th. tx, ty
represents the central coordinate of the predicted bounding box; tw, th represents the
width and height of the predicted bounding box, if the cell deviates from the upper left
of the insulator image by (cx, cy), and the bounding box prior has width and height pw,
ph, then the final grid predictions value correspond to

bx ¼ rðtxÞþ cx

by ¼ rðtyÞþ cy

bw ¼ pwe
tw

bh ¼ phe
th

ð2Þ

Fig. 1. Bounding boxes with dimension priors and location prediction.
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While predicting the bounding box, each grid also needs to predict the probability
of three conditional categories, that is, the probability that each grid belongs to the
background, the complete insulator, and the missing insulator. When an insulator is
included in a mesh, it belongs to a complete insulator or missing insulator should be
maximized. When the mesh does not contain an insulator, belong to the background
should be the greatest. See (Fig. 2, the light red grid belongs to the missing insulator,
the light green grid belongs to the complete insulator, and the yellow grid indicates the
predicted background. To enhance the accuracy of the detection of small insulators,
YOLO V3 uses an FPN (Feature Pyramid Networks for Object Detection. A top-down
architecture with lateral connections is developed for building high-level semantic
feature maps at all scales) upsampling and fusion approach.

3.2 Network Model

The whole network adopts Darknet-53. On the one hand, it adopts full convolution. On
the other hand, it introduces a newfangled residual network stuff. Profit from the
Residual structure of ResNet (Residual Neural Network). The model has improved its
accuracy significantly. Darknet-53 is only a feature extraction layer. In the imple-
mentation process, only the convolution layer in front of the pooling layer is used to
extract features, so multi-dimensional feature fusion and prediction branches are not
reflected in the network.

YOLO V3 is a hybrid model that uses YOLO V2, Darknet-19, and Reset. It uses
successive 3 * 3 and 1 * 1 convolutional layers during training, adding some shortcuts
later. The connection structure predicts the position of the insulator in the image and
the class probability prediction value of the defect based on the image features of the
features extracted by the convolutional layer. Network Structure (Fig. 3). (From You
Only Look Once: An Incremental Improvement).

Fig. 2. Model schematic (Color figure online)
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3.3 How It Works

Prior detection systems repurpose classifiers or localizers to perform detection. They
apply the model to an image at multiple locations and scales. High scoring regions of
the image are considered detections. YOLO V3 uses totally different approach, which
apply a Darknet-53 network to the entire insulator image. The network divides the
image into different regions and predicts bounding boxes and probabilities for each
region.

4 Experimental Results and Analysis

4.1 Dataset

In the process of deep neural network learning, we usually need a large amount of
tagged data to train the model. Through the BP (Back Propagation) algorithm, the
model learns better parameters to fit the mapping from input to output [7]. Therefore,
we used a hand-labeled image of approximately 1,400 drones to train the model.

Fig. 3. Darknet-53
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4.2 Experimental Results

The experimental test results are shown in (Fig. 4), and the box shows the defective
insulator. The results show that the insulator defect detection algorithm based on
YOLO V3 can quickly and accurately detect defective insulators in aerial photographs.
Although it can’t guarantee 100%, it solves the problem of correct distinction between
intact insulators and defective insulators to some extent.

In this paper, only more than 100 aerial insulator images are used for testing. The
results are shown in Table 1. The average image of each insulator is only 0.55 s, which
is faster, because there are fewer aerial images and some parts during the training. The
insulators in the photo are the same, resulting in insufficient generalization.

5 Conclusion

In the circuit inspection process, the accuracy and time of insulator defect detection are
related to the safety of the entire transmission lines. This paper proposes an insulator
defect detection algorithm based on YOLO V3 for the insulator photo taken by the
drone, which can accurately detect the position of the defective insulator. For the
insulator image of the complex background, the influence of the occlusion can be
effectively eliminated. The missed detection rate and the false detection rate are greatly
reduced. The higher accuracy rate can effectively reducing the insulation fault and
safety issues, but due to the complex natural background of aerial insulators, all the
training sets in this paper are limited, resulting in insufficient generalization features,
but can meet the basic engineering application requirements. Next, we continue to
collect images of composite insulator strings in various backgrounds. Propose more

Fig. 4. Test results

Table 1. Insulator detection statistics

Total Positive identification Error identification

Perfect insulator 118 112 6
Miss insulator 30 29 1
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accurate defect detection algorithms as future research hotspots, providing new con-
cepts and technical means for the detection of defective insulators in smart grids in
China.
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Abstract. Bullying in campus has attracted more and more attention in recent
years. By analyzing typical campus bullying events, it can be found that the
victims often use the words “help” and some other appealing or begging words,
that is to say, by using the artificial intelligence of speech recognition, we can find
the occurrence of campus bullying events in time, and take measures to avoid
further harm. The main purpose of this study is to help the guardians discover the
occurrence of campus bullying in time by real-time monitoring of the keywords
of campus bullying, and take corresponding measures in the first time to mini-
mize the harm of campus bullying. On the basis of Sunplus MCU and speech
recognition technology, by using the MFCC acoustic features and an efficient
DTW classifier, we were able to realize the detection of common vocabulary of
campus bullying for the specific human voice. After repeated experiments, and
finally combining the voice signal processing functions of Sunplus MCU, the
recognition procedure of specific isolated words was completed. On the basis of
realizing the isolated word detection of specific human voice, we got an average
accuracy of 99% of appealing words for the dedicated speaker and the mis-
recognition rate of other words and other speakers was very low.

Keywords: Appealing words detection � Speech recognition � MCU � AI

1 Introduction

In recent years, more and more bullying events have been reported in middle school
campus or primary school campus. Slight campus bullying includes curse and push,
and serious campus bullying includes beat and abuse. A survey in China reported that,
over 40% of students had suffered from various campus bullying [1], which showed a
different campus life from people’s mind in which campus should be a safe place.
In USA, a survey by USA Today reported that about 50% of the surveyed high school
students had bullied others in the past one year, whereas 47% of them said that they had
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been bullied, ridiculed, or mocked. 44% of the surveyed boys and 50% of the girls said
that they had ever been victims of campus bullying [2]. Obviously, campus bullying
has become a very common and serious problem in all societies. Campus bullying
seriously endangers the normal study and life of the victims, and more seriously, it will
affect the establishment of their world outlook and outlook on life in the growing stage.
However, after being hurt by violence, the bullied often do not dare to give timely
feedback to teachers or parents because of fear, self-esteem and other reasons. On one
hand, the bullied children cannot be comforted and protected; on the other hand, the
bullies are not timely educated and monitored, and eventually the phenomenon of
bullying on campus becomes more and more serious.

Fortunately, campus bullying can be monitored by many indicators with artificial
intelligence (AI) [3], and the acoustic characteristics of voice are one of them. With the
rapid development of speech recognition technology in recent years, it has become a hot
research field to monitor campus bullying events through speech keywords. Different
types of campus bullying incidents are more or less accompanied by verbal bullying,
and equally, in such circumstances, there are also appealing words or begging words
from the victims. Therefore, through real-time monitoring of specific common words of
campus bullying, teachers and parents can be informed of the occurrence of campus
bullying incidents in the first time, so as to take timely measures to minimize the impact
of campus bullying. In addition, due to the development of large-scale integrated circuit
technology, these complex speech recognition systems can also be made into dedicated
chips. Speech keyword recognition technology and embedded systems are combined,
which is convenient to students who are not allowed to carry mobile phones. Hand rings,
watches and other portable devices play a monitoring role for teenagers.

The remainder of this paper is organized as follows: Sect. 2 talked about some
related work; Sect. 3 describes the proposed campus bullying word detecting method;
Sect. 4 displays the experiment result; and Sect. 5 finally draws a conclusion.

2 Related Work

Nordic countries were the first to study campus bullying, but most of these studies were
from the perspectives of pedagogy, analysis of students’ psychology, and giving stu-
dents the right teaching. However, many students who suffer from bullying dare not
report their own experiences to their parents, so it seems that the prevention and control
of campus bullying from the perspective of education alone is weak. With the popularity
of smartphones, some researchers have developed campus bullying prevention pro-
grams based on smartphones, such as Stop Bullies, Campus Safety, ICE BlackBox,
TipOff, Back Off Bully and so on. “Stop Bullies”: When bullying occurs, the user
presses a key on the mobile phone, and the mobile phone can send live video, photos or
text messages along with the user’s GPS information to the designated recipient.
Receiver can find the user’s location and take corresponding measures according to the
site information to stop bullying. TipOff: Users can upload bullying or crime scene data
(such as photos) recorded on their mobile phones to a secure server, and only the
administrator of that server can view the evidence. Other bullying detection technologies
work similarly. These methods are passive and need to be triggered manually by the
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user. In the process of bullying, it is very difficult for the victim, and even invites further
aggression from the perpetrator. Bystanders may be afraid of being retaliated by the
perpetrator, and not dare to operate mobile phones to alarm in the process.

Therefore, there should be an automatic method to detect campus bullying in an
artificial intelligence way [4], and speech recognition is a possible one. In recent years,
with the development of computer technology and microelectronics technology, the
research of speech recognition technology in the AI field has moved from laboratory to
application field, and has achieved breakthrough results. Many enterprises in developed
countries, such as BIM, APPLE, AT&T, Microsoft and other well-known companies in
the United States, Japan and Korea, have done a lot of research in the field of speech
recognition technology. The technology of Speaker-Independent and continuous
speech recognition is becoming more and more mature, and the research of speaker-
specific recognition has also made some achievements in embedded applications.
China has also invested a lot of energy in speech recognition research. The Chinese
Academy of Sciences, Tsinghua University, Northeast University, Beijing University
of Technology, Shanghai Jiaotong University, Huazhong University of Science and
Technology, and Harbin Institute of Technology are all engaged in the research and
development of speech recognition.

In speech feature recognition of isolated words, linear prediction coefficient has the
lowest complexity, and the combination of linear prediction coefficient and piecewise
linear matching method is one of the mainstream methods of speech keyword recog-
nition in China. Linear prediction coefficients are the basic features of speech. In order
to reduce the complexity of the algorithm, we can use fixed coefficients with constant
prediction coefficients for a long time. In order to improve the recognition accuracy, we
can use the adaptive prediction in which each frame recalculates the prediction coef-
ficients and predicts the average energy of the remaining signals. In addition, there are
single-level prediction, multi-level prediction and other ways [5, 6]. In this paper, a
fixed coefficient prediction scheme is adopted. Linear predictive coding with fixed
coefficients can analyze speech signals by estimating the formant of speech signals,
eliminating the role of formant in speech signals, and estimating the strength and
frequency of retained speech signals. In the training process, the digital signals
describing the strength and frequency of speech signals, common peaks and residual
signals are stored in a Microcontroller Unit (MCU) and ready to be called at any time.

In speech recognition, the piecewise linear dynamic time matching recognition
method based on time series eigenvalue difference has the least computation and is
suitable for short-term speech recognition. The basic idea of this method is to find out
the relative quantities of phonological features (consonants, vowels, transitional tones,
etc.) of speech signals for distance comparison. The specific method is to find out the
difference of frame features according to the time sequence, and then divide the dif-
ference of phonological features by the total difference of phonological features to get
the relative accumulated difference of features. In this way, although the pronunciation
speed is different, the relative cumulative difference of phonological features is basi-
cally unchanged [7]. Through the analysis of speech data, it is found that although the
spectrum of the end segment changes dramatically, the semantics of the end segment
are few, and it has little effect on distinguishing speech. The feature of the end segment
is deleted in this recognition method.
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3 Isolated Word Recognition for Specific Voice

Considering the practical application scene, it is the victim who carries the bullying
detecting device, so the voice of the victim is clearer than that of the bullies. Therefore,
this paper focuses on the detection of appealing words and begging words by the
victims.

The isolated word recognition system consists of the following steps: data sam-
pling, data pre-processing, feature extraction, feature selection, classifier training, and
classifier testing (or practical use).

3.1 Data Sampling and Pre-processing

Students in most primary schools and middle schools in China are not allowed to take
mobile phones at school, so this paper considers applying the campus bullying
detecting system in a MCU. This paper chooses the Sunplus for this purpose because it
has the following advantages:

(1) Small size, high integration, good reliability and easy expansion.
(2) Strong interrupt handling ability. The Sunplus MCU interrupt system supports 14

interrupt vectors and more than 10 interrupt sources, which is suitable for real-
time applications.

(3) ROM, static RAM and multi-functional I/O ports with high addressing capability.
(4) The instruction system with strong function and high efficiency has compact

format and fast execution.
(5) Low energy consumption.

The Sumplus MCU provides a microphone input with automatic gain control (AGC).
Voice data were gathered by the embedded microphone. Because voice is affected by
oronasal radiation, the high frequency part of voice attenuates more seriously than the
low frequency part. Therefore, pre-emphasis is essential in the pre-processing procedure.
Since voice is short-term stationary stochastic processes, faming is needed to cut long-
term voice into short-term segments. In order to avoid spectrum leakage, the frames
should be windowed. Normally the Hamming window is used because its sidelobe
attenuation is large. In a complete utterance, there are always blank segments, so voice
activity detection (VAD) is used to detect the valid part in a speech in speech recognition.
Usually, VAD is judged by short-time energy and zero crossing ratio (ZCR).

3.2 Acoustic Features

After pre-processing, acoustic features can be extracted from the speech. Commonly
used features include pitch, fomant, Linear Predictive Cepstral Coefficient (LPCC), Mel
Frequency Cepstrum Coefficient (MFCC), etc. MFCC has been proved to be a good set
of acoustic features for speech recognition as well as speech emotion recognition.

MFCC is based on human auditory model. Mel is pitch unit. Pitch is a subjective
psychological quantity, and it is the sense of human auditory system to sound fre-
quency [8]. Through years of research on human ear auditory system, scholars have
found that the sensitivity of human ear auditory system to different frequencies of
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signals is different. Generally speaking, the treble is easily concealed by the bass, and
vice versa. In frequency domain, the critical bandwidth of high frequency speech signal
masking is larger than that of low frequency speech signal masking. Therefore, band-
pass filters can be arranged densely to sparsely according to the critical bandwidth from
low frequency to high frequency, and the input speech signal can be filtered. The
energy of the speech signal after the filter is used as the characteristic parameter of the
speech signal. Because the modified feature parameters take into account the particu-
larity of human ear auditory system and make use of some research achievements in the
field of human ear auditory system research, the feature parameters are more in line
with human ear auditory characteristics. The corresponding relationship between Mel
frequency and actual frequency is shown as,

Mel fð Þ ¼ 2595� lg 1þ f
700

� �
ð1Þ

Transform the time domain signals into frequency domain signals by FFT (Fast
Fourier Transform), and calculate the energy of the frequency domain signals after
passing the Mel filters as,

Sði;mÞ ¼
XN�1

k¼0

Eði; kÞHmðkÞ; 0�m�M ð2Þ

where E(i, k) is the energy spectrum before the filters and Hm(k) is the frequency
response of the filter and calculated as,

Hm kð Þ ¼

0 k\f m� 1ð Þð Þ
k�f m�1ð Þ

f mð Þ�f m�1ð Þ f m� 1ð Þ� k� f mð Þð Þ
f mþ 1ð Þ�k

f mþ 1ð Þ�f mð Þ f mð Þ� k� f mþ 1ð Þð Þ
0 ðk[ f mþ 1ð ÞÞ
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>>>:

ð3Þ

Then MFCC can be got by DCT (Discrete Cosine Transform),

mfccði; nÞ ¼
ffiffiffiffiffi
2
M

r XM�1

m¼0

log½Sði;mÞ� cosðpnð2m� 1Þ
2M

Þ ð4Þ

3.3 Classifier Design

There are normally many kinds of classifiers that can be used for speech recognition.
Considering that the classification is to be applied on a MCU in which the resources are
limited, the authors chose an efficient DTW (Dynamic Time Warp) classifier with small
computational cost.

Different voice signals produced by different people have different modes. Even the
same person will produce different speeds and other changes in speech characteristic
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parameters at different times due to different methods of voice production. Thus,
speeches can be recognized by means of template matching.

Assume that the test and reference templates are represented by T and R, respec-
tively. The smaller the distance D[T, R] between them is, the higher the similarity is. In
order to calculate the distortion distance, the distance between the corresponding
frames in T and R should be calculated. Let n and m be arbitrarily selected frame
numbers in T and R, respectively. D[T(n), R(m)] denotes the distance between the two
frame feature vectors. Distance function is executed by the distance measure actually
adopted, and Euclidean distance is usually used in DWT algorithm. If N = M, it can be
calculated directly. Otherwise, T(n) should be aligned with R(m). Alignment is mainly
based on dynamic time warping. Each frame number n = 1:N of the test template is
marked on the horizontal axis in a two-dimensional rectangular coordinate system, and
the frame number m = 1:M of the reference template is marked on the vertical axis. By
drawing some vertical and horizontal lines from the integer coordinates representing
the frame number, a grid can be formed. Each intersection point (n, m) in the grid
represents the intersection point between a frame in the test mode and a frame in the
training mode.

The DTW algorithm is to find a path through a number of grid points in this grid,
which is the frame number of distance calculation in the test and reference templates.
The path is not optional. First of all, the pronunciation speed of any kind of voice may
change, but the order of each part cannot change. Therefore, the chosen path must start
from the lower left corner and end at the upper right corner.

However, because the slope of bending is limited in the matching process, many
lattices cannot actually be reached. Therefore, it is not necessary to calculate the
matching distance of the lattice points outside the diamond. In addition, it is not
necessary to save all the frame matching distance matrices and cumulative distance
matrices, because only three grids of the previous column are used for matching
calculation at each grid point in each column, making full use of these two charac-
teristics can reduce the computational load and storage space requirements. This pro-
cedure is given in Fig. 1.

Fig. 1. Efficient DTW searching path
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If the actual dynamic bending is divided into three sections, namely (1, Xa), (Xa+ 1,
Xb), (Xb, N), where Xa = 1/(6M − 3N)), and Xb = 2/(6N − 3M), one can get the
restrictive conditions as,

2M � N� 3 ð5Þ

2N �M� 3 ð6Þ

When each frame on the x-axis no longer needs to be compared with each frame on
the y-axis, but only with the frames on the y-axis (ymin, ymax), the calculations of ymin

and ymax are given as follows,

ymin ¼ 0:5x; 0� x�Xb

2xþðM � 2NÞ; Xb � x�N

�
ð7Þ

ymax ¼ 2x; 0� x�Xa
1
2x þðM � 1

2NÞ; Xa � x�N

�
ð8Þ

4 Experiments and Results

The algorithms mentioned above were implemented on a Sunplus MCU, and the
system flow chart is given in Fig. 2.

The Sunplus MCU provided a microphone with 8kNz sampling rate. The voice
signal then passed a low-pass filter and A/D converter. Pre-emphasis was used to
enhance the high frequency part. The components of MFCC extraction and DTW
classifier were programed on the MCU.

Totally 4 girls and 2 boys were invited to say the appealing or begging words, and
each of them said 1000 words, including 500 appealing or begging words and 500
other words. The recognition result is given in Table 1. The aim of this experiment was
to recognize the appealing or begging words (known as keywords in Table 1) of the
dedicated speaker (Girl 1 in this experiment) but ignore other words of that speaker or
appealing or begging words of the other speakers.

Voice 
signal 

Pre-processing Feature 
extraction

Template
matching

Recognition 
result

Reference
templates

Fig. 2. Speech recognition system on a Sunplus MCU
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It can be seen from Table 1 that for the dedicated speaker, the keywords can be
recognized with an average accuracy of 99.4%, none of the non-keywords were mis-
recognized. For the other speakers, only 9 out of 5000 words were misrecognized. It
shows that the implemented system can recognize the appealing or begging words of
the dedicated speaker with a high accuracy.

5 Conclusions

This paper implemented an isolated appealing words detecting method on a Sun-
plus MCU. The voice of the speakers was gathered by a microphone embedded on the
MCU and passed a low-pass filter and A/D converter. Then pre-processing was per-
formed to enhance the speech signal and MFCC features were extracted. An efficient
DTW algorithm acted as the classifier. In the experiments, the keywords of the dedi-
cated speaker could be recognized with an average accuracy of 99.4%, while only very
few of the other words of the dedicated speaker and speeches of the other speaker were
misrecognized.
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Abstract. Wireless communications and power line communications (PLC) are
essential components for smart grid communications. In this study, the perfor-
mance of dual-hop wireless/power line hybrid fading system is analyzed from
two aspects of outage probability and bit error rate (BER). The system adopts a
hybrid fading model based on the general Nakagami-m wireless and lognormal
(LogN) power line fading based on amplify and forward (AF) relay protocol,
and the Bernoulli Gaussian noise model attached to the PLC channel. Since the
LogN distribution has a certain similarity with the Gamma, the key parameters
of PDF with approximated LogN distribution from Gamma distribution are
determined by using the moment generating function (MGF) equation and the
approximation of LogN variable sum. Then the exact closed-form expression of
the system outage probability and BER are obtained by integral variation.
Finally, Monte Carlo simulation is used to verify the correctness of the theory
and analyze the influence of different system parameters on the performance.

Keywords: Cooperative communication � Nakagami-m distribution �
Log-normal distribution � PDF approximate � MGF

1 Introduction

With the development of power supply network, the coverage area of power lines is
becoming wider and wider. How to make full use of the existing power supply network
resources to achieve reliable information transmission on power lines is gradually
attracting extensive attention and research [1]. Therefore, the combined PLC and
wireless dual-media cooperative communication technology can integrate resources,
optimize and complement each other. The latest research results include multipath
transmission [2, 3], relay forwarding [5, 6, 10], parallel communication [12, 14], and
multimedia collaboration [10, 13] and other PLC collaboration technologies.

For the Cooperative technology of wireless and PLC, many works such as the
literature [4, 5] have utilized the relay-assisted scheme of PLC and wireless commu-
nication, which has been proved to improve reliability and expand communication
range. The research of relay is mainly divided into double hop [6, 7] and multi hop [8,
9], both of which are mainly concentrated on the decoding and forwarding protocol.
Mathur analyzed the average error rate performance of power line and wireless hybrid
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cooperative communication systems using dual-hop parallel communication and
decode and forward (DF) protocols in [11]. In [12], the indoor wireless and power line
channel models of LogN distribution are used to study the reliability of indoor wireless
and power line dual-media cooperative communication systems based on AF and DF
protocols. In addition, DF protocol using hard decision will lose useful information and
may cause error codes, and its performance is obviously worse than AF protocol [14].
Thus, these ideas have inspired us to study the wireless-power line mixed system
model.

Contribution: Most of the works in the literature focus on the performance of a
dual-hop wireless system or a dual-hop PLC system, performance analysis in such
systems is simple due to the symmetry of the system model. In order to solve the
problem that there is no closed expression in the communication theory performance
under the Nakagami-m/LogN hybrid fading condition, which leads to the key technical
performance analysis is overly dependent on computer simulation. We apply approx-
imation of the sum of LogN distribution variables, integral variation, Mehta algorithms
and MGF equation to determine the PDF parameters of approximated distribution.
Finally, Monte Carlo simulation is used to verify the versatility and accuracy of the
proposed method, which provides a new perspective and necessary theoretical support
for dual-media cooperative communication applications.

2 System Model

We consider a dual-hop, two-medium hybrid communication system, as shown in Fig. 1.
The source (S) conducts wireless communication with the relay (R) using transmitting
powerPS, R is used to amplify and forward (AF) the received data and transmit the data to
destination (D) through power line communication (PLC) with power PR.

In the first time slot, the signal received by R is

yGR ¼ HGR
ffiffiffiffiffi
PS

p
XS þ nGR ð1Þ

where noise nGR satisfies normal distribution N(0, NW); HGR is the wireless fading
coefficient, subject to Nakagami-m distribution. XR = E(jHGRj2) is the variance of the

S R D

 Slot 2  PL-Com
Slot 1  W-Com

PS PR

WR PLD PLDWR

Fig. 1. System model for a dual-hop wireless-power line hybrid communication system with AF
relay.
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fading amplitude, and XR = 1 is used to ensure that the fading does not change the
average power of the received signal.

Let DGR = PS/NW denote the channel average signal to noise ratio. Then, the
instantaneous signal to noise ratio of the wireless channel relay R is

cGR ¼ H2
GRDGR ¼ PSjHGRj2

NW
ð2Þ

It is known that jHGRj2 satisfies the Gamma distribution G(aR,bR) and has the
following form [14]:

GðHGR; aR; bRÞ ¼
ðHGRÞaR�1

baRR CðaRÞ expð�
HGR

bR
Þ ð3Þ

The parameter relationship between G(aR, bR) and Nakagami-m distribution in the
formula satisfies aR = mR, bR = XR/mR.

In the second time slot the signal received by the receiver is

yLD ¼ HLD
ffiffiffiffiffiffi
PR

p
XR þ nLD ð4Þ

where HLD is the power line fading coefficient, which satisfies the LogN(lD; r
2
D)

distribution [14]:

fHLDðHLD; lD; rDÞ ¼
1

HLDrD
ffiffiffiffiffiffi
2p

p expð� ðlnHLD � lDÞ2
2

Þ ð5Þ

where µD and rD are the mean and mean variance of ln, respectively. The E( HLDj j2) =
exp(2µD+2rD

2 ) = 1, that is µD = −rD
2 . The noise types are modeled using the two-term

Bernoulli Gaussian noise model.
Let DLD = PR/NP, the instantaneous SNR of the power line receiving end can be

expressed as

cLD ¼ HLDj j2DLD ð6Þ

Therefore, the total SNR of the dual-hop AF relay protocol communication system is

cGL ¼ cGRcLD
cGR þ cLD þ 1

ð7Þ

In the case of high SNR (PS/NW, PR/NP), Formula (7) can be approximate to

cGL � cGRcLD
cGR þ cLD

¼ 1
1=cGR þ 1=cLD

ð8Þ
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3 Performance Analysis

3.1 System Fading Approximation Based on PDF and MGF Equation

Because the PDF of the hybrid fading system D cannot be known, it increases the
difficulty of system performance analysis. Therefore, there is a certain similarity
between the Gamma distribution and the LogN distribution [15], this study proposes a
PDF approximation algorithm based on the MGF equation, which can approximate the
HGRj j2 of the G(aR, bR) to distribution LogN(2lR; 4r

2
R) distribution.

It is known that HGR

�� ��2 satisfies the G(aR, bR) distribution. Then, the parameters lR
and rR after the approximation can be solved:

ð1þ bRsiÞ�aR ¼
XN
n¼1

wnffiffiffi
p

p expð�si expð
ffiffiffi
2

p
2rRan þ 2lRÞÞ ð9Þ

Under the condition of channel fading normalization ðEð HGRj j2Þ ¼ 1Þ. Figure 2
shows the PDF curve comparison before and after channel distribution approximation
when mR ¼ 2:8.

Since cGR ¼ H2
GRDGR, the variable cGR can be approximately expressed as the key

parameter of LogN(l0R; ðr0RÞ2) according to DGR

ðr0RÞ2 ¼ 4r2R ð10Þ

l0R ¼ lnDGR þ 2lR ð11Þ
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Fig. 2. The PDF of for different approximations
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3.2 Performance Analysis of LogN-LogN System

We convert the system performance analysis under hybrid fading conditions into the
performance analysis problem under the same LogN distribution condition, and the
instantaneous mutual information I of the system is

I ¼ 1
2
logð1þ cLLÞ ð12Þ

Since PSjHLRj2=NW and PRjHLDj2=NP are satisfied LogN distribution when PS=NW

and PR=NP are constant. Since the reciprocal of the LogN variable still satisfies LogN
distribution, 1/(PSjHLRj2=NW) and 1/(PRjHLDj2=NP) also satisfy LogN distribution.
Therefore, the inverse of the variable sum of LgN distribution.

Let G ¼ 1=ðPSjHLRj2=NWÞþ 1=ðPRjHLDj2=NPÞ, then cLL � LogN(�lG; r
2
G).

When using the Mehta algorithm, the following relations are used for the parameters
lG and rG of the variable G:

XN
n¼1

wnffiffiffi
p

p expð�si expð
ffiffiffi
2

p
rGan þ lGÞÞ ¼

XN
n¼1

wnffiffiffi
p

p expð�si expð
ffiffiffi
2

p
rAan þ lAÞÞ �

XN
n¼1

wnffiffiffi
p

p expð�si expð
ffiffiffi
2

p
rBan þ lBÞÞ

ð13Þ

PSjHLRj2=NW � logNðlA; r2A Þ, PRjHLDj2=NP � logN(lB; r
2
BÞ. The two equations

in the simultaneous Eq. (13) can be solved by fsolve function of MATLAB to obtain
lG and rG.

Let the threshold be Rth and c = exp(2Rth) − 1, then the system’s outage probability
PLL
out is

PLL
out ¼

X1
j¼0

pjQð�
ln cþ lGj

rGj
Þ ð14Þ

where p0 = 1−p, p1 = p, which represent the probability of whether impulse noise
exists in power line channel respectively. The BER of the system has the following
expression:

PLL
BER ¼ �

X1
j¼0

X4
k¼1

pj
Zkj
Xkj

Qð Ykjffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þX2

kj

q Þ ð15Þ
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which includes

Xkj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r2Gj=R

2
3k

q

Ykj ¼
4rGjðlGj þ ln 0:5� R2kÞ � lGjR

2
3k

2XkR2
3k

Zkj ¼ 0:5R1krGj expð
�lGj þ Y2

k

2
Þ exp½�ð�lGj þ ln 0:5� R2k

R3k
Þ2�

ð16Þ

4 Numerical Results and Discussions

In this section, we performed Monte Carlo computer simulation experiments with
MATLAB software to verify the reliability and accuracy of the theoretical formula. In
all simulations, unless it mentioned otherwise, the simulation process adopts the fol-
lowing default settings: (1) the total system power is 2, PS ¼ PR ¼ 1. (2) In order to
highlight the influence of channel fading and noise on performance, assume that the
average SNR of the system channel is D, NW = Np = 1/D, i.e. DGR = DLD = D.
(3) System interruption threshold Rth ¼ 0:2. (4) Bernoulli Gaussian noise parameter:
p ¼ 0:1, T ¼ 10.

Figure 3 compares the outage and BER performance of the simulated and theo-
retical calculations for two different fading parameters. The fading parameters are set to
mR; rDf g ¼ 2:8; 2:6f g and f2:2; 2:8g. As we see, the outage probability and BER of

the two sets of parameters decrease with increasing SNR of the system, and theory
curves match well with Monte Carlo simulations in wider range of SNR at the low
SNR, implying the validity of the derived analytical expressions, and the choice of s1
and s2 will also affect the approximation accuracy when determining the approximate
parameters.

O
ut
ag

e/
B
E
R

Fig. 3. System outage probability and BER against per hop average SNR with different Fading
factors.
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Figure 4 compares the relationship between the system BER and another fading
parameter mR (rD) under different fading parameters rD (mR) and the average signal to
noise ratio D. We assume that mR and rD are 1.5 and 3 respectively, and the D is 10 dB
and 20 dB. For vertical and horizontal analysis of Fig. 4, we can draw the following
conclusions: (1) Fixing arbitrary fading parameters, it can be obviously seen that
increasing D then system BER will decrease. (2) At the same mR and D, the system
BER will decrease as rD decreases, the system BER will decrease as mR increases
when the same rD and D. (3) The four downward curves of the fixed rD have no
obvious trend of the four upward curves of the fixed mR, that is to say the influence of
rD on the system BER is higher than the influence of mR on the BER.

Figure 5 compares the relationship between outage probability and power for
different thresholds. Here, only one set of fading parameters is set in order to more
clearly show the effect of Rth on outage, which is 0.4, 0.5, 0.6. The point to be
emphasized is that the total system power is 2. It can be seen from the figure that the

Fig. 4. Impact of parameters mR=rD on theory BER performance

Fig. 5. Impact of transmitting power on outage performance
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system performance becomes better as the outage decrease, and the theoretical per-
formance of the system under different Rth is consistent with the simulation results. The
optimal power transmission factor is used to optimize the system performance.
Therefore, the system can design the optimal transmit power according to different
interrupt thresholds to achieve green energy saving.

5 Conclusions

In this study, a novel dual-hop wireless/power line hybrid communication system based
on AF protocol is analyzed. The difficulty in analyzing the system performance
increases because the PDF at the end of the hybrid-fading system is difficult to solve.
Therefore, the MGF equation based on PDF is used to transform the performance
analysis of the hybrid-fading system into the performance analysis of the LogN-LogN
system. Furthermore, the exact closed expressions of system outage probability and
BER are obtained by synthesizing the approximation of logarithmic normal distribution
variable sum and Mehta algorithm. As can be seen from the numerical figure, the
fading parameters of each link affect the system performance to varying degrees, so that
the LogN link plays a dominant role in the whole system. In addition, for the purpose
of green energy-saving communication, there exists an optimal ratio of source trans-
mission power to relay transmission power, which makes the system performance
optimal.
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Abstract. Not only does the human voice provide the semantics of the spoken
words but also it contains the speaker-dependent characteristics, such as the
gender, the age, and the emotional state of the speaker. In the last decade, speech
recognition gained a great interest in identifying and tracking systems. According
to the speech length of ten to thirty seconds, this paper proposes an age and gender
classification method for permission control of mobile devices. Each speech
signal is firstly extracted to 40 features by Mel Frequency cepstral Coefficients
(MFCC). After that, the Support Vector Machine (SVM) is used to finish the age
and gender classification. This paper studies six kernel models of SVM and
concludes that cubic, quadratic, and medium Gaussian kernel models could
improve the recognition rate up to 93.75%, 91.25% and 93.75% respectively.
Therefore, it is promising for permission control of a mobile in tracking systems.

Keywords: Classification � Permission control �
Mel Frequency cepstral Coefficients (MFCC) � Support Vector Machine (SVM)

1 Introduction

For permission control of mobile devices based on speech recognition, several features
must be extracted from humans’ voices, such as the gender, the age, and the emotional
state of the speaker. Although currently there are some available approaches to identify
certain information about callers or speakers and classify them according to their
emotion [1–3], age [4, 5] and gender [6, 7], the performance of classification is still
need to be improved.

Support Vector Machine (SVM) is one of the most popular machine learning
algorithms which have been widely used for the recognition of speech. Controlling the
error level and improving the efficiency of speech recognition is still a big challenge.
Several speech recognition methods have been proposed based on the SVM approach
[8, 9]. Depending on the models used in SVM, the recognition accuracy changes in the
range from 60% to 75% [10] which it too low to be used in permission control of
mobiles.

In this work, the SVM approach with six kernel models (linear, cubic, quadratic,
medium Gaussian, fine Gaussian and coarse Gaussian) has been used. As our best
knowledge, cubic, quadratic, and medium Gaussian kernel models have not been used
in previous literatures. Three main steps are adopted in this work. The first step is the
signal preprocessing at which the noisy speech is preprocessed into noise-free speech.
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At the same time, the silence epoch of speech will be removed by voice activity
detection. The second step is the speech features extraction realized by Mel frequency
cepstral coefficients method. The final step is the age and gender classification based on
features by the SVM classifier. By simulation analysis, the recognition rate of cubic,
quadratic, and medium Gaussian kernel models is 93.75%, 91.25% and 93.75%
respectively, which is obviously high than previous methods. Since the recognition rate
is higher than 90%, our methods can be efficiently used for the permission control of
mobile devices in tracking systems.

2 Methods

2.1 Database

This work was based on ELSDSR database, developed by the Department of Infor-
matics and Mathematical Modeling (IMM) at Technical University of Denmark [11]. In
this database, 22 speakers of different ages, genders (12 males and 10 females), and
nationalities (no native speakers) were selected randomly. It is worth mentioning that
there was no rehearsal when creating the database. Each speaker read seven sentences
in training and two sentences in testing. The duration of each speech was between 10
and 30 s. The age structure was balanced between 20 years and 60 years with different
labels for training and testing. The different speakers have been classified as follow:

• Class one (Medium female): age 20–39.
• Class two (Old female): age 40–60.
• Class three (Medium male): age 20–39.
• Class four (Old male): age 40–60.

2.2 Feature Extraction

The feature extraction method, Mel Frequency cepstral Coefficients (MFCC), was
introduced in the 1980s by Davis and Mermelstein [12]. They considered a time
window of 30 ms with a time shift of 10 ms and 40 coefficients. Based on this method,
we can obtain a vector with 40 components to be further used in the classification
procedure. MFCC is a well-known feature extraction method used to recognize speech,
speakers and even emotion. One of the most vital advantages of MFCCs is that it is a
more effective method in terms of noise and spectral estimation errors compared to
other methods [14].

2.3 Algorithm

In this part, an effective age and gender recognition scheme will be introduced. In order
to obtain better results, some pre-processing techniques were applied to the training
data. The first pre-processing method was spectral subtraction method, which was
applied to remove the background noise such as white noise or musical noise. After
spectral subtraction method, voice activity detection was used to training data in order
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to remove the silence epoch in the speech [13]. Due to its reliability, the MFCC was
used as a potential spectral subtraction method for this scheme. At the end, we used
SVM for training and testing (Figs. 1 and 2).

2.4 Training

Age and gender recognition is a multi-class classification task. After the previous pre-
processing and MFCC feature extraction steps, an SVM was used for training both
genders and age groups. Six kernel models were used for comparison. The four gen-
erated classes are already mentioned at Sect. 2.1. The training labels included medium

Fig. 1. Process of the training data.

Fig. 2. Process of the testing data.
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males and medium females whose ages range between 20 and 39 years old, and also
old males and old females whose ages range between 40 and 60 years old for SVM
training. The training was selected by cross-validation, and the SVM parameters were
selected randomly.

3 Support Vector Machines

3.1 SVM Classification

The optimization objective function of Support Vector Machines can be described as
Below [8]:

minh c
Xm
i¼1

yðiÞ cos t1ðhTxðiÞÞ þ ð1� yðiÞÞ cos t0ðhTxðiÞÞ
h i

þ 1
2

Xn
i¼1

h2j ð1Þ

where the idea is to try to minimize this objective function. If the parameter vector h
transpose times x is greater or equal than zero, it will be classified as 1 and otherwise, it
will be classified as zero:

hh xð Þ ¼ 1; if hTx� 0
0; otherwise

�

A binary classification y 2 {−1, 1} based on hyperplane separation was performed
by Support Vector Machine SVM. In order to maximize the distance between the
hyperplane and the closest training vectors, a support vector was chosen using the
Kernel functions K(xi, xj), these functions must satisfy the Mercer condition. As a
result, the SVM can be extended to non-linear boundaries. Where yi and xi are target
values and the support vectors respectively. ki must be determined during the training
process. L represents the number of support vectors, and d is a (learned) constant:

f ðxÞ ¼
XL
i¼1

ki yiKðx; xiÞþ d ð2Þ

The aim of our work is four-class identification, which allows us to extend the
binary SVM. In order to extend the binary SVM, the simplest way is to take each class
as an independent class. Therefore, a classifier has to be created for each class. The
class of the speaker is determined according to the largest score of the classifier:

argmax
1
N

XN
K¼1

ð
XL
i¼1

kiyiKðx; xiÞþ dÞ ð3Þ

With j 2 {1,…,N}.
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3.2 SVM Models

Trying different models on the training and testing data for comparison will be very
benefiting for future works, i.e. the optimized models can be used in future works in
order to get optimum results. SVM has several types of kernel models, each model
gives different results of training and classification, Herein, six kernel models were
carried out, the results and the comparison between them will be introduced in the
sequel.

4 Results and Discussion

In this paper, age and gender recognition was carried out in six experiments. Each
experiment contains two steps to use ELSDER database. In the first step, the training
was performed with all SVM models in order to get the best-trained models of SVM. In
the second step, we performed testing with the trained models in order to get significant
result of classification, which allows us to conclude the best model.

The computation of SVM models with training and classification are illustrated in
Table 1.

According to Table 1, the overall accuracy varied between 25% and 93.75%. The
best results were given by the cubic model and medium Gaussian model (93.75%), in
these two models three classes had a successful recognition rate of 100% for testing,
and the fourth class had a successful recognition rate of 75%, which also can be
considered acceptable.

The quadratic model also gave a significant overall accuracy (91.25%), two classes
had a 100% successful recognition rate, class one had 90%, and class four had 75%.

The linear and coarse Gaussian models obtained poor testing results (55% and
68.75% successful recognition rate, respectively). Fine Gaussian model is the worst one
with successful recognition rate 25%.

By comparison with polynomial and radial basis function kernel models proposed
in [10], the cubic, the medium Gaussian and the quadratic models utilized in this paper
are better for age and gender recognition.

Table 1. Training and classification of the database ELSEDER using six SVM models.

SVM models Class 1 Class 2 Class 3 Class 4 Overall accuracy

Linear 40% 80% 100% 00% 55%
Cubic 100% 100% 100% 75% 93.75%
Quadratic 90% 100% 100% 75% 91.25%
Medium Gaussian 100% 100% 100% 75% 93.75%
Fine Gaussian 00% 00% 100% 00% 25%
Coarse Gaussian 70% 100% 100% 00% 68.75%
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5 Conclusion

This work performed an age and gender recognition and classification according to
speech signals for permission control of mobile. The SVM approach based on six
kernel models was carried out. By speech signal preprocessing technique, speech
feature extraction and classification, we found that three models (the cubic model, the
medium Gaussian model and the quadratic model) achieved overwhelming perfor-
mance advantages. With above 90% successful recognition ratio, the new classification
method can be useful for the permission control of mobile devices.

Acknowledgements. This work was supported by the National Key R&D Program of China
under grant 2018YFC0806803.
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Abstract. Due to the limited penetration ability of GPS signal to buildings,
indoor high-precision positioning combined with a variety of technologies has
been paid more and more attention by researchers. Based on the traditional
indoor positioning technology, a new indoor positioning method is proposed in
this paper, which combines vision and inertial sensor. In this paper, we will first
independently evaluate the quality of inertial positioning and visual positioning
results, and then integrate them with complementary advantages to achieve the
effect of high-precision positioning.

Keywords: Inertial positioning � Visual positioning �
Multi-source positioning � Data fusion

1 Introduction

In recent years, due to the continuous development of wireless communication
networks and wireless sensor networks, people have higher and higher requirements for
location services in complex indoor environments. Researchers have proposed a series
of indoor location technology, known as WI-FI location, Radio Frequency Identifi-
cation (RFID) location, Ultra Wideband (UWB) location and so on. In comparison,
various technologies have both advantages and disadvantages.

At present, the focus of high precision indoor positioning research is to combine the
advantages of different technologies. [1] describes the HiMLoc solution, which focuses
on the advantages of Pedestrian Dead Reckoning (PDR) and WIFI fingerprint tech-
nology, that is, the solution only relies on the parameters of some buildings, as well as
the accelerometer, WIFI card and compass in smart phones for positioning. However,
the inertial sensor is unable to accurately extract the corresponding motion trajectory
due to the constant checking of the mobile phone in the room. What is described in [2]
is to evaluate the effectiveness of PDR in the corresponding camera through the change
rate of pixels, which can effectively improve the positioning accuracy of PDR. In [3],

This work is supported by the National Natural Science Foundation of China (61771186), University
Nursing Program for Young Scholars with Creative Talents in Heilongjiang Province (UNPYSCT-
2017125), Distinguished Young Scholars Fund of Heilongjiang University, and postdoctoral
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Ashish Gupa and Alper Yilmaz showed that their proposed indoor positioning method
is to install a plane building information model and multi-directional sensor suite in the
mobile phone. The above research improves the accuracy of indoor positioning system
to a certain extent.

Visual indoor positioning and PDR indoor positioning are two common indoor
positioning methods. [4–6] describe the use of visual indoor positioning, which has the
advantages of low power consumption and low cost. However, some disadvantages of
the smart phone itself, such as the resolution of the camera itself, as well as external
lighting, will affect its imaging. In 2016, Google came up with Tango and launched the
first Tango smartphone with Lenovo. Tango is known for its regional learning, a
feature that, when combined with a smartphone, allows it to capture and remember
architectural features of interior Spaces quickly and efficiently, such as corners, walls
and bumps. Tango has its own coordinate system and its own method of extracting
feature points, which makes Tango’s positioning system more accurate. But in indoor
the place with darker light, the accuracy of this certain bit method is about to discount
greatly.

By contrast, Tango visual positioning is highly reliable in indoor positioning
accuracy, except that it has certain shortcomings in light. Therefore, we need to use
other indoor positioning techniques to make up for Tango’s shortcomings. The smart
phone inertial sensor described in [8] is similar to Tango visual positioning in that it
USES PDR and Tango visual positioning, because both of them are relative positioning
technologies that estimate walking direction and walking distance from known posi-
tions. [9] describes the main problems existing in PDR: its positioning accuracy will
gradually decrease with the passage of time, and the error will accumulate more and
more.

This paper presents an indoor positioning algorithm based on the combination of
visual positioning and inertial sensor. The algorithm combines the advantages of the
two methods and achieves better precision and robustness. The algorithm will be
described in the next section. The third part is the experimental results and the fourth
part is the conclusion.

2 System Description

The system block diagram of the indoor positioning system proposed in this paper is
shown in Fig. 1. Tango is used for visual location measurement. The inertial sensor is
located using the accelerometer and gyroscope inside the smartphone. These two parts
of the system do not affect each other and work independently. Then the accuracy of
the positioning results will be evaluated, and the loose coupling method is taken to
achieve the fusion.
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2.1 Tango Visual Interior Location Algorithm

The cyclic process of Tango device positioning is screening, identifying feature points,
matching feature points, filtering error matches, and coordinate transformation.
In Tango positioning, the motion and acceleration direction of the smartphone are
measured by the accelerometer and gyroscope in the device, and the measured sensor
data are fused to solve the accumulated errors in the motion through regional learning,
so as to achieve the effect of three-dimensional motion tracking. The coordinates Tango
uses for its location are in a custom virtual framework, so the coordinate transforma-
tions must be made to integrate with PDR. The expression to convert the coordinates in
the PDR frame into the coordinates in the Tango visual frame is:

xT ¼ xP � x0ð Þ � cos h� yP � y0ð Þ � sin h ð1Þ

yT ¼ yP � y0ð Þ � cos hþ xP � x0ð Þ � sin h ð2Þ

Instead, the expression for converting coordinates in Tango visual frames to
coordinates in PDR frames is will be as (3) and (4).

xP ¼ x0 þ yT � sin hþ xT � cos h ð3Þ

yP ¼ y0 þ yT � cos h� xT � sin h ð4Þ

where x0; y0ð Þ is the origin coordinate of Tango visual frame in PDR positioning frame.
h is the angle between Tango visual frame y axis. xP; yPð Þ is the coordinate in PDR
positioning frame. xT ; yTð Þ is the coordinate in Tango visual framework.

The sampling frequency of Tango is 100Hz, and the output is a continuous sample
value. We need to find the zero velocity point from the coordinates of the output value,
and use this point to estimate the coordinates of step size and heading. Where, the step
size and heading can be calculated by (5) and (6):

Acc Data Gyro Data Camera Data

PDR
Calculation

Tango
Calculation

Evaluation

Fusion

Position Result

Fig. 1. System architecture
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L ¼ PKN � PKN�1k k ð5Þ

W ¼ angle P
*

KN � P
*

KN�1

� �
ð6Þ

2.2 PDR Localization Algorithm

PDR is a relative, cumulative position of the navigation technology. Namely, starting
from a known position, the displacement generated by the target’s motion trajectory is
added. The displacement calculation can be given in the form of a change in Cartesian
coordinates or a change in heading.

According to the inverted pendulum model described in [11], the vertical distance
can be converted into the horizontal step length. The inverted pendulum model is
shown in Fig. 2.

where L is the radius of the model, indicating the target step; h is the vertical dis-
placement, and the time interval of this displacement is from the moment of landing on
the heel to the moment of standing firm. H can be obtained by (7). Step length D can
also be obtained through Pythagorean Theorem with the first half D1 and the last half
D2 as (8):

h ¼
ZZ

a tð Þdt ð7Þ

D ¼ D1 þD2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Lh1 � h21

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Lh2 � h22

q
ð8Þ

Using the angular information and quaternion algorithm in the 6-axis inertial
sensor, we can transform the coordinates in the pedestrian coordinate system into the
coordinates in the navigation coordinate system by using the coordinate trans-
formation matrix as in (9).

cnb ¼
T11 T12 T13
T21 T22 T23
T31 T32 T33

2
4

3
5 ð9Þ

A

B

C
h

L

Fig. 2. Inverted pendulum model
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The direction of pedestrian can be calculated from (10):

W ¼ tan�1 T12
T22

� �
ð10Þ

where W is defined between 0 and 360�.

2.3 Fusion Algorithm of Tango and PDR

Compared with PDR localization, Tango can achieve relatively accurate indoor posi-
tioning result with a good lighting condition. The lighting sensitivity, however, may be
the weakness for Tango, because if the lighting conditions change, such as too much
reflection on the indoor floor or too much white on the surrounding walls, it will affect
Tango’s positioning effect. And PDR positioning although will over time to produce
the error affecting the positioning accuracy of the system, but the IMU (Inertial
Measurement Unit) in each point estimation error is reliable, so the IMU is used to
determine the effectiveness of the Tango dots: if the dots in the range of error, the
output is valid, otherwise is invalid. The error range e is shown in Fig. 3.

The validity of step size and heading observed in Tango can be expressed as (11)
and (12):

L
*V

��� ��� 2 L
*I

��� ���� e1; L
*I

��� ���þ e1
� �

ð11Þ

h
*V

��� ��� 2 h
*I

��� ���� e2; h
*I

��� ���þ e2
� �

ð12Þ

LV and LI are the step size estimation of tango visual positioning and PDR posi-
tioning, respectively. hV and hI are the course observed by tango visual positioning
system and PDR positioning system respectively. Kalman filter is part of inertial
navigation system. In this paper, Kalman filter and heading are used for fusion: once
the inertial navigation system detects the zero velocity value point, it will trigger the
Kalman filter to change the vertical velocity to zero. Then the optimal estimation is
obtained from the measured value of the current state:

Tango

IMU

TANGO

Fig. 3. Judging the validity of Tango output
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X kjkð Þ ¼ X kjk � 1ð ÞþKg kð Þ � Z kð Þ � HX kjk � 1ð Þð Þ ð13Þ

(13) above can be expanded as (14):

X kjkð Þ � X kjk � 1ð ÞþKg kð Þ � Z k � 1ð Þ � HX k � 1jk � 2ð Þð Þ ð14Þ

where Z k � 1ð Þ is the course observation detected by Tango at the previous moment.
X k � 1jk � 2ð Þ is the course information estimated by PDR positioning system in the
previous moment. The previous non-zero vertical velocity is fed back to the Kalman
filter as compensation so that the cumulative error can be eliminated.

3 Performance Analysis

The accuracy of the proposed method is evaluated and analyzed by conducting field
positioning experiments. The experiments are performed by Tango smart phone jointly
launched by Google and Lenovo: Lenovo PHAB 2 Pro. The location was located on
the 7th floor of the physical experiment building of Heilongjiang University. We will
use the verification point to represent the ground truth value, carry out error analysis,
and compare with the traditional positioning method.

3.1 Tango Visual Positioning Evaluation

Figure 4 shows the results of Tango. The red dots indicate that we are at the preset
checkpoint, the Tango output trajectory is blue, and the red lines indicate the walls of
the floor plan of the experimental building. Tango’s output jumps, as shown in the
black circle, because the floor reflects light at that point.

Fig. 4. Results of Tango positioning experiments (Color figure online)
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3.2 PDR Positioning Evaluation

Figure 5 shows the results of PDR positioning. The results of PDR positioning devi-
ated greatly from the areas we specified. As mentioned above, the error gradually
increases with time, which leads to the black point in Fig. 5 moving from �2:6; 1:1ð Þ
to �0:8; 3:8ð Þ.

3.3 Analysis of Fusion Positioning System

Figure 6 intuitively shows that the output trajectory of Tango and PDR fusion posi-
tioning system is very similar to that of Tango visual positioning system. However,
it can be seen from Fig. 6 that when the light ray changes significantly, Tango dis-
placement is inconsistent with the normal displacement, especially with the merging
system.

The accuracy of the three positioning systems are compared, and the median, mean,
root-mean-square and three-fourths of the positioning errors of all the markers are
calculated. As it can be seen from Table 1, the accuracy of the three positioning
systems is higher than that of Tango visual positioning system and higher than that of
PDR positioning system from high to low. The median error of all markers was similar.
The mean error of all markers in the fusion system is lower than that of Tango
positioning system.

Figure 7 shows the error distribution of the two typical positioning methods. The
X-axis is the positioning error and the Y-axis is the cumulative probability. The sig-
nificance of any point on the curve is that 90% of the positioning error is below
(assuming y is less than 0:9) x meters. When y ¼ 1, its corresponding X-axis value is
the maximum error of this experiment. On the contrary, when y ¼ 0, the corresponding
X-axis value is the minimum error of this experiment.

Fig. 5. Result of PDR positioning experiment
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Fig. 6. Result of Tango and PDR fusion positioning experiment

Table 1. Comparison of positioning errors

Method Median (m) Mean (m) RMS (m) 3rd Quartile (m)

Tango 0.62 2.58 4.98 1.32
PDR 5.68 7.56 9.83 10.85
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Fig. 7. Coordinate structure and error analysis on (a) X-axis and (b) Y-axis

Moreover, the error accumulating percentage of the two simulated positioning
methods is shown in Fig. 8, which indicates that the error of Tango positioning system
is 80% the same as that of fusion positioning system, but the error of Tango will
increase greatly once the light changes. In conclusion, the accuracy of fusion posi-
tioning system is higher.
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4 Conclusion

In this paper, a kind of indoor positioning system is proposed, which integrates the
visual positioning system and inertia-based positioning system in a loosely coupled
architecture. The measurements obtained by Tango are evaluated using the PDR out-
put. If the step size given by Tango is reliable, it will be directly used in the fusion
system; otherwise, the step size will be derived from the inverted pendulum model. The
fusion system also uses a Kalman filter for course fusion. Data from the inertial sensor
is used for prediction, and Tango provides measurements. Experimental results show
that, compared with the traditional PDR or Tango positioning method, we achieve a
more accurate indoor positioning system.
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Abstract. As a promising architecture, mobile edge networks can effec-
tively mitigate the load on backhaul links and reduce the transmission
delay simultaneously. With the development of artificial intelligence (AI)
and machine learning, how to reasonably combine AI as well as machine
learning with communication is a hot topic. In this paper, considering
the content features and user preference jointly, the projective adap-
tive resonance theory neural network (PART NN) is used to design the
community architecture. After that, we can obtain the status table of
communities. In order to reduce the redundant caching, the popular
contents will be cached in the user equipment (UE) of center user in
advance. The cache scheme of center user is adjusted according to the
status table. Two transmission links are considered, i.e., cellular link
and device-to-device (D2D) link, to reduce the transmission delay. Since
the content preference of UE is time-varying and the migration patterns
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1 Introduction

According to the data released by Cisco in August 2017, the amount of data traf-
fic will continue growing exponentially year by year [1]. The rapid development
of data traffic has leaded to stringent requirements in not only communications
but also computations, which will cost a mass of resources [2–6]. Compared to
traditional centralized network architecture, the mobile edge networks utilize
low-cost resources to provide computing and caching capabilities at the edge of
cellular networks, which brings better performances in various aspects, i.e., the
transmission delay, proximity services and so on [7]. Furthermore, edge caching is
widely considered to effectively solve the large-scale content interaction of future
networks and mitigate the backhaul loads.

Researches indicate that the data requested by user equipments (UEs) mainly
conform to the Paretos principle, which means most of data requests result from
less contents [8]. As a consequence, there may be a plenty of redundant repeated
requests, which will cause ever-increasing backhaul loads. In order to reduce the
backhaul loads, the consumption of community energy, and the request delay,
the contents are cached on edge, i.e., the base station (BS) and the UE [9,10].
However, as a widely agreement, the caching capacities of BSs and UEs are lim-
ited. Hence, how to select the most useful or valuable data, which will be cached
proactively, is critical to guarantee the quality of service (QoS) of different UEs.
With the introduction of social attributes, the combination of social attributes
and caching has stimulated growing interests. Generally, the social relationship,
social trust, user mobility and other features are considered to build communi-
ties and select caching strategy [7,11–13]. However, the importance of content
characteristic is ignored and the migration patterns of user are not fully consid-
ered. In addition, the communities are built based on the offline data and the
community structure is fixed. Hence, the contents cached may not always meet
the user demands, which will cause the decline of cache hit rate and the growth
of the waste of resources.

With the developments of artificial intelligence (AI) and machine learning,
many researches consider to incorporate them into communication systems and
networks. Typically, to solve the problem mentioned above, part of researches
preprocess the cached data using neural network, which can obtain the popular
contents to improve the cache hit rate [14–16]. In [14], the preference list of each
cache entity is derived from the data analysis of tweets during the 2016 U.S.
presidential election using deep learning long short-term memory (LSTM) neural
network. In [15], the convolutional neural network (CNN) is used to analyze the
sentence and extract the features. In [16], the features of contents are analyzed
using the extreme learning machine, and then the popularity of contents can
be obtained. Generally, the popularity of content is defined as the requested
ratio of particular content [13], and the data analysis is usually applied to offline
data ignoring the fact that the data are updated constantly. The research in [17]
shows the user preference is not always stable. On the contrary, it may change
periodically according to different factors.
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In addition, device-to-device (D2D) technology, which is one of the key tech-
nologies of 5G, has been validated to be able to guarantee the data forwarding
performance well for short distance communications from the social point of
view [18]. Hence, caching data in UEs and delivering data through D2D are
promising ideas to further reduce the transmission delay.

Taking above situations into consideration, in this paper, a D2D enabled sys-
tem model is shown where the UE of center user can cache contents. Under the
system model, the requested contents can be delivered efficiently and fast to the
UEs. A projective adaptive resonance theory neural network (PART NN) based
community construction scheme is proposed considering social characteristics
and content preferences of each UE. With such scheme, the content character-
istics of each community become more and more distinct as the number of UEs
increases, which will guide the caching of the center UE. Considering the case
that the content preferences of the UEs may change varying with time and the
migration patterns of UEs, the community architecture will be updated dynam-
ically. The cache scheme of center UE will be adjusted accordingly.

The remaining of this paper is organized as follows. Section 2 introduces
the system model environment. Section 3 illustrates the social aware community
construction scheme. Section 4 studies D2D enabled caching scheme. In Sect. 5,
simulation results are presented and discussed. Section 6 finally concludes the
paper.

2 System Model

The system model considered in this paper is depicted in Fig. 1, which contains
three layers, i.e., the cloud layer, the access layer and the terminal layer. The
whole network resources are controlled by the cloud servers in the cloud layer.
Due to the long distances between the cloud servers and the UEs, the trans-
mission delay is very high. Besides, the redundant requests cause huge traffic
burden at the cloud servers and the resources can not be utilized rationally and
efficiently. As a result, the computing and caching capabilities on the edge are
used. In this paper, the BSs provide the network access and computing capa-
bilities for UEs. However, in the hot spot region there are mass UEs within the
coverage of a specific BS, which will cause vast repeated requests of the popular
contents. Hence the construction of communities in the terminal layer is vital to
improve the resource utilization rate. Furthermore, D2D technology can be used
to reduce the transmission delay.

In detail, the communities are denoted by C = {C1, C2, · · · , Ci, · · · , CNC
},

where NC represents the number of communities. In each community, there
are two types of UEs, i.e., one center UE and several normal UEs, which have
similar content requests considering the social factors. The center UE will cache
the popular contents in the community it belongs to in advance. The normal
UEs will firstly build the D2D links with the center UE to obtain the contents.
Due to the constraint of trust, normal UEs can not directly transmit data with
each other via D2D links. Hence, if the center UE has not cached the contents
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Fig. 1. System model.

requested by normal UE, the cellular link will be built between the normal UE
and the corresponding BS to obtain the data. In this paper, UEs of both types
are simply referred as UEs. Therefore, in an initial hot spot area, UEs served by
the same BS are denoted by U = {u1, u2, · · · , uj , · · · , uNu

}, where Nu represents
the number of UEs. Note that the belonging community of a particular UE may
change dynamically due to the mobility as well as the time-varying content
preference of UE. As a result, the community members are varying which will
affect the contents cached in the center UE.

As mentioned above, the data delivery performance of the considered system
model is dominated by the construction of community. Hence, how to build
and update the community construction in real time, considering the social
attributes, the content characteristics, and the migration patterns simultane-
ously, is critical to guarantee the content delivery performance.

3 Social Aware Community Construction Scheme

Generally, UEs in the same hot spot area may request similar popular contents
at the same time period. To reduce the redundant data requests, the community
should be built and the popular contents of community should be cached in
the center UE in advance. However, most of existing community construction
schemes just consider the effects of social attributes and geographical locations,
ignoring the importance of content characteristics. Considering that the content
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Fig. 2. PART NN model.

characteristics of UEs are different and change dynamically, the PART NN is
used to construct and update the community dynamically.

Evolved from the adaptive resonance theory neural network (ART NN),
which is a representative of competitive learning, the PART NN is proposed
to solve the problem that the subspace formed by clustering can not be deter-
mined in advance [19,20]. The traditional PART NN architecture is shown in
Fig. 2, including the comparison layer (F1 layer) and the cluster layer (F2 layer).
Furthermore, the actual implementation of PART NN includes five states, i.e.,
initialization stage, cognition stage, comparison stage, search stage and adjust-
ment stage. The community construction scheme will be discussed in detail based
on the PART NN.

The set M = {m1,m2, · · · ,mc, · · · ,mk} denotes the contents considered
in this paper, where k represents the number of content types. The preference
degree set about contents M of UE uj is denoted by Duj =

{
duj

m1 ,d
uj
m2 , · · · ,duj

mk

}
.

Since various contents have different effects on UE uj and the effects are varying
with time, the value of preference degree duj

mc in Duj varies continuously and
may be different. The value of duj

mc is an average value during a time period, and
is standardized in the range of [0, 1].

The input of PART NN is Duj . The nodes in F1 layer are denoted by N1 =
{n1, n2, · · · , nNin

}. That is, the input value of the node nc is duj
mc

, where c ∈
[1, k], and Nin = k. Additionally, the nodes in F2 layer, i.e., the output nodes
are denoted by N2 = {nNin+1, nNin+2, · · · , nNin+Nout

}, where the output node
nNin+i represents the community Ci.
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In the PART NN, two weights are critical to construct the communities
named bottom-up weight zc,Nin+i and the top-down weight zNin+i,c, which rep-
resent the features of corresponding node nNin+i in F2 layer. At the beginning,
no community is formed in the hot spot area. Hence, when the preference degree
set of the first UE denoted by u1, i.e., Du1 , is input to the PART NN, the node
nNin+1 will be assigned to u1. That is, the u1 is belong to new community C1. In
the whole process of community construction, the weights zc,Nin+i and zNin+i,c

associated with the node nNin+i in F2 layer, which represents new community
Ci, are calculated as

zc,Nin+i =
L

L − 1 + k
(1)

zNin+i,c = duj
mc

(2)

where L is the constant given at the initialization, and uj is the first UE in the
new community Ci.

On the other hand, if some communities have existed in the area, each existed
community has at least one UE. For the specific Ci among the existed commu-
nities, after the current uj is put in Ci, the weights zc,Nin+i and zNin+i,c of
corresponding node nNin+i are calculated as

zc,Nin+i =
{ L

L−1+|x| if hc,Nin+i = 1
0 if hc,Nin+i = 0

(3)

zNin+i,c = (1−α) zold
Nin+i,c + αduj

mc
(4)

where x is the current number of cached contents in Ci and α is the learning
rate given at the initialization. hc,Nin+i is the selectable output signal which will
be discussed later.

Based on zc,Nin+i and zNin+i,c, the communities are constructed as follows.
As mentioned before, when the preference degree set Du1 of the first UE u1 is
input to the PART NN, the first community C1 will form and the corresponding
weights are set as (1) and (2).

When the preference degree set of the jth (j > 1) UE, i.e., Duj , is input to
the PART NN, since some communities already exist, each existing community
will be determined whether it is the most appropriate to uj or not. If so, the uj

will be put in the most appropriate community. If not, a new community will be
assigned to the uj . To this end, for the input Duj of uj , the selectable output
signal should be calculated considering the weights of each node of N2 as follows:

hc,Nin+i = hσ (f (nc) , zNin+i,c) l (zc,Nin+i) (5)

where l (zc,Nin+i) is a threshold function, and hσ denotes whether the condition
of similarity is satisfied. There holds

hσ (f (nc) , zNin+i,c) =
{

1 if d (f (nc) , zNin+i,c) ≤ σ
0 otherwise

(6)

where the signal equation f (nc) is generated at nc, d (f (nc) , zNin+i,c) means
the quasi-distance, and σ is the distance parameter, which controls the degree of
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similarity between the input UE and current community. And then the forward
output filter parameter TNin+i can be calculated for all the nodes in F2 layer:

TNin+i =
∑

nc∈N1

zc,Nin+ihc,Nin+i (7)

Furthermore, the matching degree of content similarity between uj and Ci needs
to be calculated. The node whose matching degree MatNin+i is less than the
vigilance parameter ρ is considered as a candidate, i.e.,

MatNin+i =
∑

c

hc,Nin+i ≤ ρ (8)

Finally, the most appropriate Ci corresponding to uj should satisfy the following
expression:

i = arg max TNin+i

s.t. (8) (9)

When the most appropriate community Ci is found, the weights of corresponding
node nNin+i should be updated according to (3) and (4). If the optimal com-
munity is not existing, i.e., the constraint of vigilance parameter is not satisfied,
a new community will be assigned to the current UE, and the weights associ-
ated with the node in the layer F2, which represents the new community will be
updated according to (1) and (2).

When all the UEs’ preference degree sets are put into the PART NN,
the initial community construction is completed. The content characteristics
of community Ci and UE uj are denoted as GCi =

{
gCi

m1
, gCi

m2
, · · · , gCi

mk

}
and

Guj =
{
g

uj
m1 , g

uj
m2 , · · · , g

uj
mk

}
, where

gCi
mc

=
{

1 If Ci has mc

0 otherwise ,

guj
mc

=
{

1 If uj has mc

0 otherwise .

The preference degree of content mc in the community Ci is denoted as dCi
mc

and defined as

dCi
mc

=

∑

{j|uj∈Ci }
duj

mc · wuj

|Ci| =

∑

{j|uj∈Ci }
duj

mc · 1−Ej

|Ci|−
∑

{j|uj∈Ci }
Ej

|Ci| (10)

where |Ci|, wuj
, and Ei denote the number of UEs in Ci, the weight and the

information entropy of uj , respectively. For the specific community, the less
number of interests is, the smaller the Ej is, and the greater effect on the content
feature of the community is. And there holds

Ej = − ln (|Ci|)−1
∑

{j|uj∈Ci }

sd
uj
mc∑

{j|uj∈Ci }
sd

uj
mc

ln
sd

uj
mc∑

{j|uj∈Ci }
sd

uj
mc

(11)
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where sd
uj
mc is the standardized value of preference degree of the specific content

mc about uj , which holds as

sduj
mc

=
d

uj
mc − min Duj

max Duj − min Duj
(12)

Therefore, all the preference degrees of contents dCi
mc

and the correspond-

ing preference degree set DCi =
{

dCi
m1

,dCi
m2

, · · · ,dCi
mk

}
in Ci can be obtained.

In detail, the status table of communities is shown as an example in Table 1.
Besides, the status table of communities can be updated dynamically to repre-
sent the content preferences of the current users in each community, which may
be affected by the changes of preferences and the migrations of UEs, and then
the cache strategy of center UE will be updated correspondingly which will be
introduced in the following.

Table 1. Status table of communities.

i Ci GCi DCi

1 (u1, u3, · · ·) (0, 0, · · · , 1, 1, 1) (0, 0, · · · , 0.1, 0.3, 0.04)

2 (u2, u7, · · ·) (1, 1, · · · , 0, 0, 1) (0.03, 0.1, · · · , 0, 0, 0.2)

3 (u4, u5, · · ·) (1, 0, · · · , 1, 0, 0) (0.5, 0, · · · , 0.1, 0, 0)

... ... ... ...

4 D2D Enabled Caching Scheme

In order to fully utilize the resources on the edge, the caching capacity of UE is
considered in this paper to decrease redundant data requests and transmission
delay. Hence, for each community, the UE which is outgoing as well as reliable is
selected as the center UE considering the duration of stay simultaneously. The
center UE in the community Ci is denoted by cui and will cache the popular
contents in advance. The remaining UEs in Ci are normal UEs denoted by nui

s

which represents the sth normal UE. Because the incentive mechanisms have
been considered in many literature to motivate users to cache content for oth-
ers [21,22], we assume that the center UE cui is selfless. Hence the entire caching
space of cui will be used to cache the popular contents of Ci.

Due to the limited caching capacity of cui, not all the popular contents
whose gCi

mc
equals to one in the content characteristics GCi of Ci can be put in

the caching space of cui. Hence the preference degree of content dCi
mc

is crucial
to determine whether the content will be cached by cui or not. As a result,
the content mc in GCi will be put into the caching space of cui according to
the descending order of dCi

mc
. And the constraint of caching capacity should be

satisfied simultaneously as follow

k∑

c=1

I · gcui

mc
≤ Qi (13)
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where

gcui

mc
=

{
1 if cui caches mc

0 otherwise

The set Gcui

=
{

gcui

m1
, gcui

m2
, · · · , gcui

mc
, · · · , gcui

mk

}
denotes popular contents set of

cui and Qi is the caching capacity of center UE cui. The content size of each
type is assumed to be the same size denoted by I.

Since the content preference of UE is time-varying and the caching capacity
of the center UE is limited, the contents cached on cui in advance may not always
be consistent with the contents requested by normal UEs in the same community.
Hence, the contents cached on the cui should be updated to guarantee the cache
hit rate. Impelled by the contents desired, social trust, and time, the normal UEs
may migrate to other communities. The migration of normal UEs will change
the status table of communities. Furthermore, the caching scheme of cui will be
changed accordingly. In order to improve the cache hit rate and decrease the
transmission delay, as a important factor, the migration patterns of UEs deserve
to be discussed in this section.

The migration patterns are divided into two categories, i.e., purposeful migra-
tion and purposeless migration. The purposeful migration means the purpose of
migration is impelled by the content preferences or social relationship. For the
first case, the popular contents requested by nui

b are known and not included
in the current community Ci. Hence, nui

b will migrate to another community in
terms of the similarity between the updated content characteristic set Gnui

b of
nui

b and Gcux

of the center UE cux. And then the nui
b belongs to the community

Cwin which has the maximal similarity, i.e.,

win = arg max
x

(
sim

(
Gnui

b , Gcux
))

= max

⎛

⎜
⎜
⎝

k∑

c=1

(

g
nui

b
mc −g

nui
b

mc

)
(

gcux

mc
−gcux

mc

)

√
√
√
√

k∑

c=1

(

g
nui

b
mc −g

nui
b

mc

)2√
k∑

c=1

(
gcux
mc

−gcux
mc

)2

⎞

⎟
⎟
⎠

(14)

where x is an integer and x ∈ [1, |C|]. |C| denotes the number of communities.

The set Gnui
b =

{
g

nui
b

m1 , g
nui

b
m2 , · · · , g

nui
b

mc , · · · , g
nui

b
mk

}
denotes the content character-

istic set of nui
b, and

g
nui

b
mc =

{
1 if nui

b wants mc

0 otherwise .

For the second case, we suppose there is a social relationship between the normal
UE nux

a and the particular center UE cui, i.e., classmate relations, colleague
relations and so on. In order to exchange data with cui, nux

a will migrate to
Ci directly where cui belongs to. Due to the selflessness of cui, the contents are
cached for the normal UEs in the community Ci. Hence the purposeful migration
will not affect the caching scheme of center UE.
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The purposeless migration means the migration of normal UE is impelled
by the time. For example, the preference content set Gnui

s of normal UE nui
s is

changing with varying time or caused by the change of location. In this case, the
attribution community of normal UE and the preference content set of commu-
nity should be adjusted dynamically. Hence, the new preference content sets of
normal UEs should be input into the PART NN which is discussed in the 3th
section. Under the construction and update of communities, the center UE can
cache data in a highly efficient way. The data transmission is mainly resorted
to the D2D links, which not only reduces the traffic load but also improves the
content delivery performance.

In this paper, since the caching capacity of the center UE is limited, the
desired data of normal user may not be cached in the caching space of the center
UE in advance. Therefore, there are two kinds of links for data transmission, i.e.,
D2D link and cellular link. When the center UE cui has the data requested by
the user nui

s, and the D2D link constraints are satisfied, a D2D link will be built
for data transmission between cui and nui

s. The transmission rate Rcui,nui
s

is

Rcui,nui
s

= Bdllog2

(
1 +

Pcuihcui,nui
s

N0

)
(15)

where B is the channel bandwidth, Pcui denotes the transmitting power of cui

and hcui,nui
s

denotes the channel gain, N0 denotes the additive Gaussian white
noise.

When the all the center UEs within the BS do not have the data required
by nui

s, the cellular link is built to transmit data, and also the cui obtain the
data from the BS through the cellular link. The corresponding transition rate
RBS,UE holds as

RBS,UE = Bcllog2

(
1 +

PBShBS,UE

N0

)
(16)

where PBS denotes the transmission power of the BS, hBS,UE denotes the chan-
nel gain.

Furthermore, the minimum total content delivery delay holds as

Ttotal =

∑

{

mc

∣
∣
∣
∣g

cuj
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j
s
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}
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j
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+

∑
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∣
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}
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(17)

5 Performance Analysis

In this section, we evaluate the performance of the PART NN based commu-
nity construction scheme (PNCCS) and that of the social aware caching scheme
(SACS) with the help of MATLAB. The PNCCS in this paper is compared
with two related strategies. The first one uses the two-step coalitional game
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(2SCG) to build the community architecture considering the payoff [23]. The
second one mainly considers the mobility and localization of users in both geo-
graphical and virtual communities (MLGVC) to obtain the community architec-
ture [24]. Besides, two caching schemes are compared with the SACS. The first
one caches the most popular contents in the world on the UEs which is called
as most popular caching scheme (MPCS). The second one caches the content
on the UEs randomly which is called as random caching scheme (RCS). In this
section, the transmission bandwidth is 10 MHZ and the noise spectral density
is −174 dbm/Hz. The transmit power of D2D user and cellular user are 17 dbm
and 23 dbm respectively. Besides, the max D2D transmission distance is 50 m
and the radius of cell is 500 m.

Fig. 3. Increase of community traffic.

Figure 3 depicts the increases of community traffic of different community
construction strategies. For the specific cache size of center UE, the increase of
community traffic in PNCCS is the minimum compared to other strategies. The
reason is that the PNCCS fully utilizes the content characteristics by PART
NN. Furthermore, considering the social characteristics and migration patterns,
community architecture is updated dynamically to guarantee the cache hit rate
of center UEs and efficiently decreases the similar requests simultaneously. Dif-
ferently, the 2SCG ignores the importance of content characteristics and the
MLGVC only considers the location and mobility. Since the factors are not con-
sidered completely, the performances of 2SCG and MLGVC are both not opti-
mal. Additionally, Fig. 3 also shows that with the rise of cache size, the increase
of community traffic increases accordingly. In detail, the increase of community
traffic of PNCCS compared with 2SCG and MLGVC is decreased by 40.7% and
57.2% on average.
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Fig. 4. Redundant request ratio.

Figure 4 depicts the redundant request ratio varying with the period of time
under different caching schemes. In RCS, due to the randomness of contents
cached, the contents cached in the center UE in advance may not always satisfy
the demands of normal UEs within the same community. Hence, the redundant
request ratio changes irregularly. Besides, the contents cached in MPCS are
globally popular which may not be the popular contents in local area. Hence,
normal UEs need to obtain data from the BS. Since the popular contents in a
particular area are similar, redundant requests will exist. Considering different
factors jointly to accurately build and update the community architecture, Fig. 4
validates that the performance of SACS is the best.

Figures 5 and 6 exhibit the variation trends of the cache hit rate and the
average total delay of UEs in different number of UEs. The cache hit rate is
positively correlated with the number of UEs. In SACS, as the number of people
increases, the community characters will be more and more obvious based on
PART NN. Compared with MPCS and RCS, the contents cached on center UE
in SACS are more targeted. Considering the social characteristics and migration
patterns of UEs, the community architecture is adjusted dynamically to better
meet the data requests of UEs. Hence, Fig. 5 shows that the cache hit rate of
SACS is always higher than that in MPCS and RCS. In detail, numerical results
show that the cache hit rate of SACS is improved by 31.7% compared with
MPCS on average. Besides, Fig. 6 shows that as the number of people increases,
all the average total delays of three schemes decrease. Moreover, the average
total delay of UEs in SACS is the lowest. In addition to the factors considered
above, another reason is that the popular contents are cached on center UE in
advance, and normal UEs can directly build D2D links with center UE for data
transmission. Hence the transmission delay can be reduced effectively.
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Fig. 5. Cache hit rate.

Fig. 6. Average total delay of UEs.

6 Conclusions

In this paper, we first propose a social-aware community construction scheme
based on PART NN to improve the cache efficiency. Considering the content
preferences, the initial community architecture is built and the status table of
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communities can be obtained. Due to the time-varying characteristics of users’s
data requests and user mobility, the community architecture should be updated
dynamically. Hence we discuss the migration patterns of users which are affected
by the social characteristics, content characteristics as well as mobility. In order
to make full use of resources on the edge, the center UEs are selected to cache the
popular contents of communities in advance. The caching scheme of center UE
is guided by the status table of communities. To further reduce the transmission
delay, the D2D links can be built between UEs. Numerical results show that the
proposed schemes can not only improve the cache hit rate significantly but also
decrease the redundant request ratio and the average total delay of UEs.
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Abstract. In recent years, more and more researches are focusing on the field
of disaster emergency management, especially in emergency resource dis-
patching. In a disaster scenario, a control center needs to obtain a large amount
of real-time information at the scene to make decisions timely and accurately.
Traditional Cloud Computing has many shortcomings in terms of delay and
bandwidth, and Edge Computing (EC) will be more suitable for this scenario.
We apply EC to the emergency rescue to cope with the problem of latency
needs. First, we propose an edge-based emergency rescue architecture that
consists of three layers: Cloud Layer, Edge Layer, and Resource Layer. Based
on this, we give a resource scheduling model that requires the collaboration of
Cloud and Edge Layers. The Cloud Layer gives a partition for these tasks, and
all sub-tasks are assigning to the edge servers to get a locally optimal solution.
Finally, these solutions from different edge servers are summarized to the Cloud
Layer to get a globally optimal solution. We compare our algorithm with CS-
GA and VRP. The simulation results show that RSE has good performance in
scheduling time and cost.

Keywords: Resource scheduling � Edge Computing � Cooperation model

1 Introduction

Frequent disasters like earthquakes have caused serious losses to lives and properties,
and it is the reason why more and more attention being paid to the field of disaster
emergency management [1], especially the emergency resource dispatching. Emer-
gency resource scheduling is the core of emergency management, it mainly studies how
to use intelligent decision theory and computer as aided tools to quickly and effectively
get an optimal emergency resource allocation plan. Through this scheduling, the
emergency resources can reach the destination as soon as possible, and the emergency
rescue can be carried out as soon as possible, thus minimizing economic losses and
casualties caused by disasters.
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With the development of information technology, emergency resource dispatching
is gradually combined with advanced communication technologies to achieve better
scheduling. Amounts of information exist in the disaster scene, such as road blockage,
collapse, temperature, and humidity. The significant information should be collected
and analyzed to avoid blind scheduling, thus saving the rescue time and effect.
Therefore, constructing a real-time, high-speed information transmission system is of
critical importance in emergency resource scheduling.

In a disaster scenario, it is still difficult to achieve high-bandwidth and real-time
communication between the disaster scene and the rescue center with the current
communication technology. As an emerging model, Edge Computing (EC) brings a
new idea for reducing latency and bandwidth cost, that is deploying the server at the
edge of the network. The emergence of EC realizes the decentralization of Cloud
Computing, which can effectively avoid the time and bandwidth waste caused by the
long-distance transmission, and also reduce the computing load of the cloud center. In
this paper, we apply the idea of Edge Computing to the emergency rescue. This scene
requires a quick response time and large amounts of data for making decisions. In this
way, the efficiency of emergency rescue can be improved.

The contributions of the paper are as follows.

(1) Basing on the disaster scenario, we proposed a cooperating layered architecture
which consists of the cloud layer, the edge layer, and the resource layer. In this
architecture, a task can be divided and assigned to the edge layers for calculation.

(2) We propose an emergency resource scheduling model basing on latency and cost,
which requires the collaboration of cloud and edge layers. The cloud layer
receives tasks and divides them, then the divided sub-tasks can be assigned to the
edge layer. The edge layer searches for a locally optimal solution for these sub-
tasks within its service scope. After all locally optimal solutions are summarized
to the cloud layer, the globally optimal solution is calculated, and the resource
scheduling plan is completed.

The rest of this paper is organized as follows. Section 2 discusses some related
work about Edge Computing, disaster rescue, and allocation algorithm. Section 3
describes the disaster rescue scene and introduces the Cooperating Layered Architec-
ture for an emergency. Moreover, an emergency resource scheduling model is also
detailed described. Section 4 gives the simulation of the mechanism we proposed and
the effectiveness of the proposed method is demonstrated by simulation results. Sec-
tion 5 draws our conclusions and portrayed the directions of ongoing work.

2 Related Work

There are many types of research focusing on resource scheduling and give solutions to
it. Based on the single material scheduling model and multi-material scheduling model
[2], a multi-rescue and multi-material emergency scheduling algorithm that satisfies the
continuous emergency material consumption is proposed, and the shortest path is used
in this solution. By introducing disaster emergency management [1], a different
algorithm based on non-dominated sorting is proposed to solve multiple emergency
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point multi-resource scheduling problems. It also proposes a CS-GA-based algorithm
to minimize transportation costs and demand costs of emergency supplies. In order to
minimize disaster losses, [7] proposes a scheduling model of emergency materials
under uncertain travel time conditions, and the fuzzy set method is used to select the
maximum satisfactory path in the fuzzy network.

Edge Computing has been applied in many fields because of its significant advan-
tages. The typical model is Mobile Edge Computing (MEC) [8]. MEC model stresses
setting up edge server between cloud center and edge devices, and the computing tasks
are performed on the edge server. However, terminals are regarded as the devices with
little computing capabilities, thus edge server undertakes this responsibility. Some
studies [9–13] concentrate on the migration of intensive mobile computing task to the
edge server of the network. Moreover, MEC is deemed to be a promising solution for
handling video streaming services in the context of smart cities [14]. The valuable data
can be transmitted to the application server to reduce core network traffic. Augmented
Reality (AR) mobile applications can also combine the MEC because these applications
have inherent collaborative properties in terms of data collection in the uplink, com-
puting at the edge, and data delivery in the downlink [15]. Besides, in [16, 17], authors
give an integration of MEC and 5G to meet the need of 5G in extensibility and latency.

Edge Computing can effectively solve the problems of delay and bandwidth, which
are the outstanding problems in emergency resource scheduling. Therefore, we will
discuss how to have a combination of them.

3 The Edge-Based Resources Scheduling Model

3.1 Architecture

In an emergency scene, there is an emergency center which needs a large amount of real-
time information to make accurate decisions and coordinate operations. However, the
transmission of road video surveillance and traffic information requires high bandwidth,
and the limited conditions will slow down the decisions. Therefore, we propose an edge-
based architecture to improve the performance of emergency command.

As is shown in Fig. 1, the architecture includes three layers: Cloud Layer, Edge
Layer, and Resource Layer. The Cloud Layer is the emergency command and data
center. Commanders in cloud center make higher-level decisions such as rescue plan,
give remote training for on-site rescuers. Besides, multi-screen recording helps com-
manders get ongoing real-time information. Edge Layer is set at the edge of the
network. For example, with Edge Computing server deployed on the base stations,
some work such as video management and analysis can be handled in the Edge Layer.
In this way, we can get a better exploitation of communication bandwidth. Resource
Layer is the actual resources in the disaster scene. We list some parts such as road video
surveillance, traffic information, and mobile emergency, in fact, disaster rescue is a
complex process and not restricted to these parts. How to allocate these resources will
influence the progress of rescue work. In the following part, we describe this issue and
propose our method.
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3.2 Problem Model

The proposed emergency architecture can be seen as a typical use case of Mobile Ad
hoc Network (MANET). The sensors, wireless devices, and rescuers with smart devices
can communicate with each other which are not relying on a preexisting infrastructure,
such as routers in wired networks or access points in managed (infrastructure) wireless
networks.

We give a resource scheduling model of our scenario first. Variety of services exist
in emergency rescue scenarios, such as emergency rescue, material dispatch. We define
the service as a set S ¼ fS1; S2; . . .Smg, where m is the total number of services.
Resources/Devices at the rescue scene are defined as D ¼ fd1; d2; . . .drg, where r is the
total number of resource types. Each service has various resource demands. For
example, emergency services require rescuers, search and rescue tools, communication
equipment, and environmental information. Therefore, a service Si can be divided into
multiple sub-services. It can be expressed as: Si is composed of many sub-services such
as s1; s2; . . .; sn, and each sub-service can be regarded as an atom, and its demand for
resources will be single. For example, the above rescue task can be divided into 6 sub-
tasks, acquiring environment information ðs1Þ, dispatching rescuers ðs2Þ, dispatching
vehicles ðs3Þ, scheduling search and rescue tool ðs4Þ, scheduling communication device
ðs5Þ, and on-site rescue ðs6Þ. Each sub-service corresponds to 0 or 1 resources, such as
sub-service s1 requires resource d1, d1 represents sensor information, sub-service s2
requires resource d2, and d2 represents rescuer. The serial number of sub-service and
resource does not need to be one-to-one. We only need to find the best resource among
the multiple resources to complete the scheduling, which will be our next task.

As is shown in Fig. 2, the top level is the Service Layer, which describes all the
services S in a rescue scenario. The middle layer is the Atomic Service Layer, which
can be expressed as a set s ¼ fs1; s2; . . .sng. This layer is a division of top-level service.
A node in a top layer is corresponded to one or more Atomic Service Layer nodes, and
there is a certain order of execution among these atomic services. For example, the
environmental inspection task s1 needs to be executed first to ensure that the rescue can
be performed, and resource scheduling can be performed after s1 has been completed.
We can use topological sorting to find the execution order of these atomic services,
ensuring the normal interaction between subservices. The bottom layer is the Resource

Fig. 1. Edge-based layered emergency architecture
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Layer, which displays all the resources that can be scheduled at the rescue site,
including rescue team, materials, intelligent terminals, sensors, and rescue equipment.

Our aim is to find the best combination of resources that can work together to
support a service and ensure the quality of service, and next, we will elaborate on how
to find the mapping from Service Layer node to a Resource Layer node group.

3.3 Resource Scheduling Algorithm

Main Idea
We propose a resource scheduling model that requires the collaboration of cloud and
edge layers. When a task arriving at the command center in the cloud layer, the task
will be divided into sub-tasks, and the division is expressed in Fig. 2. And then, these
sun-tasks are assigning to the edge servers to search for the Locally Optimal Solution
(LOS). Finally, these solutions from different edge servers are summarized to the cloud
center to get a Globally Optimal Solution (GOS). The process of our algorithm is
shown in Fig. 3.
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Fig. 2. Three-layer service model

Fig. 3. The process of scheduling strategy making
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Service Layer—Atomic Service Layer
From the Service Layer to the Atomic Service Layer is a division of a complete task,
which is mainly determined by the control center located in the cloud layer. The
principle of division is the independence of tasks. We need to ensure that the
requirements for resources/equipment of each sub-task are single after dividing. Each
service can be expressed as Si Pi;D; Li;Cið Þ: service location P, resource requirement D,
delay demand L, cost requirement C. The mapping from Si to a set of atomic services
sj Pi; dj; Li;Ci
� �� �

is done by a set of defined partitioning rules, Ri ¼ fr1; r2; . . .rng. Ri

is a set of n-dimensional vectors, where n is the total number of atomic services, and Ri

is Boolean, indicating whether the partition contains the sub-service. For example,
service S1 consists of atomic services s2; s3; s4, then Ri ¼ f0; 1; 1; 1; 0. . .0g.

Si Pi;D; Li;Cið Þ ����!Ri r1;r2...rnð Þ
sj Pi; dj; Li;Ci
� �� � ð1Þ

After the cloud center completes the task partition, the sub-task set
sj Pi; dj; Li;Ci
� �� �

will be dispatched to the edge servers to find the corresponding
resources and devices. Due to the limited coverage of edge servers, each edge server
can only find the optimal resources for the tasks within the corresponding service
scope. Therefore, each edge server can provide a LOS for the sub-task set
sj Pi; dj; Li;Ci
� �� �

, and solve the GOS by summing the LOS to the cloud center.

Atomic Service Layer—Resource Layer
Works on the Cloud Layer
Servers at the edge layer each maintain a table named res tab, which counts for the
resources within the service scope, including sensors, videos, personal information, and
materials. After the sub-service collection sj Pi; dj; Li;Ci

� �� �
arrives at the edge server,

each server looks for the best resource combination for these sub-services in the current
scope (Table 1).

A formula defined in (2) gives the locally optimal solution F sj
� �

of the sub-service
sj. dkj represents all resources of type dj in the scope, qi;m is the mth quality indicator of
service sj, and ai;m is the weight of the mth quality indicator of service sj. We choose
scheduling latency and cost as our QoS indicators.

Table 1. An example of res tab.

res id Type Position Cost Speed

d11 d1 p1 c1 v1

d21 d1 p2 c2 v2
. . . … … … …

d1n dn pn cn vn
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F sj
� � ¼ min dkj �

X
m
aj;m � qj;m

n o
ð2Þ

The formula (2) can be redefined as formula (3):

s:t:
F sj
� � ¼ min qj;1 � ðdis Pi � spkj jÞ=svk þ qj;2 � sck

� �
Pi � spkj j=svk � Li
Pi�spkj j
svk

� sck �Ci

8<
: ð3Þ

Where dis Pi � pkj j calculates the distance between the target point and the current
resource point, ck is the unit transportation cost of sj, vk is the moving speed of sj, Li is
the highest delay that can be tolerated, and Ci is the highest cost.

For each task sj in the sub-task set sj Pi; dj; Li;Ci
� �� �

, we find an optimal solution
in the current server scope. LOS of all edge servers are summarized in the cloud layer
to find the GOS.

Works on the Edge Layer
It is mentioned in the problem model that there are certain interactions between these
sub-tasks. Therefore, when we look for GOS in the cloud layer, the scheduling
sequence we find needs to satisfy the sequential execution relationship of the sub-tasks.
We present a solution based on topological sorting.

We can obtain an adjacency matrix of the logical graph Gi s; eð Þ of these sub-
services at the Atomic Service Layer, and we need to find a solution that meets the task
constraints from the start to the end of the critical path.

Gi s; eð Þ ¼
0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

2
664

3
775 ð4Þ

According to the logic diagram Gi s; eð Þ, we obtain the topological sorting sequence
Qiðsj�1; sjÞ derived from the graph Gi s; eð Þ, and Qi records each node and its corre-
sponding precursor node. Based on this sequence and the quality parameter require-
ments, we can generate a resource set Di ¼ fV;Gbitg of the execution service. V is a
set defined as V ¼ ðd1; d2; . . .djÞ. dj is the resource of the service sj, and the corre-
sponding Gbit is used for identification.

For example, we get an execution sequence ðS1; S2; S3; S4Þ, where the starting node
for topological sorting is S1. If V ¼ ðd1; d2; d3;NULLÞ and Gbit ¼ 1110, it means that
there are three resources dk1 ; dk2 ; dk3 satisfy the services S1; S2; S3, and the service S4 is
not found yet. Resources. Therefore, at the beginning, Di is set to the initial value, such
as V ¼ ðNULL; . . .;NULLÞ and Gbit ¼ 0. . .0.

The selection process of resources is as follows. The locally optimal solution
dj 2 U, dj returned by the edge server has three parameters, and each resource item
djðpj; lj; cjÞ records its position parameter, delay parameter and cost parameter. The
selected GOS node is stored in the set V, and the record type is djðpj; L j

i ;C
j
i Þ. Starting

An Emergency Resource Scheduling Model Based on Edge Computing 359



from the initial service of the topological sorting sequence, each type of service uses
the formula (5) to select the best resource among the currently available resources,
selects it and puts it into the set V, and updates the current residual delay L j

i and the
remaining cost C j

i . The non-first node taken from the topological ordering will refer to
the remaining resource status of its predecessor node, and use its updated Li and Ci as
thresholds. This iterative calculation is terminated until the entire topology sorting
sequence is completed, or the constraints are not met. If the optimal scheduling is not
found during the execution of the algorithm, according to the scenario set in this paper,
the algorithm will find a relatively optimal resource scheduling scheme without setting
the cost and delay threshold. We use the following algorithm to describe how the cloud
layer looks for the optimal set of resources (Table 2).

E sj
� � ¼ min qj;1 � lj þ qj;2 � cj

� �
lj � Lj�1

i

lj � cj �Cj�1
i

8<
: ð5Þ

Finally, we find the mapping from the task set sj Pi; dj; Li;Ci
� �� �

of the Atomic
Service Layer s to the resource set djðpj; lj; cjÞ

� �
, completing the resource scheduling

from Service Layer S to Resource Layer D.

Table 2. Algorithm of scheduling.
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4 Evaluation

In this section, we give a simulation scenario according to [3, 4]. The experiment uses
MATLAB R2017b as experiment platform, which is suitable for Windows 10, CPU
Intel 2.5 GHz, 8 GB. The simulation runs for 30 min. We give three times experiments
to avoid errors.

We construct a simulation area as 10 * 10 (km2). There are two emergency rescue
centers in the area with coordinates (0, 0) and (10000, 10000). The rescue center has
full kind of resources, but it is far away from the rescue point; the coordinates and
resources of the rescue center are shown in Table 3. There are scattered resource
distributions in other locations throughout the region. We use a random function to
distribute periodically. The random function is shown in Eq. (6), and the distribution
period is set to 5 min, and 5 resources are distributed each time. We set up a rescue
zone with a center (5000, 5000) and a radius of 4000, in which a service request will be
generated. The task is generated every 3 min and 10 task requests will be generated
during the simulation time. The random function that generates the task satisfies Eq. (7)
(Fig. 4).

Table 3. Settings for the resource center.

Name X-coordinate Y-coordinate Resources

res center1 0 0 s1; s2; s3; s4; s5; s6; s7
res center2 10000 10000 s1; s2; s3; s4; s5; s6; s7

center2

d1

d2

d3

d4
d5

d6

d2

d4

center1

d3

S2

S1

d2

d6

d6

d5

resources

services

S3

resource
center

Fig. 4. Simulation area explanation
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res type ¼ rand 1ðÞ%7þ 1
x ¼ rand 2ðÞ%10000
y ¼ rand 3ðÞ%10000

8<
: ð6Þ

ser type ¼ rand 4ðÞ%3þ 1
x ¼ rand 5ðÞ%10000
y ¼ rand 6ðÞ%10000

ðx� 5000Þ2 þðy� 5000Þ2 � 40002

8>><
>>:

ð7Þ

In the experiment, three edge servers and one central server are set. The edge server
has an ideal service range and is divided into three areas. The corresponding x-axis
range is (0, 3333), (3333, 6666), (6666, 1000), the edge server can count all resources
in the area, maintain a resource table and update periodically. There are three types of
rescue services in the simulation scenario. Each type of service, sub-service, resource
requirement, delay threshold, and cost requirement setting are shown in Table 4. (Note:
vj and cj are 0, indicating that the service is a network service. For example, scheduling
sensor information), the scheduling cost information of specific resources is shown in
Table 5.

We calculate the actual scheduling time of all tasks LLi, and record the ratio of LLi
to the task’s threshold time Li as PL ¼ Li=LLi, which is a parameter of our comparison
experiment. On the other hand, we calculate the actual scheduling cost of all tasks CCi,
and record the ratio of CCi to the threshold cost Ci of the task as PC ¼ Ci=CCi, which
is another parameter. We calculated data for different tasks in three experiments and

Table 4. Settings for the services.

service type sub service res type LiðhÞ Ci

S1 s1; s2; s3; s4 d1; d2; d3; d4 0:5 20
S2 s2; s3; s5; s6 d2; d36; d5; d6 1 15
S3 s1; s4; s5; s6; s7 d1; d4; d5; d6; d7 0:3 30

Table 5. Settings for the resources.

res type trans costðcjÞ trans speedðvjÞ
d1 0 0
d2 50 30
d3 80 35
d4 40 20
d5 60 15
d6 90 20
d7 130 10
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recorded them in Table 6. In order to avoid the randomness of the experiment, we will
use the random letter to generate the data needed for the experiment in advance, and
use the same value for the three experiments.

From the data, it can be found that two service requests with the same type are too
concentrated in a time, the optimal schedule may have been used by the previous
schedule, and the performance of the second schedule will be significantly lower. For
example, the last two columns of data in Table 6, the same type of request S3, the
former is numerically superior to the latter.

We apply the same environmental settings to the algorithms proposed in [3, 4] and
give a comparison of these results. [3] identified as CS-GA proposed a decision-making
algorithm based on CS-GA to minimize the transportation cost and demand cost of
emergency materials. Another genetic algorithm optimization path based on an
emergency distribution VRP model in [4], we identify it as VRP. Our algorithm is
identified as RSE in the comparison chart.

In comparison, it can be found that PL and PC values of the RSE are relatively high,
which shows that the actual scheduling time LLi and the actual scheduling cost CCi of
RSE are lower, which is due to the distributed edge cloud can quickly sense the
resource update status within the service scope and obtain more accurate resource
status, thus achieving a more accurate scheduling scheme than the remote centralized
control of the cloud (Figs. 5 and 6).

Table 6. Result of resource scheduling.

Index S1 S3 S1 S2 S2 S3 S1 S2 S3 S3
PL 1.32 1.21 1.37 1.16 1.10 1.16 1.28 1.18 1.15 1.08
PC 1.35 1.31 1.41 1.20 1.14 1.20 1.30 1.24 1.23 1.12

Fig. 5. Comparison of PL
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We adjust the service request rate and give a comparison again. The above results
are basing on a service request rate of 1/3 (10 requests every 30 min), and then we give
a comparison with changing rates from 1/6 to 1. From Fig. 7, it can be found that three
algorithms have a decreasing PL in the case of increased rate, and the drop is obvious at
0.0667, but the performance of RSE is still better than the other two. In Fig. 8, PC of
the three algorithms also decrease with increasing rate, but the decrease of PC is not
particularly obvious, because the transportation cost does not fluctuate too much within
the limited range determined. The performance of RSE is still the best among them.

Fig. 6. Comparison of PC

Fig. 7. Comparison of PL
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5 Conclusion

Current emergency communication systems are facing multiple challenges, such as
insufficient bandwidth and delayed response, which seriously slow down the emer-
gency scheduling and rescue. The idea of Edge Computing is suitable for these
problems. We propose an edge-based architecture to realize an emergency system
which can assign some process from the cloud center to the edge of the network. Then,
based on this architecture, we give a resource scheduling model which takes latency
and cost into consideration. Through the collaboration of cloud and edge layers, the
algorithm can achieve a significant performance on scheduling time and transmission
cost. However, this model is focusing on a single-service scenario, when it comes to
multi-service and multi-resource scenarios, the algorithm should be improved to adopt
these factors. The following work is to optimize RSE to fix the scenario of multi-
service. Further, we will enrich the content of our architecture in more situations.
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Mobility-Aware Task Parallel Offloading
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Abstract. When applying fog computing paradigm into Internet of
vehicle, vehicles are regarded as intelligent devices with computation
and communication capability. These moving intelligent devices are often
employed to assist various computation-intensive task offloading in vehi-
cle fog computing, which brings real-time responses. However, vehicles
mobility and network dynamics make it challenging to offload tasks to
ideal target nodes for user-vehicle. In this paper, leveraging the result
of vehicle mobility-awareness, we investigate the task offloading problem
in vehicle fog computing aiming to minimize service time. Specifically,
we consider that a task can be decomposed into subtasks in any propor-
tion and offloaded from user-vehicle to multi service vehicles in parallel
via vehicle-to-vehicle (V2V) links. Mobility information of vehicles col-
lected by RSU is modeled to predicted the states of V2V links based
on hidden Markov model (HMM). Then, we refine a rule to select tar-
get service-vehicles and the size of each subtask according to predicted
results. Comparing with random and single-point task offloading, the
proposed approach indicates a better performance on amount of finished
task and service time in vehicle dense area.

Keywords: Mobility · Task offloading · HMM ·
Vehicle fog computing · Parallel offloading

1 Introduction

With the development of wireless multimedia service, increasing more mobile
applications such as immersive gaming, video streaming and human-computer
interaction services demand intensive computation resource for real-time pro-
cessing and high network bandwidth for data exchange [1]. Fog computing also
known as mobile edge computing [2], is regarded as a promising solution for
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those challenges by sinking cloud function to edge nodes [3]. To this end, vari-
ous service tasks generated in user side can be offloaded to target edge servers,
taking advantage of sufficient resources on edge servers when mobile users suffer
from limited device resource [4].

The development of autonomous driving technology illustrates that the future
vehicles are equipped with advanced computational resources to facilitate sophis-
ticated artificial intelligence (AI) based on multi-dimension data collected by
on-board-unit [5]. The idea of vehicle-as-a-resource has been proposed, which
exploits the enormous resources of vehicular network to facilitate new types of
services, such as mobile crowd sensing [6] and cooperative caching [7]. Thus it
is a good way to share resource that applying fog computing in vehicle-based
settings, to form vehicle fog computing [8]. In vehicle fog computing system, the
role of vehicle can be a user or a edge server that is named as user-vehicle (User-
V) and service-vehicle (Service-V) respectively in this work. Task offloaded from
User-V to Service-V relies on successful transmission via vehicle-to-everything
(V2X), including vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I)
over different protocols [9].

In the literature, there are some recent efforts dedicating to task offloading in
vehicle fog computing. In [10], the authors pointed to exploiting parked cars for
task offloading and cooperative sensing. On the contrary, since parked cars can be
regarded as static cloud servers, the moving vehicles produce more opportunities
to share resources but also high dynamics of vehicle network, which increase the
complexity of offloading decision. Some researches focus on utilizing vehicles
on the move endowed with ample computation resources. The authors in [8]
extended the fog computing paradigm to conventional vehicular networks, and
presented a viewpoint of vehicles as infrastructures, discussing the structure in
four types of application scenarios. Authors in [11] concentrated on various types
tasks offloading in mobile-edge cloud-based vehicular networks. And optimal
strategies for mobile edge server selection and task transmission management
are proposed. However, they all consider single service node provides resources
for computation-intensive task.

In this paper, we consider multi moving vehicles provide service for user-
vehicle in parallel processing different parts of one task to meet low-latency
demand. To improve the offloading efficiency, we estimate the states of V2V
links based hidden Markov model (HMM) modeling the mobility information
collected by RSU. After that, we refine a task parallel offloading scheme consid-
ering transmission delay, computation delay, as well as task decomposition and
handover cost.

The rest of the paper is organized as follows. Section 2 introduces the system
scenario; Sect. 3 gives an account of mobility awareness based on V2V links states
prediction with HMM. Section 4 analyzes the task parallel offloading policy
for service delay reduction. Then simulations are implemented in Sect. 5 and
conclusions are provided in Sect. 6.
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2 System Overview

As illustrated in Fig. 1, User-V has little computation resource for remained
intensive and delay-sensitive task but sufficient communication resource to estab-
lish V2I or V2V links. There are several neighbor vehicles with available compu-
tation and communication resource in the same RSU coverage area as User-V,
such as vehicles A-E in Fig. 1. These vehicles are denoted as N = {1, 2, · · · n}
with different computation capabilities fn, and regarded as moving intelligent
devices. The RSU can collect mobility information from them and control links
between vehicles according to offloading decision.

Fig. 1. Illustration of vehicle fog computing system.

We focus on a scenario where User-V with unknown trajectory tends to
offload subtasks (parts of task derived from task decomposition in any propor-
tion) to several service vehicles (Service-Vs) for computation resource sharing
gain. The objective is to complete more tasks in short service time. At the begin-
ning of offloading process, User-V sends the offloading requests and reports its
mobility information to RSU. After received the messages, RSU analyzes all
the current and historical mobility information in the coverage area to forecast
the states of V2V links between User-V and Service-Vs in the residence time of
User-V. Then, RSU selects appropriate vehicles as target edge nodes, formed as
set V s based on available resources. Vehicles in V s are able to provide service
for User-V simultaneously. Afterwards, V2V links between User-V and Service-
Vs are established with RSU’s assistance and the task is decomposed according
to available resources on Service-Vs. User-V transmits different subtasks to the
selected nodes with the assistance of RSU. Upon the nodes finishing the cor-
responding subtasks in parallel, they send the results back to User-V. If task
has not been finished by Service-Vs during the time user stayed in the cover-
age, additional handover cost will be accounted for service time tf . According
to these steps, the task parallel offloading scheme is based on the estimation of
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states of V2V links that are dynamic due to vehicle mobility. So we address the
challenge of mobility awareness firstly based on HMM.

3 HMM-Based Mobility Awareness

We resort to the tool of HMM to characterize the mobility information of vehi-
cles and predict the states of V2V links, which influence component of V s and
transmission rate. Afterwards, we take into account transmission, computation,
as well as task decomposition and handover cost to refine a task parallel offload-
ing approach.

3.1 HMM Description

HMM is a typically dynamic Bayesian Network, and a sequential probability
model [12]. It is good at describing a process of observable states sequence gen-
erated by a hidden Markov chain. The variables in HMM can be divided into
two sets, hidden states and observable states.

– Hidden states sequence: {s1, s2, · · · , st}. S is the state space including S
elements, and st ∈ S denotes the t-th state. Besides, the state st only relates
to the state st−1, following Markov rules.

– Observable states sequence: {o1, o2, · · · , ot}. Observable state space O
includes O elements, and ot ∈ O indicates the t-th observable state. The
values of observable states only depend on the current hidden states value.

An HMM can be defined by three parameters:

– A: transmission matrix A = [aij ]S×S , where aij is the transmission proba-
bility of taking transmission from state si to sj ,

aij = P (st+1 = sj |st = si) , 1 ≤ i, j ≤ S. (1)

– B: confusion matrix. According to the model, the probabilities of observable
states are obtained from current states values, denoted as B = [bij ]S×O. bij
indicates the probability of observation oj when state si is at time t,

bij = P (ot = oj |st = si) , 1 ≤ i ≤ S, 1 ≤ j ≤ O. (2)

– π: Initial state probability π = (π1, π2, · · · , πS) indicates the probability of
initial state,

πi = P (s1 = si) , 1 ≤ i ≤ S. (3)

The HMM can be written in a compact notation θ = (A,B,π).
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3.2 HMM-Based V2V-Link States Prediction

We predict the states of V2V links between User-V and Service-Vs based on the
mobility information collected by RSU, i.e. the relative distance across User-V
and Service-Vs. V2V links states contain main two variables, the connectivity
between User-V and Service-Vs and relative distance between them.

There are many uncertain impact factors in state of connectivity except rel-
ative distance because of sophisticated network environment, such as Service-V
authorization and transmission obstacle. Therefore, we apply HMM to estimate
the fuzzy relationship between relative distance and connectivity according to
historical mobility information, and to predict both of them in the following
period, which helps amount of available resource estimation and transmission
delay prediction. In the process, the residence time of User-V in the cover-
age area is divided into T isometric slots, and the length of each slot is T0.
The hidden states value of Service-Vs is st = {1, 0} , 0 < t ≤ T , describing
whether the vehicle could communicate with User-V via V2V links in the slot t.
The observable values in slot t are one of O levels of relative distance noted as
ot ∈ O = {o1, o2, · · · oO}, as shown in Fig. 2.

Fig. 2. Framework of the HMM with hidden states {s1 = 0, s2 = 1}, observable values
include O levels of relative distance.

In this way, we can learn the transmission matrix A, confusion matrix B,
initial state probability π from the historical relative distance information in
the coverage area using Baum-Welch algorithm in HMM. Then, we can find
the most possible hidden states value and observable states value of Service-
Vs in every slot based on the derived HMM model parameters θ = (A,B,π)
through forward algorithm. To this end, it is easy to know the transmission rate
according to the sequence of relative distance (observable states) O. Then we can
choose appropriate vehicles as edge servers who can communicate with User-V
via V2V links and offer abundant communication resource (high transmission
rate). A solution scheme of HMM model based on the Baum-Welch algorithm
and forward algorithm is represented as follows.
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Baum-Welch algorithm starts from initial mode parameters, adjusting
them based on the given sequence of observation to maximize probabil-
ity of the sequence. Firstly, we definite Q-function Q(θ, θ̄) based on the
log likelihood function of HMM log P (O,S|θ), where O is the observable
states sequence, S denotes the hidden states sequence, and log P (O,S|θ) =
πs1bs1(o1)as1s2bs2(o2) · · · asT−1sT bsT (oT ).

Q(θ, θ̄) =
∑

S

log P (O,S|θ)P (O,S|θ̄)

=
∑

S

log πs1P (O,S|θ̄)

+
∑

S

(
T−1∑

t=1

log astst+1

)
P (O,S|θ̄)

+
∑

S

(
T∑

t=1

log bst(ot)

)
P (O,S|θ̄),

(4)

where θ̄ is current estimated mode parameters, and θ is the goal of parameters.
We can obtain θ = (A,B,π) by maximizing Q-function. Specifically, we can use
Lagrange multiplier subjected to

∑
i

πsi = 1,
∑
j

aij = 1,
∑
i

bij = 1 to maximize

three items [13] in (4) respectively to estimate the goal parameters:

πsi =
P (O, s1 = si|θ̄)

P (O,S|θ̄)
, (5)

aij =

T−1∑
t=1

P (O, st = si, st+1 = sj |θ̄)
T−1∑
t=1

P (O, st = si|θ̄)
, (6)

bij =

T−1∑
t=1

P (O, st = sj |θ̄)L(ot = oi)

T−1∑
t=1

P (O, st = sj |θ̄)
. (7)

Given the mode θ = (A,B,π), the likelihood of V2V links connectivity (hid-
den states) and relative distance (observable states) are calculated with forward
algorithm as soon as the User-V steps into the RSU coverage. Forward likelihood
means the possibility of a condition where observation sequence is o1, o1, · · · ot,
the state value is si at slot t in the HMM θ, noted as

αt(si) = P (o1, o2, · · · ot, st = si|θ). (8)

Possibility of all the possible observation sequence during the residence time
will be calculated iteratively while possibilities of hidden states are available
from the hidden Markov chain. We choose the most possible hidden state S
and observation sequence O as the predicted results to help target Service-Vs
selection.
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4 Proposed Task Parallel Offloading Scheme

Based on the results of connectivity and relative distance prediction with HMM,
we can start task parallel offloading aiming to reduce service time which is defined
as follows.

4.1 Service Time Model

In the procedure of task parallel offloading, the service time introduces task
transmission delay, computation delay, as well as task decomposition and han-
dover cost.

– Transmission Delay via V2V Link
The task data is transmitted from User-V to the Service-Vs through the
wireless V2V channel, let Hn(otn) describe the channel gain between the User-
V and Service-V n at slot t. Given the transmission power of User-V Ptx, the
maximum achievable transmission rate is given by:

r(n, t) = W log2

(
1 +

Hn(otn)Ptx

σ2 + In

)
, (9)

where W is the channel bandwidth, σ2 is the noise power and In is the intra-
cell interference power. Then, λt is the subtask size. The transmission delay
for sending the subtask to selected node n is

dt(n, t) =
λt

r(n, t)
. (10)

In addition, result-return transmission delay, packet loss and control data
transmission are not considered in this work. And the following analysis and
the proposed solutions are still applicable with the consideration.

– Computation Delay
In slot t, we employ computation capabilities fn

t to describe the CPU fre-
quency of Service-V n. If Service-V n is allocated to compute a subtask of
size λc and computation intensity γ, given the allocated CPU frequency fn

t ,
the computation delay is

dc(n, t) =
λcγ

f t
n

. (11)

We assume there is no change on Service-Vs computation capabilities during
the residence time, recorded as f t

n = fn, t = 1, 2, · · · , T .
– Task Decomposition Cost

Because task offloading can be parallelized, task has to be decomposed into
several subtasks, which produces decomposition cost related with the num-
ber of target Service-Vs. Each additional new target Service-V brings extra
decomposition delay cd. We can cumulate the whole task decomposition
cost by

Cd = cd
∑

n

z(n), (12)
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where z(x) is an indicator function with z(x) = 1 if event x ∈ V s is true
and z(x) = 0 otherwise. cd is a constant that expresses decomposition cost
brought by every new target Service-V.

– Handover Cost
If the task is not completed during the residence time, User-V leaving this
coverage area switches to a different RSU. The rest of task has to offload to
other vehicles via V2V links assisted by another RSU, which brings handover
procedure and task migration cost

Ch = ch(λ −
∑

n∈V s

λn), (13)

where λ is the size of initial task, λn is the size of accomplished by Service-V
n, and ch is a constant, the handover cost per task volume.

Thus, the service time can be derived from tf = dt + dc + Cd + Ch.

4.2 Task Parallel Offloading Scheme

Up to now, we can refine an offloading approach for task service time tf reduc-
tion. Connectivity of V2V links between User-V and Service-Vs in every slot is
obtained, recorded as

Sn×T =

⎡

⎢⎢⎢⎣

s11 s12 · · · s1T
s21 s22 · · · s2T
...

sn1 sn2 · · · snT

⎤

⎥⎥⎥⎦ .

The value of sij is 0 or 1. sij = 1 means Service-V i can communicate with
User-V in slot j, otherwise there is no connectivity between them. Similarly,
we can get the relative distance from User-V to Service-Vs On×T . Thus, the
transmission rate matrix according to (9), denoted as

rn×T =

⎡

⎢⎢⎢⎣

r11 · · · r1T
r21 · · · r2T
...

rn1 · · · rnT

⎤

⎥⎥⎥⎦ ,

where rij expresses the transmission rate between User-V and Service-V i inj-th
slot. The available transmission resources can be derived as

Rtr
n×T = S ◦ r �

⎡

⎢⎣
s11 × r11 · · · s1T × r1T

...
sn1 × rn1 · · · snT × rnT

⎤

⎥⎦ . (14)

Meanwhile, Service-Vs are equipped with diversity computation capabil-
ities those keep steady during the residence time, so we write fn×1 =
(f1, f2, · · · , fn)T .
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Algorithm 1. HMM-based task parallel offloading algorithm
1: Baum-Welch algorithm mode initial θ(0) = (A(0),B(0),π(0));

2: iteratively cumulate aij , bij , πi, based on (5), (6) and (7);

3: up on convergency, get the goal parameters θ = θ(n) = (A(n),B(n),π(n));

4: forward algorithm value initial α1(si) = πibi(o1)

5: for each n ∈ N do

6: for each t ∈ [1, T − 1] do

7: iteratively compute αt+1(si) based on (8);

8: P (O|θ) =
∑

i

αT (si);

9: π(t) = π(0) × At;

10: end for

11: end for

12: On×T = arg
O

max P (O|θ);
13: Sn×T = arg

i
max π(t);

14: Compute rn×T , Rtr
n×T based on (9), (14) respectively;

15: for each t ∈ [1, T ] do

16: if max
n

λs(n, t) > fu × T0 then

17: for each n ∈ N do

18: if λf < λ then

19: compute λs(n, t) based on (16);

20: accumulate λf based on (17);

21: update target node set V s;

22: else

23: record the time of traverse stop Tf = t;

24: break;

25: end if

26: end for

27: end if

28: end for

29: if λf < λ then

30: compute handover cost Ch based on (13);

31: considering handover cost, service time tf = t + Ch;

32: else

33: service time tf = Tf ;

34: end if

35: return service time tf , amount of finished-task λf .
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In slot t, if amount of task finished by Service-Vs is less than that of local
computation, it is unnecessary to offload for User-V. Considering this condition,
we select offloading-slots based on the local computation capability fu and the
maximum available Service-Vs resource in specific slot. The length of one slot is
fixed recorded as T0, so for {(n, t)|Rtr(n, t) > 0} we can write

T0 − cdz(n) =
λs(n, t)
Rtr(n, t)

+
λs(n, t)γ

fn
. (15)

To simplify the cumulation, let λt = λc = λs. According to (15), the amount of
task finished by Service-V n in slot t can be obtained by

λs(n, t) =
[T0 − cdz(n)] Rtr(n, t)fn

Rtr(n, t)γ + fn
. (16)

When we meet a new slot t, we can decide whether to offload in the slot based
on max λs(n, t) and fuT0. If max

n
λs(n, t) > fuT0, subtasks will be offloaded to

Service-Vs in this slot; if not, they will be computed by User-V.
Obviously, Eq. (16) presents that greater R(n, t) = Rtr(n, t)fn lead more fin-

ished task by Service-Vs. Thus, we choose target Service-Vs following the declin-
ing order list of R(n, t) until Tf when task is finished or User-V leaves the RSU
coverage. R(n, t) = 0 means that Service-V n has no chance to be picked into
the target node set in slot t. So far, we can accumulate the amount of finished
task λf and total service time tf through traversing available resources in each
slot,

λf =
Tf∑

t=1

∑

n∈Vs

λs(n, t). (17)

If λf < λ, Ch should be taken into total service time; otherwise Ch = 0,

tf = dt + dc + Cd + Ch = Tf + Ch. (18)

For clarity, the detailed steps of HMM-based task parallel offloading
algorithm (HMM-P) at the beginning of residence time are summarized as
Algorithm 1.

5 Simulation Results

In this section, we evaluate the proposed task parallel offloading algorithm by
comparing its performances with two algorithms, i.e., random offloading algo-
rithm and HMM-S algorithm. In the random offloading algorithm, User-V selects
a Service-V randomly in each slot to offload subtasks. In the HMM-S algorithm,
User-V selects only one Service-V in each available slot based on the prediction
of V2V links states according to HMM.

RSU coverage area is assumed as a circle with 200 m radius. The vehi-
cles’ trajectory are generated randomly. Wireless channel gain is modeled as
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Hnot
n = 127 + 30log (on

t). Besides, channel bandwidth W = 20MHz, noise
power σ2 = 10−8 W, intra-interface In ∝ d−4

0 (d0 is the average distance
between vehicles and neighbouring small base station.), and transmission power
Ptx = 200mW. Computation intensity is γ = 3000 (cycle/bit) and vehicles’ CPU
frequency are uniformly distributed fn ∈ [1, 2] GHz. Similarly, the data size of
task is λ ∈ [0.5, 2]Mb. Moreover, we set a observable state every 40m, so there
is O = 10.

The number of vehicles in the same RSU coverage area with User-V is referred
to vehicle density n. The resident time of User-V is divided into 8 slots, written
as T = 8, and length of each slot is T0 = 1 to simplify calculation. We formulate
1000 times for average value of λf and tf .
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Fig. 3. The amount of finished-task in
different vehicle density conditions.
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Fig. 4. The service time in different
vehicle density conditions.

We discuss amount of task finished by Service-Vs in different vehicle density
condition, and more vehicles in the coverage means the area is more dense.
Figure 3 compares the amount of task finished by HMM-P, random, and HMM-
S. As can be seen, the proposed approach finishes most task than other two
methods in vehicle dense area. And the amount of task finished by HMM-S
is most when vehicle density is small, while the figure of random algorithm
keeps the least in all conditions. The amount of task finished by HMM-P and
HMM-S both increase, and the figure for HMM-P takeovers that of HMM-S at
n = 7. Because in HMM-P there are few vehicles not constrained with inequality
max

n
λs(n, t) > fuT0, and task is most likely to be computed locally in vehicle

sparse area. Meanwhile, service time of three methods in diversity conditions is
analysed in Fig. 4 that shows opposite situations compared with Fig. 3. Although
the service time of HMM-P and HMM-S both decrease, greater changes occur
in that of HMM-P with the increase of vehicle density. Service time of random
algorithm remains largest around 12T0, while that of HMM-P remains lowest
and it is less than 6T0. Moreover, the data of HMM-S starts from approximately
10T0 and decrease to 8T0 at n = 5. The simulation results show advantages of
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HMM-P in vehicle dense condition since User-V can finished more task in less
service time assisted by Service-Vs.

Figure 5 shows the effect of slot granularity on amount of finished task. During
the fixed residence time, the more slots, the smaller T0 is, which means the
analysis process is more fine-grained. Amount of finished task with HMM-P
maintain steady at most, while that of random algorithm experience a significant
increase. And the figure for HMM-S remains steady after increasing dramatically.
At the same time, the effect of slot granularity on service time is discussed in
Fig. 6. Service time of three schemes are in decrease, but in different degrees.
That figure of HMM-P shows a modest decrease from approximately 8T0 between
T = 2 and T = 15, while average service time for random algorithm and HMM-
S decreased dramatically. We can infer the reason is more fine-grained analysis
gives more chances to change Service-V and share resources which increase the
possibility of ideal target node finding. This result indicates fine-grained analysis
is more suitable for dynamic network.
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amount of finished-task.
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6 Conclusion

In this paper, the task parallel offloading approach is proposed in vehicle fog
computing system through HMM predicting V2V link states between vehicles.
We consider the scenario where multi service-vehicles provide resources for User-
V in parallel based on task decomposition, and refine an offloading node selection
rule for minimizing the task service time. The proposed approach presents good
performance on service time and finished-task amount compared with random-
selection and HMM-S in vehicle dense area. Besides, the effect of model parame-
ters on results is discussed, and it indicates appropriate value of number of slots
can result in better performance.
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Abstract. Indoor localization is nowadays becoming a hot topic and research
trend for future large-scale location-aware services, particularly in high-rise
buildings with complex structures. However, the indoor positioning methods
existing are just with high interests of two-dimensional planar information, and the
crucial height information for accurate position result is awfully neglected. Fur-
thermore, without considering the shadow effect caused by indoor constant
changing impact on the terminal to be located, positioningmethods cannot achieve
a desirable localization accuracy for building environment. In this paper, we
proposed a fast and reliable method using deep neural network for floor-level
distinction and position estimation based on ubiquitous radio waves in mobile
communication system. The framework composed of autoencoder to extract the
effective feature vectors and recurrent neural network classifier to solve the mis-
classification caused by timing-discontinuity of received signal. It is shown that
the accuracy of floor distinction is over 90.2% in different structural construction
environments, which can provide comparable to current top-performing floor
localization methods.

Keywords: Floor distinction � Autoencoder � Recurrent neural network � LTE

1 Introduction

By growing the demand for location-based services (LBS) in indoor environments,
covering more detailed and multivariate information localization object is becoming the
research interest at the present stage [1]. The emphasis of the solution is shifting from
higher accuracy to more robust and lower costs, especially in 3D urban environment.
One of the most popular and promising technology for indoor environment is
fingerprint-based method, which uses received signal strengths (RSS) from installed
wireless equipment to estimate users’ location [2]. In general, cellular networks are
usually not considered as a choice for indoor location due to its shadow attenuation and
its uncontrollable environmental changes. However, with the widely covered by Long
Term Evolution (LTE), this trend has been changing. The collaboration of macrocells
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and femtocells, which are placed in the signal blind zone, can achieve a satisfactory
performance. Furthermore, LTE protocol defines specific reference signals and position
protocols to support indoor location methods [3, 4].

Fingerprint-based methods usually include two steps, an offline step at which
constructed databases by collecting signal parameter transmitted by APs and online
step at which UEs are located by matching parameter values [5]. The fingerprint can be
images, acoustic waves, visible light, radio signals, and other movement characteristics
[6]. But with more and more high-rise buildings rising, the labor-intensive and time-
consumed is becoming an important factor which confines the development of fin-
gerprinting methods, especially in complex large-scale constructions. LTE system
focus on combining both communication and localization capabilities, as well as
location-based services. In LTE Positioning Protocol (LPP) Release 14, three main
methods and some auxiliary methods are defined [3], and more attention spent on
indoor positioning enhancement for the LTE standard. The large signal bandwidth in
LTE enables positioning information real-time transmission for localization, and users
can know where they located with not different about indoor and outdoor [7]. Theo-
retically, LTE coordinated networks can get a positioning accuracy about one meter
ideally [8]. But propagation effects always be there, such as shadow and multipath. The
deep neural network (DNN) can provide satisfactory results to classification due to its
strong robustness and fault tolerance to a wide range of conditions. Positioning systems
combined with DNN in various ways have been explored by researchers, especially in
fields of time-varying and complex structure. Experimental results show that DNN-
based positioning methods can get a state-of-art performance compared with finger-
printing methods [9]. Despite the merit, the mentioned methods are majority developed
for 2D scenarios. Due to the serving devices mainly arranged in buildings, such as large
shopping malls or school campus, there is a great increasing demand for the indoor
location with height information.

One major challenge in LTE 3D indoor location is how to deal with the missing
information caused by random fluctuation signals. In [10], a new inference system
based on machine learning is proposed to estimate UEs location. The main point is the
dealing method to the sparse received information and the median accuracy is 20 m for
outdoor. Zhang. We proposed DNN system to generates a coarse positioning estimate
and refined by a hidden Markov model [11]. [12] propose a Fingerprint-based Method
Based Deep Extreme Learning Machine to extracted features for classification. Xue-
feng Yin proposed a novel fingerprint-based localization technique which using
physical layer parameters of cellular network to generate feature vector map and a
feedforward neural network to estimate the position [13]. In [14], on the other hand, a
DNN consisting of a stacked autoencoder (SAE) and a feedforward multi-class clas-
sifier is used for building/floor classification. In [15], the author investigates the pos-
sibility to use Channel State Information (CSI) extracted from LTE signals for
fingerprinting localization both for indoor and outdoor. But it also ignores the differ-
ence between floors in the same building.

Considering the challenges, in this paper, we propose a new DNN architecture
which combines Autoencoder (AE) to feature extraction from the noisy signal and
Recurrent Neural Network (RNN) to deal with the reported data missing for complex
floor environments based on LTE physical layer parameters. All parameters we used
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can be captured by UE’s downlink signals of networks. The main contributions of our
work are: (1) totally five signal parameters are considered to construct the feature
matrix, especially the geo-information of base station is considered. (2) AE is utilized
to reduce the feature space dimension and construct the feature matrix. And RNN is
used to deal with data missing in complex buildings. (3) the localization framework we
proposed considers different types of buildings, such as high-buildings and multi-
buildings, mail areas and residences areas, etc.

The rest of the paper is structured as follows. In Sect. 2, we provide an overview of
LTE systems and introduces relevant detail of terminologies. Section 3 presents a
reliable framework for multi-floor indoor location in different scenarios. In Sect. 4, we
show the results of the experiment to confirm the effects of the framework, and finally
concludes our work and suggests areas of further research in Sect. 5.

2 Related Technical Background

2.1 Relevant LTE Technical Parameters

The Long Term Evolution (LTE) is an intermediate transitional mobile communication
system from 3G to 4G. It inherits most of the standard from the Universal Mobile
Telecommunication System (UMTS) to maintain backward compatibility. Moreover,
three main methods and some auxiliary methods are defined for positioning. The
fundamental cause of rapid promotion of location performance is signal bandwidth
spread from 1.4 MHz to 20 MHz. And with that characteristics, we can take out
physical layer parameters which cannot use for localization as location features in the
3G system. The parameters relevant for our work are list below.

Reference Signal Received Power (RSRP). It’s one of the key parameters in LTE,
which represents received signal strength in the wireless network. RSRP is total
measured time averaged received signal power at UE from all downlink reference
signals carried by a symbol. UE can receive several RSRP values from several
transmitters, and it’s also the main indicator of choosing the Serving Cell.

Reference Signal Received Quality (RSRQ). RSRQ refers to the quality of received
reference signal. Its value ranged from –3 to –19.5, used as a criterion of Cell handover
and re-choosing through ranking from largest to smallest.

Signal to Interference Plus Noise Ratio (SINR). In the LTE network, SINR means the
ratio of useful received signal power and noise signal power and it also represents
communication environment of the channel. Different from RSRQ, SINR puts
emphasis on the decision of the size of the transmission data block, the encoding mode,
and the modulation mode, etc.

E-UTRAN Cell Identifier (ECI). The ECI is a unique ID of a base station in Public
Land Mobile Network (PLMN). Typically, an eNodeB represent by its ECI divided
into 3 sectors with 120° to cover the whole area. And it’s also the middle node to
connect UE and Mobility Management Entity (MME).
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Distance from eNodeB to UE (DENU). We choose the distance from UE to its con-
nected eNodeBs as the fifth feature to detect how high the UE locates. Our hypothetical
principle is that channels in cities between dense building areas and sparse building
areas is two types of channel models, because the channel of high floor is less sheltered
by the nearby building than that of low floor. UE in high floor spontaneously can own
less shadow environment for its higher than some other architectures, such as buildings,
bridges and towers, etc. As shown in Fig. 1, UE in high floor can get an almost direct
signal, but UE in low floor get the signal from the same cell is weaker than high ones
due to more shadows of buildings obstructing the propagation path.

2.2 The Principle of LTE Cell Selection

In the LTE network, during each call or accessing Internet of UE, there will be
measurement data interchanges between terminals and data centers [16]. Measurement
data concludes users experiments within the LTE system, and it also reflects the sur-
rounding environments of users, such as natural factors and artificial factors. In our
work, we pay more attention to the event that UE hand-off from one base station to
another one. As above mentioned, UE locate on different floors have different signal
propagation channels, which leads to a connected eNodeB change. Event-based
eNodeB switching process is shown in Fig. 2.

The main point of handoff happens or not is when certain standards defined events
occur. LTE technical specification defined several events to guide UE report of mea-
surements. Few of our concerned events are as follows:

A1: Event A1 represent the signal quality of Serving Cell is better than the defined
threshold (dBm), and it triggered at UE.
A2: Event A2 means signal quality is worse than the threshold.
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Fig. 1. Signal propagation paths of high floor and low floor.
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A3: Event A3 is triggered when a same frequency Neighbor Cell signal quality is
better than Serving Cell by certain threshold.
A4: Event A4 is triggered when a different frequency Neighbor Cell signal quality
is better than Serving Cell by a certain threshold.

The events triggered mainly by UE measured data, primarily are RSRP, RSRQ and
SINR. What information is record depends on UE’s surrounding environment that can
describe effective features. So, when an event happened in a special scenario, and ECI
also can represent the scenario between UE and eNodeB. Geo-information now can get
by compared measurement ECI and network parameter list from operators, and we can
use the relative distances of them to another feature.

3 Proposed Floor Distinction Method

In this section, we mainly concentrate on the detail of designing the reliable neural
network framework of floor detection. The framework consists of two parts: features
refining and inevitable data missing.

3.1 Feature Parameter Matrix Construction

As mentioned above, we build the feature parameter matrix acquired through UE
measurement report and a network parameter list. For measurement report data, we
process as (1).

MRDj ¼ MRDj; ECIj 2 ECI
n; ECIj 62 ECI ; j ¼ 1; 2; � � � ;N

�
ð1Þ

where n is a pre-set value vector, and ECI is the data set of all ECIs in the network
parameter list. MRD is the data vector about received signal quality consist of RSRP,
RSRQ and SINR. It constructs it as (2).
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Fig. 2. The process of eNodeB handoff control
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MRD ¼ RSRP1; RSRQ1; SINR1; � � � ; RSRPn; RSRQn; SINRnf g ð2Þ

where n is the number of being “seen” ECI. So, the n is a vector including three factors
standing for the default value of RSRP, RSRQ and SINR, which means at the place
i UE cannot “see” the eNodeBi. The measurement reports also recorded the phone’s
longitude and latitude data coordinating along with the timestamp for matching. Under
the condition of known Longitude-Latitude information of both UE and eNodeB, the
distance of them can be calculated as (3).

d21;2 ¼ 2 � ½1� cosðlat1� lat2Þ
þ cosðlat1Þ � cosðlat2Þ � cosðlat1Þ � cosðlat2Þ � cosðlon1� lon2Þ�

DENU ¼ 2R � arcsin d1;2
2

� � ð3Þ

where the earth is seen as a sphere with radius R. d1,2 is the linear distance between UE
and base station. Finally, we can get a feature matrix with the floor number as (4).

F ¼ MRD; ECI; DENU½ �

F ¼

F11 F12 � � � F1N

F21 F22 � � � F2N

..

. ..
. . .

. ..
.

FM1 FM2 � � � FMN

2
66664

3
77775

ð4Þ

where N is the total number of eNodeB, M is the number of measurement data with
timestamp. But it needs to note that some row values of F are null because of internal
or external factors, such as different system switching or sudden shade. So, a sparse
feature matrix in rows and columns is produced for the next step at last.

3.2 Feature Matrix Refinement

For achieving an accurate positioning result in a 3D indoor environment, we choose 5
parameters as the features to train the network. But some of these parameters are not
independent of others, which is harmful to our training network. For one hand, the non-
independent parameters input the network for training will make network complexity
increase sharply. For the other hand, training the non-independent parameter matrix can
reduce the effectiveness of the network. To make better use of the parameters and
achieve a satisfactory floor distinction result, we introduce AE to infer the ideal feature
matrix from the observation data.

The aim of an autoencoder is to learn a representation (encoding) for a set of data,
typically for dimensionality reduction, by training the network to ignore signal “noise.”
As shown in Fig. 3, x is the input data, and y is the “recovered” data which should be
as close to x as possible. L(x, y) is the reconstruction error shown in (5), fh is transfer
function from the input layer to hidden layer and gh is same as fh but from hidden layer
to output layer.
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arg min
h;h0

L x; yð Þ ¼ arg min
h;h0

L x; gh0 fh xð Þð Þð Þ ð5Þ

Autoencoder pursues training to replicate its input to its output. The encoding
processing can be seen as a feature extraction for the size of the hidden layer is much
smaller than the input layer in most cases. This structure forces the autoencoder to
engage in dimensionality reduction and learn how to ignore noise to position accuracy.

3.3 Proposed Floor Distinction Method

The proposed localizer is an RNN network which consists of 4 layers. A recurrent
neural network (RNN) is a class of artificial neural network where connections between
nodes form a directed graph along a sequence. This allows it to exhibit temporal
dynamic behavior for a time sequence. RNN can use their internal state (memory) to
process sequences of inputs. This makes them applicable to tasks which have high
linkages to the backward information and forward information. So, we use RNN to
solve the floor distinction problem, as shown in Fig. 4.

To better illustrate how RNN works, we unfold Figs. 4 to 5. x(t) is the input when
the sequence index number is t. h(t) is the hidden state when the sequence index number
is t. o(t) is the predicted output when the sequence index number is t. L(t) is the loss

x
h

y

L(x, y)

fθ gθ'

Fig. 3. Autoencoder

xt

ht

yt

ct-1

ht-1

Fig. 4. Recurrent Neural Network
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function. y(t) is the real output at when trains the sample. U, W and V are the weight
matrixes which are to be optimized. We can get h(t) by

h tð Þ ¼ r z tð Þ
� �

¼ r Ux tð Þ þWh t�1ð Þ þ b
� �

ð6Þ

where r is the tanh activation function.

o tð Þ ¼ Vh tð Þ þ c ð7Þ

Finally, we can get the estimated output when the sequence index number is t.

ŷ tð Þ ¼ r0 o tð Þ
� �

ð8Þ

where r0 is the softmax activation function. And the loss function is defined as:

L ¼
Xs

t¼1

L tð Þ ¼
Xs

t¼1

ŷ tð Þ � yðtÞ
� �2

ð9Þ

where s is the residence time in the network. The training phrases use back-propagation
algorithm to achieve, which is same as the traditional neural network do.

We put the first part of autoencoder which used for feature extraction and the
second part of RNN which used for floor distinction together. In particular, the com-
bined model is a network at least 4 layers which can depict the internal relationship
between the feature matrix and UE locations. As shown in Fig. 6. Note that we can
train the data of different buildings together or separated, but former lead to a rising
time complexity to achieve the same accuracy.
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Fig. 5. The RNN unfolded by time
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4 Experimental Results

In this section, we describe our experimental details and results using AE-RNN
framework to confirm its validity in positioning accuracy in a 3D indoor environment.
The experiments we chose are 4 different buildings including a teaching building, a
shopping mall and two residential buildings. A professional network optimization
software equipped with XiaoMi Note3 was recording measurement reports at every
floor in all buildings. We extract 80% data randomly as the training and validation
dataset, and the others as the testing dataset. We chose at least 4 points at each floor as
the testing point and each point collects not less than 1000 piece of data for the
consistency and completeness of dataset.

4.1 Data Processing

The original measurement report contained a lot of useless data and some useful but
destroyed data should be clean out. Moreover, considering UE’s maximum number of
neighbor cell is six in TD-LTE network, we just kept the pieces of data containing the
largest six RSRP values in the dataset and set other RSRP values nRSRP. We set
n = {nRSRP, nRSRQ, nSINR} is a zero vector because the concrete value of n does not
affect the final estimation results. After handling the received signal data, we added
some geo-information to the dataset. Figure 7 shows the difference of distance from UE
to eNodeBs, which measured from same buildings. Although distinguishing higher
floors seems harder, there is a rule in distance of UE to eNodeB.

4.2 Model Generation

To verify the performance of the proposed framework, we construct the whole network
with 2 hidden layers and the first hidden layer is the feature extraction layer. The output
layer of RNN is a multi-label classifier, which the number of nodes equal to one-hot-
encoded floor numbers. It makes easy to process for networks to further works. Net-
work parameters in Table 1 summarize according to experimental results or determine
a range to optimization.
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We pay our attention to the floor labels although the positioning accuracy can be
further refined because 2D localization methods are sophisticated and perfect enough.
In Table 1, the number of neurons C in feature refined layer is the high-light part for its
direct influence on positioning accuracy. So, we set different values of C to find its
trend for location, as shown in Fig. 8. We can note that when C = 100, the accuracy is
tending towards stability, which means we can use 100 dimensions to express data of
784 dimensions in our work.

4.3 Floor Distinction Performance

In this section, we evaluate the floor distinction performance of our framework com-
pared with fingerprint-based positioning method. In the fingerprint-based method, we
choose KNN as the classifier and the K = 3. The training phase used random weight
matrixes and bias, and we do not take the training phase in offline into account.

Fig. 7. Distance from UE to base stations

Table 1. Parameter values of the networks.

Network parameter Value

Ratio of training data to overall data 80%
AE batch size 50
AE number pochs 784
AE feature layer size 100
RNN batch size 50
RNN number pochs 50
RNN input layer size 100
RNN output layer size 10

A Floor Distinction Method Based on RNN in Cellular Network 389



According to the results shown in Table 2, our framework can achieve the best
estimation accuracy than others, the hit rate can get 91.28%, nearly 10% higher than
traditional fingerprint-based positioning method. But the price is more time needed to
position. The reason is RNN network needs to “remember” more information about
some periods of time, more time retention in the network, more resources (time and
space) consumed on it. In fact, KNN localizer aims to determine the floor position
using the least time, but only for single-structured environments. When the environ-
ment become complex and unstable, such as human flow or temporary shadow, the
method seems to be unreliable. As can be seen, our framework can improve the
localization success rate and make the process more reliable. Also, adding extra
training data can further affect the reliability of estimation considerably.

5 Conclusions

In this article, we proposed a floor distinction framework consisted of Autoencoders
and Recurrent Neural Network in complex environments. We utilize AE to reduce the
feature space dimension and RNN, which is a memorable and associative network, to
achieve a satisfactory floor distinction result. The proposed framework can not only
extract the effective feature matrix from the measurement data which a huge impact on
the size of network, but also distinct the number of floors precisely. Experimental

Fig. 8. The influence of value C to floor distinction accuracy

Table 2. Floor distinction success rate for different methods.

Method Success rate (%) Times (s)

Fingerprint-based 81.12 1.87
AE + RNN 91.28 18.39
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results demonstrate that our models provide an efficient generalization performance in
complex indoor environments. The framework is also addressed that it can solve the
diversity of the positioning problems by modifying the network parameters in more
readable manners. The framework can make an approving and reliable floor localiza-
tion result in complex buildings. Furthermore, how to better use the relevance of the
received data and eliminate the noise in the data forms an interesting work in future.
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Abstract. WIFI fingerprint positioning technology has been widely studied and
developed for a long time and lots of experiment systems have been established.
However, the time-varying and nonlinear features of the WIFI signal impede the
development in the application level. The performance of existing positioning
systems could be very unstable due to the signal varying. Our object is to
combine the fuzzy technology and multi-classifier approach to improve the
system accuracy and robustness. The proposed method adopts the fuzzy integral
to fusion the results obtained from different fuzzy K-nearest neighbor (KNN)
classifiers generated by adaBoost. Experiment results demonstrate that our
approach improves the average positioning errors and their standard deviations
by 21% and 26% separately compared to the traditional KNN algorithm.

Keywords: WIFI fingerprint � Fuzzy � Multi-classifier � AdaBoost

1 Introduction

As the development of information technology, the location based service (LBS) has
become more and more important for people’s daily lives. The positioning technology
based on global navigation satellite system (GNSS) has achieved a great success in
outdoor scenarios. However, the complicated environment and the multipath effect cause
great difficulties in indoor positioning. Now the research in WIFI fingerprint positioning
technology is very popular to promote the development of indoor applications.

Precedent works have considered many algorithms to deal with the WIFI signal
fluctuation, such as the widely used KNN, Bayesian [1]. However, how to describe the
signal distribution in the area and combat the interference effectively are still big
problems. The deep learning algorithm is used in [2] to obtain better accuracy, with
higher cost.

Some researchers tried to solve the problem by using the fuzzy technology, which
has a strong non-linear characteristic and an anti-interference ability. An effective
calculation of Euclidean distance is undertaken by means of fuzzy logic methods. The
systems comprising a better understanding of the fuzzy inference technology could
provide an improvement of accuracy [3]. Another solution proposed is the use of fuzzy
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rule-based classification, which divides the RSSI into three linguistic terms, low,
medium and high [4–7]. Though the above mentioned fuzzy approaches have made
some progresses, they only adopt fuzzy logic without applying detailed fuzzy mea-
surement. On the other hand, some basic multi-classifier technologies, such as bagging
[8] and Bayesian fusion [9], are adopted by some studies to improve the positioning
system robustness, which provide good research directions.

In this paper, our object is to combine the fuzzy technology and multi-classifier
approaches to improve the system accuracy and robustness. We adopt the improved
fuzzy KNN algorithm as the basic classifier, which establishes fingerprint database with
the average value, the upper quartile, the median and lower quartile of the signal
sequence in each grid. Then, the adaBoost algorithm is proposed to obtain sub-
classifiers. At last, positioning result is obtained by the fuzzy integral fusion approach.
The traditional AP selection and K-means clustering method are also adopted to reduce
the computational complexity.

The following parts of this paper are organized as follows: Sect. 2 presents the
fuzzy KNN based fingerprint algorithm. Section 3 delineates our proposed system
architecture, including the adaBoost algorithm and fuzzy integral fusion approach.
Experiment procedures and simulation results in Sect. 4 demonstrates the efficiency of
our approach. This is followed by the conclusion in Sect. 5.

2 Fuzzy KNN Based Fingerprinting Algorithm

The widely used KNN algorithm is very practical, and just the average value of the
received signal strength (RSS) vector namely S needs to be computed. In the online
stage, the real-time RSS vector M is compared with S through Euclidean distance to
find the k nearest neighbor nodes. The final positioning result can be obtained as
following. li is the location of the ith nearest node and l is the positioning result.

l ¼ 1
k

Xk
i

li ð1Þ

Some improved algorithms such as the weighted KNN have been proposed, but
there is always only the average feature of each grid for comparison. In this paper, the
Fuzzy KNN algorithm is proposed to provide several typical features for comparison.
What’s more, instead of the absolute weights based on the distances, the relative fuzzy
membership degree for each grid is obtained.

During the offline phase, m samples are collected in c grids and the RSS sequence is
R ¼ ðR1;R2; . . .;RcÞ; c ¼ 1; 2; 3. . .;L. L is the number of grids. In grid i, the average
value qi1, the upper quartile qi2, the median qi3 and lower quartile qi4 of the signal
sequence ðRi : Ri1;Ri2; . . .;RimÞ are calculated and stored as the offline fingerprint
database.

Assume the RSS vector Ri expands from small to large, the value of ðqi1; qi2; qi3; qi3Þ
changes as following.
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1
m

Xm
j¼1

Ri;j; Ri; ðmþ 1Þ
4½ �; Ri; 2ðmþ 1Þ

4½ �; Ri; 3ðmþ 1Þ
4½ �

 !
ð2Þ

Where [ ] is the bracket function.
During the online phase, the similarity degree sequence ðti1; ti2; ti3; . . .; ticÞ i ¼

1; 2; 3; 4 sorted by average value, upper quartile, the median and the lower quartile are
calculated based on Euclidean distance separately. Then, the final membership degree
for each grid D ¼ ðl1; l2; . . .; lcÞ can be obtained as follows. The gird with the largest
membership degree will be considered as the positioning results.

lj ¼
X4
i¼1

Xc
s¼1

Ti
sj j ¼ 1; 2; 3; . . .; c

Ti
sj ¼

1PK
q¼1

q

K � sþ 1ð Þ if tis ¼ j

0 else

8><
>:

ð3Þ

Ti
sj is the member of the jth grid of the ith element. K is an adjustable parameter,

which means that K grids are chosen in each similarity degree sequence.

3 System Architecture

Based on the basic fuzzy KNN fingerprinting algorithm, the detailed system archi-
tecture is shown in Fig. 1. After collecting the fingerprint database, K-means clustering
and AP selection are performed, both of which have been proven to be effective in
previous papers. As this paper mainly discusses the fingerprint matching approaches,
the simple and traditional K-means clustering and maximum selection methods are
adopted to make the positioning system executable.

For each cluster, several Fuzzy KNN classifiers are trained based on AdaBoost
algorithm. Then, the confusion matrix of each KNN classifier can be obtained by cross
validation. After the classifier subset is selected according to our selection criteria,
fuzzy measure is trained and stored.

During the online phase, a smoothing filter is adopted to reducing the signal
fluctuation. After the cluster ID is decided, the corresponding sub KNN fuzzy classi-
fiers are used to calculate the membership degree of each grid. At last, the positioning
result is obtained by fuzzy Integral Fusion.

3.1 AdaBoost Algorithm for Positioning

AdaBoost algorithm trains the same type of basic classifiers based on different training
set and combines them together to constitute a stronger classifier, which is the final
strong classifier [10]. According to the theoretical proof, as long as each basic clas-
sifier’s performance is better than random guessing, the error rate of the fusion
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classifier would tend to zero. And our WIFI positioning classifiers proposed satisfy the
assumption. The pseudo code of our method is presented in Fig. 2.

Offline phase
Collecting
Fingerprint
Database

Clustering/
AP selection

Training Fuzzy 
KNN A1

AdaBoost
Fuzzy

Measure
training

Online phase Signal Filtering

Cluster Decision

Membership
Degree Decision

Positioning
Result

Training Fuzzy 
KNN A2

Training Fuzzy 
KNN An

Fuzzy
Integral
Fusion

Classifier
subset

Selection

Confusion
Matrix

Fig. 1. Detailed system architecture

Fig. 2. AdaBoost algorithm for positioning
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During the loop, the fuzzy KNN should be trained based on R and WtðiÞ. Firstly,
the vector Ri is sorted from small to large according to the RSS value. Then, the

average value qðtÞi1 is calculated.

qðtÞi1 ¼
Xm
j¼1

Ri;j �WtðjÞ ð4Þ

Consequently, the offline database of each sub fuzzyKNN is ðqðtÞi1 ;Ri;r0:25 ;Ri;r0:5 ;Ri;r0:75Þ
with ru calculated as followed.

ru ¼ P r j
Xr�1

i¼1

WtðiÞ\u&&rj
Xr
i¼1

WtðiÞ[u

 !

u ¼ 0:25; 0:5; 0:75

ð5Þ

The confusion matrix in step 4 is constructed by the cross-validation of the fin-
gerprint database. As there are L grids in the positioning system, theMðtÞ will be a L � L
matrix in which the entryMðtÞ

i;j presents the number of the instances collected in location
li and assigned to location lj by the fuzzy KNN classifier.

To meet the target of reducing the positioning error as much as possible, we adjust
the fingerprint weight according to whether the error is greater than 3 meters or not.

3.2 Classifier Subset Selection

As proposed in [11], the improvement of multi-classifier approach depends largely on
the characteristic that each classifier does not get involved in the same mistake in
decision making. Therefore, it is essential to make the correlation of the sub classifiers
smaller during the subset selection to provide better improvement of fusion classifier.

In this paper, the generalized diversity (GD) is adopted as the selection criteria [12].
The classifier subset with the largest GD value will be chosen.

GD ¼ 1� pð2Þ
pð1Þ ð6Þ

pð1Þ ¼
XT
t¼1

t
T
pt pð2Þ ¼

XT
t¼1

t
T
t � 1
T � 1

pt ð7Þ

pt ¼

PL�1

i¼2

Piþ 1

j¼i�1
MðtÞ

i;j

PL�1

i¼2

PL
j¼i

MðtÞ
i;j

ð8Þ
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pt is the probability of the tth sub classifier which has the positioning result with
error larger than 3 m. T is the number of the selected classifier subsets from tmax.

3.3 Fuzzy Measure Training and Integral Fusion

As the decision error distribution of each classifier changes as grids vary, we calculate

the fuzzy measure for each grid gðiÞk based on the confusion matrix MðtÞ.

g j
i ¼

M j
iiPL

k¼1
M j

ki

ð9Þ

ki þ 1 ¼
YL
j¼1

ð1þ kig
j
i Þ ð10Þ

Where g j
i stands for the fuzzy measurement of Cj in grid li. Then, ki which is the

parameter of gðiÞk can be obtained. ClðjÞ stands for the jth sub classifier. Consequently,

gðiÞk can be obtained and the fuzzy measure training process is completed.

gðiÞk ðAjÞ ¼ g j
i þ gðiÞk ðAj�1Þþ kig

j
i g

ðjÞ
k ðAj�1Þ

Aj ¼ fClð1Þ; Clð2Þ; . . .;ClðjÞg
ð11Þ

For the integral fusion process, the membership degrees ðlð1Þi ; lð2Þi ; . . .; lðTÞi Þ are
decided by each fuzzy KNN in the online phase as demonstrated in Sect. 2. And the
positioning result can be obtained based on the Choquet fuzzy integral fusion. ðcÞ R
stands for the Choquet integral value of each grid [13]. Therefore, the grid with the
largest integral value will be considered as the positioning result.

ðcÞ
Z

f ðxÞdg ¼
Xn
i¼1

f ðxÞ½gðAiÞ � gðAiþ 1ÞÞ� f ðx1Þ� f ðx2Þ� . . .� f ðxnÞ ð12Þ

Result ¼ argmax
L

i¼1
ðcÞ
Z

ðlð1Þi ; lð2Þi ; . . .; lðTÞi ÞdgðiÞk ð13Þ

4 Experiment and Simulation Results

To evaluate the performance of our proposed method, an experiment is carried out on
the 5th floor of LaiFuShi piazza in Shanghai with a surface of approximately 80 m by
50 m (see Fig. 3). There are more than 300 IEEE 802.11 WLAN APs in this scenario.
During the experiment, we have collected 80 samples of fingerprints from 79 different
locations (see dark squares in Fig. 3, respectively), of which 60 samples are used for

398 Y. Du and D. Yang



training and the rest 20 are for testing. Each location is almost 3 m away from each
other and MI 2A is used as the mobile terminal, with Android 4.1.1 system.

Considering the compromise between system complexity and positioning perfor-
mance, we adopt the number of selected sub classifier T ¼ 3. The results in Table 1
show that only 4.76% of the test points have all the errors of classifiers larger than 3 m.
The good diversity of the three classifiers implies high fusion performance.

The positioning accuracy is compared between the sub fuzzy KNN classifier and
the proposed fuzzy integral fusion classifier in the experiment. As shown in Fig. 4, the
percentage of test points without error improves from 59.9% to 64.2% and the largest
error reduced from 40 m to 32 m, which proves the enhancement of the proposed
fusion classifier over all the three sub fuzzy KNN classifiers.

We present some popular positioning matching algorithms for comparison, such as
the traditional KNN method, Gauss Bayesian probability algorithm and Kernel-based
algorithm. Furthermore, the Voting and Bayesian fusion methods are also evaluated.

As the test and training points are collected in the same locations, many positioning
errors are zero and the average error of all the positioning methods are less than 3 m.
The evaluation results shown in Table 2 reveal that all the fusion methods, including

Fig. 3. Experiment scenario

Table 1. Diversity of the sub fuzzy KNN

Number of sub classifiers with error > 3 m Zero One Two Three
Number of points 1327 149 104 79
Percentage/% 79.99 8.98 6.27 4.76
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the Voting, Bayesian Fusion and the proposed approach, outperforms the single
classifier in terms of the average error distances and their standard deviations. Fur-
thermore, the proposed fuzzy integral fusion approach obtains additional performance
improvement.

5 Conclusion

In this paper, we have proposed a novel multi-classifier approach for fuzzy KNN based
WIFI indoor location system. We introduce a new fuzzy KNN classifier based on
membership degree. Subsequently, we propose the AdaBoost algorithm together with
fuzzy integrate fusion approach in the field of indoor positioning. Practical experiment
shows good diversity of selected sub classifiers and the effectiveness of fusion classifier
approaches. The proposed approach improves the average positioning errors and their
standard deviations by 21% and 26% respectively compared to the traditional KNN
algorithm.
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Fig. 4. Comparison of the sub classifier and fuzzy integral fusion classifier

Table 2. Summary positioning result (meter)

Positioning method Average error Standard deviation 90% error

Traditional KNN 1.9725 3.421 6.2
Gauss 2.5083 4.615 6.7
Kernel 1.9222 3.353 5.8
Voting 1.7028 2.81 5.8
Bayesian fusion 1.6809 2.794 5.0
Proposed approach 1.5591 2.598 4.8
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Abstract. With the development of electronic science and technology, Intel-
ligent Transportation has entered a new stage. In recent years, IOT (Internet of
Things) technology has brought many impacts on people’s daily life and social
development. IOV (Internet of Vehicle) technology is an important application
of IOT technology in Intelligent Transportation System. The rapid development
of IOV technology provides a guarantee for Intelligent Transportation. There-
fore, accelerating the landing of IOV has a profound impact on the development
of new Intelligent Transportation. Dynamic wireless charging technology has
become one of the five cutting-edge technologies to accelerate the landing of
IOV. Firstly, the article introduces the new Intelligent Transportation System
and its key technology. Then the article analyzes the advantages of wireless
charging and the composition of wireless energy transmission system. Finally,
the article introduces the composition of the dynamic wireless charging system
on electric vehicles, the application and development of dynamic wireless
charging key technology in new Intelligent Transportation.

Keywords: Intelligent Transportation � Internet of Vehicle �
Wireless charging � Wireless energy transmission � Electric vehicle

1 Introduction

In recent years, China’s economy has risen rapidly, and people’s material living
standard has improved sharply, automobiles have become the most common vehicles.
However, many problems has followed. Such as traffic safety, traffic congestion and
transportation efficiency. All of them have tested the ability of city managers. In this
context, the role of Intelligent Transportation Systems is particularly important. With
the advancement of modern science and technology, new Intelligent Transportation
System has seen some initial achievements. The Internet of Things technology has
brought many impacts on people’s daily life and social development. The Internet of
Vehicles technology is an important application of Internet of Things technology in
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Intelligent Transportation systems. The gradual replacement of traditional energy
sources by new energy sources is an important trend in the future. The advantages of
electric vehicles are becoming more and more prominent. Therefore, electric vehicles
have become an important direction for the development of the automobile industry.
However, the inconvenience of charging hinders the development and popularization
of electric vehicles seriously. Conventional charging devices have disadvantages, such
as poor operability, low safety, and large floor space, which largely limit the large-scale
promotion of electric vehicles. In contrast, wireless charging technology can solve the
interface limitation problem and security problem faced by traditional conductive
charging. Wireless charging technology gradually becomes the main charging way of
electric vehicles. However, static wireless charging and wired charging both have the
problems of frequent charging and short range. Continuous endurance is very important
for public transportation vehicles such as electric buses. In this context, the dynamic
wireless charging technology of electric vehicles emerges as the times require, it
provides real-time energy supply for the running electric vehicles through non-contact
way. Dynamic wireless charging technology has become one of the five cutting-edge
technologies to accelerate the landing of IOV. The key technology of dynamic wireless
charging has strong research value and broad application prospects in the new Intel-
ligent Transportation.

2 New Generation of Intelligent Transportation and Key
Technologies

Intelligent Transportation System, also called Intelligent Transportation System, inte-
grates information technology, data communication technology, electronic control
technology and computer technology into the transportation system. It strengthens the
relationship among vehicles, roads and person, and it promotes safe and efficient
integrated transport system. The Intelligent Transportation system meets the growing
demand for public travel and material transportation by creating a transportation sys-
tem that is fair, efficient, safe, convenient and environmental.

Intelligent Transportation is the hotspot and frontier of the world’s transportation
development. And Intelligent Transportation is the development direction of the future
transportation system. With the continuous innovation of electronic information tech-
nology, Intelligent Transportation will enter a new stage. The new Intelligent Trans-
portation effectively integrates IOT, big data, cloud computing, artificial intelligence,
sensors, data communication, electronic control, operations research, and automatic
control technology into transportation management system. It could strengthen the
connection among vehicles, roads and users. Thus it forms an Integrated Transportation
System that guarantees safety, upgrades efficiency, improves environment, and saves
energy. It establishes all-round function, a real-time, accurate and efficient integrated
transportation management system [1].

The new Intelligent Transportation needs to be able to support integrated trans-
portation; it needs the new generation of intelligent infrastructure, including traffic
sensor networks, new generation communication systems, new energy distribution
systems for extended roads, and many other technical facilities; it needs low-carbon

Research on Application and Development of Key Technologies 403



and smart transportation tools; it needs services and management systems that require
openness, sharing and coordination; it needs intelligent decision systems based on big
data. Therefore, the overall framework of new Intelligent Transportation will take three
systems (Intelligent Transportation Service System, Intelligent Transportation Man-
agement System and Intelligent Decision Support System), two support technology
(Intelligent Transportation Infrastructure, Standards and Technology), and one envi-
ronment standard (loose and ordered development environment) as the main content of
development. Meanwhile new Intelligent Transportation covers the field of urban
transportation, roads, railways, aviation, and water transportation. The overall frame-
work of new Intelligent Transportation not only makes arrangements for the devel-
opment and application of Intelligent Transportation systems, but also promotes the
development of Intelligent Transportation advanced technologies and support of
emerging strategic industries. Such as new national traffic control networks, coopera-
tive vehicle infrastructure, intelligent vehicle, automatic train operation, integrated hub
coordination, high-speed broadband wireless interconnection and high-speed wireless
LAN (Local area network). At present, new technologies such as cloud computing, big
data, and mobile internet are widely used in the fields of cooperative vehicle infras-
tructure systems, public travel convenience services, IOT, IOV, driverless, and electric
vehicles. The electrification, intelligence and networking of vehicles have become the
technological trend of the next Intelligent Transportation System [2, 3].

Besides the Internet and the Internet of Things, Internet of Vehicles becomes
another important symbol of the future smart city. Internet of Vehicle is based on the
intra-vehicle network, inter-vehicle network and vehicle mobile Internet. According to
the agreed communication protocol and data interaction standard, it is a large system
network for wireless communication and information exchange between vehicles and
X (X: vehicles, roads, pedestrians and the Internet, etc.). It is an integrated network that
can achieve intelligent traffic management, intelligent dynamic information service and
vehicle intelligent control. It is a typical application of Internet of Things technology in
the field of transportation. Internet of Vehicle can realize information sharing and
collect information about vehicles, roads and environment through interconnection of
vehicle and vehicle, vehicle and people, vehicle and road interconnection. Then it can
process, calculate, share and publish collected multi-source data on the information
network platform. In addition it can release effective guidance and supervision of
vehicles according to different functional requirements, and provide application ser-
vices of professional multimedia and mobile Internet. Internet of Vehicle technology
provides a powerful guarantee for Intelligent Transportation. Accelerating the landing
of Internet of Vehicle is significant for accelerating the development of Intelligent
Transportation [4]. Five cutting-edge technologies for accelerating Internet of Vehicle
include WIFI connection, smart bluetooth, NFC (Near Field Communication), wireless
charging, and ethernet security. Driverless technology, wireless charging technology,
and intelligent parking technology have been called “Iron riangle” of the future
Intelligent Transportation. In a broader perspective, driverless technology is still one of
the core components of Intelligent Transportation in the future. The real landing of
unmanned driving still requires the support of two other core technologies to jointly
construct a complete Intelligent Transportation Ecosystem. One is smart parking
technology and the other is wireless charging technology.
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3 Electric Car Dynamic Wireless Charging Technology

3.1 Advantages of Wireless Charging Technology

At present, there are two main charging methods for electric vehicles. One is wired
charging, which is also called contact charging. Wired charging includes fast charging
mode and slow charging mode. The other is wireless charging, which is also called
non-contact charging. In the new Intelligent Transportation, wireless charging tech-
nology has obvious advantages over wired charging technology.

A comparison of the three charging techniques is shown in Table 1 below. From
the Table 1, whether applied to smart devices or other fields, wireless charging tech-
nology has obvious advantages over wireless charging technology, which is the main
direction of future development (See Table 1).

Table 1. A comparison of the three charging techniques.

Charging
mode

Principle Advantage Disadvantage

Wired
slow
charge [5]

The wired slow charging
mode generally uses a
single-phase 220 V/16 A
AC (Alternating Current)
power supply. It uses a
small AC current to
charge a small power for
a long time by the
charger. Charging time is
generally 6 h to 10 h

1. It could reduce
cost of charging
2. It could improve
charging efficiency
3. It could extend
service the life of
batteries

1. It is difficult to meet
the user’s demands of
emergency charging and
long-distance driving
2. Charging time is long

Wired
fast
charge
[6–8]

The wired fast charging
mode generally uses
direct current mode with
a large current of 150 A
to 400 A. Charging time
is about 20 min to 2 h

1. It can meet the
user’s demands of
long-time and long-
distance driving
2. Charging time is
short

1. The high current
charging has a negative
impact on performance
and life of batteries
2. It has a certain impact
on the power grid

Wireless
charging
[9, 10]

The wireless charging is
no need the cables to
energy transfer. In the
wireless charging mode,
it need install a vehicle
inductive charger on the
car

1. It does not need
the cables. It uses
Conveniently and
safely
2. It is conducive to
the uniformity of
multiple interface
standards
3. It could adapt to a
variety of harsh
environments and
weather

1. Equipment charges and
maintenance charges are
higher
2. Energy loss is relative
high. The efficiency of
wireless charging needs to
be improved
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3.2 Dynamic Wireless Charging Technology

Wireless charging technology is derived from radio power transmission technology
which is also called wireless energy transmission or radio energy transmission.
Wireless energy transfer technology is a new energy transfer technology that can be
used to take power from a fixed grid in a non-contact manner with electrical equipment.
The wireless energy transfer system is mainly composed of an energy emitting part and
an energy receiving part. The transmitting part comprises a grid power supply, a
rectifying circuit, a high frequency inverter circuit and a transmitting coil. The
receiving part includes a receiving coil, a high frequency rectifying circuit, a load and
so on [11]. The Fig. 1 shows a structural topology diagram of wireless energy transfer
system (See Fig. 1).

Wireless energy transmission system usually includes inductive energy transmission
system and magnetically coupled resonant energy transmission system. The magneti-
cally coupled resonant wireless energy transmission technology uses magnetic near-
field coupled resonance mechanism with a wide operating frequency. At the same time,
it has a large quality factor Q. Compared with the inductive type, the magnetic coupling
type has a longer transmission distance, damage of magnetic coupling type is smaller, so
magnetic coupling type is more suitable for dynamic wireless charging of electric
vehicles [12]. In the electric vehicle wireless charging system, the most important is the
design of the coil coupling structure, which affects the efficiency of the system, anti-
offset capability and so on. In the design of the coupling mechanism, high permeability
materials are often required to increase the coupling coefficient. Because of the cost, the
current scheme mostly uses skeleton-type magnetic cores, including the thin U-shaped,
I-type, monorail-type and double-track type of KAIST (Korea Advanced Institute of
Science and Technology) of Korea, and the skeleton disc shape of the American Oak
Ridge National Laboratory. The structural design of the magnetic core is closely related
to the coupling parameter adaptability, magnetic shielding performance, and system
cost. In terms of wireless energy transmission system communication problems, Oak
Ridge National Laboratory of the United States advocates adopting Internet of vehicle
protocol DSRC (Dedicated Short Range Communications) that meets the requirements

Fig. 1. Structure topology of wireless energy transmission system.
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of US Department of Transportation, and solves the problem of transmitter/receiver
offset in wireless charging by communication closed loop.

The important application of wireless charging technology in the field of Intelligent
Transportation is mainly to charge electric vehicles. The traditional charging mode
limits the development of electric vehicles. Wireless charging technology overcomes
the shortcomings of traditional charging technology. The charging device can be
installed in a parking space underground or on a wall. No exposed interfaces also
prevents the risk of electric shock. Moreover, there is no safety requirement for the
plug-in interface, and there are no problems such as mechanical loss or contact loss,
which makes the manufacture and maintenance of the charger simpler and cost sig-
nificantly reduced. But even with wireless charging technology, electric vehicles still
have problems such as low battery energy density, short cruising distance, high cost,
heavy equipment, and frequent charging. In this context, wireless charging emerges as
the times require. The battery is charged in a non-contact way during driving, and the
electric energy is supplied in real time. The electric vehicle can be equipped with a
fewer batteries, effectively improving the convenience of electric energy supply, and
significantly increasing the durability of the electric vehicle [13].

Dynamic charging, that is, charging in the course of driving, can reduce the
capacity of on-board batteries and vehicle quality. The dynamic wireless charging
technology of electric vehicles mainly includes two types: magnetic coupling type and
electromagnetic induction type.

The electric vehicle wireless power supply system consists of two parts: the
transmitting part and the receiving part. The transmitting part is composed of a power
conversion device, an electromagnetic coupling mechanism, and a power conversion
device on the vehicle [14]. The specific system structure is shown in Fig. 2. AC power
(AC-DC-AC change) is generated by powering from the grid, rectification, filtering,
voltage regulation, and inverter. The energy is transmitted by the magnetic coupling
mechanism, and the receiving part supplies the received alternating current (AC-DC) to
the electric vehicle.

The wireless power supply system for electric vehicles should ensure that the
electric vehicles transmit energy at a certain distance from the ground. The wireless
power supply system consists of two subsystems: one system is road system, another
system is road surface system. Road system is used for transmitting energy, which
includes a rectifier, a high frequency inverter, a primary matching capacitor bank, and a
functional rail. Road surface system is used for receiving energy, including receiving
coils, secondary matching capacitors and rectifiers. Road system should have strong
stability and a low enough price to withstand the harsh road environment. At the same
time, the road surface system should have a smaller size and a lighter weight for
installation on an electric vehicle.

In summary, the problems that need to be researched in the dynamic wireless
charging technology of electric vehicles are as follows:

1. Electromagnetic compatibility: Electromagnetic compatibility problems are closely
related to the quality of energy transmission, the electromagnetic interference to the
system and the impact on the human body. Only by effectively solving the EMC
problems, can the system operate safely, reliably and stably.
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2. Robust control of energy transfer: In the dynamic wireless power supply system of
bipolar power supply guide rail, energy transfer is in a fast non-linear process, so
the stability and response speed of the dynamic wireless power supply system are
very important.

3. Coil design: The coil coupling structure is a key issue in the wireless charging
system. The excellent coil structure has higher efficiency, lower electromagnetic
radiation, and it can also reduce the cost of the power supply track.

4. Power supply efficiency: From the AC power supply to the DC output of the
battery, the power supply efficiency determines the competitiveness of electric
vehicles and traditional vehicles.

5. Electromagnetic shielding: The dynamic wireless power supply system has a long
transmitting terminal and the road must be open, so the magnetic field limitation
problem becomes more serious.

6. Power supply track segmentation and road construction: Power supply track seg-
mentation can improve safety and stability, which is easy to maintain. Therefore, it
is necessary to consider the track segmentation, control method, and reduce its
impact on traffic during road construction.

4 Application and Development of Key Technologies
for Dynamic Wireless Charging of Electric Vehicles

From the application and development history of wireless charging technology, the
research on wireless charging theory is relatively deep and mature, and there are many
practical applications and a few commercial products. At present, the leading countries
in the field of dynamic wireless charging on electric vehicles are United States, New
Zealand, Germany, Korea, Japan and other countries [15–17].

Fig. 2. Structure diagram of electric vehicle wireless power supply system.
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The University of Auckland in New Zealand worked with the German company
Wampfler AG to develop the world’s first wireless charging bus in 1997. The under-
ground pavement of bus stop is equipped with 80 A and the radiat with working
frequency of 13 kHz. The bus is equipped with ten receiving terminals, which charging
power is 30 kW and charging current reaches 250 A. The bus has been operated in the
Rotorua Geothermal Park in New Zealand, it effectively overcomes the harsh natural
environment of the region. At the same time, Wampfler AG has also developed a
100 kW dynamic wireless power train prototype. The train track is 400 m long.
Because of the dynamic power supply, the battery pack is no longer installed on the
train. The University of Auckland has also conducted a series of research on the design
of coupling mechanisms. In 2010, a double-sided coil consisting of a rectangular core
plate and a vertically coiled cable was proposed. Later, a single-sided polarized coil
composed of a horizontally wound cable on a magnetic core plate and a double-D-
Quadrature (DDQ) pick-up coil structure was proposed [18].

The Oak Ridge National Laboratory of the United States has researched the
transmission characteristics and dielectric loss during dynamic wireless charging of
electric vehicles. The ground transmitting end is a series connection of two transmitting
coils. The research shows that the transmission power and efficiency are greatly
affected by the position of electric vehicle. It is necessary to adjust the frequency
through the closed loop of 2.4 Ghz communication in order to adapt to the position
change [19]. Zeliko Pantic’s group of North Carolina State University in the United
States has researched the dynamic wireless charging technology of electric vehicles
powered by battery and super capacitors, and they discussed the application prospects
of this technology in the field of urban transportation. Their research is also based on
inductively coupled power transfer technology [20]. In 2013, Professor Chris Mi’s
team in University of Michigan has achieved radio power transmission at 2 kW to
6 kW with efficiency of over 94%, and the working frequency of the system is less than
200 kHz, which is very suitable for wireless charging of electric vehicles [21]. Stanford
University has developed a mobile charging system for electric vehicles, which can
charge while driving. The wireless charging efficiency could reach 97% [22].

Germany’s VAHLE has developed CPS (Contactless Power Systems) since the end
of the 20th century, and then VAHLE has published non-contact power access solu-
tions and related products for ground transportation lines, electric monorail driving
systems and transport vehicles. The power capacity of VAHLE’s conventional power
acquisition device is 500 W to 3 kW, but it is for high-power equipment. Their newly
developed special power acquisition device has a single power capacity of 100 kW. It
has been successfully operated in Bombardier’s train test line.

The KAIST has conducted a lot of research on dynamic wireless charging tech-
nology for electric vehicles in recent years, and this kind of electric vehicles based on
electric wireless power technology is called OLEV (Online Electric Vehicles). Their
research focuses on the design of electromagnetic coupling mechanism and electro-
magnetic field shielding. Since the first generation was released in February 2009, the
generations of OLEV related parameters that Korea has introduced are shown in Fig. 3.
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The first generation of OLEV uses an E-type core with an efficiency of 80% at an
air gap of 1 cm. The efficiency decreases with the increase of the air gap, and the
efficiency drops sharply with the offset of the receiving terminal. However, it has
successfully confirmed the possibility of wireless power supply for electric vehicles.
The second generation of OLEV uses a thin U-shaped core that increases the trans-
mission distance from 1 cm to 17 cm and increases the offset tolerance. The third
generation of OLEV uses a skeleton core arrangement that enhances compression
resistance and reduces cost. The fourth generation of OLEV uses an innovative
I-structure power supply track. The receiving coil has a power of 25 kW and a side
shifting capability of 24 cm. At the same time, the I-type power supply track is only
10 cm wide, which greatly reduces the cost. In 2012, KAIST has researched two
structures of monorail and dual-track. The dual-track divides the magnetic circuit into
two parts, making it less susceptible to magnetic saturation. To achieve the same effect,
the monorail must have double thickness. But the monorail type can obtain a larger
amount of side shift. At present, Korea OLEV mainly adopts dual-track structure. In
2015, the Korean Academy of Higher Science and Technology established a 12 km
long dynamic power supply demonstration project for electric buses driving on the road
in Yuwei City of South Korea. In the field of wireless power supply technology for
railway trains, the KRRI (Korea Railway Research Institute) has researched the whole
wireless power supply system for railway trains, and made an experimental device with
power of 1 MW and track length of 128M. The coupling mechanism adopts a long
straight guide rail at the launching end and enhances the coupling performance by two
small U-shaped magnetic cores. Because the track is longer and the inductance is
larger, in order to reduce the voltage stress of capacitance, the capacitance is dispersed
in the radiation coil [23].

Japan’s Toyohashi University of Science and Technology and Ulsan University of
Science and Technology in Korea has researched the electric field-coupled electric

Fig. 3. Related parameters of OLEV in Korea.
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vehicle dynamic wireless power supply technology, which is coupled to the transmitter
end buried in the ground through the receiving end of the wheel. Compared with the
magnetic energy coupling of magnetic field coupling, the electric field coupled mag-
netic field radiation is small, the structure is simpler, the impedance matching is easier,
and the dielectric constant of the tire is higher than air, which can improve the
transmission efficiency and distance [24]. In 2011, the University of Tokyo in Japan
worked with Nagano has developed a contactless power transmission system based on
the principle of electromagnetic resonance. Compared with electromagnetic induction
transmission system, it has a longer transmission distance and a slightly lower trans-
mission power and efficiency [25].

Research on wireless charging theory in China is relatively late, but universities and
institutes in China have researched on technology and application of wireless power
transmission.

In October 2011, the “Key Technologies and Application Prospects of Radio Power
Transmission” Academic Salon funded by the Chinese Association of Science and
Technology was held in Tianjin University of Technology, which was the first aca-
demic conference in the field of radio power transmission in China. Subsequently,
many academic conferences in the field of radio power transmission were held in China
(See Table 2), showing the good development trend and prospects of radio power
transmission technology in China [18, 26].

5 Conclusion

This paper introduces the application and development of dynamic wireless charging
technology in the context of a new generation of Intelligent Transportation. With the
popularity of electric vehicles, dynamic wireless charging technology has paid more
and more attention in the world. The research on dynamic wireless charging technology
of electric vehicles is still in the stage of continuous development and improvement,
but in the near future, electric vehicles on highways will automatically receive power
supply from the road surface below. The new Intelligent Transportation is coming.

Table 2. A comparison of the three charging techniques.

Conference
date

Conference
place

Conference topic

In 2011 Tianjin Key Technologies and Application Prospects of Radio Power
Transmission

In 2012 Chongqing Seminar on Radio Power Transmission Technology
In 2013 Guiyang Symposium on Key Technologies and Applications of Radio

Power Transmission
In 2014 Nanjing International Symposium on Radio Power Transmission

Technology and Applications
In 2015 Wuhan Academic Conference on Radio Power Transmission

Technology and Applications
In 2017 Chongqing International Symposium on Radio Power Transmission
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Dynamic wireless charging technology can not only provide key supporting tech-
nologies for Intelligent Transportation, but also promote the development of Intelligent
Transportation.
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Abstract. In the field of security, timely and effective identification is
very important for safeguarding public safety, national security and infor-
mation security. Face recognition is an important technology in these
areas. The calculation of range plays an important role in protecting
safety and tracking suspects. Binocular stereo vision ranging has wide
application in non-contact precise measurement and dangerous scenes. In
this paper, a binocular range measurement system based on face recogni-
tion is proposed. The system can detect and recognize faces and calculate
its real time range. It could realize tracking real time faces and calculate
its distance from the cameras and locate them. And it suits the feature
of special places of high security and preventing the suspicious people
from entering and out.

Keywords: Face recognition · Binocular stereo vision ranging

1 Introduction

With the increasing demand for fast and effective identity recognition in society,
the security problem is of great urgency [8]. At the same time, the recognition
technology based on biometrics has gradually become a hot spot. Face recogni-
tion technology is generally accepted by people because of its non-contact and
friendly interface [10]. In many ways of perceiving the world, visual information
takes up about 80%. Binocular stereo vision has been widely applied to various
aspects of production and life [5], especially in dangerous scenes.

Although the intelligent video surveillance is more and more mature [13],
the pressure of people’s demand for intellectualization of video analysis is also
growing. However, the current monitoring system only support the storage func-
tions. It relies on people to review video data. Then missing detection or erro-
neous inspection are easy to happen. At the same time, with the increase of the
number of monitoring terminals, the resource consumption of human analysis
is becoming more and more difficult to accept. So many researches have intro-
duced computer vision technology in video surveillance in order to realize the
intelligent video surveillance system [6].
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Face detection is originally derived from face recognition. Compared with
eigenface and fisherface [3], the most obvious feature of the new algorithms for
face recognition is the application of automatic recognition technology in the
field of face recognition such as Adaboost [4], support vector machine (SVM)
[12]. In the early stage of face recognition research, face recognition needs people
to face to the camera. So it does not have to take the background information
into consideration such as the location of the face. In this system, due to the
long distance from people to camera, it’s necessary to detect faces first.

Besides, artificial neural network has excellent performance in machine vision,
voice recognition, natural language processing. Convolutional Neural Network
(CNN) can classify large image data set very well. In the famous Alphago, CNN
is applied to analyze the competition and offer decision information [2].

Computer vision technology makes the monitoring system not only see what
happens but also understand what happens [9]. Through improving the analysis
technology of video data, the system could recognize and identity the unusual
things or people and give the alarm in the fastest and best way [7]. In the system
we propose, to realize the intelligence of video monitoring system, the monitoring
system can not only provide video data passively, but also analyze and process
the video contents automatically.

The main contributions of this article are as follows:

(1) We propose a highly robust system to achieve the recognition and positioning
of human faces, and it is real-time.

(2) This system can be applied not only in the general environment but also in
dangerous scenes. The experimental results show that this system can effec-
tively identify and locate human faces and meet the accuracy requirements.

The remainder of this paper is organized as follows. In Sect. 2, we will
introduce the system model. The algorithms will be discussed in Sect. 3, which
conclude face detection and recognition and ranging algorithms. Section 4 will
provide the implementation and performance analysis. And conclusion will be
described finally.

2 Proposed System Model

2.1 Measurement System Overview

The system contains two parts as shown in Fig. 1: one is offline phase to train the
face detector and recognizer. Through the training of a large number of offline
data and the establishment of a resource bank, a powerful classifier detector can
be obtained, which can save a lot of time and improve efficiency when it is used
online; the other is online phase to use them and calculate the real time distance.
The system has good adaptability and can be applied to various special occasions.

In the offline, face detector and recognizer are built to detect and recognize
faces. AdaBoost algorithm is applied to detect faces and its real time performance
and accuracy could satisfy our system. At the same time, Convolutional Neural
Network trains the faces and gets the face recognizer.
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In the online, binocular vision platform works to capture images and the
left image is sent to be tested for face detection. If exists, the corresponding
right image is also detected. In the online phase, we apply Speeded Up Robust
Features Algorithm to match feature points for distance calculation.

Classifiers

Recognition

Binocular Vision Platform

Face Detector

Face Recognizer

Crop Faces From Both Cameras

Calculate Feature Points Matching

Eliminate 
Unstable Pairs 

Of Feature 
Points

Range 
Calculation

Offlilne Phase Onlilne Phase

Train Faces
And Nonfaces

Train Faces

Fig. 1. The flow chart of the system.

2.2 Offline Phase and Online Phase

In the offline phase, the weak face classifier could be obtained by training the
faces and non-faces data sets. The results of these weak classifiers can be only
slightly better than the results of random guessing. But by cascading these weak
classifiers, a strong classifier is obtained.

In the online phase, the binocular vision system will take a series of video
streams to the background for processing. After receiving the video stream, the
background will firstly detect the face. If there exists human faces, the two faces
will be cropped and saved for further process. Then the feature points of the
two faces are calculated. The feature points are used to match to calculate the
ranging of the faces. The system again removes unstable pairs of feature points
before calculating the range of the face. If the person is criminal or someone
dangerous, the system will alarm for help to the monitoring platform.

3 Face Recognition and Ranging Algorithm

3.1 Face Detection Algorithm

The first step is to detect faces in pictures. Several methods such as skin color
based method are widely used in face detection. AdaBoost algorithm is a main
method for face detection and has great advantages over other methods.

It contains thousands of feature matrixes in one picture and the introduction
of integral graph can improve the speed and accuracy of detection [11]. Assuming
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that a picture is M × N and the gray value of point (x, y) is P (α, β), therefore
the integral value is:

I(x, y) =
x∑

i=0

y∑

j=0

Pxy(α, β) (1)

Adaboost is applied to combine the rectangular feature after calculating the
Haar-like feature. As long as its accuracy is better than the random selected
feature, it will be chosen as a weak classifier. Every feature can be trained to be
a less better weak classifier. Then through training these weak classifiers, strong
classifiers could improve the accuracy. The final classifier is to cascade several
strong classifiers.

Area to be detected

The first classifier second Nth Face area

Rejected area

pass

reject

pass pass

reject
reject

Fig. 2. Cascade classifier.

The cascade algorithm is as shown in Fig. 2. In every classifier, all the regions
to be sorting are classified. The one that can reach the threshold will be sent to
next classifier. Otherwise, it is considered to be invalid area, and the final face
area is obtained after N classifiers. This cascade algorithm can achieve real-time
detection effect. Its operation speed is very fast. This is because the face region
and the non-face region is extremely asymmetric and the number of areas that
can pass the classifier decreases rapidly. So it simplifies the calculation and is
very efficient.

3.2 Face Recognition Algorithm

Artificial neural network is designed to imitate the structure of neurons in biolog-
ical system. It imitates nonlinear processing of information by imitating synaptic
connections, structures and functions of brains. The advantage of artificial neural
network lies in its high parallel processing, high robustness, high fault tolerance
and the correct classification and processing of fuzzy and imprecise information
[14]. Convolutional Neural Network develops from multilayer perceptron. It is
inspired from the field of biological neuroscience. It simulates the receptive field
of the cats’ visual cortex. This receptive field is very sensitive to local perception,
and the receptive field is tiled to the whole area.



418 X. He et al.

The algorithm flow chart contains 5 main parts:

(1) Input layer. Input layer is the first step of the whole network, and the orig-
inal image is input directly without so many image preprocessing like other
algorithms.

(2) Convolution layer. The convolution layer is the output of the upper layer
and the convolution is calculated by a number of convolution cores. Each
convolution kernel repeats itself in the entire input region, and the convolu-
tion result is a feature graph that forms the input image. The convolution
layer is the core of the whole convolution neural network.

Fig. 3. Convolutional kernel.

Generally a convolution layer contains many convolution kernels (assuming
to be n). Every convolution kernel convolutes with all the regions of the pic-
ture. Then n corresponding output characteristic maps are obtained. They
would be input to the next layer. As shown in Fig. 3, after convoluting the
upper image, image data is greatly reduced. However, to keep the size of the
same, 0 can be put in the picture.

(3) Pooling. The image scale after convolution layer does not reduce too much.
Therefore, pooling is introduced to reduce the dimension of the picture and
the computational complexity and enhance the robustness of the network.

(4) Full connection. Many full connection layers are connected to the output
layer. And the multiple full connection layers form a shallow layer of multi-
layer perceptron.

(5) Output layer of softmax. Softmax is the generalization of the logistic regres-
sion model and calculates the maximum likelihood probability. It is a com-
mon algorithm used to solve multi-classification problem.
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3.3 Ranging Method Based on Feature Extraction

The Speeded Up Robust Features Algorithm is based on iteratively detection
and extraction of robust local feature points. Compared with other algorithms,
the SURF algorithm has a great improvement in speed and robustness, so it
is very suitable for real-time stereo matching [1,7]. The SURF algorithm relies
on the Hessian matrix when extracting the feature points. More precisely, it
depends on the maximum value of the Hessian matrix in the region. Assuming
that somepoint X in the picture, its Hessian matrix is defined as:

H(x, σ) =
[

Lxx(x, σ) Lxy(x, σ)
Lxx(x, σ) Lxy(x, σ)

]
(2)

Lxx(x, σ) indicates the convolution of the second order derivative of Gaus-
sian ∂2g(σ)

∂x2 with the image. So do Lxy(x, σ) and Lyy(x, σ). The mathematical
expression of g(σ) is:

g(x, y, σ) =
1

2πσ
e−

x2+y2

2σ (3)

The Gauss function needs to be discretized and cut in the actual application.
It will be more suitable for the analysis of scale space and reduce the repeat
degree of Hessian matrix.

Fig. 4. Match result.

Figure 4 is the result of matching feature points. By using these matched
feature points we could calculate its real-time range. The principle of binocu-
lar ranging is similar to human eye ranging. So long as the coordinates of the
matched feature points are obtained, its range could be calculated. As the Fig. 5
shows, the two cameras are placed in parallel and the horizontal distance is b.
One point that should be mentioned is that the two cameras are in the same
height. The focal length of the two cameras is f . P is the point in the world coor-
dinate and Pl is the mapped point in the left image and Pr is the mapped point
in the right image. (xl, yl) is the coordinates of Pl, (xr, yr) is the coordinates of
Pr. The range could be calculated by the formula:

Z =
bf

xl − xr
(4)
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P

lP rP

f

b

lx rx

Z

Fig. 5. Binocular ranging principle.

4 Implementation and Performance Analysis

4.1 Offline Training Results

In order to test our proposed method, we make an experiment in our lab, which
is located in the Information Building, Science Park of Harbin Institute of Tech-
nology, China.

Firstly, offline training is necessary to build face detector and recognizer. To
build face detector, 2860 pictures of faces and 4572 pictures of non-faces are
used to form the strong classifiers. As shown in Fig. 6, with the increase of the
number of weak classifiers, the accuracy rate is increasing. However, with the
increase of the weak classifiers, the detection rate will also decrease and the
corresponding detection time will increase. So the proper number of classifiers
should be selected to balance them.

Secondly, face recognizer is also essential for the system. We use 200 people
of their faces pictures and each has 7 pictures of different angles or lights. In
the process of training, the number of convolutional kernels in the first layer of
CNN is set to be 50, and the second layer to be 70. As shown in Fig. 7 with the
increase of learning times, the error rate decreases and finally converges to 3%.

4.2 Online Results

In this experiment, the frequency of the shooting is 5 pairs of pictures per second.
Then the pictures of the left and right cameras are sent to detect and recognize.
Take the Fig. 8 for example, after human face detection, the position of the face
is known. In the left image, (663,417) and (768,536) are the coordinates of the
top left corner and lower right corner of the square face area. And in order to
ensure real time, only the left image is detected for faces. If there exists, the
right image captures the face by default.

Due to the small proportion of the face in the whole image, the size of the
face frame is properly enlarged and some part of the body is framed too. It can
improve the precision of the feature points matching and avoid the large distance
error caused by the lack of matching points.
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Fig. 6. The error rate of face detector.

Fig. 7. The error rate of face recognition.

Figure 8 is the final matching result. There are 7 feature points matching
pairs.The average distance is 3.64m. While the actual distance is 3.7 m, the
absolute error is 0.058 m, and the relative error is 1.6%. The accuracy of the
experiment could satisfy the requirement.

Figure 9 is a comparison of the SURF and SIFT algorithms used in the feature
point extraction and matching process. From the Fig. 9, the ranging results can
be obtained intuitively. Due to the effects of illumination, the SURF algorithm
is more suitable for the system than the SIFT algorithm and could match more
feature points. And the measurement accuracy is higher. This conclusion can
also be drawn from the cumulative distribution function of Fig. 10, and the
measurement result of 90% of the measurement results of this system is less
than 0.6m, and the relative error of 50% points is less than 10%.
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Fig. 8. Matching result.

0 10 20 30 40 50 60 70 80
number of measurements/time

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

di
st

an
ce

/m

sift measured value
true vlaue
surf measured value

Fig. 9. Measured range.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
error distance/m

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

pr
ob

ab
lit

y

CDF of using SURF
CDF of using SIFT

Fig. 10. CDF.



Binocular Vision-Based Human Ranging Algorithm 423

5 Conclusion

In this paper, a binocular distance measurement system based on face recognition
is proposed. The AdaBoost algorithm classifies faces and non-faces. CNN is used
to recognize different people. SURF algorithm can pick out feature points and
match them. Therefore the system could realize tracking real time faces and
calculate its distance from the camera and locate them. And it suits the feature
of special places of high security and prevents the suspicious people from entering
and out to start early-warning.
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Abstract. Recent advances in communication and sensor network tech-
nologies make Industrial Internet of Things (IIoT) a major driving force
for future industry. Various devices in wide industry fields generate
diverse computation tasks with their distinct service requirements. Note
that the distribution of such tasks has essential intrinsic patterns and
varies according to factors like region, season and time. Different from
previous efforts to develop algorithms in specific scenarios for reducing
task execution latency without considering the task generation patterns
of IIoT, we propose a DRL-based Task Offloading algorithm (DRLTO)
to learn such generation patterns and maximize the task completion rate.
A SDN-enabled multi-layer heterogeneous computing framework is also
introduced to efficiently assign tasks according to the obtained knowl-
edges towards their features. Extensive experiments validate that our
algorithm can not only significantly improve the average task comple-
tion rate, but also achieve near-optimal results in lots of IIoT scenarios.

Keywords: IIoT · Task offloading · Deep Reinforcement Learning

1 Introduction

With the development of communication technologies, sensor network technolo-
gies, Industrial Wireless Networks (IWNs) and artificial intelligence [1,2], Indus-
trial Internet of Things (IIoT) has been considered as an important driving force
of future industry, and can bring great opportunities for high-efficiency produc-
tion, manpower saving and cost reduction. Various IIoT devices in wide fields
such as manufacturing, logistics, retailing and energy sector generate diverse
computation tasks with their own service requirements. The distribution of these
tasks can vary significantly according to region, season and time. For example, as
affected by rainfall, light and weather, monitoring and measuring equipments in
agriculture and energy industry can produce seasonal requests. In manufacturing
plant, the production process with corresponding task flows may have temporal
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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procedures. The task distribution between residential areas and factories will
also change regularly with the crowd mobility. Therefore, IIoT task generation
has its own patterns that deserve enough attention.

In IIoT environment, it is difficult to process a large part of computing tasks
locally due to their stringent delay requirements or high computation costs.
Relying solely on cloud computing or edge computing appeared challenging to
meet this situation. Cloud has rich computing resources and storage capacity,
however, forwarding huge amounts of data to the remote center for processing
may lead to serious network congestion and performance degradation [3]. Edge
computing can significantly reduce delay by pushing abundant resources near
IIoT devices, nevertheless, its computing power is weaker than cloud comput-
ing [4,5]. Therefore, the multi-layer heterogeneous computing framework is much
more suitable by combining the advantages of different computing resources to
meet IIoT task requirements.

There have been some pioneer research works toward the interplay of edge
computing and cloud computing for IIoT. Fu et al. [6] designed a flexible and
economical scheme to store the data in a secure and searchable manner by
integrating the fog computing and cloud computing. Kaur et al. [2] proposed
a multi-objective evolutionary algorithm using Tchebycheff decomposition for
data flow scheduling in edge-cloud IIoT framework. Shi et al. [7] presented a real-
coded genetic algorithm for task reallocation and retransmission, which aimed to
reduce the service latency in cloud-fog integrated IIoT architecture. In addition,
a generic architecture is developed in [8] for smart processing and aggregation
in large-scale manufacturing control systems. Although these works offer pre-
cious insights into resource allocation and task scheduling, it is noticed that
they failed to provide a dedicated approach to characterize the essential feature
of task generation patterns. In view of this, we propose a Deep Reinforcement
Learning (DRL) based algorithm to learn their patterns and perform effective
task offloading in IIoT accordingly. The main contributions of this paper are
summarized as follows.

– To the best of our knowledge, we are the first to focus on the task genera-
tion patterns in IIoT. In particular, we propose a DRL-based Task Offloading
algorithm (DRLTO) to learn the task generation pattern, make the appropri-
ate decisions based on the interaction with the environment, then carry on
the effective task assignment [9].

– A SDN-enabled multi-layer heterogeneous computing framework is also pre-
sented to efficiently allocate tasks according to their characteristics. SDN is
adopted to facilitate the logically centralized control of distributed edge net-
work infrastructures and IIoT devices [10].

– Different from the previous works, which considered only on reducing the
average execution delay of tasks and neglected the task completion rate, our
DRLTO is able to maximize the average task completion rate under the
SDN-enabled multi-layer computing framework. As corroborated by exten-
sive experiments, the average task completion rate is distinctly improved by
our DRLTO, which is even close to the optimal enumeration algorithm.
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The remainder of this paper is organized as follows: Sect. 2 presents the sys-
tem model of task offloading in SDN-enabled multi-layer heterogeneous com-
puting framework. Then, in Sect. 3, we define the problem of Average Task
Completion Rate Maximization (ATCRM) and propose DRLTO as our solu-
tion. Following that, Sect. 4 gives extensive performance evaluation. Finally, we
conclude this paper in Sect. 5.

Fig. 1. The SDN-enabled heterogeneous multi-layer computing architecture.

2 System Model

As illustrated in Fig. 1, we consider a SDN-enabled multi-layer heterogeneous
computing framework, in which the macro base station with the edge server
supports task processing. Small cell base stations with edge servers are also
deployed near IIoT devices for achieving high speed network access. We regard
base stations with edge servers as edge nodes, and use MBS and SBS to represent
the macro base station node and the small cell base station node. For the sake
of simplicity, we consider one MBS in our model.
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2.1 Task Model

IIoT devices generate various computation tasks for further processing on the
edge servers or clouds. We assume that each type of computation task is atomic
and cannot be partitioned, and one device only generates one type of tasks. Let
K = {k1, k2, ..., k|K|} denotes the types of IIoT devices and S = {s1, s2, ..., s|S|}
represents the SBSs. IIoT devices communicate with nearby SBSs via wireless
data links and all tasks are first assigned on the SBSs. We denote the number of
type-k task in L consecutive time slots as num = {n1

k, n2
k, ..., nL

k }. In particular,
these tasks can own diverse features. The task in jth time slot of device k, i.e.,
aj

k, can be described in four items, i.e., aj
k = (Ik, Ok, Ck, Tmax

k ), where Ik is the
input size of task aj

k, Ok is the output size of aj
k, Ck represents the required

CPU cycles to complete the task aj
k, and Tmax

k is the maximum tolerable delay
of aj

k. In our considered architecture, SDN controller is adopted to collect the
edge network state and control the task flow. What’s more, |S| DRL units are
deployed in SDN controller, they can be periodically trained for the assigned
tasks on SBSs. Thus the offloading strategy can be decided to complete different
types of tasks, i.e., executing the task in the nearby SBS, offloading the task to
the MBS which connected to the SBS in wired manner [11], or offloading the task
to the cloud. Detailed algorithm will be introduced in Sect. 3. In the following, we
present the execution model of the three different offloading strategies separately
considering the uplink delay, downlink delay and computing delay.

2.2 Small Cell Execution Model

The processing and storage capacities of SBSs are limited. Thus SBSs are suit-
able for handling those computation tasks with low latency requirements and
less computation complexity. When task aj

k is computed in SBS, the total time
consumption is composed of three parts, i.e., transmission time of the input data
Ik from IIoT device to SBS, the computing delay in the SBS and the transmis-
sion delay of the output data Ok from the SBS to the device. In particular, the
processing delay T j

ks of task aj
k in SBS s (s ∈ S) is given by

T j
ks =

Ik

rul
ks

+
Ck

f j
ks

+
Ok

rdl
ks

. (1)

Here, rul
ks and rdl

ks are the uplink and downlink rate for task aj
k via wireless

transmission, respectively. f j
ks is the processing capacity of SBS s allocated to

the aj
k. The uplink rate rul

ks can be computed by

rul
ks =

Bul

|K| log2

(
1 +

pul
k gk

N0Bul/|K|
)

, (2)

where Bul is the wireless uplink channel bandwidth which is divided among |K|
devices equally, e.g., using OFDMA. pul

k represents the transmit power of device
k, gk denotes the channel power gains of device k, and N0 is the noise power
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spectral density at the receiver. Note that gk can be calculated by gk = (dk)−α,
where dk is the distance between IIoT device k and the connected SBS, and α
is the path loss factor. After the completion of task aj

k, the SBS transmits the
output data to IIoT device k, and the downlink data rate is given by

rdl
ks =

Bdl

|K| log2

(
1 +

pdl
k gk

N0Bdl/|K|
)

, (3)

where Bdl is the wireless downlink bandwidth and pdl
k is the transmit power of

SBS allocated to IIoT device k.

2.3 Macro Cell Execution Model

Since the MBS has stronger computation ability than SBS, computation tasks
that have lower delay requirements or need higher computation capacity can be
assigned to the MBS from SBS. Let m denotes the MBS. The time consumption
of processing task on MBS contains five parts, i.e., the transmission time from
IIoT device to SBS via wireless access and SBS to MBS in wired manner, the
execution time on MBS, and the transmission time of backhaul from MBS to SBS
and SBS to IIoT device. Thus the time consumption T j

km of task aj
k allocated

to MBS m can be calculated as follows

T j
km =

Ik

rul
ks

+
Ik

Bul
sm

+
Ck

f j
km

+
Ok

Bdl
sm

+
Ok

rdl
ks

, (4)

where Bul
sm and Bdl

sm are the uplink and downlink data rate between MBS and
SBS, and f j

km denotes the processing capacity of MBS m allocated to the task
aj

k.

2.4 Cloud Execution Model

In particular, those tasks that have loose delay requirements and need a large
amount of calculation can be assigned to the cloud. Due to the powerful comput-
ing capacity of the cloud, the execution time on cloud can be neglected. Thus the
processing time of the task aj

k allocated to the cloud contains the transmission
time from IIoT device to SBS, the transmission delay tul

c from SBS to cloud via
core network and tdl

c from cloud to SBS, as well as the time from SBS to IIoT
device. The T j

kc is given by

T j
kc =

Ik

rul
ks

+ tul
c + tdl

c +
Ok

rdl
ks

. (5)

3 Problem Formulation and DRL-based Solution

3.1 Problem Formulation

As we illustrated above, all tasks are first transmitted to SBS and then they will
be assigned corresponding offloading strategies according to their features and
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the current task generation state. The execution time of task aj
k is described as

follows
T j

k = δj
kT j

ks + βj
kT j

km + γj
kT j

kc. (6)

Here δj
k, βj

k, γj
k ∈ {0, 1} are the offloading decisions of task aj

k. δj
k = 1 means

that task aj
k will be executed on the SBS, βj

k = 1 means that the task aj
k will be

processed on the MBS, and γj
k = 1 means executed on the cloud. Obviously we

have that δj
k + βj

k + γj
k = 1.

Average Task Completion Rate Maximization (ATCRM): According to
our system model in Sect. 2, IIoT devices generate different types of computation
tasks. For each task, it is either computed on the SBS which is close to the IIoT
device, or offloaded to the MBS further, or offloaded to the cloud. Since each
task has its maximum tolerable delay Tmax

k , when the execution time T j
k exceeds

Tmax
k , the task will be dropped. Given the |K| devices and L consecutive time

slots, our aim is to maximize the task completion rate within the tasks’ tolerable
delay. The problem can be formulated as follows

max
L∑

j=1

|K|∑
k=1

ϕj
k

|K|∑
k=1

nj
k

, (7)

where ϕj
k is the successful completion number of aj

k in time slot j.

3.2 DRL-based Solution

In complex IIoT environment, it is difficult to adapt to the changeable task flow
using traditional offloading schemes. Thus, ATCRM problem should be handled
more intelligently with learning the task generation pattern. In this section, we
propose a DRL based Task Offloading algorithm (DRLTO) to solve the ATCRM
problem. As a branch of machine learning, DRL can acquire knowledge in the
environment, improve policy to adjust to the changeable IIoT environment and
make sequences of decisions to realize the effective task offloading [9]. Its goal
is to obtain maximal cumulative rewards. We adopt the effective scheme Deep
Q-Network (DQN) to realize our DRLTO, in which the task generation state
is adopted as the input of the Deep Neural Network (DNN) and each possible
action’s Q value as the output. Three key elements of our DRLRO in DQN, i.e.,
state, action and reward, can be firstly defined as follows.

– State: In each time slot, the state vector of our proposed DRLRO can be
denoted as S = {{ps

k}, {pm
k }, {pc

k},∀k ∈ K}. Thereinto, ps
k, pm

k , pc
k repre-

sent the number of k-type tasks that are assigned to SBS, MBS and cloud
respectively.

– Action: The action vector can be given as A = {{αs
k}, {αm

k }, {αc
k},∀k ∈ K},

while αs
k, αm

k , αc
k denote the action taken by the k-type tasks on SBS, MBS
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and cloud, respectively. Reasonable action choices include staying in SBS,
offloading q k-type tasks to MBS, and offloading q type-k tasks to cloud.
Note that the action is only a part of the assignment process and is not
actually performed until final offloading decision has been made.

– Reward: In each task assignment step, after taking the reasonable action
A, the DRL agent can acquire a certain reward that needs to reflect the
objective of our DRLTO, i.e., to maximize the average task completion rate.

We define the reward that the DRL agent receives as R = (

|K|∑

k=1
ϕk

|K|∑

k=1
nk

)2 if the

task completion rate increases after doing a reasonable action. Otherwise, the
agent will receive reward R = −1.

Algorithm 1. DRL based Task Offloading (DRLTO) Algorithm
Require: Discount rate γ, exploration rate ε, replay memory capacity

C

1: Initialize replay memory D to capacity C
2: Initialize evaluation DNN with parameters θ
3: Initialize target DNN with parameters θ− = θ
4: for each episode e do
5: Initialize state S1

6: for each task assignment step t do
7: Generate random number μ ∈ [0, 1]
8: if μ < ε then
9: Randomly select an action At

10: else
11: Select At = arg maxAt Q(St, At; θ), where Q is estimated by evaluation

DNN
12: end if
13: Execute action At in emulator
14: Observe reward Rt and new state St+1

15: Store transition (St, At, Rt, St+1) in D
16: Sample random mini-batch of transitions (Sj , Aj , Rj , Sj+1) from D
17: if episode terminates at stepj+1 then
18: Set Yj = Rj

19: else
20: Set Yj = Rj + γ maxAj+1 Q′(Sj+1, Aj+1; θ

−), where Q′ is estimated by
target DNN

21: end if
22: Execute gradient descent using MSE function (Yj − Q(Sj , Aj ; θ))

2

23: Each Z steps reset θ− = θ
24: end for
25: end for
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The training procedure of DRLTO is illustrated in Algorithm 1. In each
episode, that is, the task assignment process, according to the task distribution
information collected by the SDN controller, DRLTO can make decisions by the
evaluation Q-values Q(S,A; θ) outputted by the evaluation DNN with neural
network parameters θ. After choosing action using ε-greedy strategy, the certain
reward R can be calculated as we defined above, and the next state S′ can
also be obtained accordingly. Each transition item (Sj , Aj , Rj , Sj+1) is stored in
the experience replay memory and will be extracted randomly to execute the
training procedure. The parameters θ− of target DNN are updated on the basis
of fixed-Q target strategy [9], namely, θ− are updated according to θ at regular
interval, while θ can be updated by Mean Square Error (MSE) loss function.
Through the iteration of the above process, the task offloading decisions can be
obtained.

The training process can be periodically executed for the varying task gen-
eration pattern. The SDN controller is responsible to send control messages
using control plane function, e.g., Open Network Operating System (ONOS)
and OpenDayLight (ODL) [12], to each SBS for operating the task flow.

4 Performance Evaluation

4.1 Experimental Settings

We considered a multi-layer heterogeneous computing scenario with the coex-
istence of centralized cloud, distributed SBS and MBS. A simulator in Python
was developed to realize the DRLRO algorithm for smart task offloading in IIoT
environment. Based on several in-lab testing applications described in [13], we
set the average task input data size between 100 Kb and 500 Kb, and the output
size between 5 Kb and 500 Kb. The task requirement of CPU cycles varied from
50 Megacycles to 500 Megacycles. The maximum tolerable delay of task was
set between 200 ms and 1000 ms. The DNN structure in DRL was configured as
three fully connected layers, and each hidden layer had 50 units. Table 1 presents
detailed parameter settings in our experiment.

Three offloading strategies are presented to be our benchmark. (1) Random
task offloading: Tasks are randomly offloaded to SBS, MBS or cloud. (2) Clas-
sified task offloading: Tasks are classified and offloaded to SBS, MBS and cloud
according to their features. Here we use the required CPU cycles and the maxi-
mum tolerable delay of the task as classification criteria. Note that this classifi-
cation is fixed and does not change with the task distribution. (3) Enumeration:
Enumerate each possibility and find the optimal solution with high time com-
plexity. All algorithms ran on a workstation with double Intel Xeon E5-2630
V4 2.2 GHz CPUs, 128 GB Random Access Memory (RAM), Nvidia Titan 12G
GPU, and Ubuntu 14.04 64-bit operating system.
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Table 1. Parameter settings in the simulation

Parameters Value

Uplink and downlink bandwidth of the SBS 20 MHz

Uplink and downlink bandwidth of the MBS 40 MHz

Transmission rate between SBS and MBS 1 Gbps

Transmit power of IIoT device 100 mW

Distance between IIoT device and SBS 10–50 m

Distance between IIoT device and MBS 80–500 m

Path loss factor 4

Input data size of task 100–500 Kb

Output data size of task 5–100 Kb

Number of the required CPU cycles to complete the task 50–500 Megacycles

Maximum tolerable delay of task 200–1000 ms

Noise power spectral density −147 dbm/Hz

Number of hidden layers 2

Number of neurons of each hidden layer 50

Replay memory size 2000

Mini-batch size 32

Learning rate 0.001

Target network update rate 500

Reward discount parameter 0.8

ε-greedy parameter 0.1

4.2 Numerical Results

From Fig. 2, one can easily observe that with the increase of total processing
capacity, the combination of SBS and MBS is much more efficient for ATCRM
problem than simple use of the SBS or MBS. This is because the two types of
base stations give more options to various tasks. Each type of tasks can select
different strategies for processing according to its own characteristics, and thus
can also further decentralize the computing load.

For the combination of SBS and MBS, we have done more experiments to
compare the proposed DRLTO with three benchmark algorithms, i.e., random
task offloading, classified offloading and the enumeration algorithm. In Fig. 3, the
experimental results show that with the increasing of total processing capacity,
the four algorithms all growing, while our proposed DRLTO algorithm is much
better than the random and classified offloading algorithms and is very close to
optimal enumeration algorithm that has high complexity. This is because that
with the increasing processing capacity, the average task completion rate will
also raise as the processing delay of tasks become smaller. Besides, our DRLTO
algorithm can adaptively learn the task generation pattern of the IIoT devices,
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Fig. 2. Performance comparison on the simple use of the SBS or MBS and the combi-
nation of SBS and MBS under different total processing capacities.

Fig. 3. Performance comparison of the benchmark algorithms and the proposed
DRLTO under different total processing capacities.

make the appropriate decision based on the interaction with the environment,
thus is more intelligent and better than the random and classified offloading
algorithms.

Similar conclusion can also be found in Figs. 4 and 5. In Fig. 4, we set the
capacities of MBS and SBS as 10 GHz and 1 GHz respectively. When the process-
ing capacity of MBS is fixed, with the increasing number of SBSs, the DRLTO,
random and enumeration algorithms all show growing trends, while the classified
task offloading algorithm first tends to invariance, then grows again. This is due
to that the classification of tasks is constant in classified algorithm. When the
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Fig. 4. Comparison of the benchmark algorithms and the proposed DRLTO under
different number of SBSs.

Fig. 5. Performance comparison of the benchmark algorithms and the proposed
DRLTO under different processing capacities of SBSs.

number of SBSs is 4 or 5, the increase in processing capacity is not enough to
affect the performance of this task offloading algorithm. When the number of
deployed SBSs increased to 6, the total processing capacity of the base stations
becomes larger, so the result of classified algorithm becomes better. We then
set the capacity of MBS as 15 GHz with two SBSs in Fig. 5. The experimental
results show that when the number of SBSs is fixed, with the increasing process-
ing capacity of SBS, the four algorithms all growing, while our proposed DRLTO
algorithm performs better than the random and classified task offloading algo-
rithms and is close to optimal enumeration algorithm.
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5 Conclusion

In this article, we have taken advantage of the IIoT task generation patterns
to efficiently enhance the task offloading performance. Under the SDN-enabled
multi-layer heterogeneous computing scenario, the aforementioned experimen-
tal results have shown that our proposed DRLTO is much more effective than
random and classified algorithms, and its performance is very close to the opti-
mal enumeration algorithm in maximizing average task completion rate. This is
because our DRLTO can actively learn the task generation patterns through the
training process and intelligently choose appropriate action for different types of
tasks in complex IIoT environment. Therefore, it is obvious that DRL technology
has great potential in smart task offloading and deserves further study. Future
work is in progress to supplement more environment details into the state and
action vector representation.
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Abstract. Recently, the trends of automation and intelligence in vehic-
ular networks have led to the emergence of intelligent connected vehicles
(ICVs), and various intelligent applications like autonomous driving have
also rapidly developed. Usually, these applications are compute-intensive,
and require large amounts of computation resources, which conflicts with
resource-limited vehicles. This contradiction becomes a bottleneck in
the development of vehicular networks. To address this challenge, the
researchers combined mobile edge computing (MEC) with vehicular net-
works, and proposed vehicular edge computing networks (VECNs). The
deploying of MEC servers near the vehicles allows compute-intensive
applications to be offloaded to MEC servers for execution, so as to allevi-
ate vehicles’ computational pressure. However, the high dynamic feature
which makes traditional optimization algorithms like convex/non-convex
optimization less suitable for vehicular networks, often lacks adequate
consideration in the existing task offloading schemes. Toward this end,
we propose a reinforcement learning based task offloading scheme, i.e.,
a deep Q learning algorithm, to solve the delay minimization problem
in VECNs. Extensive numerical results corroborate the superior per-
formance of our proposed scheme on reducing the processing delay of
vehicles’ computation tasks.

Keywords: Vehicular edge computing networks ·
Mobile edge computing · Reinforcement learning

1 Introduction

In recent years, automation and intelligence have caused extensive discussion in
vehicular networks, which has led automakers such as Tesla and Mercedes-Benz
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to focus on the research of intelligent connected vehicles (ICVs) [1]. By deploy-
ing various sensors (cameras, lidars, millimeter-wave radars, etc.) on the vehicles,
an ICV can collect massive data about the information on road traffic and other
ICVs. With these information, the ICV can perform a variety of intelligent applica-
tions, including autonomous driving, intelligent path planning, in-vehicle remote
services, etc. However, the operations of these compute-intensive applications are
often accompanied with enormous computation resources consumption, and cor-
respondingly, most of the current vehicles are limited in computation resources,
which makes them unable to guarantee the quality of service (QoS) requirements
in terms of low latency. This contradiction between resources-limited vehicles and
compute-intensive applications becomes a bottleneck in the development of vehic-
ular networks [2].

To meet this challenge, cloud-based vehicular networks which introduce cloud
computing into vehicular networks have been seen as an effective solution [3]. In
such networks, vehicles’ compute-intensive applications can be executed locally
on the vehicles’ CPUs or offloaded to a remote cloud server, so as to reduce
the processing delay. It is undeniable that the introduction of cloud computing
has alleviated the computational pressure of vehicles. However, considering that
cloud servers are usually located away from vehicles, the data transmission delay
over wide area network may result in severely reduced offloading efficiency. In
order to address this deficiency, mobile edge computing offloading (MECO) has
been considered as a new promising network paradigm [4,5], and has prompted
the emergence of vehicular edge computing networks (VECNs). In VECNs, we
can provide additional computation resources for vehicles by deploying MEC
servers in road side units (RSUs) close to the road. Specifically, a vehicle moving
on the road can offload its computation task which is not suitable for local exe-
cution to the MEC servers via a road side unit, so as to achieve lower processing
delay.

Since its appearance, VECNs have attracted a lot of researchers’ attention,
and there has been many research works [6–8]. For example, Zhang et al. [6]
studied the task offloading problem under delay constraints in cloud-enabled
vehicular networks, and adopted contract theory to reduce the energy consump-
tion of computation tasks. Further, in [9], they proposed a cloud-based task
offloading framework in order to reduce offloading latency and transmission cost
of the computation tasks. In their framework, they considered the effectiveness
of vehicle-to-infrastructure (V2I) communications and vehicle-to-vehicle (V2V)
communications, and proposed a predictive offloading scheme to solve the prob-
lem. Liu et al. [7] proposed a distributed computing offloading algorithm in order
to reduce the processing delay of the computation tasks in vehicular networks.
The study conducted by Dai et al. [8] investigated the multi-user and multi-server
task offloading problem in vehicular networks, and they described it as a mixed
integer nonlinear programming problem. To solve this problem, they divided
the problem into two sub-problems, and proposed an optimization algorithm to
jointly optimize the options of MEC servers and computing offloading.
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It is obvious that the existing MECO schemes in VECNs are usually to
formalize task offloading problem as an optimization problem and adopt appro-
priate optimization algorithms, i.e., game-based algorithm and contract-based
algorithm, to obtain optimal or near-optimal solution [10]. However, due to
fast-moving vehicles and constantly changing communications environment, it is
difficult to obtain time-varying optimal solution using traditional optimization
algorithms in high dynamic vehicular networks. In such case, machine learning,
especially reinforcement learning which can interact with an unknown environ-
ment, adapt to environmental changes and take appropriate actions, seems to
provide a good solution to this problem.

Recently, a lot of research works have focused on the application of rein-
forcement learning in vehicular networks [11–13]. For example, Zheng et al. [11]
proposed a two-stage delay-optimal dynamic virtual radio scheduling scheme,
which took channel and queue status information into account. In this paper,
the virtual radio resource management was formulated as a partially observed
Markov Decision Process (MDP) and then solved by an online distributed learn-
ing method. However, for task offloading problem in VECNs, there are currently
not much research works using reinforcement learning. In this paper, we propose
a reinforcement learning based task offloading scheme to solve the task offload-
ing problem in VECNs, with the goal of minimizing processing delay of vehicles’
computation tasks. In particular, the main contributions of this paper are as
follows:

– In this paper, we propose a cloud enabled task offloading architecture in
VECNs, in which remote cloud server acts as a backup server. In such sce-
nario, we study the task offloading problem with the goal of minimizing pro-
cessing delay of all the tasks.

– To solve the task offloading problem in our scenario, a reinforcement learning
based scheme, i.e., a deep Q learning algorithm, is proposed.

– To verify the performance of our proposed schemes, we conduct a series of sim-
ulation experiments, and the numerical results we present demonstrate that
our scheme can achieve superior performance on processing delay reduction.

The rest of this paper is organized as follows. In Sect. 2, we describe our pro-
posed cloud enabled task offloading architecture and the system model. Section 3
gives the definition of the task offloading problem in our scenario and our pro-
posed solution. After that, we present our numerical results in Sect. 4. Finally,
Sect. 5 concludes the whole paper.

2 System Model

As shown in Fig. 1, there is an unidirectional straight road with N vehicles mov-
ing at a constant speed v. Moreover, M road side units (RSUs) are placed next to
the road. and each RSU covers a certain range and is connected to a MEC server
in order to provide edge computing service to the vehicles. Meanwhile, the remote
cloud server thousands of miles away acts as a backup server so as to provide
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Fig. 1. Cloud enabled task offloading architecture in VECNs.

more computation resources for the vehicles when neither the MEC servers nor
the vehicles themselves guarantee the processing delay requirements of the com-
putation tasks. Therefore, for each vehicle, its computation task can be offloaded
to the MEC servers or the remote cloud server for lower processing delay. More-
over, there are two modes for the data transmission, i.e., vehicle-to-vehicle (V2V)
communications and vehicle-to-infrastructure (V2I) communications.

In order to facilitate the specific description of the problem, we use N =
{1, 2, 3, ..., N} and M = {1, 2, 3, ...,M} denote the sets of the vehicles and the
MEC servers connected to the RSUs, respectively. At the same time, we assume
that only one computation task needs to be accomplished for each vehicle, and
its characteristics can be described by four variables: the input data size min

i ,
the output data size mout

i , the required CPU cycles to accomplish the task Ci,
and the maximum permissible processing delay of the task Di. So we denote the
task of vehicle i as Ti = {min

i ,mout
i , Ci,Di}.

According to the foregoing, there are M +2 task offloading decisions for each
vehicle, i.e, executing its computation task locally on the vehicle’s own CPU,
offloading its task to the MEC server connected to RSU j, and offloading its
task to the remote cloud server. The task offloading decisions of vehicle i can
be denoted as di ∈ {0,−1, 1, 2, 3, ...,M}, where di = 0 means that vehicle i
decides to execute its computation task locally on its own CPU, di = −1 is that
vehicle i decides to offload its computation task to the remote cloud server, and
di = j (1 ≤ j ≤ M) means that vehicle i decides to offload its computation task
to the MEC server connected to RSU j. After that, for different task offloading
decisions, the specific system models are given by the following subsections.
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2.1 Executing Locally

While di = 0, vehicle i decides to accomplish its computation task locally on
its own CPU. In such case, the processing time of the computation task can be
calculated as

tLi = Ci/FL, (1)

where FL is the computation capacity of vehicle i, and we assume that all vehicles
have the same computation capacities for simplicity.

2.2 Offloading to the MEC Servers Connected to the RSUs

If vehicle i decides to offload its computation task to the MEC server connected
to RSU j, i.e., di = j (1 ≤ j ≤ M), the processing time of the computation task
mainly consist of the following parts: the execution time of the task on the MEC
server, the transmitting time of the input data from the vehicle to the MEC
server, and the transmitting time of the output data from the MEC server to
the vehicle. Then the processing time in such case can be given as

tMEC
i = Ci/FM + tin,transi + tout,transi . (2)

Here, the first item is the execution time of the computation task on the
MEC server, and FM is the computation capacity of the MEC server. Also, we
assume that all MEC servers have the same computation capacities for simplicity.
tin,transi and tout,transi are the transmitting time of the input data and output
data, respectively.

For tin,transi , since the vehicle chooses the MEC server connected to the RSU
within its current communication range, its value can be given by

tin,transi = min
i /rV 2I

i,j , (3)

where rV 2I
i,j is the data transmitting rate between vehicle i and RSU j, and it

can be calculated as

rV 2I
i,j = ω1 · log2(1 +

pi,j · gV 2I
i,j

σ2 + Ii,j
). (4)

Here, ω1 is the channel bandwidth between vehicle i and RSU j, pi,j is the
transmit power of vehicle i, gV 2I

i,j is the channel gain between vehicle i and RSU
j, σ2 is the background noise power, and Ii,j denotes the interference at RSU j.

For tout,transi , due to the different communications modes, it has different
expression equations:

tout,transi =

{
mout

i /c + mout
i /rV 2I

k,i , V 2I,

mout
i /rV 2I

j,l + mout
i /rV 2V

l,l+1 + ... + mout
i /rV 2V

l+n,i, V 2V,
(5)

where c is the data transmitting rate between the RSUs, and rV 2V
i,j is the data

transmitting rate of V2V communications, which can be calculated as

rV 2V
i,j = ω2 · log2(1 +

pi,j · gV 2V
i,j

σ2 + A0 · L−2
). (6)
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Here, ω2 and gV 2V
i,j are the channel bandwidth and channel gain between

vehicle i and vehicle j respectively, σ2 is the background power noise, A0 is a
constant parameter, and L is the distance between vehicle i and vehicle j.

2.3 Offloading to the Remote Cloud Server

If di = −1, vehicle i decides to offload its computation task to the remote cloud
server. In such case, the processing time of the computation task mainly consists
the following parts: the transmitting time of the input data from vehicle i to RSU
j, the transmitting time of the input data from RSU j to the remote cloud server,
and the transmitting time of the output data from RSU k to vehicle i. We ignore
the execution time of the computation task because of the powerful computing
power of cloud server. Then the processing time of the task can be calculated as

tRCS
i = min

i /rV 2I
i,j + min

i /c
′
+ mout

i /rV 2I
k,i , (7)

where c
′

is the data transmission rate between the RSUs and the remote cloud
server.

According to the system model in this section, the processing time of vehicle
i’s computation task can be given as

ti(di) =

⎧⎪⎨
⎪⎩

tLi , if di = 0,

tMEC
i , if di = j, 1 ≤ j ≤ M,

tRCS
i if di = −1.

(8)

3 Problem Formulation and Solution

In this section, we present the definition and formal description of the processing
time minimization problem, and propose our solution to this problem.

3.1 Problem Formulation

As discussed in Sect. 2, there are M +2 task offloading decisions for each vehicle,
i.e., executing its computation task locally on its own CPU, offloading its task to
the MEC server connected to RSU j, and offloading its task to the remote cloud
server. Due to different computation capacities and transmission efficiency, each
type of offloading decisions for the vehicle results in different processing time of
its task. Our goal is to minimize the total processing time of all the computation
tasks while satisfying their maximum permissible processing time. Specifically,
the problem can be given by the following definition.

Definition 1. Processing Time Minimization under Delay Constraints
(PTMDC): In vehicular edge computing networks, given the status of the vehicles
(driving speed, information of computation tasks, wireless channel status, etc.),
computation capacities of the MEC servers, and maximum permissible processing
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time of the tasks. The PTMDC problem is to find an optimal offloading decisions
profile so as to minimize the total processing time of all the computation tasks while
satisfying the maximum permissible processing time constraints.

After that, the PTMDC problem can be formulated as

P1 : min
{di}

N∑
i=1

ti(di)

s.t. C1 : tLi · I{di=0} + tMEC
i · I{di=j} + tRCS

i · I{di=−1}
≤ tmax

i , ∀ i ∈ N , j ∈ M,

C2 :
N∑
i=1

I{di=j} ≤ K,∀ i ∈ N , j ∈ M,

C3 : di ∈ {0,−1, 1, 2, ...,M}, ∀ i ∈ N ,

where I{∗} is an indicator function, and I{∗} = 1 while ∗ is true. K is the number
constraint of the wireless channels in RSU j.

3.2 Solution

To solve the problem of PTMDC, we first adopt an enumeration algorithm pro-
posed in [14], in which we enumerate all possible task offloading decisions profiles
and choose the profile with minimum processing time. This algorithm can obtain
the optimal solution to the PTMDC problem. However, the computational com-
plexity of this algorithm is exponential, so it is not suitable for complex scenes
with a large number of vehicles. Therefore, we further propose a reinforcement
learning based task offloading scheme, i.e., deep Q learning algorithm, to solve
the problem.

Reinforcement learning is a large class in the family of machine learning, and
Deepmind’s achievements in AlphaGo bring it to the mainstream of artificial
intelligence. In the framework of reinforcement learning, agents interact with
environment to learn what actions can be taken to maximize long-term rewards
in a given environment. This mechanism of reinforcement learning makes its
good performance in the dynamic environment of the vehicular networks. In
order to solve the PTMDC problem, we propose a deep Q learning algorithm.
Next, we will give the details of the algorithm.

Deep Q learning algorithm is an extension of Q learning algorithm. For Q
learning algorithm, there are three main elements, i.e., environment state, action,
and reward. Specifically, we define these three elements of our algorithm as
follows:

– State: we define the system state as the total processing time of the com-
putation tasks S(t) =

∑
i

ti, where ti is the processing time of vehicle i’s

computation task.
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Algorithm 1. Deep Q learning algorithm (DQL).
Input: the initial state information of the environment.
Output: the total processing time and offloading decisions profile.

Initialize: the replay memory D;
the main Q network with random weight δ;
the target Q network with δ = δ;

1: for each episode do
2: get the initial state S1;
3: for t = 1, 2, 3, ..., T do
4: choose a random probability p;
5: if p ≤ ε then
6: randomly select an action At;
7: else
8: At = arg maxa Q(S, A, δ);
9: end if

10: execute action At, obtain the reward Rt, and the next state St+1;
11: store the experience (St, At, Rt, St+1) into the replay memory D;
12: get a batch of U samples Si, Ai, Ri, Si+1 from the replay memory;
13: calculate the target Q value Qi from the target deep Q network:
14: Qi = Ri + εQ(Si+1, arg maxA

′ Q(Si+1, A
′
; δ); δ );

15: update the main deep Q network by minimizing the loss:
16: Li(δ) = 1

U
· ∑

[Qi − Q(Si, Ai; δ)]
2;

17: perform a gradient descent step on L(δ);
18: every G steps, update the target deep Q network weight with rate α:
19: δ = αδ + (1 − α)δ ;
20: end for
21: end for

– Action: the set of tasks’ offloading decisions A(t) = {d1(t), d2(t), ..., di(t)}.
– Reward: the action taken by the agent in each step will receive certain rewards

or punishments, we use a reward function to represent it. Specifically, it can
be calculated as (TL − T )/TL, where TL is the total processing time while all
vehicles decide to execute their tasks on their own CPUs, and T is the total
processing time by taking selected action in the current state.

The core of Q learning is the matrix Q-table, and the rows and columns
of Q-table represent the values of states and actions, respectively. The value
of Q-table Q(S,A) measures how well the action taken by the current state is.
In the training process of Q learning, we use the Bellman Equation to update
the Q-table [15]. However, the states may be infinite in real situations, which
causes the Q-table to be very large. To deal with this problem, we implement
Q-table via neural networks. Specifically, we use the states and actions as the
input of neural networks, and then estimate Q value via neural networks. The
combination of neural networks and Q learning is called deep Q learning, and
we design our scheme based on this. The neural networks in our scheme contain
the main Q network and the target Q network, with weights δ and δ , and the
main Q network is used to get the current Q value Q(S,A, δ) while the role of the
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target Q network is to obtain the target Q value Q(S,A, δ ). We update the main
Q network by minimizing the loss Li(δ) and approximate the current Q value.
Meanwhile, we calculate the target Q value from the target deep Q network,
and update the target deep Q network weight every G steps. Moreover, due to
the stability problem of the correlation between states, we store the experience
(St, At, Rt, St+1) of the current training episode to the replay memory D, and
randomly sample the mini-batch from D to update the parameters of the neural
networks. The details of the deep Q learning algorithm are shown in Algorithm 1.

4 Performance Evaluation

In this section, we conduct a series of simulation experiments and get some
numerical results to evaluate the performance of our proposed algorithm. With-
out loss of generality, we consider a scenario where there is an unidirectional
road, and ten RSUs are equidistantly placed on the road. Moreover, the remote
cloud server is assumed to be placed thousands of miles away from the road.
For the computation tasks, we assume that the input date sizes are randomly
chosen between 500 KB and 1000 KB, and the output data sizes are between
50 KB and 300 KB. The CPU cycles required to accomplish the computation
tasks of vehicles are set between 200 Megacycles and 1500 Megacycles, and the
maximum permissible processing delays of the computation tasks are in the inter-
val [0.5 s, 2 s]. For communications modes, the wireless bandwidth of the RSUs
and the vehicles are set to 40 MHz and 20 MHz, respectively. Meanwhile, the
background noise power is −100 dBm. Moreover, the computation capacities of
the MEC servers connected to the RSUs are set to 4 GHz, and the computation
capacities of the vehicles are 2 GHz.

First, in order to verify that our DQL algorithm can reach a near-optimal
solution to the PTMDC problem, we compare the total processing time by adopt-
ing two different offloading schemes, i.e., an enumeration algorithm which can
achieve an optimal solution to the problem and our DQL algorithm. The experi-
mental results are shown in Fig. 2. We can see that our proposed DQL algorithm
can achieve a near-optimal solution.

Figure 3 illustrates the numerical results of the total processing time obtained
by three different offloading schemes, i.e., DQL algorithm, DQL algorithm with-
out cloud server and executing all tasks locally, as the number of the computation
tasks changes from 20 to 120. From the figure, one can notice that the total pro-
cessing time obtained by DQL algorithm without cloud server are much less
than that while executing all tasks locally. this result shows that MECO has
a huge impact on reducing the processing time of vehicles’ tasks. In addition,
when we take the remote cloud server into account, the total processing time
will be twenty to thirty percent less than DQL algorithm without cloud server.
Therefore, it is very necessary to introduce the remote cloud server into VECNs.

Meanwhile, we have the experimental results shown in Fig. 4, which illustrate
the trends in the number of vehicles choosing different communications modes,
i.e., V2I communications and V2V communications, as the number of vehicles
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Fig. 2. Comparisons of the total pro-
cessing time obtained by two algorithms,
i.e., an enumeration algorithm and DQL
algorithm, as the number of vehicles
changes from 3 to 12.

Fig. 3. Comparisons of the total process-
ing time obtained by three schemes, i.e.,
DQL, DQL without cloud server, and
executing all tasks locally, as the num-
ber of vehicles changes from 20 to 120.

Fig. 4. Trends in the number of vehi-
cles choosing different communications
modes, i.e., V2I communications and
V2V communications, as the number of
vehicles changes from 20 to 120.

Fig. 5. Comparisons of the total process-
ing time obtained by three schemes, i.e.,
DQL, DQL without cloud server, and
executing all tasks locally, as the compu-
tation capacities of MEC servers change.

changes from 20 to 120. As can be seen from the figure, both the number of vehi-
cles that choose V2V communications and that of V2I communications increase
with the number of vehicles, and the growth rate of the former is larger than that
of the latter. In the end, the number of vehicles that choose V2V communica-
tions will exceed that of V2I communications. These numerical results show that
the number of vehicles has a more significant influence on V2V communications.

Figure 5 shows the changes in the total processing time with the increase in
the CPU cycle frequency of the MEC servers connected to the RSUs. Numerical
results in Fig. 5 demonstrate that our proposed DQL algorithm can achieve the
minimum total processing time of the computation tasks. Specifically, the locally
execution time does not change with the CPU cycle frequency of the MEC
servers, because local computing does not need the computation capacities of
the MEC servers. Also, we can see that the total processing time obtained by
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DQL algorithm decrease with the increasing CPU cycle frequency of the MEC
servers. However, the rate of decrease in the total processing time increases first
and then decreases. This phenomenon indicates that the CPU cycle frequency of
the MEC servers has a decisive influence on the result of DQL algorithm when
it is not too large. But when it is big enough, the influence of the CPU cycle
frequency of the MEC servers becomes small.

5 Conclusions

In this paper, we first presented a cloud enabled task offloading architecture in
VECNs, in which the remote cloud server acts as a backup server considering
its powerful computation capacities. Then we studied the task offloading prob-
lem in such scenario, and we defined the processing time minimization problem
under delay constraints. After that, we proposed a reinforcement learning based
task offloading scheme, i.e., a deep Q learning algorithm, as our solution. The
numerical results corroborated the good performance of our proposed scheme on
processing delay reduction.
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Abstract. Human action recognition is an integral part of smart health
monitoring, where intelligence behind the services is obtained and
improves through sensor information. It poses tremendous challenges due
to huge diversities of human actions and also a large variation in how a par-
ticular action can be performed. This problem has been intensified more
with the emergence of Internet of Things (IoT), which has resulted in larger
datasets acquired by a massive number of sensors. The big data based
machine learning is the best candidate to deal with this grand challenge.
However, one of the biggest challenges in using large datasets in machine
learning is to label sufficient data to train a model accurately. Instead of
using expensive supervised learning, we propose a semi-supervised classi-
fier for time-series data. The proposed framework is the joint design of vari-
ational auto-encoder (VAE) and convolutional neural network (CNN). In
particular, the VAE intends to extract the salient characteristics of human
activity data and to provide the useful criteria for the compressed sensing
reconstruction, while the CNN aims for extracting the discriminative fea-
tures and for producing the low-dimension latent codes. Given a combi-
nation of labeled and raw time-series data, our architecture utilizes com-
pressed samples from the latent vector in a deconvolutional decoder to
reconstruct the input time-series. We intend to train the classifier to detect
human actions for smart health systems.

Keywords: Action recognition · Variational auto-encoder ·
Convolutional neural network · Semi-supervised learning ·
Internet of Things · Smart health system

1 Introduction

1.1 Motivations

The emerging ubiquitous mobile and sensor-rich devices have led to higher
demands for the human action recognition (HAR). Some of the major applications,

This work is supported in part by National Science Foundation under grants NeTS
1423348 and EARS 1547312, in part by Natural Science Foundation of China under
grant 61728104, and in part by Intel Corporation.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019

Published by Springer Nature Switzerland AG 2019. All Rights Reserved

S. Han et al. (Eds.): AICON 2019, LNICST 287, pp. 450–472, 2019.

https://doi.org/10.1007/978-3-030-22971-9_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22971-9_39&domain=pdf
http://orcid.org/0000-0002-0130-9566
http://orcid.org/0000-0003-0807-4357
http://orcid.org/0000-0002-1571-3631
https://doi.org/10.1007/978-3-030-22971-9_39


Sensor-Based Human Activity Recognition for Smart Healthcare 451

which are benefited from HAR, are daily lifelogging, healthcare, senior care, per-
sonal fittings and etc. [1–3]. The efficacy of an HAR system greatly depends on the
salient features extracted from the raw signals such as accelerometer readings [4].
There has been extensive research into HAR, but generally, few practical deployed
applications have been proposed to address the following arising issues. Firstly, the
rapid spread of smart devices have resulted in the scarcity of label data. This has
emerged to be a critical issue for developing the learning model, which is capable to
learn the salient features and to further recognize the unseen actions. Furthermore,
a massive number of sensors will participate in generating big data in an Internet
of Thing (IoT) smart health environment. The big data provides more difficulties
to the machine learning systems including: (1) the problem of using compressed
sampling to acquire the large datasets, (2) the problem of improving the quality of
reconstructed data from large amounts of measurements and (3) the problem of per-
forming data labeling at scale.

The big data based artificial intelligence (AI) and machine learning are the
emerging tools to solve the major problems faced in 5G and beyond networks as
well as in industrial IoT systems [6–12]. The innovative These intelligent tools can
achieve the goals of acquiring accurate and scalable data in the era of big data.
Recent works in compressed sensing (CS) reveal that a signal having a sparse
representation in one basis can be recovered from a small number of projections
onto a second basis that is incoherent with the first one [5]. Especially, the
compressed sampling technology has a capability of receiving the sparse signal
at the rates lower than the traditional Nyquist sampling. At receiver side, the
signal reconstruction is proposed by solving a convex optimization problem called
min-ll with equality constraints. Some advanced techniques, namely the basic
pursuit, the orthogonal matching pursuit, the tree-based orthogonal matching
pursuit [5] are also employed to improve the performance of reconstruction.

As a result, many researchers successfully applied the CS technology into
various real applications such as cognitive radio networks [6–8] and Smartgrids [9,
10]. In particular, they make efforts to design the CS-based compressive spectrum
sensing frameworks [6–8], which operate in distributed manner. Moreover, their
proposed models are reliable and appropriate to the practical applications by
reducing a hardware complexity. Furthermore, Tan et al. [11,12] developed the
deep reinforcement learning based framework to solve the joint communication,
edge caching and computing design problem in vehicular networks. In particular,
they use the classic AI (i.e. the particle swarm optimization scheme) for mobility-
aware reward function at the associated large timescale level, while they employ
deep reinforcement learning at the small timescale level of their sophisticated
twin-timescale solution [11]. These proposed AI schemes are proved to achieve
operational excellence and cost efficiency.

1.2 Our Contributions

In this paper, we propose a semi-supervised classifier model, where we employ
the deep generative model [16] for recognizing the human activities in the smart
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healthcare systems. Specifically, the contributions of this paper can be summa-
rized as follows.

1. In particular, the time-series data acquired by sensors can also be represented
as an image [13] and the compressed sensing technology developed for image
processing would be applied to our data. Then, we use the variational auto-
encoder (VAE) [14,15] as the underlying generative model recovery in our
proposed compressed sensing algorithm, which provides novel insights into
our proposed inexpensive data sampling and acquisition. The core idea of
VAE is to learn the true data distribution of a training set in order to generate
new data points with some minor variation. It implies that the VAE has the
capability of extracting the salient characteristics of human activity data and
reliably providing more useful additional criteria for the CS reconstruction
objective. According to this idea, our model learns the hidden parameters or
the latent codes, which enable it to draw a more precise decision boundaries
for the classification than a classifier based on labeled data alone [16].

2. To produce the most defining latent code, we need to capture the discrimina-
tive features of the action signal, which are then used for the classification.
Therefore, we propose the convolutional neural network (CNN) in the encoder
part, which not only extracts the discriminative features but also produces
the latent codes in lower dimensions. For the data reconstruction, we employ
the deconvolution network in the decoder, where the latent code is the input.
The classifier is trained until the reconstruction loss is less than the prede-
termined threshold. Then the output is the reconstructed signal, which has a
higher dimension than the input (i.e. the latent code).

3. To validate our proposed semi-supervised classifier model, we use the data
set, namely Actitracker Dataset [17], which contains 2,980,765 samples with
six daily attributes. We present experimental results for illustrating the per-
formances of our proposed algorithm such as the VAE loss for training and
testing data, the reconstruction loss and the classification accuracy. We also
make a fair comparison with the existing works, where our proposed semi-
supervised learning method outperforms the supervised learning method in
terms of the classification accuracy for the same number of measurements for
the Actitracker Dataset.

The outline of this paper is as follows. In Sect. 2, we discuss important related
works on machine learning. In Sect. 3, we describe our system model. Section 4
briefly presents the proposed framework of semi-supervised learning for time-
series human action. Section 5 presents our performance results followed by our
concluding remarks in Sect. 6.

2 The Recent State of Machine Learning Applications:
Challenges and Solutions

Deep learning has emerged to be an well-established technique to discover com-
pact and meaningful representations of raw data without relying on domain
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knowledge [6–12,16,18–20]. In particular, there are four main types of tasks
within the field of machine learning, which are referred as the supervised learn-
ing, unsupervised learning, semi-supervised learning and reinforcement learn-
ing. The main difference between supervised learning and unsupervised learning
[16,20] is that supervised learning is done using a ground truth. It implies that
we have prior knowledge of what the output values for our samples should be.
So given a sample of input data and desired outputs, supervised learning aims
for building the best function approximation of the relationship between input
and output. In unsupervised learning, we only have input data and do not have
corresponding output variables (i.e. the labeled data). Therefore, unsupervised
learning aims for inferring the natural structure present within a set of data
points. It means that its goal is to model the underlying structure or distri-
bution in the data to learn more about the data. We can readily observe that
supervised learning requires a large amount of labeled samples to generalize well
but it is an expensive and difficult process. Also in unsupervised learning, there
are no correct answers and there is no teacher. To deal with these limitations,
semi-supervised learning [16,20] is presented, where it takes a middle ground
between supervised learning and unsupervised learning. Here, we have a large
amount of input data and only some of the data is labeled. It uses a morsel
amount of labeled data bolstering a larger set of unlabeled data. Finally, rein-
forcement learning [11,12] trains an algorithm with a reward system. Then, it
provides feedback, when an artificial intelligence agent performs the best action
in a particular situation. In the following, we discuss how these machine learn-
ing mechanisms can be applied to the real applications and what are the main
constraints of the existing works.

In reinforcement learning, let us focus on the proposed artificial intelligent
framework eligible for the real application, which is the example application
in edge caching and computing framework in vehicular networks. As we know
that the action space and state space are very large. Especially, the scenario of
user mobility causes the increase of these spaces. Therefore, we would determine
the effective methods to deal with these concerns. [12] is the first step to apply
the deep reinforcement learning to edge caching and computing. Here, the deep
reinforcement learning is employed for both the large timescale model and the
small timescale model. The large timescale model aims for reducing the possible
sets of connecting road site units (RSUs) and vehicles for the tagged vehicle,
which are then used in the small timescale model. Therefore, the large timescale
model roughly estimate the reward and the reserved sets of RSUs and vehicles
for the tagged vehicle. However, this initial proposed method cannot work well
for the large scale networks, when the number of nodes increase. It means that
the proposed method needs to be improved, when we want to deploy it in the
practical application. Moreover, the computational complexity of model is still
high, and hence it is very hard to apply it to the real application. Motivated
from this, Tan et al. [11] develop the particle swarm optimization (PSO) for
the large timescale model. In fact, the advanced PSO is used to guarantee the
global optimal solutions with the fast convergence and high stability. Because
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the parameter setting and updating is modified to match well with the dataset
in the scenario of edge caching and computing. Moreover, the proposed PSO can
avoid the local optimal solutions. Therefore, the solutions in the large timescale
model are optimal. Remember that in [12], the large timescale model roughly
determine the solutions, i.e. these solutions may not optimal; and the small
timescale model needs to correct them. However, in the case that the possible
sets of RSUs and vehicles for the tagged vehicle are wrongly chosen, this would
cause the wrong decision and/or increase the learning time.

Similarly, many algorithms are proposed to deal with the grand challenges
and solutions in supervised learning, unsupervised learning and semi-supervised
learning. Let us discuss the action recognition, where one of the most impor-
tant tasks is the feature extraction. Statistical features such as mean, standard
deviation, entropy, correlation coefficients and etc are the most widely used hand-
crafted features in the action recognition [21]. Moreover, the advanced eigenvalue
models is used for blind feature extraction in [23], where the modern random
matrix theory, i.e. the spiked population model, can provide an efficient solution
to the problem with unknown information. In [6–8], the spectrum data is trans-
formed into a domain, where it is sparse. For example, a wide-band signal is
sampled in the Fourier domain and then is transformed to Wavelet space, where
it has a sparse representation. Based on that, salient information is extracted
and then is used for data recovery. Similarly, Tamura et al. [22] used Fourier
transform, Wavelet transform and discrete cosine transform to learn the under-
lying features. The other application of using CS is data processing in Smartgrids
[9,10], where the smart-meter data are projected into Wavelet domain for the
further sampling salient extraction. Furthermore, deep neural network [18] and
restricted Bozltman machine [19] were proposed as deep learning techniques
to extract features. Another deep learning model, namely shift-invariant sparse
coding [20] was used to perform unsupervised learning to train an auto-encoder
network. In [27], CNN was proposed to recognize human activities using mobile
sensors. To exploit the huge unlabeled samples likely to be produced by IoT,
semi-supervised learning can be a great alternative. The most recent additions
to the conventional semi-supervised algorithms, like transductive support vector
machines [20] and semi-supervised support vector machines [16] are belong to
the probabilistic model based semi-supervised learning.

In summary, the developed artificial intelligence framework should be eligible
for the real application by employing the advanced machine learning mechanism.
It can avoid many barriers observed such as the massive devices and big data. It
means that the proposed artificial intelligent framework must ensure the optimal
solutions with low computational complexity and high stability. Furthermore,
there is no machine learning algorithm, which can be efficiently applied to every
practical application. Because it totally depends on the characteristics and prop-
erties of the observed dataset in every application. To work efficiently with the
dataset in the specific application, we must modify the machine learning algo-
rithms and/or combine both the classic and advanced learning methods. The
main goal of our paper is to tackle these critical challenges and to develop the
algorithms to determine the optimal solutions.
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3 System Model

3.1 Applications and Protocol Design

Our proposed semi-supervised classifier can be implemented in a module for var-
ious kind of applications in the Smart Healthcare System, i.e. (1) reporting day
to day activities, (2) reporting activities to center for monitoring and (3) life-
logging for daily activities. For simplicity, we consider the six daily activities in
our model, namely “Walking”,“Jogging”,“Upstairs”,“Sitting”, “Standing” and
“Downstairs”. Our classifier module can be built with different cascaded classi-
fiers like the action classifiers and the fall-down classifier. The system implemen-
tation is presented in Fig. 1, where we consider the classifier models including
the wearable sensor devices, the apps (action classifier and other classifier like
fall-down detection). Let us consider application 2, i.e. reporting activities to
center for monitoring, which may be used in the healthcare system at the senior
homes. In particular, we consider the reporting activities for fall-down monitor-
ing scenario. For this monitoring, our system model would operate in two modes,
i.e. the distributed protocol and the centralized protocol. Let’s consider a human
activity “Upstairs”. Upon receiving the accelerometer data, the sensor will pass
it through the action classifier. Then, this app detects the action of “Upstairs”,
which may cause an accident due to falling down. In the distributed manner,
this app sends a command to turn on the camera to monitor the activity of
the person going upstairs. It also activates the app of fall-down detection. If the
fall classifier detect that a person falls, it then sends a command to the nearest
healthcare to take necessary actions. In the centralized mechanism, the cloud is
responsible for fall-down detection and there is only app of action classifier at
the wearable sensor device. In this centralized manner, the action classifier sends
the detected action of “Upstairs” to the cloud. The cloud concurrently send the

Fig. 1. Semi-supervised classification for time-series human actions in the smart health-
care system
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Fig. 2. Real application in the healthcare system using human activity classification

command to activate the camera and start to monitor the person’s activity. If the
cloud detects the falling, it will call to the healthcare for assistance. Similarly, we
have the same procedure with two protocols for the other applications. Detailed
operations of the healthcare system using the action classifier is illustrated in
Fig. 2.

3.2 Sensor-Based Human Activity Recognition

We consider the recognition of human activities, where the sensor like the
accelerometer is used to record the time-series input. This time-series input of
different human actions can be represented as a three dimensional image of the
dimension [sample size, window length, axis].

We employ the latent variable generative model, i.e. VAE, for learning, which
is a combination of Variational Inference and Deep Learning. It differs from
the conventional auto-encoder in two key ways. Firstly, a deterministic latent
representation z is replaced by a posterior distribution q(z|x), which helps a
decoder to reconstruct an input by sampling z from this posterior. Secondly,
the posterior q(z|x) is regularized with Kullback–Leibler (KL) divergence from a
prior distribution p(z), where the prior is conventionally chosen to be a Gaussian
with zero mean and unit variance. By doing so, we make sure that the system can
sample from any point in latent dimensions and still generate valid and diverse
outputs.
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Let us present the notable contribution of VAE. Firstly, VAE performs a
good generalization on reconstructing the approximated input by imposing some
restrictions on the latent space. Specifically, by sampling from q(z|x) instead of
taking a deterministic z, it forces the model to map an input to a region of
space rather than to a single input. It implies that VAE can acquire the salient
features of the data, which support for the data reconstruction. Furthermore, the
good reconstruction performance depends on estimating a very sharp probability
distribution corresponding to a single input in latent space. The KL term in VAE
loss function prevents this behavior by training the model to find a solution
for low reconstruction error and predicting a posterior distribution close to the
prior. In this process, the decoder part of the VAE is capable of reconstructing
the sensor data samples from every point in the latent space.

We employ the semi-supervised classification to train the model, where the
time-series data are both labeled and unlabeled data. For the unlabeled data,
two networks has been trained. The first one is the encoder network qφ(z|XU ),
where its output is z; while the other is classifier network qφ(y|XU ), where its
output is y. For our model, both encoder and classifier networks employ the
same traditional CNN network. According to the encoder output z and the label
y, the decoder would perform the variational inference over them by pθ(X̂U |z, y)
and try to approximate the input as likely as possible. For the labeled data, we
only train the encoder network qφ(z|XL). Then, we insert its label to the decoder
for decoding data. Again, we perform the variational inference over the encoder
output and the label by pθ(X̂L, ŶL|z) and obtain the reconstructed data. To
evaluate the performance, we use the loss function, given as

JV AE = KL(q(z|x)||p(z)) − Eq(z|x)[log p(x|z)]. (1)

Detailed semi-supervised approach for analyzing this loss function would be
described in the next section. After a proper training, we store the configured
parameters of the classifier qφ(y|x) and use them to test the real time-series
input. In particular, we implement the classifier module, which takes the raw
time-series input from a wearable of an object and classifies a numerous unseen
variation of some specific actions.

4 Semi-supervised Learning for Time-Series Human
Actions in the Smart Healthcare System

In this section, we provide a comprehensive mathematical formulation for all
the core parts of our proposed model, i.e. encoder network, decoder network,
classifier network and training model with semi-supervised objective. Before that
we present all notations and their descriptions, which are summarized in the
Table 1.

Note that we would have the labeled and unlabeled time-series data, which
are used to train the model for our proposed semi-supervised classification. For
the labeled data, we have the inputs, XL = {x1, x2, . . . , xL} and their corre-
sponding labels, YL = y1, y2.....yL, where L is the length of labeled data; while
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Table 1. Definition of parameters

Notation Description

� Convolution operator
∑

Concatenation of feature maps

(FE)i Encoder filter for layer i

(FD)i Decoder filter for layer i

M1 = 1, 2...m1 Total filters in layer 1

M2 = 1, 2...m2 total filters in layer 2

c Convolved output

cp Convolved output after pooling

vec Vectorize a concatenation

MLP Multi layer perceptron

FC Fully connected layer

π Labels in categorical distribution

qφ(z|x) Probability of observing z given x

qφ(y|x) Probability of observing y given x

pθ(x̂ |z ) Probability of observing x given z

qφ(y|x) Classifier network

φ Weight vector of encoder and classifier

θ Weight vector of decoder

we only have the inputs, Xu = {xl+1, xl+2, . . . , xl+U} for the unlabeled data,
where U is the length of the unlabeled data. For each data point xi, there are
corresponding latent variables zi, which are obtained from an encoder structure
and are then forwarded to a decoder. At the decoder side, we reconstruct an
approximation of the given input of X̂L, ŶL and X̂U for labeled and unlabeled
data, respectively. We train the parameters of φ and θ to enhance the overall
performance of the model. Recall that φ is the weight vector of the encoder and
classifier, while θ is the weight vector of the decoder. In the following, we present
detailed description of encoder structure, decoder structure, classifier structure
and training of the model.

4.1 Encoder Structure

The input data of our proposed encoder model can be recorded from the sensor
devices. Usually, human activity data are observed by the tri-axis accelerome-
ter. So the acceleration data are three-dimension (3D) data, which include x, y
and z directions. In our encoder convolutional network, there are two kinds of
layer, i.e. the convolutional layer and the fully connected layer. To reduce com-
putational complexity, we aim for using the depth-wise separable convolution or
1D convolution [18]. Unlike the traditional CNN, the final layer of encoder in
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our proposed scheme is replaced by the fully connected layer. In particular, it
can output the mean and standard deviation for the distribution of latent code.
Furthermore, it can continuously generate the input of the decoder section by
sampling the code.

As the observation above, our accelerator input data are the 3D time-series
signal, which include x, y and z directions. Therefore, our input data can be
categorized as the red-green-blue (RGB) image, which would have been treated
successfully by using the conventional CNN. We describe the detailed imple-
mentation as follows. WLOG, the dimension of an input time-series signal, Dn

is assumed as (1, T, 3), where T is total points of time, the height is 1 and the
depth is 3 for x, y and z directions. In the first step, we perform an 1D con-
volution by convolving a single filter m1 with the input. This operation thus
produces a 2D matrix,

{
c1,n,m1

}
of 1 × T dimensions, where m1 ∈ [1, 2, . . . ,M1]

and M1 is the number of filters. Then, M1 filters produce a concatenation of M1

parameters of c1,n,m1 , which represent all the feature maps of layer 1. We aim
for using multiple filters to learn the great variety of patterns. So for a single
filter m1, c1,n,m1 is derived as

c(1,n,m1) = D(n) � F 1,m1
E , m1 ∈ [1, 2, . . . ,M1] , (2)

where F 1,m1
E is the coefficients of the filter m1. For M1 filters, the concatenation

parameter of c(1,n) is calculated as

c(1,n) =
M1∑

m1=1

c(1,n,m1). (3)

Similarly, we perform another 1D convolution in layer 2 and concatenate all the
slices. We have

c(2,n,m2) = c(1,n) � F 2,m2
E , (4)

c(2,n) =
M2∑

m2=1

c(2,n,m2), (5)

Cf = vecc(2,n), (6)

where Cf is the vectorized form of c2,n, which has the dimension of[
1 × dim(c2,n)

]
. So Cf is gone through the fully-connected layer, which is the

design of multi layer perceptron. Its output is given as FC1 = MLP (Cf ),
where MLP represents the multi layer perceptron. These fixed latent dimen-
sions of the fully connected layers are then used as the input at the final
layer. The outputs are the vector of mean and the vector of standard devia-
tion, zn ∼

(
μφ(FC1), σφ(FC1)

)
, which would be used to sample the latent code

for the decoder network.
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4.2 Decoder Structure

We consider the decoder, which consists of three transposed convolutional layers
and three fully connected layers. The implementation of our decoder network
is presented as follows. The latent code at a fully connected layer is forwarded
to the decoder. The result is the vectorized/flatten form of convolved output at
layer 2 in the decoder and is given as

vec c(2,n) = FC(zn), (7)
Cf = vec c(2,n), (8)

where FC represents the fully connected layer. This flatten output is gone
through the three transposed convolution layers. The outputs at three layers
are presented as

c(2,n) = Cf � FD
2, (9)

c(3,n) = c(2,n) � FD
3, (10)

c(4,n) = c(3,n) � FD
4, (11)

where F i
D represents the coefficient vector of the transposed convolutional filter

at layer i, where i ∈ {2, 3, 4}. The convolved output are then gone through the
other two fully connected layers to reconstruct the approximate version of the
input. It implies that the reconstructed data Dapprox would be given as

DFC2 = FC(c(4,n)), (12)
Dapprox = FC(DFC2). (13)

4.3 Classifier Structure

We model the classifier structure by using the traditional CNN network, which
consists of the convolutional layers, the max-pooling layers, the fully connected
layers and the softmax classifier. The last layer, i.e. the softmax classifier, is
responsible for providing the probability distribution of the class (or the label).
For example, we present our dataset at the numerical results, which has six daily
activities, namely “Walking”, “Jogging”, “Stairs”, “Sitting”, “Standing” and
“Lying Down”. We pass the unlabeled time-series data into two 1D convolutional
layers (i.e. layers 1 and 2), one 1D max-pooling layer (i.e. layer 3) and three
fully connected layers (i.e. layers 4, 5 and 6) and the softmax classifier. In the
following, max-pooling operation is down-sampling an input representation to
reduce its dimensionality and to allow for assumptions to be made about features
contained in the sub-regions. Furthermore, softmax classifier takes a vector of
arbitrary real-valued scores form the last layer (c6 for our case) and squashes it
to a vector of values between zero and one, where the summation of all elements
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equals one. Given unlabeled time-series data xu, these operations in the classifier
network are summarized as

C1 = xu � Fc
1, (14)

C2 ∼ maxpool(C1), (15)
C3 = C2 � Fc

3, (16)
C4 = FC(C3), (17)
C5 = FC(C4), (18)
C6 = FC(C5), (19)
fci

= (C6)i, (20)

qφ(y|xu) = −log
efci

∑dim(C)
i=1 efci

, (21)

where fci
is the ith element of last layer, C6, dim(c) denotes the total elements

of layer C6, Ci, i ∈ {1, 2, . . . , 6} are the output of layer i, while qφ(y|xu) is the
probability distribution of label y given the unlabeled time-series data xu.

4.4 Training of Semi-supervised Model for Time-Series
Classification

We now present the training steps of the semi-supervised model for both two
variational objectives [16], which correspond to the cases of unlabeled data and
labeled data.

Variational Objective with Unlabeled Data. In the case of unlabeled data,
we treat z and y as latent variables. Therefore, they are considered as the inputs
of the decoder by using the operation of concatenation. It means that we train
for both the encoder and classifier networks.

y = Classifier(xu), (22)
z = Encoder(xu), (23)
Concatenation(z, y) → Decoder. (24)

Thus, our variational objective for unlabeled data is

min
θ,φ

KL(qφ(y, z|x) || pθ(y, z|x)). (25)

Here qφ(y, z|x) and pθ(y, z|x) denotes the approximate posterior distribution of
y, z given x and corresponding true distribution respectively.
Proposition 1. We have the final lower bound for unlabeled data as log pθ(x) ≥
U(x), where the lower bound, U(x), is determined as

U(x) = Eqφ(y|x)
[−M(x,y) − log qφ(y|x)

]
. (26)

Here, M(x,y) = −Eqφ(z|x) [log pθ(x|y, z)]+K1 −KL(qφ(z|x) || pθ(z)) and K1 =
Eqφ(z|x) log pθ(y).

Proof. The proof is provided in Appendix 7.1.
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Variational Objective with Labeled Data. In the case of labeled data, we
skip the classifier because we can inject the label from outside. Hence, we use
the concatenation of zL and yL and then pass the result to the decoder. The
procedure is summarized as

yL = GivenLabels , (27)
z = Encoder(xL), (28)
Concatenation (z, yL) → Decoder, (29)

where qφ(z, π|x, y) and pθ(z, π|x, y) denote by the approximate posterior distri-
bution of (z, π) given (x, y) and its corresponding true distribution, respectively.
Thus, the variational objective for labeled data is

min
θ,φ

KL qφ(z, π|x, y) || pθ(z, π|x, y), (30)

where pθ(x, y|z, π) denotes the decoder probability of generating x and y based
on the observation z and π, while qφ(z, π|x, y) represents the probability of cor-
rect encoding of z and π given the measurements x and y.

Proposition 2. We have the final lower bound for labeled data as log pθ(x, y) ≥
L(x, y), where the lower bound, L(x, y), is determined as

L(x, y) = −M(x,y) − KL [ qφ(π|x)||pθ(π|y)] . (31)

Here, M(x,y) = −Eqφ(z|x) [log pθ(x|y, z)] + K1 − KL(qφ(z|x) || pθ(z)) and
K1 = Eqφ(z|x) log pθ(y), while the Kullback-Leibler divergence function is
KL [ qφ(π|x)||pθ(π|y)] = Eqφ(π|x) [− log pθ(π, |y) + log qφ(π|x)].

Proof. The proof is provided in Appendix 7.2.

The total VAE loss is computed by adding both the labeled loss and the
unlabeled loss as

J =
∑

(x,y)∼p̂l

L(x, y) +
∑

(x)∼p̂u

U(x). (32)

As stated before, the whole point of semi-supervised learning is train encoder
and classifier network at the same time. Hence, in spite of having labels (for
labeled case), we need to train the classifier with labeled data too, if we want to
use this distribution as a classifier. Thus, according to [16], a classification loss
has been added with (32).

J α = J + α ∗ E(x,y)[− log qφ(y|x)]. (33)

In the above function α is an hyperparameter which adjusts the contributions of
the classifier in the learning process. During the training process, the stochastic
gradient descent of J is computed at each training step to update the parameters
θ and φ. We summarize the training procedure in Algorithm1.
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Algorithm 1. Semi-supervised Learning for Time-series Classification in the
Smart Healthcare System
1: Input: Labeled Data: XL, YL, Unlabeled Data: XU , Test Data: XT

2: Output: Labels for Test Data
3: Get samples from Labeled & Unlabeled Data and initialize parameters φ and θ
4: while Training do
5: for Labeled Data: XL, YL do
6: XL → Encoder
7: Compute zn

8: Concatenate zn & YL

9: zn, YL → Decoder
10: Calculate L(x, y)
11: end for
12: for Unlabeled Data: XU do
13: XU → Encoder
14: Compute zn

15: XU → Classifier
16: Compute YU

17: Concatenate zn & YU

18: zn, YU → Decoder
19: Calculate U(x)
20: end for
21: Compute J =

∑
(x,y)∼p̂l

L(x, y) +
∑

(x)∼p̂u
U(x)

22: Update J with Adam Optimizer
23: end while
24: while Testing do
25: Evaluate Model on Test data to calculate VAE loss
26: Evaluate Classifier on Test data
27: Evaluate Reconstruction loss by L2norm
28: end while

5 Experimental Analysis

For the experiment of our semi-supervised algorithm we selected publicly avail-
able Actitracker dataset [2], which contains six daily activities, i.e. walking, jog-
ging, upstairs, downstairs, sitting, standing. This dataset is collected in an con-
trolled laboratory environment, where it is recorded from 36 users. The dataset
from these users is collected from their cellphone operating at 20 Hz sampling
rate, which results in 29,000 frames. In this analysis, we present our experimen-
tal results of training and testing data, where the evaluated performances are
the VAE loss, the reconstruction loss and the classification loss. Our simulation
model is based on 6-dimensional hidden variable z. We assume that an amount
of labeled data equals that of unlabeled data. The representation of our model
is summarized in Table 2.
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5.1 VAE Loss for Training and Test Data

In Fig. 3, we present the VAE loss of training data for three different learning
rates of 0.001, 0.0001 and 0.00001. Recall that loss function of VAE is composed
of two terms, i.e. the reconstruction loss and the regularization term. Here,
the reconstruction loss is the expected value of negative likelihood of all data
points. This term encourages the decoder reconstruct our input data, whereas the
regularization term is the measurement of information lost while approximating
p with q. The VAE loss for training data is the addition from both the labeled loss
and the unlabeled loss, whereas for test case, the input data is passed through
the unlabeled structure to measure the loss. It is easily observed that as a hyper
parameter, learning rate plays a crucial role in calculating the loss. Similarly, we
test our model with the learning rates of 0.001, 0.0001 and 0.00001. In particular,
the VAE loss of testing data is illustrated in Fig. 4.
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Fig. 3. VAE loss of training data for three different learning rates 0.001, 0.00001 and
0.0001

We have the following observations from these experimental results. Firstly,
we train our model for both labeled and unlabeled data as well as experiment
the efficacy of our model in terms of VAE loss on test data. It is readily seen
that the VAE loss reaches the minimum value, when the number of epochs is
nearly 50. During training, we test our model on testing data with the trained
model parameters of φ and θ after every 5 epochs. The VAE losses from both
training and testing data for learning rate of 0.00001 shows a gradual and slow
decay. However, they ultimately reaches the considerably low losses, i.e. 215.314
and 121.457, respectively. For other two learning rates of 0.001 and 0.0001, the
VAE losses start with the comparatively low loss. Then, they quickly reach the
negative values before even reaching considerably low values. This is because
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Table 2. Representation of our model

Encoder structure

Layer 1 60 conv 1D filters

Layer 2 180 conv 1D filters

Layer 3 FC with 120 units

Layer 4 FC with 90 units

Classifier structure

Layer 5 FC with 6 units

Layer 6 60 conv 1D filters

Layer 6 max pool size 20

Layer 7 180 conv 1D filters

Layer 8 FC with 100 units

Layer 9 FC with 100 units

Decoder structure

Layer 10 FC with 90 units

Layer 11 FC with 90 units

Layer 12 FC with 90 units

Layer 13 60 conv 2D Transpose filters

Layer 14 120 conv 2D Transpose filters

Layer 15 60 conv 2D Transpose filters

Layer 16 FC with 9 units
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Fig. 4. VAE loss of testing data for three different learning rates 0.001, 0.00001 and
0.0001
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(1) the VAE excellently extract the most salient characteristics of human activity
data, which generate the useful criteria for the compressed sensing recovery ; (2)
furthermore, our proposed CNN successfully extracts the most discriminative fea-
tures, which provide the essential low-dimension latent codes. So our joint design
significantly improves training stability and efficiency, because it has capability of
tuning the loss multipliers automatically. Additionally, our proposed mechanism
makes better use of the training data and achieves a high accuracy even with
a limited amount of labeled data available for training. Thank to the discrimi-
native performances and the regularization effects, which enhance our proposed
method on real dataset in the semi-supervised setting.

5.2 Reconstruction Loss

One of the major objectives in our proposed model is to reconstruct the input
time-series by performing semi-supervised learning. We evaluate the reconstruc-
tion loss based on L2 norm. If our true input and approximated input are defined
as xi and xr respectively, then L2 norm for computing reconstruction loss can
be defined as follows. For N samples, this quantity is calculated as

RLoss =
N∑

n=1

(xi − xr)2. (34)

We experiment the reconstruction loss on our train data. For test case, we
consider data points x of both labeled and unlabeled data. Then, we compute
the reconstruction loss of the final output by using L2 norm. Our analysis of
reconstruction loss with two different learning rates 0.001 and 0.0001 for 500
epochs is provided in Fig. 5.

5.3 Classification Accuracy:

Finally, we present our comparison of the classification accuracy between our
proposed model (termed as Semi-supervised Learning) and a benchmark super-
vised learning model trained by CNN (called as Supervised Learning). We train
both the supervised learning model and semi-supervised learning model by using
20% and 25% labeled data. For a learning rate of 0.00001 and with 500 itera-
tions our semi-supervised classifier outperforms the supervised one by 5.28%
and 5.15% respectively (Figs. 6 and 7). Moreover, it is easily observed that our
proposed model has a higher convergence rate than the benchmark model. This
observation confirms theoretical analysis that our proposed model does not typ-
ically require more epochs to reach convergence, because it only requires a small
amount of data used for training. We also experimented with 30% labeled data
but in that case we found no significant difference in classification accuracy
after 500 iterations. Thus, we can rightfully conclude that, increasing number of
labeled data will not make our semi-supervised model more constructive than the
supervised one. It implies that our model can work efficiently with any scenario
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Fig. 5. Reconstruction loss of training data for two different learning rates 0.001 and
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Fig. 6. Classification comparison for 20% labeled data

of big data applications, while the benchmark supervised learning model only
achieves a good performance on small data. The desired experimental results
demonstrate that our proposed model is benefited by the joint design of varia-
tional auto-encoder and convolutional neural network.
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Fig. 7. Classification comparison for 25% labeled data

6 Conclusion

In this paper, we proposed a semi-supervised classifier which extracts salient and
discriminative features to train a classifier in order to recognize numerous human
actions. The experimental result has shown that with a small amount of labeled
data our model outperforms the conventional supervised learning. For further
study, experiments with larger datasets are needed to study the efficacy of the
proposed model. We also aim to use fall action datasets in order to develop a
fall classifier for a comprehensive smart home monitoring solution.
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7 APPENDIX

7.1 Variational Objective with Unlabeled Data

Recall that in the case of unlabeled data, we treat z and y as latent variables
and we train a encoder and classifier network. Thus, our variational objective
for unlabeled data is

min
θ,φ

KL(qφ(y, z|x) || pθ(y, z|x)),

where KL is the Kullback-Leibler divergence function between the two distribu-
tions, which can be obtained as KL(q||p) =

∫ +∞
−∞ qilog(qi/pi). So we have
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KL(qφ(y, z|x) || pθ(y, z|x)) =
∫ +∞

−∞
qφ(y, z|x)) log

qφ(y, z|x)
pθ(y, z|x)

dy dz

= Eqφ(y,z|x)

[
log

qφ(y, z|x)
pθ(y, z|x)

]
.

From Baye’s Rule, we know that p(y, z|x) =
[
p(x|y, z)p(y)p(z)

p(x)

]
. Thus, we

can write

KL(qφ(y, z|x) || pθ(y, z|x)) = Eqφ(y,z|x) [log qφ(y, z|x) − log pθ(x|y, z)
− log pθ(y) − log pθ(z) + log pθ(x)] .

So we obtain

log pθ(x) = KL(qφ(y, z|x)||pθ(y, z|x))
+Eqφ(y,z|x) [log pθ(y) + log pθ(x|y, z) − log qφ(y, z|x) + log pθ(z)] .(35)

As KL-divergence describes the similarity between two distributions, it is
always a non-negative term. So, we characterize log pθ(x) in (35) as follows:

log pθ(x) ≥ Eqφ(y,z|x)

[
log

pθ(x|y, z)pθ(y)pθ(z)
qφ(y, z|x)

]
,

≥ Eqφ(y,z|x) [log pθ(x|y, z) + log pθ(y) + log pθ(z)
−log qφ(y, z|x)] ,

≥ Eqφ(y|x)
[
Eqφ(z|x) [log pθ(x|y, z) + log pθ(y)

+log pθ(z) − log qφ(y|x) − log qφ(z|x)]] .

Finally, we obtain

log pθ(x) ≥ Eqφ(y|x)
[
Eqφ(z|x) [log pθ(x|y, z)] + K1

−KL(qφ(z|x) || pθ(z)) − log qφ(y|x)] . (36)

where K1 = Eqφ(z|x) log pθ(y) = log pθ(y). Here, pθ(y) is considered as a con-
stant. Because p(y) = p(y|π)p(π) is a Dirichlet- multinomial distribution and for
unlabeled case, we assume that each label y is equally likely.

We further define M(x,y) as

−M(x,y) = Eqφ(z|x) [log pθ(x|y, z)] + K1 − KL(qφ(z|x) || pθ(z)).

Then, we get

log pθ(x) ≥ Eqφ(y|x)
[−M(x,y) − log qφ(y|x)

]
. (37)

So we explicitly write the expectation with respect to y. Hence, we get

log pθ(x) ≥
∑

y

qφ(y|x)
[−M(x,y) − log qφ(y|x)

]
. (38)

Therefore, we have completed the proof of Proposition 1.
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7.2 Variational Objective with Labeled Data

For the labeled case, both (x, y) and (z, π) are treated as unknown latent vari-
ables. The variational inferences for both z and π use a fully posterior dependent
on only x. It means that we can derive q(z, π) and p(y) as follows:

q(z, π) = q(z, π|x) = q(z|X) ∗ q(π|X),
p(y) = Cat(y|π).

Here, “Cat” represents a categorical distribution, which is a discrete probability
distribution. It describes the possible results of a random variable that can take
one of π possible categories, with the probability of each category separately
specified. For our case, π = 6 as we have six daily activities. Furthermore, α
represents a hyperparameter, which controls the weight of how strongly we want
to train our classifier. Note that in order to train a classifier for the labeled case,
we also aim for choosing π such that it only depends on x. By doing so, this
enforces the classifier to work as the conventional classifier. It means that the
classifier network qφ(y|x) will also classify the xL and compare its performance
with the true labels. So we have

min KL qφ(z, π|x, y) || pθ(z, π|x, y).

By exploiting Kullback-Leibler divergence function, we obtain

KL qφ(z, π|x, y) || pθ(z, π|x, y)=Eqφ(z,π|x,y)

[
log qφ(z, π|x, y) − log pθ(z, π|x, y)

]
.

According to Baye’s Rule, we have p(z, π|x, y) =
[
p(x, y|z, π)p(z, π)

p(x, y)

]
. Thus,

we can write KL qφ(z, π|x, y) || pθ(z, π|x, y) as

KL qφ(z, π|x, y) || pθ(z, π|x, y) = Eqφ(z,π|x,y)

[
log qφ(z, π|x, y) − log pθ(x, y|z, π)

− log pθ(z, π) + log pθ(x, y)] .

Using the simple manipulations, log pθ(x, y) can be calculated as

log pθ(x, y) = KL( qφ(z, π|x, y)||pθ(z, π|x, y))
+Eqφ(z,π|x,y) [log pθ(x, y|z, π) + log pθ(z, π) − log qφ(z, π|x, y)] .

Recall that KL-divergence describes the similarity between two distributions.
Hence, it is always a positive term. So we characterize log pθ(x, y) in (39) as
follows:

log pθ(x, y) ≥ Eqφ(z,π|x,y) [log pθ(x, y|z, π) + log pθ(z, π) − log qφ(z, π|x, y)] .

According to the probability chain rule, we have P (A,B|C,D) = P (A|B,C,D)∗
P (B|C,D). By employing the simple manipulations, we obtain
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log pθ(x, y) ≥ Eqφ(z,π|x,y) [log pθ(x, |y, z, π) + log pθ(y|z, π)
+ log pθ(z, π) − log qφ(z, π|x, y)] ,

≥ Eqφ(z,π|x,y) [log pθ(x, |y, z, π) + log pθ(y, z, π)
− log qφ(z, π|x, y)] ,

≥ Eqφ(z,π|x,y) [log pθ(x, |y, z, π) + log pθ(y, π)
+ log pθ(z) − log qφ(z, π|x, y)] ,

≥ Eqφ(z,π|x,y) [log pθ(x, |y, z, π) + log pθ(π|y)
+ log pθ(y) + log pθ(z) − log qφ(z, π|x, y)] .

We now separate Eqφ(z|x) and Eqφ(π|x). This is because for labeled case, z|x
and π|x are two different networks and thus they are independent. We then
obtain

log pθ(x, y) ≥ Eqφ(z|x) [log pθ(x|y, z) + log pθ(y) + log pθ(z)
− log qφ(z|x)] + Eqφ(π|x) [log pθ(π|y) − log qφ(π|x)] .

From (37), the first expectation at the RHS is exactly equal to M(x,y). So we
can write

log pθ(x, y) ≥ −M(x,y) − Eqφ(π|x) [− log pθ(π, |y) + log qφ(π|x)] .

Note that the remaining expectation is the KL divergence form. Finally, the
labeled loss log pθ(x, y) has the lower bound as

log pθ(x, y) ≥ −M(x,y) − KL( qφ(π|x) || pθ(π|y)). (39)

Hence, we have completed the proof of Proposition 2.
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Abstract. In the past few years, Internet usage is shifting from host-to-host
communication to content distribution. As a result, information-centric net-
working (ICN) is emerging as a promising candidate paradigm for the future
Internet. Meanwhile, many researchers have developed specified simulation
platforms for the ICN architecture they proposed, to evaluate the performances
in the research stage. In this paper, we present a simulation platform for a recent
proposed ICN architecture named CoLoR. With the help of this simulation
platform, performance for CoLoR can be evaluated through large-scale simu-
lations. New protocols designed for CoLoR can also be studied.

Keywords: CoLoRSim � CoLoR architecture �
Information–centric networking � INET

1 Introduction

As a promising candidate paradigm of the future Internet, information-centric net-
working (ICN) is envisioned to advocate the efficient usage of the network resource.
Over the past few years, many researchers put lots of efforts on ICN and a lot of
different ICN architectures [1] have been proposed in order to fit the requirements of
different networking environments and address a series of limitations of the current
Internet, including the efficient delivery of information to the users, mobility man-
agement and security enforcement.

Instead of assigning IP addresses to hosts, ICN assigns a globally unique name to a
piece of content. To obtain content, a consumer sends out a request carrying the name
of the desired content to the network. The network will forward the request to the
closest caching node. The caching node returns the content by using data packets
carrying the same content name. The intermediate nodes along the forwarding path can
cache the content for serving subsequent requests for the same content.

In our previous work, we have proposed a new ICN architecture called CoLoR [2],
whose intrinsic idea is to couple service location with inter-domain routing, but to
decouple them from forwarding. Taking the advantages of CoLoR, many issues can be
addressed. For example, the in-network caching of CoLoR can help Internet Service
Providers (ISPs) reduce content retrieval latency and improves users’ Quality-of-
Experience (QoE), since the desired content may be retrieved from a nearby caching
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node instead of a remote server [3]. CoLoR can also help address the mobility issues
[4] and improve network security [5].

In our previous research work, we put lots of efforts into developing a real-world
prototype to evaluate the feasibility and performance of CoLoR. However, due to the
limitations of machines and the complexity of implementations, the prototype size is
restricted in 40-60 nodes, which has not reached the realistic Internet scale. As such,
there is a need to develop a simulation platform for CoLoR in large-scale network
topologies.

To address the above issues, in this paper, we present CoLoRSim, a highly scalable
simulation platform for CoLoR based on the well-known simulator of OMNeT++ and
INET framework [6, 7]. Especially, we make the following main contributions.

First, we designed and realized the main components of CoLoRSim, which
includes a topology generator, a platform configuration module, the resource manager,
the border routers and other components.

Second, we evaluate the relationship between the time consumption and topology
scale. We draw the conclusion that when the topology contains 10000 autonomous
systems (Ases, or domains) simulation will consume about four hours and 16.5G
memory.

The rest of this paper is organized as follows. In Sect. 2, we summarize several ICN
simulators. In Sect. 3, we briefly introduce CoLoR architecture. In Sect. 4, we intro-
duce the system-level architecture of the developed simulation platform and the node
structure of resource manager and border router. We also present how to extend this
simulator. Finally, we conclude the paper in Sect. 6.

2 Related Work

For researchers, building a prototype system for a new ICN architecture is hard and
expensive, especially when a large-scale network is needed. In such a situation, sim-
ulation is a better choice. Various simulation platforms have been developed for dif-
ferent ICN architectures. ndnSIM [8], which implements Named Data Network (NDN)/
Content-Centric Network (CCN) [9] communication model, has been built based on
ns-3. ccnSIM [10] for NDN/CCN has been developed based on OMNeT++. In Table 1,
we list several ICN open source simulators.

Table 1. Summary of several simulators

Simulator Architecture Language Operation system

ICNsim Others OMNeT++, C/C++ Linux, FreeBSD
Icarus Caching Python Linux, Mac
CCN-Lite CCN/NDN OMNeT++, C Linux, Mac, Win
CCNPL-sim CCN/NDN C++ Linux
NDNsim CCN/NDN NS-3, C++, Python Linux, Mac
ccnSim CCN/NDN OMNet++, C++ Linux
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3 A Brief Introduction to CoLoR

CoLoR architecture assumes that the future Internet is still comprised of ASes. CoLoR
architecture separates inter-domain routing from intra-domain routing explicitly. Every
domain in CoLoR architecture can choose its network architectures according to its
demand, such as IPv4, IPv6, and others. Meanwhile, inter-domain routing is based on
path identifier (PID). Every inter-domain path connecting two domains will be assigned
a unique PID negotiated by the two domains. Border routers located in the border of
domains need to store the intra-domain and inter-domain routing tables. For example,
R2 in Fig. 1 has an inter-domain routing table like the one shown in the down left
corner of Fig. 1. Each inter-domain routing entry contains the destination domain of the
PID, the value of the PID, the prefix length of the PID, and preference value if multiple
inter-domain paths exist.

In particular, the PID of a path is not advertised through the Internet. It will only be
kept secret by the two connected domains. By default, a user needs to send a request
message which is routed to the receiver through the network, and then the receiver
sends the desired content back to the user. Such a default-off communication model is
more secure than the default-on communication model employed by the current
Internet.

A globally unique node identifier (NID) is assigned to every component, and a
globally unique service identifier (SID) is assigned to every piece of content in CoLoR.
A logic centralized resource manager (RM) is deployed in every domain to manage
node information, service information and inter-domain path information.

Figure 1 illustrates how a request message is routed from a user to the content
provider. We assume that service provider S1 has registered service whose SID is SID1
in the network. The procedure is illustrated by dash lines in Fig. 1. When a user C
wants to obtain content, whose SID is SID1, it sends a request message to its local
resource manager (RM1) by using local routing mechanism, such as IPv4 in Fig. 1.
Request message carries SID1 and NIDc of C. When RM1 receives the request mes-
sage, it looks up the service information table and finds out that this request message
should be forwarded to RM2 in D2. According to Fig. 1, RM1 appends PID1 at the end
of the request message and sends the request message to RM2. When RM2 receives
the request message, it looks up the service information table and finds out that this
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Fig. 1. Illustration of basic mechanisms of CoLoR architecture.
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message should be forwarded to RM3 in D3. RM2 appends PID2 at the end of the
request message and sends the request message to RM3, as illustrated by (3) in Fig. 1.
While RM3 receives the request message, it looks up in its service information table
and finds out that the desired service is hosted by service provider S1. It sends the
request message to S1, as illustrated by (4) in Fig. 1.

When S1 receives the request message, it sends the requested content back by using
several data packets. Each of these data packets contains the information of SID1,
NIDc, PID2, PID1. RM3 encapsulates an IPv6 header to the data packets and sends
them to the border router R6, as illustrated by (5) in Fig. 1. When R6 receives the data
packet, it strips the IPv6 header and PID2. Then R6 sends the data packet to R5, as
illustrated by (6) in Fig. 1. While R5 receives a data packet, it forwards the data packet
to R2 after encapsulating an IPv4 header to the data packet, as illustrated by (7) in
Fig. 1. R2 strips the IPv6 header and PID1 and then sends the data packet to R1 as
illustrated by (8) in Fig. 1. Finally, R1 sends the data packet to user S1 by using local
routing mechanism, as illustrated by (9) in Fig. 1.

4 Simulation Model Design

A new simulation platform is developed based on OMNeT++ and INET framework in
order to evaluate the performance of the CoLoR architecture.

4.1 Design Goals

The development of CoLoRSim takes following goals into consideration.

• Full support for CoLoR architecture
• Compatibility with original INET modules
• Auto-configuration for parameters
• Extensible architecture
• Applicable to large-scale network simulations

4.2 Simulator Architecture

As introduced in previous sections, the main system elements of CoLoR architecture
include resource manager, border router, client/server. In this section, we describe the
system-level architecture and node structure of CoLoRSim.

Figure 2 shows the architecture of CoLoRSim. There are eight blocks in it: topology
generator, platform configuration, communication protocol, user-defined modules,
mapping information tables, OMNeT++ platform interface, and internal/external anal-
ysis tools. The advantage of this architecture is that resource manager and border router
can share the same communication protocol block and carry out different operations by
replacing different user-defined modules.

Three different types of flows are defined, including internal input/output flow,
external input/output flow, and control flow. Internal input/output flow represents
communications via message or inter-module communication mechanism provided by
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OMNeT++. External input/output flow represents communications via regular text
files, JSON files, XML files, and even network connections. The control flow repre-
sents communications via signals.

Three different types of flows are defined, including internal input/output flow,
external input/output flow, and control flow. Internal input/output flow represents
communications via message or inter-module communication mechanism provided by
OMNeT++. External input/output flow represents communications via regular text
files, JSON files, XML files, and even network connections. The control flow repre-
sents communications via signals.

1. Topology Generator Block

New protocols should be tested under different topologies. To this end, a topology
generator is developed, to avoid the errors in manual topology generation. The
topology generator accepts flexible network parameter settings, including the number
of ASes and the degree distribution of the network. The output files of the topology
generator include an AS-level network description file and corresponding initialization
file. Each node in the network description file represents an autonomous system con-
sisting of a resource manager, border routers, clients, servers and other IPv4 or IPv6
routers.

2. Platform Configuration Block

A large number of parameters need to be set before starting a simulation. If all
parameters are placed in the initialization file, the size of the initialization file will
explode with the number of nodes, increasing the time of initialization. In addition,
multiple initialization files need to be generated if the protocols are tested under dif-
ferent situations. Therefore, in CoLoRSim, the platform configuration block can

Internal Input/Output Control 

Status External 
Analysis 

Tool
Platform 
Interface

Hooking

External Input/Output

Initialization FileTopology 
File

Input Output

Visualization Result File

Communication Protocol

CoLoR 
Routing 
Protocol

TCP/IP 
Protocol 

Stack

Physical 
Channel

Service Information

Node 
Information

Path 
Information

Analysis

Latency

Throughput Packet Loss

Memory usage

Mapping Information

Topology
Generator

Hooking

Platform 
Configuration User-Defined Module

Fig. 2. The architecture of CoLoRSim
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generate parameters according to users’ requirements or read parameters from users
specified files. The configuration block of the current version enables users to set the
inter-domain path prefixes through prefix generating algorithms or pre-generated prefix
assignment files.

3. OMNeT++ Platform Interface Block

The OMNeT++ platform includes input and output interfaces. The input interface
enables users to import a topology file and the corresponding initialization file. The
output interface offers a graphical display, performance chart and statistics that can be
saved in a file for future analysis.

4. Mapping Information Block

There are three different types of mapping information tables to store routing
information used by user-defined-module blocks and CoLoR routing protocol module.
These blocks provide several basic operations: insertion, deletion, update, query, and
verification. Service information table stores the mapping between SIDs and service
providers. Node information table stores the mapping between NIDs and local routing
identifiers, such as mapping between NIDs and IPv4 addresses. The path information
table stores the mapping between PIDs and destination autonomous systems. The key
shared between two adjacent ASes will also be stored in path information module.

5. Analysis Block

Two different types of analysis blocks are provided in CoLoRSim: internal analysis
block (Analysis block) and external analysis tools block. Internal analysis block col-
lects critical statistics from user-defined-module blocks and communication protocol
block, such as latency, throughput, and packet loss. These statistics can be stored by the
output interfaces provided by OMNeT++ platform interface block. An in-depth
understanding of all collected data is gotten by using external analysis tools.

6. Communication Protocols Block

Communication protocols block provides protocols from physical layer to network
layer. The basic structure of this block is shown as Fig. 3. Communication protocol
block includes physical layer protocols, link layer protocols, and network protocols.
We use physical layer modules, link layer modules, and some existing network layer
modules. Only wired network is taken into consideration, where Point-to-Point
(PPP) and Ethernet protocols are supported.

The network layer supports different protocols. First, we implement a CoLoR
routing protocol module which supports an inter-domain routing protocol based on
PIDs and an intra-domain routing protocol based on NIDs. CoLoR routing protocol
block also translate NIDs and PIDs into local routing identifiers. Second, routing
protocols used in the current Internet is also supported. Because local routing protocols
are selected by network administrators, different autonomous systems may choose
different protocols. Thus, we simplify the change of local routing protocol module,
without modifying other modules. The CoLoR routing protocol module detects the
type of local routing protocol and encapsulates correct information into packets sent to
the down layers.
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7. User Defined Modules Block

Communication protocols block only focuses on routing and transmitting mes-
sages. As a message is detected by communication protocol block, the message will be
forwarded to a user-defined module according to the type of the message and the
destination port number. User-defined module will call its own handleMessage()
function when receiving the message. A user-defined module is usually designed for
one type of message. Several related functions have been implemented:

Client module is used to generate request flow subject to a probability distribution,
such as Poisson distribution. This module is also used to handle received data packets.

Server module is used to handle received request packets and generate data flow
corresponding to the requested service. The characteristics of data flows are subject to
probability distributions or characteristics inferred from real Internet flow data.

Request packet handler module of border routers and resource managers performs
request packet processing, request packet verification, and any other operations on
request packets. This module may modify requests based on its local policy or drop
illegal packets if the packet verification fails. For example, when a request packet
should be forwarded to another autonomous system, a PID should be encapsulated into
it. When a border router receives a request, the router calculates a message authenti-
cation code and drop the packet if the calculated code is not the same as the code
carried in the request packet.

Data packet handler module behaves similarly to request handler module. This
module is equipped with border routers and resource managers. This module performs
data packet processing, data packet verification, and any other operations on data
packets. This module needs to modify packet and drop illegal packets. For example,
when a data packet is forwarded to another border router located in another domain, a
PID is popped. This module will also use message authentication code to detect if a
packet is modified by attackers.

Service registration packet handler module is equipped with servers, border routers,
and resource managers. Servers use this module to generate service information and
announce it to its local resource manager. When receiving the service advertisement
messages, resource manager adds new entries into service information table and make
announcements to the parent autonomous systems and peer autonomous systems,
according to the local policy defined by users.

Ethernet/PPP

Wired

CoLoR IPv4/
IPv6/
Others

Network
Layer

Link
Layer

Physical
Layer

Fig. 3. The structure of communication protocols block
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Node registration packet/management handler module performs automatic config-
uration during the early period of simulation. Node advertisements will be generated
and send to resource manager and border routers. When node advertisements are
received, the mapping between NIDs and local routing identifiers can be established
based on the information carried in the advertisements. This module can also inter-
change inter-domain information between two border routers and send the information
to the resource manager.

PID updating handler module performs all operations about path prefixes, such as
periodic negotiation between two adjacent autonomous systems, advertisements for
newly negotiated path prefixes.

Those modules can be equipped according to the types of nodes. For example, a
resource manager is equipped with all these modules except client module and server
module. For different types of nodes, the same type of user-defined modules has some
differences. For example, request packet handler module of resource manager needs to
query its database to decide how and where to forward this request, while requests
packet handler module of border routers do packet verification instead.

8. Extensibility

Extensibility provides the ability to add new functions without modifying existing
modules. In our simulation platform, we provide hooking interfaces between com-
munication protocols block and user-defined module block.

The first step to use hooking module is to specify the hooking function. When the
hooking module receives a message from other modules, the hooking module will call
the function we specify previously. By specifying different functions, we can change
one node’s behavior. For example, to record the PID sequences carried by a request, the
client module can be modified to extract PID sequence and save it to a file. But such a
method requires recompiling simulation platform, which may take long time and cause
new issues. A hooking module can address this issue. We can develop new functions
separately without modifying existing modules. Then, by modifying the parameters of
hooking module and the hooking module will load the functions automatically and
perform the corresponding functions.

4.3 Node Structure

In the previous sections, we describe the system-level design of CoLoRSim. This
section further shows the node structure design based on the CoLoRSim. Each node
contains the communication protocol block, the user-defined module block, and
information table block. However, different user-defined module blocks are defined for
different types of nodes.

1. Resource manager

The structure of resource manager is shown as Fig. 4. Resource manager is
equipped with five types of user-defined modules, i.e., request packet handler, service
registration handler, PID updating handler and node management handler.

When a message arrives at a resource manager, the physic layer and linker layer
module process this message firstly. Then the message will be sent to the IPv4 or IPv6
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protocol module. The message will be sent to the CoLoR protocol module if the
destination IP address belongs to this resource manager. Message received by CoLoR
protocol module will be sent to a user-defined module according to the type of mes-
sage. For example, if a request packet is received, this message is sent to request packet
handler. As the message arrives at a user-defined module, these modules will take
actions.

When user-defined modules send out messages, the CoLoR protocol module will
receive those messages and get the destination of those messages. CoLoR protocol
module will encapsulate corresponding control information into packets according to
its local routing protocols. For example, if the local routing protocol is IPv4, then the
IPv4 address of the destination will be encapsulated into control information. IPv4 or
IPv6 protocol modules can process received messages from CoLoR protocol module
according to the control information. After processed by link layer and physical layer
module, the message will finally be sent to other nodes.

Request packet handlers in RMs get requested SID and query it in the service
information table. In addition, this module decides which node or which domain this
message should be forwarded to.

Service registration packet handlers in RMs will get the SID, NID of provider, the
autonomous system the provider is located in and other information about this service.
A new service entry will be added into service information table. Service registration
handler will also send an acknowledgment (ACK) message to the source of the
received registration message and register this service to its parent autonomous systems
if possible.

PID updating handlers in RMs are used to negotiate new PIDs with the adjacent
ASes and distribute new PIDs to nodes in the same domain. When receiving a PID
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updating message, this module detects the type of the message. If the message is a
negotiation message, the module checks if the new PID is available. If available, a new
entry should be added and an ACK message should be sent back. Otherwise, an
available PID should be generated and this module tries to re-negotiate PID with the
other one. After adding new entry, new PID should be distributed to other nodes in this
domain by sending distribution messages which carry the old and new PIDs.

Node management handler in RMs is used to process node notification message.
When this module receives a message, it will add an entry to node information table.
This entry contains the NID and its local routing identifier.

2. Border Router

Border router has a similar structure with resource manager, as shown in Fig. 5.
The biggest difference is that border router can run over link layer protocol instead of
network layer. Packets from intra-domain links will be handled by IPv4/IPv6 protocol
module, while those packets from inter-domain links can be handled by CoLoR pro-
tocol module directly. The incoming packets will be handled from physical layer to
application layer as the same as the procedure in resource manager. The outgoing
packets will be handled in the reversed order.

Request packet handlers in BRs forwards request packets according to the result
querying from path information table. Data packet handler in BRs checks if data
packets are legal and forward legal packets according to the routing entry queried from
path information table. Service packet handlers in BRs only forwards registration
message. PID updating handlers in BRs receives PID distribution message and update
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corresponding entries in its path information table. Node management handlers in BRs
announce its information including its own NID, its local routing identifier to the RM
and other border routers. Node management handlers also update the node information
table as receiving advertisements.

3. Client/Server

Structure of client module, as shown in Fig. 6, is similar with border router. The
request packet handler is replaced by a client module or server module. A service
registration packet handler is replaced with service generating handler. In client/server,
all received requests should be forwarded to server module and all data packets should
be forwarded to client module. Service registration handler module generates service
registration messages and sends them to its local resource manager.

5 Evaluation

In this section, we evaluate the performance of the CoLoRSim. The CPU of the server
is Intel Xeon E7-4820 @ 2.0 GHz. The total memory size is 128G and the capacity of
hard drives is 900 GB.

We define two different phases of simulation, initialization phase, and simulation
phase. The initialization phase begins with reading topology from files and ends with
the first event occurring. The simulation phase begins with the first event and end with
the last event.
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Different topologies are adopted, containing different numbers of autonomous
systems. Each node in our topology will generate 500 requests and corresponding 500
data packets whose length is 1000 bytes.

We measure the time usage and peak memory usage of the initialization process
and simulation process. The simulation time is set to 8000 s.

Figure 7(a) and (b) show that both time usage and memory usage are almost
proportional to the size of the simulation networks in both initialization and simulation
phase. When we simulate a network that contains 8,000 autonomous systems, about
56,000 nodes, CoLoRSim consumes about 12G memory and 200 min. As the number
of autonomous systems reaches 10000, we need 16.5 G memory and 4 h.

6 Conclusions and Future Perspectives

In this paper, we present the design of a simulation platform for the CoLoR architecture
based on OMNeT++ and INET framework. The system-level architecture of the whole
simulation platform and the node structures of resource manager, border router, client
and server are introduced in detail. The performance of CoLoRSim is evaluated, and the
relationship between resource consumption and topology scale is also demonstrated.

In the future, we will enhance the compatibility of wireless link in CoLoRSim, such
as IEEE 802.11. The parallel simulation will also be introduced to speed up the
simulation, and the memory usage will be optimized.
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Abstract. In a Visual Internet of Things (VIoT), the video sequences
of different viewpoints are captured by different visual sensors and trans-
mitted simultaneously, which puts a huge burden on storage and band-
width resources. Mixed-resolution multi-view video format can alleviate
the burden on the limited storage and bandwidth resources. However,
the low resolution view need to be up-sampled to provide high quality
visual experiences to the users. Therefore, a super resolution (SR) algo-
rithm to reconstruct the low resolution view is highly desirable. In this
paper, we propose a new two-stage super resolution method. In the first
depth-assisted high frequency synthesis stage, depth image based render-
ing (DIBR) is used to project a high resolution view to a low resolution
view to estimate the super resolution result. Then in the second high
frequency compensation stage, the local block matching model based on
manifold learning is used to enhance the super resolution result. The
experimental results demonstrate that our method is capable to achiev-
ing a PSNR gain up to 4.76 dB over bicubic baseline and recover details
in edge regions, without sacrificing the quality of smooth areas.

Keywords: Visual Internet of Things · Super resolution ·
Manifold learning

1 Introduction

In recent years, the field of Visual Internet of Things (VIoT) has attracted a
lot of research attention and provided a broad variety of application, such as
security surveillance, smart homes, health-care [5,14]. VIoT is comprised of a
large number of visual sensors, each of which captures massive video information
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about target events, and transmits them to a central base station or a data sink.
However, the video sequences of different viewpoints are captured by different
visual sensors and transmitted simultaneously in a common VIoT, which puts a
huge burden on storage and bandwidth resources. In order to reduce the amount
of data to be compressed, the mixed-resolution (MR) multi-view video format is
introduced [13]. In the MR video format, some visual sensors acquire viewpoints
at high resolution (HR), while others are captured at low resolution (LR). This
significantly reduces the amount of data for storage and transmission for multi-
view video applications.

Recently, Brust et al. propose mixed resolution multi-view coding framework
for mobile devices, where one of the views is coded entirely at a lower spatial reso-
lution than the others [3].The multi-view video plus depth (MVD) representation
and coding scheme are proposed in [1,11], which provide a multi-view texture
scene and the corresponding depth map. These methods can provide fairly good
results in bitrate reduction. However, the decoded low-resolution view in these
aforementioned work is of poor visual quality compared with the high resolution
view, since these methods do not compensate for the quality differences between
the views.

Fig. 1. The framework of our proposed method. The high resolution right view assists
the SR of low resolution left view. The SR method contains two stages: (1) the depth
map assisted high frequency component synthesis (DHFS) stage; and (2) the high
frequency compensation (HFCOM) stage.

We consider situations where two views are of different spatial resolutions.
According to binocular suppression theory [2], the human visual system (HVS)
perceives high frequency information from the high resolution view, such that
one can approximately perceive a visual feeling of the high resolution view.
However, such approximate feeling will cause visual uncomfortableness. In order
to tackle this deficiency, a super resolution (SR) algorithm to reconstruct
the low resolution view is highly desirable. In general, super resolution algo-
rithms can be categorized into three classes, namely the interpolation-based [18],
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reconstruction-based [16] and example-based approaches [4,15]. In recent years,
these SR resolution methods have been applied to multi-view video applications
gradually. Besides, for multi-view video SR, high frequency information from
neighboring high-resolution views can be used to increase the visual quality of
the low-resolution camera video sequence [9,10,17].

In this paper, we propose a novel multi-view video SR method assisted by
virtual views. Unlike the aforementioned papers intending to obtain more accu-
rate high frequency information from adjacent high resolution views, we present
an example learning based method to compensate the synthesized high resolu-
tion information. Figure 1 depicts the framework of our proposed method, which
consists of two stages: (1) the depth map assisted high frequency component
synthesis (DHFS) stage; and (2) the high frequency compensation (HFCOM)
stage. To better recover high frequency information, we mainly contribute to
the multi-view video SR in the following two aspects:

(1) In the first stage, we measure the similarity of the virtual and interpolated
views using both the spatial and depth information to locate mismatched regions,
and reduce erroneous high frequency added to the interpolated view; and

(2) In the second stage, a block matching method based on locally lin-
ear embedding (LLE), a representative algorithm in manifold learning, is used
to compensate the synthesized high frequency component and reconstruct the
missing high frequency component in the mismatched regions, which is able to
remarkably improve the quality of reconstruction, especially for the non-parallel
multi-view video sequences.

2 The Depth Assisted High Frequency Synthesis

In the original high frequency synthesis method [8], the high frequency compo-
nent is directly extracted from the virtual view V v

L and added to the interpolated
view V i

L . However, this virtual view generated using the depth-image-based ren-
dering (DIBR) [6] method contains correspondence errors such as cracks and
occlusions attributable to the inherent defects of DIBR. As a result, the high
frequency component extracted from the correspondence errors will cause obvi-
ous mismatching in the SR result. Therefore, a similarity check between the vir-
tual view V v

L and the interpolated view V i
L is employed to identify mismatched

regions, and the high frequency part of the projection points in V v
L that fail in

the similarity check would not be added to the corresponding position of V i
L .

Similarity is measured by calculating the sum of the absolute differences
(SAD) of corresponding image blocks centered around (u′, v′) between the vir-
tual view V v

L and the interpolated view V i
L . To further utilize the depth infor-

mation, we also calculate SAD of the corresponding depth map blocks centered
around (u′, v′) between the virtual depth map Dv

L and the original depth map
DL . The total SAD of the corresponding blocks in the color images and depth
maps is shown as follows
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SAD =
∑

(u′, v′)∈S

∣∣V v
L (u′, v′) − V i

L (u′, v′)
∣∣ +

∑

(u′, v′)∈S

|DL (u′, v′) − Dv
L (u′, v′)|

(1)

where S is the block range, and Dv
L (u′, v′) is the projected virtual depth map,

which is mentioned in the last section.
The occlusion and crack areas in virtual view will have obvious difference with

the interpolated view, and the depth value of these areas in the virtual depth
map would also have difference with the original depth map, these would lead to
a large SAD value. If the SAD value of block S is larger than a threshold Ts , all
the pixels in block S of V v

L are refilled by the interpolated pixels from V i
L , and

we mark M (u′, v′) = 0, or all the pixels in block S remain to be virtual view
pixels and M (u′, v′) = 1. Here, M is a mask matrix that indicates whether
or not a pixel is from the virtual view.

After the similarity check, the virtual view result can be refined. One can
extract the low frequency component of V v

L using a Gaussian filter F and add
the high frequency component, which is the difference of the original virtual view
frame and its low frequency component, to the interpolated view to obtain the
(DHFS) result V SY N

L as follows

V SY N
L = V i

L + (V v
L − F (V v

L )) × M. (2)

3 High Frequency Compensation Based on Manifold
Learning

In our high frequency compensation model, we use the local linear embedding
(LLE) [12] algorithm, which is a representative algorithm in manifold learning,
to enhance the high frequency synthesized in the first stage. The DHFS super
resolution result V SY N

L is assumed as the HR space, while its down sample
denoted by V SY N

Ld
is assumed as the LR space. Unlike using the whole training

set as the searching range, we determine a much smaller searching range cen-
tering around the LR image patch. Thus, block matching is processed between
the low-resolution frame VL and V SY N

Ld
in a small searching range, and then a

fusion of the high frequency information extracted from the matched blocks is
added to the interpolated image to enhance the SR result.

Figure 2 illustrates the manifold learning based high frequency compensation
model, where xn indicates the image patches in the low-resolution frame VL ,
while yn refers to the SR result corresponding to xn . Here, yn = yI

n + yH
n ,

where yI
n denotes the interpolation result of yn and yH

n is the high frequency
part reconstructed by the LLE algorithm. The high frequency compensation
(HFCOM) algorithm follows three steps:

(1) Determine the local searching range. To enhance the current patch
xn in VL , a corresponding local neighbor area Rn in V SY N

Ld
is determined as
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Fig. 2. Manifold learning based high frequency compensation model.

the searching area. The size of the searching area is determined by whether or
not xn is a high-frequency missing patch. A high-frequency missing patch is
determined to the ratio of the number of interpolated pixels to the whole patch.
For each patch xn , we calculate

λxn
= 1 −

∑

(i,j)∈Rn

M (i, j)

S′ × S′ (3)

where, S′ is the size of block xn . M is the mask map calculated in last section.
If λxn

is larger than threshold λ0, xn is determined as a high-frequency missing
patch, and the search range of xn will be the whole image space of V SY N

Ld
.

Otherwise, the search range will be a small square area that centers around xn .

(2) Search similar image patches and obtain reconstruction weights.
Then several similar patches of xn are searched in Rn and indicated as xk

n . The
reconstruction weights Wn are computed by minimizing the local reconstruction
error.

The Euclidean distance is used to define neighbors and reconstruct weights
of xn . Several similar patches, which have the smallest Euclidean distance with
xn , are found and marked as xn , k = 1, . . . , K. By minimizing the local recon-
struction error for xn , the optimality is achieved:

εn =

∥∥∥∥∥xn −
K∑

k=1

wkx
k
n

∥∥∥∥∥ s.t.

K∑

k=1

wk = 1. (4)

Apparently, minimizing εn subject to the constraints is a constrained least
square problem. Define a local Gram matrix

Gn � (xnIT − Xn)T (xnIT − Xn) (5)
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where I is a column vector of ones and Xn is a matrix with its columns being
the neighbors of xn . An efficient way to solving (10) is to solve GnWn = I,
and then normalize the weights. Then, the reconstruction weights Wn of patch
xn is attainted.

(3) Reconstruct the high frequency component. These similar patches
have corresponding image patches in V SY N

L , which are indicated as yk
n . Finally,

by fusing the high frequency part of yk
n under the same reconstruction weights

Wn , the high frequency part yH
n is reconstructed.

The high-frequency part of xn is reconstructed based on the corresponding
HR patches with the aid of weigh matrix Wn and the high-frequency parts of
yk

n as shown

yH
n =

K∑

k=1

wk

(
yk
n − F

(
yk
n

))
(6)

where F is the Gaussian used to obtain the low frequency component. And the
reconstructed patch is

yn = yI
n + yH

n (7)

After repeating the above steps for all the patches in VL , all the reconstructed
patches are obtained. In order to enforce the inter-patch relationships and to
weaken the block effects, the pixels in overlapping region of the reconstructed
image are averaged.

4 Experimental Results

4.1 Parameters Setting

We test our SR method on typical multi-view video sequences, including both
parallel and non-parallel camera video sequences, such as Ballet and Break-
dancer. The low resolution video sequence is generated by downsampling one of
the HR view sequences. A 5×5 Gaussian kernel is been used to blur the original
high-resolution view prior to down-sampling. The down-sampling factor is two
for both the horizontal and vertical directions.

4.2 Experiment Result on Multi-view Video

Table 1 shows the PSNR and SSIM values of the final super-resolution results
obtained by the proposed method, bicubic interpolation, the original HFSYN
[7], and VVA [10]. The PSNR and SSIM values were calculated over several the
frames of each test video and then averaged. It can be seen that the proposed
method is able to significantly boost the PSNR performance. For instance, the
proposed method achieves average gains of 4.76 dB over the bicubic interpolation
method, 4.10dB over [7] and 2.84 dB over [10]. As for SSIM, it achieves average
gains of 0.0304 over the bicubic interpolation method, 0.0309 and 0.0203 over
[7] and [10], respectively.
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Table 1. PSNR (dB) and SSIM comparative results of different methods.

Dataset Bicubic HFSYN [7] VVA [10] Proposed

BookArrial 32.44/0.9101 33.92/0.9256 35.11/0.9451 37.16/0.9580

DoorFlowers 32.81/0.9262 34.05/0.9375 35.68/0.9459 37.72/0.9615

LeavingLaptop 32.77/0.9094 34.04/0.9253 35.15/0.9273 37.63/0.9578

Champtower 33.06/0.9656 33.80/0.9614 35.50/0.9688 39.39/0.9854

Pantomime 32.54/0.9598 34.17/0.9634 34.85/0.9721 39.46/0.9869

Ballet 33.79/0.9231 33.61/0.8962 33.95/0.9205 37.36/0.9433

Breakdancer 36.95/0.9064 35.38/0.8876 36.30/0.8909 38.96/0.9206

Average 33.48/0.9286 34.14/0.9281 35.40/0.9387 38.24/0.9590

(a) Bicubic (33.87 / 0.9231) (b) HFSYN (33.66 / 0.8960)

(c) VVA (34.04 / 0.9207) (d) Proposed (37.37 / 0.9431)

Fig. 3. Ballet SR result. The visual results and PSNR(dB)/SSIM values of different
methods. Our method recover the finest strip pattern.

Figures 3 and 4 show sample frames from the video sequences Ballet and
Doorflowers with a up-scaling factor of two. The Bicubic method is used as
the baseline. Figures 3(b) and 4(b) are the original high frequency synthesis
(HFSYN) result. The HFSYN method [7] is capable of restoring image details,
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(a) Bicubic (32.83 / 0.9263) (b) HFSYN (34.08 / 0.9378)

(c) VVA (35.67 / 0.9460) (d) Proposed (37.63 / 0.9615)

Fig. 4. Doorflowers SR result. The visual results and PSNR(dB)/SSIM values of
different methods. Our method reconstructs the clearest boundary.

albeit with evident artifacts along the boundary between the object and the
background. These artifacts are caused by mismatched high frequency compo-
nents. Figures 3(c) and 4(c) are virtual view assisted SR (VVA) result. The
VVA method [10] can process a much better visual quality than HFSYN result,
but still suffers from some undesirable stair-like artifacts and distortion. The
results produced by our proposed method as presented in Figs. 3(d) and 4(d)
can reconstruct sharper edges and yield better structure details. Our method
can effectively tackle the mismatch problem. Neither stair-like nor substantial
blurring artifacts occur in our recovering method, showing much better visual
results than other comparative methods.

5 Conclusion

In this paper, we propose a novel two-stage method for efficient mixed-resolution
multiview super resolution based on refined virtual view synthesis and mani-
fold learning. The first depth map assisted high frequency component synthesis
stage can effectively reduce mismatching regions in the synthesis virtual view.
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The second high frequency compensation stage can reconstruct the missing high
frequency in the mismatching regions and enhance the visual quality. Experi-
ment shows that our method can get remarkable gain in both quantitative and
qualitative result.
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Abstract. With the popularity of smartphones and the performance improve-
ment of embedded sensor, the smartphone has become the most important ter-
minal device in motion recognition and indoor positioning. In this paper, the
methods of the smartphone posture recognition and the pedestrian heading
estimation are proposed. We analyze the signal characteristic of the accelerom-
eter and the gyroscope, the representative feature information is extracted and a
classifier based on DT model is proposed. Besides, considering the different
postures of the smartphone, we propose an improved heading estimation method,
which utilizes a weighted-average operation and combines the principal
component analysis-based (PCA-based) method and the angle deviation
method innovatively. The results of the experiments show that the average
accuracy of posture recognition is nearly 97.1%, which can satisfy the pattern
recognition in the process of pedestrian navigation. The average error of the
proposed heading estimation is 6.2° and the performance is improved than the
single PCA-based and angle deviation method.

Keywords: Posture recognition � Machine learning � Heading estimation �
MEMS sensors

1 Introduction

Location-based Service (LBS) has become an indispensable service in people’s social
life, and its key is the acquisition of location information [1]. Traditional LBS relies
mainly on global navigation satellite systems (GNSS), such as GPS, Beidou, Glonass
and Galileo systems [2]. GNSS can achieve a global wide coverage and the positioning
accuracy with civil signals can be better than 10 m. However, due to the influence of
signal occlusion, reflection and multipath effect in indoor environment, the effective-
ness of satellite navigation signals in indoor environment is difficult to be guaranteed,
which greatly restricts the development of LBS in indoor environment [3]. In recent
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years, more and more attentions have been paid to the indoor positioning, the indoor
positioning systems based on different technical systems have also been widely
established. Current indoor positioning technologies mainly include WIFI fingerprint
[4], Bluetooth [5], pedestrian dead reckoning (PDR) [6], RFID [7], Ultra-wide Band-
width (UWB) [8], ultrasound [9] and visible light positioning [10].

PDR positioning technology uses the built-in MEMS inertial sensors of the
smartphone to calculate the relative position of pedestrian movement, the MEMS
inertial sensors include accelerometer, gyroscope and magnetometer. However, in the
process of pedestrians using smartphones, the posture of device will constantly change.
The traditional PDR method requires pedestrians to keep their device in front of their
bodies stably. However, this requirement is unrealistic in the actual navigation process.
Therefore, this paper analyses the habits of pedestrians using mobile phones and uses
machine learning algorithm to design classifiers for the recognition of different
smartphone postures.

Current pattern recognition methods can be divided into two categories [11]: the
method based on the environmental sensors and the recognition based on the mobile
sensors. The method based on the environmental sensors uses the infrastructure (such as
camera networks or wireless access points) to perceive human activities. Mobile sensor-
based method usually uses the built-in MEMS inertial sensors in smartphones, such as
accelerometers, gyroscopes, magnetometers, etc. to identify pedestrian behavior pat-
terns. At present, mobile sensor-based methods have become very popular. Because
they have no coverage restrictions and can work anywhere. At the same time, the
smartphone is the devices which is more closely related to people, thus no additional
deployment cost is needed [12]. For using the smartphone in indoor positioning, the
motions can also be divided into two categories: one is to describe the overall movement
of pedestrians, including walking, running, standing, upstairs, downstairs, elevator and
so on. The other is different postures that represent people holding the smartphone, such
as reading information, watching navigation interface, making calls, swinging with
arms, putting it in pockets and so on. This paper mainly aims at the second type of
pattern recognition, which can further assist indoor pedestrian navigation by recognizing
different phone postures. Some recognition methods of motion mode recognition are
also proposed, including artificial neural network (ANN) [13], support vector machine
(SVM) [14], decision tree (DT) [15] and other classifiers, they are used to recognize the
motion modes, capture the transition between different modes and assist the PDR.

In general, PDR includes three modules: step detection, step length estimation and
heading estimation, in which the heading estimation is the most difficult and greatly
influenced by the smartphone posture. The heading offset between different phone
postures is estimated, and the actual heading is obtained by adding the offset to the
orientation, but the offset is not constant in actual environment. In [16], the principal
component analysis (PCA) of horizontal acceleration is applied to estimate the heading,
but because of the poor precision of gyroscope embedded smartphone, the attitude
matrix is not always accurate.

In this paper, a classifier with DT model which can recognize the current posture of
the smartphone is designed. A pre-processing for the raw data from the MEMS sensors
is carried out to eliminate the influence of noises and 4 phone postures are defined.
Simultaneously, the feature data in time and frequency domain are extracted from the
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filtered signals. Furthermore, a novel heading determination method is proposed. By
combining the PCA-based method and the angle deviation method, the estimated
heading has higher accuracy.

2 Approach

2.1 MEMS Data Pre-processing

The errors of MEMS IMU can be divided into static error, dynamic error and random
error. Static and dynamic errors are generally considered to be deterministic errors
related to the velocity and acceleration of the carrier motion, which can be compensated
by experimental calibration. Random drift is an important characteristic of the gyro-
scope, a lot of works have been done in the measurement and modeling of the gyro-
scope drift. However, due to the low measuring accuracy of the MEMS sensor, the
performance of the calibrated IMU cannot satisfy the requirements of the indoor
pedestrian positioning system. Therefore, to improve the performance of smartphone
posture recognition and pedestrian heading estimation, it is necessary to pre-process the
raw data output from the MEMS sensors embedded in the smartphone. This paper uses
a 10th order Butterworth filter with a 12 Hz cut-off frequency to effectively eliminate
the high-frequency noise interference of the MEMS signal.

As shown in Fig. 1, we can see that the raw signals from MEMS sensors contain
many clutters and noises, the low-pass filtering removes the high-frequency compo-
nents of the noise, the filtered signals are smoother and the waveforms can be seen
more clearly. This pre-processing operation is necessary for extracting feature infor-
mation from the MEMS sensor and enables the process of smartphone posture
recognition and pedestrian heading estimation.

Fig. 1. Raw acceleration signal and filtered acceleration signal.
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In general, all the coordinate systems of the accelerometer, gyroscope and mag-
netometer embedded in the smartphone are consistent, which are also the same as the
coordinate system of the smartphone. Thus, we introduce the coordinate system of the
smartphone, as shown in Fig. 2. We place the smartphone on the horizontal plane, the
screen center is the origin of the coordinate system; the X axis is parallel to the short
side of smartphone and the direction is horizontal to the right; the Y axis is parallel to
the long side of smartphone and the direction is horizontal to the forward; the Z axis is
upward and perpendicular to the screen (Fig. 3).

2.2 Posture Recognition

The posture recognition is that we collect the current sensor signal, based on our
predefined pattern categories and the data characteristics of the sensors, we can
determine the current smartphone postures. The posture recognition in this paper
includes three modules: postures definition, feature information extraction and class
determination.

Fig. 2. Raw angel velocity signal and filtered angel velocity signal.

Fig. 3. The coordinate system of the embedded sensors.
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Posture Definition. According to the daily custom of using smartphones for people,
we consider 4 common postures in this paper, which represent the posture for holding
or placing the smartphone, including Holding, Calling, Swinging and Pocket. The
indoor positioning system is related to different postures. The detailed description is
listed as follow:

Holding: the case that the phone is held steadily in front of the body. In this case, the
phone is stable relative to the body, and the direction of the phone represents the
direction of pedestrian motion.

Calling: the case that the pedestrian makes a call and the phone screen points to the
side of the body. In this case, the posture can be further divided into calling with left-
hand and right-hand, that is, left-calling and right-calling.

Swinging: the case that pedestrian swings the phone with the hand. In this case, the
phone approximately points to the direction of pedestrian motion.

Pocket: the case that the phone is carried in the front pocket of the trousers. In this
case, we define the phone plane is approximately perpendicular to the ground when
pedestrian is in static state.

Feature Information Extraction. The filtered IMU signal cannot completely satisfy
the requirement of the posture recognition. We still need to extract feature information
from the filtered accelerometer and gyroscope signals in a sliding window. The size of
the sliding window is set to 256 samples with 50% overlap.

The module values of acceleration and angular velocity are denoted by

amv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða2x þ a2y þ a2z Þ

q
ð1Þ

xmv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2

x þx2
y þx2

z Þ
q

ð2Þ

where ax, ay and az are the measurements from 3-axis accelerometer, xx , xy and xz are
the measurements from 3-axis gyroscope.

We choose variance and energy spectral density as the feature information for
posture recognition. The variances of accelerations and angular velocities describe the
amplitude change of the pedestrian in a motion period, which are calculated by

r2a ¼
P ða� aÞ

N
ð3Þ

r2x ¼
P ðx� xÞ

N
ð4Þ

In this paper, for the accelerometer and gyroscope signals, the variances of the
module value and each axis value are extracted, which are denoted by

r2a ¼ ½r2ax; r2ay; r2az; r2amv� ð5Þ

r2x ¼ ½r2xx; r2xy; r2xz; r2xmv� ð6Þ
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where r2a and r2x are the acceleration variance vector and the angular velocity variance
vector, respectively. They form the time-domain feature. The characteristics of accel-
eration variances with four postures during walking are shown in Fig. 4.

The time-frequency analysis of accelerations and angular velocities is performed by
the Short Time Fourier Transform (STFT). As shown in Figs. 5 and 6, the subject
walks with four phone postures, in the order of Holding, Calling, Swinging and Pocket.
The period of each posture is 100 s. As shown in Fig. 6, it can be found that the energy
spectral density of Z-axis angular velocities exz shows significant peaks from 200 s to
300 s, this is due to the phone swings around Z-axis during the swinging of the hand.
When the phone is carried in pocket, the phone is fixed relative to the thigh and rotates
with the thigh. The energy spectral density of X-axis angular velocities exx shows
significant peaks from 300 s to 400 s in Fig. 5. The frequency-domain feature vector is
expressed as e ¼ ½ea; exx; exz�.

Fig. 4. The variances of accelerations with four phone poses while pedestrian is walking.

Fig. 5. The energy spectral density of X-axis angular velocities.

Posture Recognition and Heading Estimation Based on Machine Learning 501



Posture Determination. After the device posture definition and the feature extraction,
we begin to identify the postures according to the defined categories. DT is a non-
parametric classifier that has tree structure, each node represents a classification, the
advantage of DT is it can directly reflect the classification process and the character-
istics of the data, is easy to understand and implement. In this paper, the DT model is
utilized as the classifier to classify four device postures.

The feature vector f ¼ ½r2a; r2x; e� consists of the variances and the energy spectral
density of accelerometer and gyroscope signals, which is chosen as the input vector of
classifier and the output is the current posture. All feature data are divided into two
groups, one group is training dataset for training the classifier parameters and the other
group is testing dataset for verifying the recognition accuracy of the trained classifier.
ea; exz; ka; kx; ga and gx are the parameters of classifier. The flowchart of the
classifier based on DT model is shown in Fig. 7.

Fig. 6. The energy spectral density of Z-axis angular velocities.

Fig. 7. The DT classifier for smartphone posture classification.
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2.3 Heading Estimation Based on Smartphone Posture

To simplify the computational complexity and avoid the cumulative error caused by the
integral operation of gyroscope data. The pedestrian’s heading is estimated only by the
accelerometer and magnetometer in this paper. Due to the magnetometer is easily
disturbed by the environment, thus, our positioning work is carried out in an
approximate laboratory environment to guarantee the availability of magnetometer.

We propose a novel method for estimating the heading, which combines the
heading deviation determination and the PCA-based heading estimation. The Degrees
of Freedom (DOF) of the smartphone is very high during the navigation process, there
is a deviation between the direction of smartphone and the direction of pedestrian
motion. The orientation readings from the smartphone cannot always represent the
actual headings.

As shown in Fig. 8, the actual heading of pedestrian can be obtained by the
orientation readings from smartphone and the heading deviations. It is needed to be
highlighted that the deviations are different for making a call with different hands, it is
known by the directions of each accelerometer axis and described as Table 1.

The directions of X-axis in vertical plane are opposite for making a call with left-
hand and right-hand. Therefore, it can be determined based on the readings of
accelerometer X-axis. The heading estimated by angle deviations are denoted by

Fig. 8. The heading deviations for Holding and Calling with left-hand and right-hand.

Table 1. The directions of accelerometer axes for calling.

Posture Hand Directions of accelerometer axes
X-axis Y-axis Z-axis

Calling Left-hand Above and front Above and back Right
Right-hand Under and back Above and back Left
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h1 ¼ ho � hd ð7Þ

where ho is the orientation information from the smartphone and hd is the heading
deviation. However, the deviations are varying in the navigation, especially for Calling
and Pocket modes. Relative to the initial direction of the phone, once the phone direction
has changed a lot, the obtained deviations cannot be adaptive to estimate the actual
heading. Therefore, PCA method is utilized to estimate the actual heading. The PCA-
based method is based on a fact that the largest variations of horizontal accelerations
represent the direction of pedestrian motion, thus horizontal accelerations are needed to
calculate. We obtain the horizontal accelerations using the estimated gravity vector.

g ¼ �ðgx; gy; gzÞ ð8Þ

where gx, gy and gz are the averages of the measurements on the respective axes in the
time interval. Then, the vertical components of accelerations and magnetic strengths are
estimated by vector dot product.

av ¼ a�g
g�g

� �
g

mv ¼ m�g
g�g

� �
g

8<
: ð9Þ

where a ¼ ðax; ay; azÞ and m ¼ ðmx;my;mzÞ , they are the measurement vectors of the
accelerometer and magnetometer respectively. Therefore, the horizontal components of
accelerations and magnetic strength scan be estimated by moving the vertical com-
ponents out.

ah ¼ a� av
mh ¼ m� mv

�
ð10Þ

The obtained horizontal acceleration components are used as the input of PCA and
the first eigenvector is regarded as the motion vector, which represents the pedestrian’s
direction and is denoted by

v ¼ ðvx; vy; vzÞ ð11Þ

Then, the eigen vector v is utilized to calculate the heading h2 with the horizontal
magnetic vector.

h2 ¼ arccosð v � mh

vj j mhj jÞ ð12Þ

By analyzing the experimental data, we find that the headings estimated by the
angle deviations are availability when the motion vector v is perpendicular to the
abscissa-axis of phone. However, the abscissa-axis is approximate to Z-axis of accel-
eration for Calling and Swinging. Therefore, a weighted estimation algorithm is
presented.
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h ¼ h1; e�90�\d1
h ¼ ð1�jÞ � h1 þ j � h2; d1\e�90�\d2
h ¼ h2; e�90� [ d2

8<
: ð13Þ

where h is the estimated heading by the angel deviations and motion vector obtained by
PCA, e is the angle between the motion vector v and the Z-axis of acceleration, d1 and
d2 are the thresholds for judging the attitude of the smartphone.

In the case that e�90�\d1, that is, the v is nearly perpendicular to the Z-axis of
phone and the angle deviations can be credible, so the h1 obtained by angle deviations
is taken as the final estimated heading. In the case that e�90� [ d2, the angle devia-
tions cannot be used and the estimated heading is equal to h2 obtained by the motion
vector. For d1\e�90�\d2, the heading h is estimated by the weighted average
operation of h1 and h2, the weighted coefficient are calculated by

j¼ðe�90�d1Þ
d2�d1

ð14Þ

3 Experiments and Results

3.1 Experiment Field and Setup

In this section, the posture recognition and heading estimation experiments are intro-
duced to verify the performance of the proposed methods. The experimental site is in
an office building. The handheld terminal is Xiaomi MIX2 smartphone and the sam-
pling frequency is set to 100 Hz.

3.2 Posture Recognition Experiment

We selected 10 testers to verify the posture recognition performance and the subjects
move with different postures. The total data collection duration of each participant is
about 10 min. The size of the sliding window for feature extraction is set to 256
samples with 50% overlap. In this experiment, 60% of the feature data are chosen for
training dataset and 40% are chosen for testing dataset. The instances for testing are
listed in Table 2.

As shown in Table 3, the lowest accuracy of the posture recognition is 96.4% and
2.7% instances are mistaken as Swinging, this is because the phone rotates in both
postures and the periodicities of the motion are similar. The highest accuracy is

Table 2. The instances of postures for testing.

Holding Calling Swinging Pocket

Walking 500 500 500 500
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Swinging and can be to 98.2%, and only 0.2% instances are misclassified as Holding,
this is because the postures of Holding and Calling are more stable, Swinging is
significantly different from the two postures. The average accuracy is 97.1%, which can
satisfy the pattern recognition in the process of pedestrian navigation.

To prove that the proposed algorithm can effectively improve the recognition
accuracy, we introduce the SVM algorithm and carry out the comparative experiments.
As shown in Fig. 9, the recognition accuracy of our proposed method is 8.4% higher
than that of SVM method on average.

3.3 Heading Estimation Experiment

To verify the performance of the proposed heading estimation method, the PCA-based
method and the angle deviation method are also introduced. For the comparison
experiment, the smartphone is in Swinging posture. The results of the experiments are
illustrated in Fig. 8. The 50% heading estimation errors for the proposed method, PCA-
based and angle deviation method are 6:7�, 7:8� and 11:8�, respectively. The 75%
absolute estimation errors of heading are 11:4�, 13:6� and 22:1�, respectively, The
average error is 6:2�. The proposed method combines the motion axis estimated by
PCA and the angle deviation, the final pedestrian’s heading are obtained by the
weighted average operation. Therefore, we can obviously see that the performance of
the proposed method is much better (Fig. 10).

Table 3. Confusion matrix for phone poses recognition.

Holding Calling Swinging Pocket

Holding 97.3% 1.1% 0.2% 1.4%
Calling 1.7% 96.6% 0.5% 1.2%
Swinging 0.2% 0.5% 98.2% 1.1%
Pocket 0.6% 0.3% 2.7% 96.4%

Fig. 9. The compare for the recognition accuracies of SVM and proposed method.
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4 Conclusions and Future Works

In this paper, the posture recognition and heading estimation method based on machine
learning is proposed. The data are all from the MEMS sensors embedded in a smart-
phone. According to the analysis of accelerometer and gyroscope signals, the repre-
sentative feature information is extracted, including the statistic feature and the
frequency-domain feature. By comparing the characteristics of various features in
different postures, a DT model for recognizing postures is designed. Besides, consid-
ering the attitude of the smartphone in different postures, we present an improved
heading estimation method, which combines the PCA-based method and the angle
deviation method innovatively. The results of the experiments show that the average
accuracy of posture recognition is nearly 97.1%, which can satisfy the pattern recog-
nition in the process of pedestrian navigation. The average error of heading estimation
is 6:2�. The result of the comparison experiment shows that the performance of the
proposed heading estimation method is better than the single PCA-based and angle
deviation method. With the methods of this paper, the performance of the indoor
pedestrian positioning will also be improved.

For the future works, we plan to research more advanced machine learning algo-
rithms for the mode recognition of the pedestrian and smartphone. We also hope to
apply the motion mode recognition to more fields of LBS.

Acknowledgments. This work was supported in part by the Fundamental Research Funds for
the Central Universities under Grant HEUCF180801, and in part by the National Key Research
and Development Plan of China under Grant 2016YFB0502100 and Grant 2016YFB0502103.

Fig. 10. The cumulative error distribution of heading estimation with the proposed method,
PCA-based method and the angle deviation method.
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