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Preface

We are delighted to introduce the proceedings of the first edition of the 2019 European
Alliance for Innovation (EAI) International Conference on Artificial Intelligence for
Communications and Networks (AICON). This conference brought together
researchers, developers, and practitioners from around the world who are leveraging
and developing artificial intelligence technology for communications and networks.
The theme of AICON 2019 was “Artificial Intelligence for Communications and
Networks: Applying Artificial Intelligence to Communications and Networks.”

The technical program of AICON 2019 consisted of 93 full papers, including six
invited papers in oral presentation sessions during the main conference tracks. The
conference tracks were: Track 1—AI-Based Medium Access Control;
Track 2—AI-based Network Intelligence for IoT; Track 3—AI-enabled Network Layer
Algorithms and Protocols; Track 4—Cloud and Big Data of AI-enabled Networks;
Track 5—Deep Learning/Machine Learning in Physical Layer and Signal Processing;
and Track 6—Security with Deep Learning for Communications and Networks. Aside
from the high-quality technical paper presentations, the technical program also featured
four keynote speeches and four invited talks. The four keynote speeches were by Prof.
Moe Win from the Laboratory for Information and Decision Systems, Massachusetts
Institute of Technology, USA, Prof. Mohsen Guizani from the Department of Computer
Science and Engineering, Qatar University, Qatar, Prof. Guoqiang Mao from the Center
for Real-Time Information Networks, University of Technology Sydney, Australia, and
Prof. Byonghyo Shim from the Department of Electrical and Computer Engineering,
Seoul National University, South Korea. The invited talks were presented by Prof.
Jinhong Yuan from the University of New South Wales, Australia, Prof. Shui Yu from
the University of Technology Sydney, Australia, Prof. Bo Rong from the Communi-
cations Research Centre, Canada, and Prof. Haixia Zhang from Shandong University,
China.

Coordination with the steering chair, Imrich Chlamtac, the general chairs, Xuemai
Gu and Cheng Li, and the executive chairs, Qing Guo and Hsiao-Hwa Chen, was
essential for the success of the conference. We sincerely appreciate their constant
support and guidance. It was also a great pleasure to work with such an excellent
Organizing Committee team and we thank them for their hard work in organizing and
supporting the conference. In particular, we thank the Technical Program Committee,
led by our TPC co-chairs, Prof. Shuai Han and Prof. Weixiao Meng, who completed
the peer-review process of technical papers and compiled a high-quality technical
program. We are also grateful to the conference manager, Andrea Piekova, for her
support and all the authors who submitted their papers to the AICON 2019 conference.



We strongly believe that the AICON conference provides a good forum for all
researchers, developers, and practitioners to discuss all scientific and technological
aspects that are relevant for artificial intelligence and communications. We also expect
that future AICON conferences will be as successful and stimulating as indicated by the
contributions presented in this volume.

May 2019 Shuai Han
Liang Ye

Weixiao Meng
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Abstract. In traditional orthogonal frequency division multiplexing with index
modulation (OFDM-IM), when the subcarrier activation patterns (SAPs) is not a
power of 2, part of SAPs will not be used. This will result in low transmission
efficiency and low bit error rate (BER) performance. We have proposed a new
scheme namely bit-padding dual-mode orthogonal frequency division multi-
plexing (BPDM-OFDM). It exploits all of the possible SAPs to convey data to
obtain a better BER performance. Meanwhile, the BPDM-OFDM uses the dual-
mode orthogonal frequency division multiplexing (DM-OFDM) to improve the
transmission efficiency. In addition, a subcarrier interleaving technique is
adopted to further improve the BER performance and the idea of hard limit
algorithm, which is applied to the log-likelihood ratio detector (LLR-HL) to
reduce the detection complexity. Significant performance improvement of the
proposed scheme, in terms of transmission rate, detection complexity and BER
performance, over the traditional OFDM-IM scheme has been validated through
theoretical analysis and extensive simulations.

Keywords: OFDM-IM � BPDM-OFDM � Transmission efficiency �
Bit-padding � LLR-HL detector

1 Introduction

Index modulation (IM) is one of the promising transmission schemes for next-
generation wireless communication systems due to its advantages [1]. It utilizes the
indices of the building blocks of the corresponding communication systems to convey
additional information bits in contrast to traditional modulation schemes that rely on
the modulation of the amplitude/phase/frequency of a sinusoidal carrier signal for
transmission [2]. In orthogonal frequency division multiplexing with index modulation
(OFDM-IM) system, a subset of subcarriers in an OFDM block is activated to convey
constellation symbols, the indices of the active subcarriers can be used to convey
additional information [3].

In the OFDM-IM system, the active subcarriers are selected by the incoming data
[4]. The correct determination of a subcarrier activation pattern (SAP) is essential for

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
S. Han et al. (Eds.): AICON 2019, LNICST 286, pp. 3–15, 2019.
https://doi.org/10.1007/978-3-030-22968-9_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_1&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22968-9_1


the correct detection of the associated information bits. Different mapping and detection
techniques have been proposed, which indicate two major problems.

First of all, the detectors suffer from the possibility of detecting an invalid SAP
since not all of the possible SAPs are used in OFDM-IM. By now, a look-up table
mapping method and a combinatorial mapping method are mainly proposed [5]. But
the two methods share a common disadvantage that they cannot make full use of all
SAPs, unless the number of the SAPs is a power of 2. In this case, a method of using
unequal-length of index bits to exploit all SAPs is proposed [6], but it is difficult for
detection and the BER performance decreases. By changing the number of information
bits corresponding to the traditional amplitude phase modulation, and the information
bits carried by the OFDM block maintain constant, the literature [7] proposed an
equiprobable subcarrier activation method which is easy for detection, whereas the
transmission efficiency is not improved compared with the traditional OFDM-IM
system. In this paper, to achieve a better BER performance and higher transmission
efficiency, we propose a constructed index bits mapping method which use the concept
of bit-padding (BP) [8] to build an equal-length bits transmission scheme for dual-
mode OFDM (BPDM-OFDM).

The second problem is how to reduce the detection complexity while maintaining
high transmission efficiency. In [9], a dual-mode method is proposed to improve
transmission efficiency, but the log-likelihood ratio (LLR) detection algorithm which is
adopted has high complexity, especially under high order modulation [10]. In our
BPDM-OFDM system, a reduced-complexity approximate optimal LLR detector based
on the hard limit algorithm (LLR-HL) is employed, in which the modulation symbol is
detected by directly calculation instead of traversing all constellation points after the
active subcarriers are obtained [11].

It is shown via computer simulation that, under additive white Gaussian noise
(AWGN) channels and frequency-selective Rayleigh fading channels, our proposed
BPDM-OFDM achieves an overall better BER performance. And there is an increase
of 1 bit/s/Hz in transmission efficiency and a much lower detection complexity
achieved compared to the traditional OFDM-IM.

The rest of the paper is summarized as follows. In Section II, the system model of
BPDM-OFDM is presented. In Section III, the constructed index bits mapping method,
which is the main concept of BPDM-OFDM system, are introduced. The performance
of BPDM-OFDM compared with OFDM-IM is analyzed in Section IV. Finally, Sec-
tion V concludes the paper.

2 Methods

The number of subcarriers of OFDM-IM system is set as N, which is equal to the fast
Fourier transform (FFT). A total of m information bits enter the OFDM-IM transmitter
for the transmission of each OFDM block. These m bits are then split into g groups
each containing p bits, i.e., m ¼ pg. Each group of p-bits is mapped to an OFDM
subblock. The number of subcarriers of each subblock is n, where n ¼ N=g. Suppose
that the number of active subcarriers of each group is k, the number of SAPs is given by
the binomial coefficient Cðn; kÞ. The specific SAP of a subblock is determined by
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mapping a p1-bit data code, where p1 ¼ log2 Cðn; kÞb c and �b c is the floor function.
A data segment of p2 ¼ k log2 M bits is used such that k data codes of length log2 M
bits are mapped onto the M-QAM signal constellation to determine the data symbols
that are transmitted over the active subcarriers. Therefore, a total of p bits (p ¼ p1 þ p2)
are mapped to an OFDM subblock of n subcarriers. This traditional OFDM-IM scheme
is shown in Fig. 1.

As the OFDM-IM transmitter in Fig. 1, if the value of Cðn; kÞ is not a power of 2,
there are always some SAPs that cannot be used. For example, for n ¼ 4 and k ¼ 2, the
number of all possible SAPs is 6. Assume p1 ¼ 2 bits, the 2p1 ¼ 4 SAPs are used. That
means there are 2 invalid SAPs. In order to improve the transmission efficiency, we
propose a constructed index bits mapping method to make use of all possible SAPs.
Instead of the Index Selector and Mapper in Fig. 1, the p1 bits will be processed by
Backward Selection or Padding ‘1’ module according to the decimal value of p1 bits.
The detailed process will be discussed in Sect. 3. After the Backward Selection or
Padding ‘1’ module, the constructed index bits are generated. Meanwhile, the p2 bits
are split into two parts and then modulated by the MA and MB order modulator,
respectively. The value ofMA is equal to that of MB, whereas the constellation points of
MA mapper and MB mapper are different in amplitude and phase. This is called dual-
mode index modulation (DM-IM) techniques. The block diagram of the above-
mentioned scheme, which is called BPDM-OFDM transmitter is given in Fig. 2.

The transmitter combines g subblocks to form an OFDM symbol group. The N
symbols are interleaved for the purpose of improving the error performance at low SNR
region [12]. Then IFFT operation of point N is carried out to obtain the time domain
transmitted signal x ¼ ½x1; x2; . . .; xN �T , where ð�ÞT represents transpose operation. At

Bit
Spliter

OFDM
Block

Creator
&

Subcarrier
Interleaving

N-IFFT

Cyclic
Prefix

&
P/S

[X1,X2, ,XN]

[XN-n+1, ,XN]

m bits

Mapper

p bits

p1 bits

p2 bits

Index 
Selector

Mapper

p bits

p1 bits

p2 bits

Index 
Selector

Fig. 1. The block diagram of the traditional OFDM-IM transmitter
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the output of IFFT, a cyclic prefix (CP) of length L samples x ¼
½xN�Lþ 1; . . .; xN�1; xN �T is appended to the beginning of the OFDM block. After par-
allel to serial (P/S) and digital-to-analog conversion, the signal is sent through a
frequency-selective Rayleigh fading channel which can be represented by the channel
impulse response (CIR) coefficients hT ¼ ½hTð1Þ. . .hTðvÞ�T , in which hTðrÞ; r ¼
1; . . .; v are the cyclic symmetric complex Gauss random variable with CNð0; 1vÞ dis-
tribution, v represents the length of CIR. Supposing that the channel remains constant
during the transmission of an OFDM block and the CP length L is larger than v, the
coefficient of transfer function of frequency domain channel is the N-point FFT
transform of hT , which is represented as

H ¼ ½H1;H2; . . .;HN �T ¼ 1
ffiffiffiffi
N

p FFTð�hTÞ ð1Þ

where �hT ¼ ½hTð1Þ; . . .; hTðvÞ; 0; . . .; 0�T , 1ffiffiffi
N

p FFTð�Þ represents FFT operation of pointN.

At the receiver, after the CP removal operation and serial-to-parallel conversion, the
FFT operation of point N and de-interleaving are performed to obtain the received
signal Y ¼ ½Y1; Y2; . . .; YN �T , where

Yn ¼ HnXn þWn; 1� n�N ð2Þ

In which Wn is the white Gaussian noise follows CNð0;N0Þ distribution.

Fig. 2. The block diagram of the BPDM-OFDM transmitter
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In order to reduce the computational complexity, we use a low complexity log-
likelihood ratio (LLR) algorithm to calculate the constellation diagram where the active
symbols belonged. The basic idea is as follows: First, posterior probability is calculated
according to formula (3), in which 1 � n � N, SAðjÞ 2 MA, SBðjÞ 2 MB. If the sign of
cn is positive, the subcarrier transmits the symbol modulated by MA-QAM; if the sign
of cn is negative, the subcarrier transmits the symbol modulated by MB-QAM. Thus,
the corresponding SAP is obtained.

cn ¼ lnð
PMA

j¼1 PrðXn ¼ SAðjÞjYnÞ
PMB

j¼1 PrðXn ¼ SBðjÞjYnÞ
Þ ð3Þ

Then, we determine the corresponding modulation symbol [11] of each subcarrier
according to HL algorithm. Firstly, break the M-QAM symbols into N1-PAM and
N2-PAM, where M ¼ N1 � N2. Then calculate the values of modulation symbols
carried by the received signal Yl of each subcarrier according to formula (4) and
formula (5), in which sl ¼ RðslÞþ j � IðslÞ, u1 ¼ RðYlÞ, u2 ¼ IðYlÞ, and Rð�Þ represents
retrieving the real part, Ið�Þ represents getting the imaginary part, minð�Þ, maxð�Þ,
roundð�Þ represent the minimum, maximum and round values, respectively. It is
unnecessary to search modulation symbols when using HL algorithm. So the com-
putational complexity can be greatly reduced, especially in the condition of high order
modulation.

RðslÞ ¼ min½maxð2roundðu1 þ 1
2

Þ � 1;�N1 þ 1Þ;N1 � 1� ð4Þ

IðslÞ ¼ min½maxð2roundðu2 þ 1
2

Þ � 1;�N2 þ 1Þ;N2 � 1� ð5Þ

3 The Constructed Index Bits Mapping Method

The constructed index bits mapping method includes the Backward Selection mode and
the Padding ‘1’ mode. The main idea is described as follows: a total of m information
bits enter the OFDM-IM transmitter for the transmission of each OFDM block, these m
bits are split into g groups each containing p bits, i.e., m ¼ pg. Select the first p1 bits of
the incoming p bits and convert the value of p1 into a decimal number Z. Then, we
compare the value of Z with Cðn; kÞ � 2p1 � 1. According to the results of the com-
parison, the algorithm decides to choose one of the two modes, Backward Selection or
Padding ‘1’. The block diagram of the transmitter is given in Fig. 2.

(1) Backward Selection:
If 0� Z�Cðn; kÞ � 2p1 � 1, select one more bit after the first p1 bits, so the index
bits become a length of p1 þ 1 bits sequence, then take the next step according to
the ðp1 þ 1Þ-th bit. This is called Backward Selection.
(a) If the ðp1 þ 1Þ-th bit is ‘0’, the index value ZI is equal to Z.

Dual-Mode OFDM-IM by Encoding All Possible Subcarrier Activation Patterns 7



(b) If the ðp1 þ 1Þ-th bit is ‘1’, the index value ZI is equal to Z þ 2p1 .
(2) Padding ‘1’:

If Z[Cðn; kÞ � 2p1 � 1, padding ‘0’ or ‘1’ after p1 bits, then the index bits of p1
turn into p1 þ 1 bits. The index value ZI is equal to Z. This is called Padding ‘1’.

We take p1 ¼ 2; n ¼ 4; k ¼ 2 as an example for each subblock, which is shown in
Table 1. If the numeric value in the active subcarrier is ‘1’, it indicates that the cor-
responding subcarrier is activated, and ‘0’ indicates that the subcarrier is not activated.

If the p1 ¼ 2 information bits of the data stream are ‘00’, its decimal value is 0, that
is, Z ¼ 0. And Cðn; kÞ � 2p1 � 1 ¼ 6� 22 � 1 ¼ 1, so 0 � Z � Cðn; kÞ � 2p1 � 1 is
derived, according to the algorithm, the one more bit after the first p1 bits of the data
stream will be selected. The ‘0’ or ‘1’ should be padded into the sequence after original
index bits to form the new index bits sequence, which we named the Constructed Index
Bits: If the subsequent bit is ‘0’, the ZI ¼ 0 is obtained by converting the new index
bits ‘000’ into decimal form; If the subsequent bit is ‘1’, the ZI ¼ 4 is obtained by
converting the new index bits ‘001’ to decimal plus 2p1 , then ZI ¼ Zþ 2p1 ¼ 4.

If the two information bits of the data stream are ‘10’, its decimal value is 2.
Cðn; kÞ � 2p1 � 1 ¼ 6� 22 � 1 ¼ 1, 2 � 1. Therefore, according to the algorithm, the
information bit ‘1’ will be padded after the original index bits ‘10’, we get a new index
bits ‘101’. Then the new index bits sequence ‘101’ is converted to the decimal form 2,
that is ZI ¼ 2.

Each subblock adopts the bit-padding technique mentioned above, in the meantime
a total of p2 bits are sent to the MA mapper and MB mapper.

p2 ¼ k log2 MA þðn� kÞ log2 MB ð6Þ

where MA and MB represent the modulation order. It is clear that the length of sub-
carrier indices of each OFDM-IM subblock are equal after bit-padding process,
meanwhile the number of bits which carried in each subblock will be p ¼ ðp1 þ 1Þþ p2
or p ¼ p1 þ p2. Because of Backward Selection, the former is 1 larger than the latter.

According to the value of ZI , we use the combinational method to obtain the
corresponding SAP as shown in formula (2) [5]. Among them, ck [ . . .[ c1 � 0,

Table 1. Constructed index bits mapping method when p1 ¼ 2; n ¼ 4; k ¼ 2

Index
bit

Z Cðn; kÞ
�2p1 � 1

Backward
Selection or
Padding ‘1’

Constructed
index bits

Index
value ZI

Sequences J Active
subcarrier

00 0 1 Backward
Selection

000 0 {1, 0} [1, 1, 0, 0]
001 4 {3, 1} [0, 1, 0, 1]

01 1 1 Backward
Selection

010 1 {2, 0} [1, 0, 1, 0]
011 5 {3, 2} [0, 0, 1, 1]

10 2 1 Padding ‘1’ 101 2 {2, 1} [0, 1, 1, 0]
11 3 1 Padding ‘1’ 111 3 {3, 0} [1, 0, 0, 1]

8 X. Jin et al.



which ck represents the position corresponding to the activation of the subcarrier in
each subblock. The number of active subcarriers satisfies Cðck; kÞ� ZI and
Cðck�1; k � 1Þ� ZI � Cðck; kÞ, etc. Then the serial number of active subcarriers finally
is Jþ 1, J ¼ fck; . . .; c1g.

ZI ¼ Cðck; kÞþ . . .þCðc2; 2ÞþCðc1; 1Þ ð7Þ

As an example, when n ¼ 4; k ¼ 2;Cð4; 2Þ ¼ 6, the algorithm, which finds the
lexicographically ordered sequences for all possibilities, can be explained as follows:
start by choosing the maximal ck that satisfies Cðck�1; 2Þ� 5 and then choose the
maximum ck�1 that satisfies Cðck�1; 1Þ� 5� Cðck; 2Þ and so on. The following
sequences J can be calculated as:

5 ¼ Cð3; 2ÞþCð2; 1Þ ! J ¼ f3; 2g
4 ¼ Cð3; 2ÞþCð1; 1Þ ! J ¼ f3; 1g
3 ¼ Cð3; 2ÞþCð0; 1Þ ! J ¼ f3; 0g
2 ¼ Cð2; 2ÞþCð1; 1Þ ! J ¼ f2; 1g
1 ¼ Cð2; 2ÞþCð0; 1Þ ! J ¼ f2; 0g
0 ¼ Cð1; 2ÞþCð0; 1Þ ! J ¼ f1; 0g

ð8Þ

4 Results and Discussion

4.1 Transmission Efficiency

The number of data bits carried in each subblock of traditional OFDM-IM and the
proposed BPDM-OFDM are as below:

OFDM-IM:

p ¼ p1 þ p2 ¼ log2 Cðn; kÞb cþ k log2 M

BPDM-OFDM:

a. Backward Selection:

p ¼ ðp1 þ 1Þþ p2 ¼ log2 Cðn; kÞb cþ 1þ k log2 MA þ k log2 MB

b. Padding ‘1’:

p ¼ p1 þ p2 ¼ log2 Cðn; kÞb cþ k log2 MA þ k log2 MB

Dual-Mode OFDM-IM by Encoding All Possible Subcarrier Activation Patterns 9



The comparison of the number of transmission data bits in each subblock between
BPDM-OFDM and OFDM-IM systems for n ¼ 4; k ¼ 2 are shown in Table 2.

Spectrum efficiency is calculated with q ¼ gðp1 þ p2Þ
NþL .with BPSK, the spectrum

efficiency of OFDM-IM is 0.89 bit/Hz, and the spectrum efficiency of BPDM-OFDM
is 1.56 bit/s/Hz or 1.33 bit/s/Hz; With QPSK modulation, the spectrum efficiency
of OFDM-IM is 1.33 bit/Hz, and the spectrum efficiency of BPDM-OFDM is
2.45 bit/s/Hz or 2.22 bit/s/Hz. From the comparison it can be concluded that BPDM-
OFDM system obtains higher spectrum efficiency.

4.2 Complexity Analysis

The total computational complexity of the detectors of OFDM-IM and BPDM-OFDM
systems, in terms of real multiplications, are shown in Table 3.

In Table 3, C ¼ 2p1 is the total number of active subcarrier index combinations,
and MA ¼ MB ¼ M is the order of modulation.

As shown in Table 3, the complexity of ML detection algorithm increases
quadratically with the number of subcarriers N, and increases linearly with modulation
order. When the transmitting terminal is equipped with dozens or even hundreds of
subcarriers, the detection complexity of ML detector will be so large that makes it

Table 2. Comparison of the number of data bits at n ¼ 4; k ¼ 2

Modulation
mode

OFDM-
IM

BPDM-OFDM
(Backward
Selection)

BPDM-OFDM
(Padding ‘1’)

BPSK 4 7 6
QPSK 6 11 10

Table 3. Complexity analysis

Model Detection
algorithm

Complexity Example:
n; k;M ¼ ð4; 2; 4Þ

OFDM-IM ML Oð2CMkÞ 196

BPDM-
OFDM

ML Oð6n2MAMBÞ 1536

LLR+ML Oð6nMA þ 6nðMA þMBÞÞ 288
LLR-HL Oð9nþ 6nðMA þMBÞÞ 228
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become impractical. In our proposed LLR-HL algorithm, the posterior probability is
used to judge the dual-mode modulation constellation space. HL algorithm which can
directly calculates modulation symbol is used to replace the full-search ML detection,
so the LLR-HL detection algorithm can greatly reduce the complexity of detection and
eliminate the problem that the complexity increases exponentially with N.

4.3 BER Analysis

In this subsection, simulation is carried out under AWGN channel and frequency-
selective channel for the BPDM-OFDM with QPSK modulation and OFDM-IM with
16QAM modulation to ensure they have the same spectrum efficiency. In all simula-
tions, we assumed the following system parameters: N ¼ 128, n ¼ 4, k ¼ 2 and
L ¼ 16. The comparison of BER performance between OFDM-IM and BPDM-OFDM
systems using different detection algorithms are shown in Figs. 3, 4 and 5.

As shown in Fig. 3, under BPSK modulation, the OFDM-IM with subcarrier
interleaving (OFDM-ISIM) has obvious advantages over OFDM-IM and OFDM at
medium to high SNR. At a BER value of 10−3, the performance gap between
OFDM-ISIM and OFDM-IM is about 7 dB. Therefore, we employ the subcarrier
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Fig. 3. Performance comparison of OFDM-IM with/without interleaving
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interleaving to BPDM-OFDM, and the BER performance between BPDM-OFDM
with/without interleaving is shown in Fig. 5.

As shown in Fig. 4, the proposed BPDM-OFDM achieves approximately 1 dB
better than the BER performance of OFDM-IM when using the ML detection. When
the LLR detection is used, there is about 0.1 dB performance loss comparing to the ML
detection in the low SNR region. Considering the complexity of LLR detection is still
high, the LLR-HR detection method is also compared. The BER performance of the
proposed LLR-HL detection scheme is very close to that of the LLR detection. As we
explained before, LLR uses the posterior probability to reduce the detector’s search
times, and LLR-HL can directly calculate the modulation symbols according to the real
part and imaginary part of the received information after the modulation constellation
diagram is decided. Although the LLR-HL detection exhibites a slight BER perfor-
mance loss compared to ML detection, it achieves a great decrease in computational
complexity.

As shown in Fig. 5, the performance of BPDM-OFDM is about 2 dB at the BER
10−3,which shows better performance than that of OFDM-IM. The reason is that under
the same spectrum efficiency, BPDM-OFDM adopts QPSK modulation while OFDM-
IM adopts 16QAM modulation with higher order. At a BER value of 10−3, the LLR-
HL algorithm without interleaving in BPDM-OFDM exhibits about 2 dB loss with ML
algorithm. However, the BER performance of LLR-HL detection algorithm could reach
the similar performance of ML detection with the interleaving technique.

5 Conclusion

In this paper, a novel BPDM-OFDM scheme has been presented based on dual-mode
modulation with bit-padding and subcarrier interleaving techniques. The BPDM-
OFDM system is proposed for exploiting all of the possible SAPs to convey data in
order to improve transmission efficiency and BER performance in contrast with the
traditional OFDM-IM system. A low complexity LLR-HL detection algorithm instead
of ML detection is employed, which reduces the detection complexity distinctly. It is
shown via computer simulation that the performance of BPDM-OFDM outperforms the
traditional OFDM-IM. In follow-up research work, the lower order modulation method
in OFDM-IM can be studied to further improve the system error performance and
spectral efficiency [14]. The Gray-coded index mapping method was already reported
to be used to reduce the index error rate of dual-mode system [14]. The structure of the
dual-mode system has yet to be further improved.
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Algorithm 1 Iteration LLR-HL Calculation for BPDM-OFDM

Require: Received signal nY , channel coefficient nH , noise energy 

0N , constellation sets AM , BM , 1 2M N N= × , and their sizes of 
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Abstract. The rapid development of the information and communication
industry has brought huge energy consumption, which also reduces the energy
efficiency. In this article, we integrate the cooperative relaying technology into a
SWIPT-OFDM system, and focus on the system energy efficiency maximization
problem. More specifically, the relay node uses the DF protocol to forward
information from the base station to the user. The objective function is to
maximize the energy efficiency of the system, in which the system fixed circuit
power consumption, target rate, and total system power limit are all considered.
At first we derive a non-convex fractional expression, after a complex mathe-
matical transformation, a new objective function is obtained, and then we
propose an efficient policy to optimize the subcarrier and power allocation for
obtaining the optimal energy efficiency. Simulation results show that the pro-
posed algorithm can not only converge after several iterations, but also achieve
higher energy efficiency.

Keywords: Energy efficiency � SWIPT � DF relay � OFDM �
Resource allocation

1 Introduction

The artificial intelligence (AI) industry is developing rapidly now, AI technology has
been applied in many fields [1], and the wireless communication industry is no
exception. Applying AI technology to the wireless communications industry can bring
better service to the users, however the power consumption has also increased dra-
matically, which leads to the low energy efficiency [2, 3]. Therefore, how to effectively
improve energy efficiency has become a hard problem in wireless communication
networks.

SWIPT technology is considered as an effective way to increase energy efficiency.
In [4], the authors applied SWIPT technology to multiple-input multiple-output

(MIMO) system, and adopted the time-switching (TS) method to achieve SWIPT, and
then found the optimal policy for power allocation and TS ratio which can maximize
energy efficiency. Reference [5] considered the energy efficiency maximization prob-
lem in Cloud-Based cellular network, where the authors jointly optimized the sub-
carrier and power allocation, and obtained the optimal energy efficiency.
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Compared with wired channel, wireless channel has fading effect because of its
open propagation space and time-varying characteristics [6]. The transmission signal
has often undergone severe attenuation or distortion when it reaches the user. Coop-
erative relay technology can improve the reliability of information transmission and
system capacity, and is widely used in wireless communication networks [7]. The two
most common protocols of cooperative relay technology are the amplify-and-forward
(AF) protocol and decode-and-forward (DF) protocol [8]. When the distance between
base station and relay node is very close and the channel quality is good, the perfor-
mance of DF protocol is better than that of AF protocol [9]. So in this article, we use
the DF protocol at the relay node to forward information to the user.

Inspired by the above literature, in this article, we investigate the energy efficiency
maximization problem based on SWIPT in DF relay OFDM systems, where the energy
efficiency is maximized by optimizing subcarrier allocation and power allocation.

2 System Model and Problem Formulation

2.1 System Model

We consider a downlink OFDM system, which consists of one base station, one relay
node, and one user, as shown in Fig. 1. The set of subcarriers can be expressed as
N ¼ f1; 2; 3; . . .;Ng, the total transmit power is set to P.

The transmission time from base station to user is equally divided into two time
slots.

In the first time slot, the base station transmits information to the relay node, and
the relay node utilizes a part of the subcarriers, which are denoted as SI , for information
decoding, and utilizes the rest of subcarriers, which are denoted as SP, to perform
energy harvesting. Let hn represent the channel power gain on subcarrier nðn 2 NÞ, and
pn denotes the power allocated on subcarrier n, the noise power is set as r2n.

Relay 
node

Information 
Decoding

Energy 
Harvesting

IS
PS

Base 
Station

User

Fig. 1. System model
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In the second time slot, the relay node forwards the information to the user by using
the energy harvested in the first time slot. The channel power gain on subcarrier n0 is
denoted by gn0 , and the power on the subcarrier n0 is pn0 , and the noise power is r2n0 .

Therefore, the rate received by the relay node in the first time slot can be expressed
as

R1 ¼ 1
2

X

n2SI
lnð1þ hnpn

r2n
Þ ð1Þ

And the energy harvested by the relay node can be written as

Q ¼ n
X

n2SP
ðhnpn þ r2nÞ ð2Þ

where n denotes the energy harvesting conversion efficiency.
In the second time slot, the rate from relay node to user can be expressed as

R2 ¼ 1
2

XN

n0¼1

lnð1þ gn0pn0

r2n0
Þ ð3Þ

After two time slots, the achievable rate from base station to user with the help of
relay node can be given as

RðP; SÞ ¼ minðR1;R2Þ ð4Þ

where P ¼ fpn0 g and S ¼ fSI ; SPg.
For convenience, we let RðP; SÞ ¼ aR1 þð1� aÞR2, and a 2 f0; 1g.
And the sum of power consumption of the considered system in two time slots is

expressed as

UTPðP; SÞ ¼ PB þPR þPu þ
XN

n¼1

pn þ
XN

n0¼1

pn0 � Q ð5Þ

where PB, PR and Pu represent the fixed circuit power consumption at base station,
relay node and user, respectively.

So we can easily get the mathematical formula of the system energy efficiency,
where the energy efficiency is the ratio of system rate to the total power consumption
[10], as shown below

Eeff ðP; SÞ ¼ RðP; SÞ
UTPðP; SÞ ð6Þ
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2.2 Problem Formulation

With the goal of maximizing energy efficiency under some constraints, and this is
formulated as

P1 : max
pn0 ;SP;SI

Eeff ðP; SÞ

s:t: C1 : R1 ¼ 1
2

X

n2SI
lnð1þ hnpn

r2n
Þ�RT

C2 : R2 ¼ 1
2

XN

n0¼1

lnð1þ gn0pn0

r2n0
Þ �RT

C3 : PB þPR þPu þ
XN

n¼1

pn � P; ðpn � 0Þ

C4 : n
X

n2SP
ðhnpn þ r2nÞ�

XN

n0¼1

pn0

C5 : SI þ SP ¼ N

C6 : SI \ SP ¼ £

ð7Þ

where RT is the target rate of the system, C1 and C2 give the target rate constraints, C3
represents the total power limit of the system. C4 indicates that the energy required for
relay node to forward information to the user comes from Q. C5 and C6 are constraints
of subcarrier set.

3 Optimal Solution

In this part, we maximize energy efficiency Eeff ðP; SÞ by optimizing the power pn0 and
the subcarrier allocation ðSI ; SPÞ.

We define the maximum energy efficiency of the system as q�, i.e.,

q� ¼ RðP�; S�Þ
UTPðP�; S�Þ ¼ max

pn0 ;SP;SI

RðP; SÞ
UTPðP; SÞ ð8Þ

The maximum energy efficiency q� is obtained only when the following formula is
established [11]:

max
pn0 ;SP;SI

RðP; SÞ � q�UTPðP; SÞ

¼ RðP�; S�Þ � q�UTPðP�; S�Þ ¼ 0
ð9Þ

Energy Efficiency Optimization Based SWIPT in OFDM Relaying Systems 19



Inspired by (9), we convert the original objective function into the following for-
mula by introducing a parameter q.

P2 : max
pn0 ;SP;SI

RðP; SÞ � qUTPðP; SÞ

s:t:C1;C2;C3;C4;C5;C6
ð10Þ

Therefore, the Lagrangian function of (10) can be written as

LðP; SÞ ¼ fa
2

X

n2SI
lnð1þ hnpn

r2n
Þþ ð1� aÞ

2

XN

n0¼1

lnð1þ gn0pn0

r2n0
Þ

� q½PB þPR þPu þ
XN

n¼1

pn þ
XN

n0¼1

pn0 � n
X

n2SP
ðhnpn þ r2nÞ�g

þ b1½
1
2

X

n2SI
lnð1þ hnpn

r2n
Þ � RT � þ b2½

1
2

XN

n0¼1

lnð1þ gn0pn0

r2n0
Þ � RT �

þ b3½P�
XN

n¼1

pn � PB � PR � Pu� þ b4½n
X

n2SP
ðhnpn þ r2nÞ �

XN

n0¼1

pn0 �

ð11Þ

First, subgradient method is applied to obtain the optimal dual variable
fb�1; b�2; b�3; b�4g.

Db1 ¼
1
2

X

n2SI
lnð1þ hnpn

r2n
Þ � RT ð12Þ

Db2 ¼
1
2

XN

n0¼1

lnð1þ gn0pn0

r2n0
Þ � RT ð13Þ

Db3 ¼ P�
XN

n¼1

pn � PB � PR � Pu ð14Þ

Db4 ¼ n
X

n2SP
ðhnpn þ r2nÞ �

XN

n0¼1

pn0 ð15Þ

Then we are divided into two steps to get the optimal solution and we rewrite (11)
as

LðP; SÞ ¼ L� ðqþ b3ÞðPB þPR þPuÞ � b1RT � b2RT þ b3P ð16Þ
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where

L ¼ a
2

X

n2SI
lnð1þ hnpn

r2n
Þþ ð1� aÞ

2

XN

n0¼1

lnð1þ gn0pn0

r2n0
Þ � q

XN

n¼1

pn � q
XN

n0¼1

pn0

þ qn
X

n2SP
ðhnpn þ r2nÞþ

b1
2

X

n2SI
lnð1þ hnpn

r2n
Þþ b2

2

XN

n0¼1

lnð1þ gn0pn0

r2n0
Þ

� b3
XN

n¼1

pn þ b4n
X

n2SP
ðhnpn þ r2nÞ � b4

XN

n0¼1

pn0

ð17Þ

In this paper, we equally allocate power in the first time slot, and optimize the
power in the second time slot. So we get the derivative of L with respect to pn0

@L
@pn0

¼ ð1� aþ b2Þ
gn0

2ðr2n0 þ gn0pn0 Þ � q� b4 ð18Þ

Let (18) be equal to 0, and we can get the optimal p�n0

p�n0 ¼ ½ð1� aþ b2Þ
2ðqþ b4Þ

� r2n0
gn0

� þ ð19Þ

Next substituting (19) into (17), and we can get the optimal subcarrier set ðSI�; SP�Þ
in the first time slot.

L ¼
XN

n0¼1

fð1� aÞ
2

lnð1þ gn0p�n0
r2n0

Þ þ b2
2
lnð1þ gn0p�n0

r2n0
Þ � qp�n0 � b4p

�
n0 g

þ
X

n2SI
Fþ

XN

n¼1

fnðqþ b4Þðhnpn þ r2nÞ � qpn � b3png
ð20Þ

where

F ¼ a
2
lnð1þ hnpn

r2n
Þþ b1

2
lnð1þ hnpn

r2n
Þ � nðqþ b4Þðhnpn þ r2nÞ ð21Þ

From the above equation, we can know that SI can be obtained by finding all
subcarrier which can make F positive, as shown below

SI� ¼ argmax
SI

X

n2SI
F ð22Þ

SP� ¼ N� SI� ð23Þ

Thus we get the optimal resource allocation of an iterative process, and the max-
imum energy efficiency can be obtained by multiple iterations of q.
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4 Simulation Results

In the simulation, we set the initial value of q to 0, the total number of subcarriers
N ¼ 32, the fixed circuit power consumption PB ¼ PR ¼ Pu ¼ 0:02W, and RT is set to
8 bps/Hz. For convenience, we let n ¼ 1, and the noise power of the two time slots are
equal to �80 dbm. Both the distance from the base station to the relay node and the
distance from the relay node to the user are set to 1 m.

Figure 2 shows that our proposed algorithm can achieve maximum energy effi-
ciency after four iterations. After each iteration, the value of energy efficiency will
increase, and eventually it will not change after reaching the maximum value. More-
over, the trend of energy efficiency is also different with different total transmission
power P.
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Fig. 2. Energy efficiency versus the number of iterations
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Figure 3 depicts the fixed circuit power consumption at base station PB versus
energy efficiency. Obviously, the energy efficiency decreases with the increase of PB.
The reason is that the increase of PB will lead to the increase of total power
consumption.

5 Conclusion

In this paper, we formulate the energy efficiency maximization problem in SWIPT-
OFDM system with DF protocol, in which the system target rate and fixed power
consumption are taken into consideration. By using dual method and iterative method,
the optimization problem is solved. Our simulation results demonstrate the effective-
ness of the proposed algorithm.
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Abstract. In this paper, we focus on the joint user grouping and the resource
block (RB) allocation algorithm for LTE uplink virtual MIMO systems. Con-
sidering the user grouping and joint resource allocation, we construct a VMIMO
transmission system model. Based on this system model, we formulate maxi-
mizes the sum of system’s capacity with the system constrains, which is a
complexity optimization problem. Further, to reduce the computational com-
plexity, especially in the case of large number of users and resources, an efficient
branch search algorithm using revised simplex method based on bi-direction 0-1
pivot (SM_BD0-1P) is proposed. We evaluate the proposed joint resource
allocation algorithms in LTE uplink scenarios and the results show that it
achieves good tradeoff between performance and complexity and has better
system throughput than the existing algorithms for LTE uplink virtual MIMO
systems.

Keywords: VMIMO � User grouping � System throughput � RB allocation �
SC-FDMA

1 Introduction

Multiple-input multiple-output (MIMO) communication can obtain multiuser spatial
diversity gain [1, 2, 20], which also has the high energy consumption. Thus, the
VMIMO-SC-FDMA is proposed for LTE uplink system to achieve the high spectrum
efficient performance [3–5, 14, 18, 19]. Further, some works have been performed
about the efficient algorithm solving the joint resource allocation in [6–9, 11–13].

In the above articles, the main differences of the algorithms include: whether the
number of resources allocated to the user group is flexible, and the calculation of the
user group capacity is different. In [13], the number of the resource allocated to user
group is fixed, and in [9, 12], the number of the resource allocated to user group is
flexible. We also need pay attention on the metric matrix of user grouping for virtual
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MIMO systems. Most of these proposed metric matrixes are derived from the channel
capacity [6, 9–11]. In [8], the receive SINR after MMSE equalization and Shannon
capacity is used as the user schedule metric. In [9], similar method is adopted for uplink
virtual MIMO system with ZF/MMSE/MMSE-SIC linear receiver. However, consid-
ering the actual communication systems, BER or SER under given system throughput
is usually used as the performance metric at physical layer. In [12, 13], BER is used as
a grouping optimization metric, where the BER is evaluated after MMSE linear mul-
tiuser equalization. The BER metric in [11] is presented when BPSK is used for
modulation and maximal ratio combining is employed for diversity combination.

In comparison with the existing works, our main contributions are as follows: We
construct a VMIMO-SC-FDMA transmission system model considering the user
grouping and joint resource allocation. Then, we formulate the maximal throughput
with BER constraint problem under different transmission constraints to an optimiza-
tion problem. And then, we propose an efficient branch search algorithm for the
optimization problem by using revised simplex method based on bi-direction 0-1 pivot
(SM_BD0-1P). As the user and resource numbers increase, the search space becomes
very large so that traditional branch-and-bound algorithm is too complex to work
efficiently. So, we propose a rapid branch search algorithm using revised simplex
method where the search direction is the steepest descent branch with 0-1 pivot. The
simulation results have shown the proposed algorithm has better system throughput for
LTE uplink virtual MIMO systems.

The rest of this paper is organized as follows. Section 2 gives a brief description of
the uplink SC-FDMA multiuser-MIMO system model and presents the optimization
object. In Sect. 3, we propose a rapid branch search algorithm for the optimization
problem. Simulation results are presented in Sect. 4 and conclusions are drawn in
Sect. 5.

2 System Model and Problem Formulation

2.1 System Model

Consider a virtual MIMO uplink system with one base station (BS) where the BS and
users are equipped with Nr receive antennas and one transmit antenna, respectively, as
shown in Fig. 1.

For an uplink SC-FDMA system with K active users, we write the set of the user
groups as:

G ¼ G1; � � � ;Gi; � � � ;G Gj j
� � ð1Þ

where Gi ¼ k1; k2; � � � ; kmf g; 1� k1\ � � �\km �K is i-th element in the set G.
Assuming the i-th user group Gi scheduled in c-th consecutive subcarriers, the

received signal vector before MIMO detector can be written as:
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Yi;c ¼ Hi;cXi;c þ ni;c0 ð2Þ

where Hi;c is the Nr � UGlj j virtual MIMO channel matrix, Xi;c is the UGlj j � 1
transmitting signal vector, ni;c is the Nr � 1 zero-mean additive white Gaussian noise

(AWGN) vector with covariance matrix E ni;cnHi;c
n o

¼ r2INr .

At theBS, take theMMSEdetector as an example, the detection result can be given as:

XMMSE
i;c ¼ ðr2INr þHH

i;cHi;cÞ�1HH
i;cYi;c ð3Þ

After the subcarrier de-mapping and user de-grouping, the receive data for different
users is restored.

Fig. 1. Block diagram of virtual MIMO for LTE uplink system [12]
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2.2 Problem Formulation

According to [12], we can get the user grouping metric matrix based on the above
system model. Then, we get the spectral efficiency of user group after MMSE equal-
ization and adaptive modulation (AM) as:

RMMSE
Gl

¼
X
k2UGl

floor log2 1� 1:5SNRk

ln 5BERtarget
� �

 ! !
ð4Þ

where BERtarget is the upper bound of the BER for the AWGN channel.
Assume Nrb consecutive RBs in LTE uplink is available to allocate to users, similar

to [12], we obtain the resource pattern matrix T as:

ð5Þ

In addition, we can obtain the metric matrix M,

ð6Þ

where the elements mi;j
� �

are calculated according to Eq. (4).
Thus, the transmission rate for i-th user group at j-th resource pattern can be written

as:

gi;j ¼ sum M :; ið Þ:� T :; jð Þð Þ ð7Þ

Define the resource allocation vector I as: I ¼ I1;1; � � � ; I Gj j;1; I1;2; � � � ; I Gj j;2; � � � ;
�

Ii;j; � � � ; I Gj j;J �T , where Ii;j ¼ 0; 1f g; i ¼ 1; � � � Gj j; j ¼ 1; � � � ; J, and let the transmission

rate vector g as g ¼ ½g1;1; � � � ; g Gj j;1; g1;2; � � � ; g Gj j;2; � � � ; gi;j; � � � ; g Gj j;J �T
Then, we write the optimization problem as

argmax
I

gTI
� � ð8Þ
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subject to

AC1: C1I� 1NRB�1 ð8aÞ
AC2: C2I� 1K�1 ð8bÞ

AC3: Ii;j ¼ 0; 1f g; i ¼ 1; � � � Gj j; j ¼ 1; � � � ; J ð8cÞ

where C1 ¼ T � 11� Gj j, C2 ¼ 11�J � B.
The objectives in problem (8) is to maximize the total throughput. AC1 is to ensure

that each RB can only be allocated to one user group, AC2 is to ensure that each user
can occupy one resource pattern at most.

As described above, computing burden of this problem increases heavily with the
number of users, RBs and grouping users. Then, we design an algorithm reduce
computational complexity.

3 Proposed Algorithm

The optimization problem (8) is typical binary integer programming problem. So it is
suitable to be converted to Office Assignment Problem (OAP) [15] and use a linear
programming (LP)-based branch-and-bound (BNB) algorithm to solve the problem.
However, branch-and-bound algorithm is too complex and not practical when user and
resource number become large.

3.1 Proposed Algorithm to the Optimization Problems

In order to reduce the algorithm complexity, we convert the optimization problem (8)
to following normalized form

min CTx ð9Þ

subject to

Ax� b
xi ¼ 0; 1f g; bð Þi¼ 1

ð9aÞ

Where, x is the solution variable vector which represents the persons are assigned
to the office or not, C is weight vector for assignment, A is equality or inequality
constraint matrix, and b is equality or inequality limit vector.

For optimization problem (9), we propose a revised simplex method based on bi-
direction 0-1 pivot (SM_BD0-1P) for efficient branch search of the solution. The flow
chat providing the detailed description of the proposed algorithm is shown in Fig. 2.

The search space of the revised simplex method based on 0-1 pivot is shown in
Fig. 2, where XB;XNf g is the basic feasible variable set and XB;XNf g i;jð Þ represents the

j-th node in level i of the branch-tree. The number of nodes in layer i is n!
n�ið Þ!. In each
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node, XN is the non-basic variable set, XB is the basic variable set, and {+m} represents
xm enter the basic variable set. As leaving variable is one and only, they are not marked
in the tree nodes.

Fig. 2. Flow chart of the SM_BD0-1P algorithm (search width SW = 2)
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The algorithm is put forward on the basis of the simplex algorithm [16]. The initial
basis variable is artificial variable set. The branch search determination makes use of
Df ¼ f � f0 ¼ � zk � ckð Þxk. Only the non-basic variable with zk � ck [ 0 is selected
as entering variable during each pivot. For xk 2 0; 1f g, two directions are searched in
algorithm. The top priority one is the steepest descent direction with xk ¼ 1, and the
second one is the translation direction with xk ¼ 0. So, it is a rapid local search along 0-
1 steepest descent branch until the deepest node. The next branch searching process is
implemented after the previous searching branch is deleted. The number of search
branches depends on the preset search width, and the optimum solution is obtained
after all branches in the search tree are traversed (Fig. 3).

3.2 The Complexity Analysis and the Performance of the Proposed
Algorithm

To compare the performance of proposed algorithm with BNB’s, we take problem (8)
as an example. The search width (SW) of SM_BD0-1P algorithm is set to 1 and 2.
From Fig. 4, we can see that the curves of SM_BD0-1P algorithm is very close to the
BNB’s. The reason is that the non-basic variable number is much larger than basic
variable number so that very wide scopes of combinations are considered in each pivot
process, and then the optimal solution can often be obtained. In the problem (9), the
non-basic variable number is

Gj jJ � K þNRBð Þf g¼ PNr

m¼1
Cm
K

� �
NRB NRB þ 1ð Þ

2 þ 1
h i

� K þNRBð Þ
	 


which is much lar-

ger than basic variable number of KþNRBf g when user and RB number is big. So, the
proposed SM_BD0-1P algorithm is suitable to solve the dynamic user grouping and
joint resource allocation optimization problems which may involve large number of
users and RBs. In the following simulations, we use SM_BD0-1P algorithm to solve
the joint resource allocation problems and set search width to 1.

Fig. 3. illustration of search tree for the revised simplex method based on 0-1 pivot

30 Y. Cai et al.



4 Simulation Results

4.1 Overall Simulation Design

To evaluate the performance of the proposed algorithm, we conduct the simulations
based on LTE uplink and list the simulation parameters in Table 1. In addition, we
adopt the pedestrian test environment channel A as suggested by ITU-R M.1225 [17].

4.2 Simulation Results of the Throughput Performance

For comparison purpose, three joint resource allocation algorithms with user grouping
are implemented in this section. First one is the algorithm proposed in [9], denoted as

Fig. 4. Performance comparison between BNB and SM_BD0-1P with different user numbers

Table 1. Simulation parameters

Channel parameters Channel model: ITU Ped-A Carrier frequency: 2 GHz
Sampling frequency: 1.92 MHz Maximum doppler shift: 10 Hz

Simulation parameters FFT size: 128 Modulation: 16-QAM
NRB: 6 NRB

sc : 12
OFDM symbols per frame: 14 RB configure: 12 � 7
Number of users: 20 MIMO detector: MMSE
UE transmit antenna number: 1 BS receive antenna number: 4
TTI duration: 1 ms Simulation frames: 1000
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Fig. 5. (a) Spectral efficiency versus SNR for different algorithms using AM technique
(b) Average grouping user number versus SNR for different algorithms using AM technique
(c) Average modulation order versus SNR for different algorithms using AM technique
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‘Alg. in [9]’; second one is the algorithm proposed in [13], denoted as ‘Alg. in [13]’;
last one is the algorithm proposed in this paper, denoted as ‘Proposed Alg.’.

To evaluate the proposed algorithm in actual systems, we simulate the algorithm
using Eq. (4). For ease of comparison, we modify algorithms in [9, 13] by using AM
technique. The results are shown in Fig. 5(a), (b) and (c). As expected, the proposed
algorithm achieves the highest spectral efficiency due to the multiuser diversity gain
and the joint resource allocation gain. The results of average user grouping number and
modulation order per RB are shown in Fig. 5(b) and (c) respectively. Given a BER
constraint, the spectral efficiency increases with the increasing of SNR, which dues to
adaptive modulation and adaptive user grouping on each RB.

The average user grouping number can be considered as spatial multiplex gain in
the system. In the low SNR region, mobile users cannot work normal in ‘Alg. in [9]’
and ‘Alg. in [13]’ due to the BER constraints while they can work under single-user
mode in proposed algorithm. On the other hand, in the high SNR region, mobile users
work under 2-user group mode in ‘Alg. in [9]’ and ‘Alg. in [13]’ while they can work
under multi-user group mode which is up to 4. At the same time, the modulation order
increases with the increasing increase of SNR. Though the modulation order growth
rate of proposed algorithm is slower than that of the ‘Alg. in [9]’ and ‘Alg. in [13]’, the
joint growth rate from spatial multiplex and modulation order of proposed algorithm is
faster than other two algorithms, which is shown in Fig. 5(a).

5 Conclusions

In this paper, we investigate the dynamic user grouping and joint resource allocation in
uplink SC-FDMA systems. Through the consideration of both system throughput and
the receive signal detection performance, we derive the dynamic user grouping criteria
and propose adaptive resource allocation algorithm for Shannon capacity and actual
throughput with AM techniques. The simulation results demonstrate that the proposed
algorithm attain better system throughput than conventional algorithm.
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Abstract. With the continuous development of Unmanned Aerial Vehicle
(UAV) technology, autonomous control systems and communication tech-
nologies, the combat mode of UAV has gradually shifted from single-platform
to multi-platform operation adapting to complex battlefield environment, i.e. the
mode of operation has gradually developed to ‘swarm’. On this basis, UAV
swarm carried jamming equipment can conduct large-scale cooperative jamming
on radar. UAV swarm, with low launch power, can be deployed in the enemy
depth and thus obtain the advantages of distance and spatial distribution. This
paper focuses on the formation of effective cooperative jamming beams for
UAV swarm. Due to the application background of UAVs, the distance between
the UAV array antennas is much larger than the half-wavelength, resulting in the
occurrence of grating lobes and the energy is difficult to concentrate. And the
above problems are solved through sparse array synthesis, which use improved
invasive weed optimization (IIWO) algorithm to optimize position of UAVs.
And the simulation results show that sparse array synthesis can solve the
problem of energy concentration and grating lobes.

Keywords: Invasive weed optimization algorithm � Radar interference �
UAV swarm

1 Introduction

With the increasing complexity of modern battlefield environment, radar electronic
warfare, as an important part of electronic warfare, influences the outcome of the war
[1]. As the radar adopts various anti-interference measures such as low sidelobe level,
pulse compression and so on, the corresponding challenge to radar jammer is put
forward [2]. Traditional high-power concentrated jamming has disadvantages such as
large cross-section area, large transmitting signal power and relatively remote distance
to the enemy, which will lead to problems such as easy detection by the enemy radar,
negative impact on the equipment of the own side and poor electromagnetic compat-
ibility [3]. Under this circumstance, a specific combat pattern for UAV swarm is raised,
namely using UAV swarm carrying jamming equipment to carry out close-range main
lobe jamming on target radar. UAV swarm cooperative jamming has many advantages
such as large number, small volume, small cross-section area and so on.
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With the continuous development of aircraft technology, Unmanned Aerial Vehi-
cles (UAVs) have become the focus of research in the world. The UAV is the aircraft
without a human pilot, the flight of UAV may operate with various degrees of
autonomy: either under remote control by a human operator or autonomously by
onboard computers [4]. And with the fast development of UAV, the combat mode of
UAV has gradually shifted from single-platform to multi-platform operation adapting
to complex battlefield environment, i.e. the mode of operation has gradually developed
to ‘swarm’. The UAV swarm has a great advantage in pattern of operation, mainly
focus on the following aspects: (1) The advantage of low-cost, UAV swarm can be
equipped a large number UAVs. (2) The advantage of scale quantity, a large number of
low-cost UAV swarm have launched saturation attack on the enemy, making it difficult
for the enemy to effectively defend and even the risk of failure of its air defense system.
The United States NPS (Naval Postgraduate School) has experimented with UAV
swarm, an Aegis Combat System confronts a swarm of UAVs consisting of 5 to 10, the
result of the simulation is that 2.8 of every 8 UAVs can effectively break through air
defense interceptions. If the number of UAVs is expanded to 20 and 50, the interceptor
system can only intercept 7 or so, which greatly improving the UAV’s penetration
capability [5]. (3) The advantage of combat effectiveness, the UAV swarm has the
advantage of cost and quantity scale, which will inevitably bring the advantage of
combat effectiveness. (4) The superiority of the system, the UAV swarm system has a
strong “self-healing” ability. If some UAVs are shot down by enemy fire, the team
adapts by reconfiguring optimally continue the mission with the surviving assets [6].

This paper uses UAV swarm carrying jamming equipment for interfering to the
enemy radar. However, under the background of UAVs, Using UAVs to focus on one
direction interference has following problems, including: ① The energy of a UAV
array element is difficult to concentrate and the power is not enough. Therefore, this
paper proposes to use the UAV swarm to carry antenna to form antenna array to send
interference signals. ② Because of the volume of the UAV itself, spacing between
adjacent UAV require 30–50 m, but the signal frequency is usually at GHz. And it will
result in the occurrence of grating lobes and the interference energy is difficult to be
concentrated. To solve above problems, this paper proposed to consider the UAVs as
the sparse array to focus on the interference energy to concentrate energy.

For the sparse array synthesis problem, evolutionary optimization algorithms have
been considered and successfully applied to this problem. And the various approaches
have been developed such as genetic algorithm (GA) [7], ant colony optimization
(ACO) [8], simulated annealing algorithm (SA) [9], particle swarm optimization
(PSO) [10] and so on. The invasive weed optimization (IWO) algorithm is popular of
evolutionary optimization algorithms and it is getting much attention due to its effi-
ciency and simplicity. And it has been successfully applied to several optimization
problems, such as antenna design [11] and array synthesis [12]. This paper selects IWO
algorithm to optimize the position of UAV swarm, and two problems that weak local
search ability and slow convergence speed in this algorithm were improved, i.e. the
standard deviation formula was improved to enhance the convergence speed and the
hill climbing method was improved the local search ability. On the basis of the above
improvement, the improved invasive weed optimization (IIWO) algorithm was
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proposed and selected to optimize the position of UAV swarm along with array
optimization models.

The paper is structured as follows: Sect. 1 is the introduction part of this article;
Sect. 2 is the signal model and optimal model of the UAVs array antenna; Sect. 3
introduces the IIWO algorithm; Sect. 4 is the simulation results.

2 Signal Model Based on UAVs

In this model, suppose the UAV is used to carry antenna array element, every UAV
carries identical antennas working together as a single big UAVs antenna array. The
radio frequency power from the UAV is fed to the individual array element with the
specific excitation relationship through the device controlled by a computer system, so
that the radio waves from the separate UAV array element add together to increase the
radiation in a desired direction, while cancelling to suppress radiation in undesired
directions. And the interference model of UAV swarm is show in the Fig. 1.

In the practical, for safety reasons, the distance between adjacent UAV elements is
30 to 50 m, but the working frequency is usually GHz, which means that the distance is
very small. For this problem, this paper puts forward the sparse array to solve it. Sparse
array means that the distances between adjacent UAV elements are different and not
constrained in k=2. The UAV element positions are randomly distributed within the
UAVs aperture [13].

Compared to linear and other planar arrays, circular array can provide 360° azimuth
and better controls main lobe direction, at the same time, beam shape, antenna gain and
mutual coupling performance maintenance or basically maintain owing to the sym-
metry of the circular array. These advantages make circular antenna array has been

Fig. 1. UAVs interference model
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widely used in the field of sonar, radar and satellite communication system [14]. So
circular UAVs antenna array is discussed to analyze the problem.

The radiation pattern of an individual antenna element is f h;uð Þ, h and u are
respectively the elevation angle and azimuth angle. Assuming that the array element is
an ideal omnidirectional antenna element, the result is that f h;uð Þ ¼ 1. The conven-
tional array synthesis is based on the product principle of the directional diagram. Total
field radiated by this array in xy plane is expressed as follows:

F h;uð Þ ¼
XN

n¼1

Ine
j kR sin h cos u�dnð Þþbn½ � ð1Þ

The radiation pattern of the entire array is only related to the array factor F h;uð Þ.
Where

N: the number of UAVs
k: the wavelength
R: the radius of the circular UAVs array antenna
In: incentive amplitude of the UAV
bn: incentive phase of the UAV
k ¼ 2p=k: the wavenumber
dn: the position of the UAV

When the array main lobe is pointed in the h0;u0ð Þ, the phase can be written as:

bn ¼ �kR sin h0 cos u0 � dnð Þ ð2Þ

If the elevation angle h ¼ 90
�
, then (1) maybe written as:

FðuÞ ¼
XN

n¼1

Ine
jkR cosðu�dnÞ�cos u0�dnð Þ½ � ð3Þ

The number of UAVs is N, and the minimum interval between adjacent UAVs is dc to
make the UAV safety. In order to minimize the peak side lobe (PSLL), the optimal
model is proposed:

find d ¼ d1; d2; . . .; dN½ �
min PSLLðdÞf g
s:t: diþ 1 � di � dc 1� i�N � 1

ð4Þ

The PSLL is expressed:

PSLL ¼ max
AF hsl;uslð Þ

max AF h;uð Þð Þ
�
�
�
�

�
�
�
� ð5Þ
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Where the denominator is the maximum of the main beam in the direction, and
hsl;uslð Þ is the sidelobe region excluding the main beam. The optimization model of
formula (3) shows that by optimizing the position of the UAVs can get a good result for
interference. And the optimization of location problem is a typical global optimization
problem, therefore, using the intelligent optimization algorithm to solve it.

3 Proposal Algorithm

Mehrabian and Lucas proposed the invasive weed optimization (IWO) algorithm for
solving continuous optimization problems in 2006 [15]. Each invading weed takes the
unused resources in the field and grows to the weed and produces new seeds, inde-
pendently. The number of new seeds produced by each weed depends on the fitness of
that weed in the colony. Those weeds that have better adoption to the environment and
take more unused resources grow faster and produce more seeds. The new produced
seeds are randomly spread over the field and grow to the weeds. And only those weeds
with better fitness can survive and produce new seeds.

3.1 Classical Invasive Weed Optimization Algorithm (IWO)

IWO algorithm is a swarm intelligence optimization algorithm [16]. It mimics the
process of colonizing and distributing behavior of weeds. Each weed in the algorithm is
a latent solution for the position of the UAVs. Each weed corresponds to a fitness value
determined by the fitness function. The algorithm is composed of the following parts:

1. Reproduction. Each member of the weeds is allowed to produce seeds depending on
its own, as well as the colony’s lowest and highest fitness, so that the number of
seeds produced by a weed increases linearly from lowest possible seed for a weed
with worst fitness to the maximum number of seeds for a plant with best fitness.

2. Spatial Distribution. Weed seeds produced by normal distribution spread around his
father generation. The standard deviation for a particular iteration can be given as
follows:

r ¼ itermax � iterð Þn
itermaxð Þn rinitial � rfinial

� �þ rfinial ð6Þ
Where

n: non-linear harmonic factor
itermax: maximum number of evolution
rinital: maximum standard deviation
rfinial: minimum standard deviation

3. Competitive Exclusion. The weeds in a colony will reproduce fast and all the
produced plants will be included in the existing colony, until the number of plants in
the colony reaches a maximum value Pmax. The steps 1 to 3 are repeated until the
maximum number of iterations has reached.
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3.2 Improved Invasive Weed Optimization Algorithm (IIWO)

Over the past decades, the IWO method has been widely applied to array synthesis.
And this algorithm allows all of possible candidates to participate in the reproduction
process. The disadvantages of the IWO are that weak local search capability in the late
iteration, slow convergence speed, and easy to fall into local optimum [17]. Therefore,
this paper improves the algorithm for the above problems.

(1) Improvement of standard deviation formula
In the standard algorithm, the standard deviation in the process of spatial diffusion
is only related to iteration. In this paper, the standard deviation formula is
improved that not only related to iteration, but also related to the fitness value of
the individual. The formula is as follows:

rn ¼ f � fbestj j
fbest

� r ð7Þ

Where, f is the fitness value of the current individual, and fbest is the best fitness
value in the current iteration, r is the standard deviation, rn is the improved
standard deviation. In the process of seed diffusion, the standard deviation
function not only changes with the change of iteration times, but also is related to
the fitness value of the individual. The larger the fitness value of the individual,
the smaller of standard deviation will be, i.e. the seeds produced by individuals
with better fitness are distributed in a smaller range, while the seeds of individuals
with poor fitness are distributed in a larger range. In this way, the convergence
speed of the algorithm can be improved and better computing effect can be
obtained.

(2) Improvements to local search
As a global search algorithm, one of the disadvantages of the IWO is that weak
local search capability in the late iteration. In this case, the hill climbing method
can be combined with IWO to improve the local search capability. The main idea
of the hill climbing algorithm is: take the adjacent point and the current point for
comparison each time, take the better of the two as the next step of climbing [18].
The algorithm firstly should have an initial point which can be obtained by the
final result of IWO algorithm, then in the initial position around the calculation of
random point fitness value, compared with the initial point, in order to better as a
new initial point, repeated operation, until find meet the conditions of point, no
change or several iterations ends operations.
The flow chart representing the IIWO algorithm is been shown in Fig. 2.
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4 Simulation Result

This algorithm is simulated and tested in MATLAB-2016 software. The distance
between adjacent UAV elements is 30 to 50 m. At the same time, the number of
experimental clusters of UAVs is N ¼ 50, and the signal frequency is set to 3.5 GHz,
the iterations of algorithm is 100, and the radar is in the 150° direction of the UAVs.
Under the above conditions, the experiment is conducted. Compare the following
results:

1. The experiments give the performance of the differential evolution (DE), firefly
algorithm (FA), bat algorithm (BA), invasive weed optimization (IWO) algorithm
and improved invasive weed optimization (IIWO) algorithm.

2. The experiments give the performance of the IIWO algorithm.
3. The simulation experiments are conducted to solve the problems of position offset.

Start

Calculate Peak Sidelobe 
Level(PSLL)seeds grown into 

weeds

Weeds produce new seeds 
Seeds spread around the parental 
weeds in a normal distribution

Calculate new seeds PSLL as 
new seed fitness value sort the 
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Keep       good individuals in the 
next iteration

End

No

Yes

Initial sample optimization 
algorithm results

Yes
maxweeds>P

maxP

maxiter iter>

Output the best array 
element position

No

Local optimization by the 
hill climbing method

Fig. 2. IIWO algorithm flow chart
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4.1 Performance Test of Different Algorithm

Under the above simulation conditions, the experiments were conducted to test under
different intelligent optimization algorithms, the experimental results are as follows.

Table 1 is the performance comparison for different algorithms, from it we can see
that the IIWO algorithm of this paper can obtain better optimization results than others,
but its convergence speed is relatively slow. The reason is that the improvement of
local search by hill climbing algorithm is added, which lengthened the convergence
time. Figure 3. shows convergence characteristics of 5 algorithms.

4.2 Performance Test of IIWO

Under the same simulation conditions, select IIWO algorithm for simulation, and the
results are shown as follows. Figure 4 is the Normalized radiation patterns with IIWO
algorithms, Fig. 5 is the distribution map of UAVs after IIWO algorithm optimization,
and Fig. 6 is the fitness value convergence characteristic curve and its average curve of
five independent simulation experiments of IIWO algorithm, from which it can be seen
that the IIWO algorithm has relatively stable convergence.

Table 1. Comparison of optimal effects of different 5 algorithm

Index DE FA BA IWO IIWO

5 −1.824 −1.951 −1.970 −2.068 −2.573
10 −4.778 −4.921 −5.047 −5.155 −5.896
50 −11.218 −11.733 −11.834 −12.502 −13.404
Optimization of
time (50)

50.0130 s 1 min
14.0370 s

1 min
1.0670 s

1 min
45.0570 s

1 min
56.9010 s

Fig. 3. Convergence characteristics of 5 algorithms (50 Array elements)
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4.3 Performance Test of the Simulation Under Position Offset

There will be a variety of factors in the flying process of UAV swarm, which will lead
to the problem of position offset. And the simulation experiments are conducted to
solve the problems of position offset. The basic simulation parameters are as follows:
the number of UAVs N ¼ 50; the number of offset No ¼ 15; the maximum offset
distance dmax ¼ 20m; the excursion position and angle are randomly set, and the
results are shown as follows (Fig. 7).

Fig. 4. Normalized radiation pattern of IIWO algorithm

Fig. 5. The distribution of UAVs
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According to the simulation results, the PSLL value before offset is −13.1227 dB,
and it drops to −9.0462 dB after offset, the value reaches −11.4374 dB by IIWO
algorithm correct. This optimization algorithm can be used to effectively adjust the
position of UAV at any time to form a better interference beam. Figure 8 is shows the
UAV distribution before and after the offset and after the correction.

Fig. 6. Convergence characteristics of IIWO algorithm

Fig. 7. Normalized radiation pattern
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5 Conclusions

As an emerging and combat pattern, UAV swarm is exerting immeasurable influences
on future wars. This paper analyzes on the advantages of the UAV swarm and the
concept of cooperative interference, on the basis of this puts forward the specific model
and implementation scheme, i.e. it is using UAV swarm carry jamming equipment to
conduct large-scale cooperative jamming on radar. This paper researches the layout
scheme of UAV swarm cooperative interference combined with the actual situation of
UAV swarm, and presents the optimization model, and selects IIWO algorithms to
optimize the position of UAV swarm along with array optimization models. The
simulation experiments are conducted to solve the problems of position offset which
may occur in the actual interference process, and the correction experiments are ana-
lyzed by the IIWO algorithm. Through the analysis of the above results, the proposed
implementation scheme can achieve expected result in the actual simulation, and can
solve the problem of energy concentration and grating lobes.
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Abstract. Orthogonal Matching Pursuit (OMP) algorithm is the most classical
signal recovery algorithm in compressed sensing. It is also applicable to the
Joint Sparse Model (JSM) of distributed compressive sensing. However, OMP
algorithm suffers from high computational complexity and poor anti-noise
ability without considering the correlation between signals. Therefore, by
combining the characteristics of the JSM-1 and JSM-2 models, we propose the
corresponding joint sparse decomposition algorithms, named JSM1-OMP and
JSM2-OMP. The JSM2-OMP algorithm can be viewed as improvement of the
JSM1-OMP algorithm. Furthermore, a better JSM-OMP algorithm is proposed
by modifying the JSM2-OMP algorithm. The simulation experiments demon-
strate the effectiveness of the proposed algorithms.

Keywords: OMP � JSM � JSM1-OMP algorithm � JSM2-OMP algorithm �
JSM-OMP algorithm

1 Introduction

Compressed sensing (CS) [1, 2] is a new signal sampling theory for finding sparse
solutions of underdetermined linear systems. On the premise that the signal is sparse or
sparsely represented, a signal is sampled at a sampling rate much lower than the
Nyquist theorem, and then the original signal is accurately reproduced by a nonlinear
recovery algorithm. Sparse decomposition is initially used for compressed sensing
because the signal is sparse or sparsely decomposable.

Now that there are many recovery algorithms, and they can be summed up into
three major categories. The first type of algorithm is the well-known convex relaxation
algorithm. The traditional convex relaxation algorithm is to convert the l0 norm into a l1
norm, commonly used Lasso algorithm [3], the Basis Pursuit (BP) algorithm [4].
Greedy iterative algorithm is the second most commonly used sparse decomposition
algorithm. In [5], Mallat first introduced the concept of redundant dictionary and
applied its flexibility instead of a relatively fixed orthogonal basis to propose an
algorithm that is still widely used today, namely the Matching Pursuit (MP) algorithm.
Orthogonal Matching Pursuit (OMP) was first proposed by Mallat. Gilbert and Tropp
later further demonstrated this algorithm and proved its theoretical convergence [6].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
S. Han et al. (Eds.): AICON 2019, LNICST 286, pp. 47–56, 2019.
https://doi.org/10.1007/978-3-030-22968-9_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_5&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22968-9_5


The representation results obtained by the above two algorithms are single form, and
the representation form affects the effect of sparse decomposition. Therefore, one
begans to exploit a variety of sparse representations to represent a signal. Elad and
Yavneh pointed out that the joint sparse representation is superior to a single sparse
representation, and proposed a random orthogonal matching pursuit (RandOMP)
algorithm. In [7], Zhang proposed a combined algorithm based on the forward greedy
algorithm, but the backward steps adaptively point to the direction with the smallest
residual. The last kind of recovery algorithm is a sparse decomposition algorithm based
on sparse Bayesian models, such as relevance vector machine (RVM) [8]. In [9],
supposing that the hyperparameters in the prior distribution of estimators are La-place
prior distributions, a hierarchical Bayesian model is proposed. In this work, sparse
coefficients are treated as implicit parameters in the hyperparameter estimation process.
And then, the minimum mean-squared error estimate is also used as the optimal metric
to obtain the optimal solution under the Bayesian framework [10].

Distributed Compressed Sensing (DCS) extends the compressive sensing of a
single signal to a multi-signal model [11], making full use of the correlation between
multiple signals and creating joint recovery conditions further reduce the number of
measurements required for successful recovery. Baron proposed three signal models for
different scenarios, called JSM-1, JSM-2, and JSM-3 [12]. Corresponding signal
recovery methods are also different for different joint sparse models. How to study the
exact and appropriate recovery method based on the specific joint sparse model is the
focus of the distributed compressive sensing.

The rapid development of 5G has gradually turned the massive antenna system
(Massive MIMO) into the mainstream of wireless communication. At the same time,
distributed processing of multi-antenna signals has gradually become a research hot-
spot in the field of communications. In this paper, we extend the single measurement
model to a multiple measurement model. When the transmitted signal reaches different
receiving antennas through different channels, the signals will come with different
amplitudes due to multipath fading, but the position of the spectrum remains
unchanged, and sparse coefficient positions remain unchanged. Therefore, the signal
received by different receiving antennas in a Massive MIMO system shares the same
frequency spectrum, but the non-zero amplitude is different. This multiple measure-
ment frame signal structure is basically the same as the JSM-2 model [13]. In addition,
we often use the JSM-1 model to represent the actual corresponding signal when we
consider the correlation between signal locations. Both of these models are commonly
used for modelling multi-antenna sparse signals.

To deal with the mentioned deficiencies, we fully consider the correlation of signals
and propose an improved sparse decomposition algorithm for each model. We will
introduce the relevant system model in the second section, and describe the three
improved algorithms proposed in the third section. Finally, simulation experiments are
performed to verify the effectiveness of our proposed algorithms.
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2 System Mode

Compressive sensing can be expressed as Y ¼ Ux, where x 2 RN�1 is the original
signal to be observed. Sparsity or compressibility is one of the two preconditions for
the application of compressed sensing theory. Consider a real-valued signal X of length
N, denoted as XðnÞ; n 2 1; 2; . . .;N½ �. Combined with the signal theory, X can be
represented by a set of base W 2 w1;w2; . . .;wn; . . .;wN½ � linear combinations

X ¼ WH ¼
XN
i¼1

wihi ð1Þ

where hi ¼ X;wih i, W 2 RN�N . When signal X has only K non-zero values on a certain
transform basis, it is said to be K-sparse on this basis. The basis W is the sparse basis of
signal X. Then, Y ¼ Ux ¼ UWH ¼ ACSH, ACS ¼ UW 2 RM�N . The fundamental task
of compressive sensing is to solve the sparse coefficient vector from the representation

H ¼ argmin
h

k h k0 s:t:y ¼ ACSH ð2Þ

Distributed compressed sensing originates from the simultaneous sparse com-
pression sensing of multiple signals. The model expression is written as

yj ¼ ujxj ; j 2 1; 2; . . .; Jf g ð3Þ

Multiple signals have the following expression

X ¼

x1
x2
. . .

xJ

2
6664

3
7775 ; Y ¼

y1
y2
. . .

yJ

2
6664

3
7775 ; u ¼

u1

u2

. . .

uJ

2
6664

3
7775 ð4Þ

where, X 2 RJN ; Y 2 R �M�JN ;u 2 R �M�JN ;M ¼Pj2^ Mj, Y ¼ uXT . Both the JSM-1 and
JSM-2 models can be represented as

xj ¼ zc þ zj j 2 f1; 2; � � � ; Jg ð5Þ

where zc ¼ W �Hc, jjHcjj0 ¼ Kc, zj ¼ W �Hj, jjHjjj0 ¼ Kj.
For all original signals xj; j 2 f1; 2; � � � ; Jg, zc is the sparse common part, and the

sparsity of zc over the sparse base W is kc; zj is the unique part of each original signal,
and the sparsity on the same sparse base W is kj. In JSM-1, each signal contains two
parts. The signal constructed by this model is mostly affected by the global environment,
and the local environment affects the local signal. For example, a sensor network is
distributed over a forest to measure temperature, where sunlight is the global influence,
while shades of leaves, water flow, and animal activity can all be considered as local
influences. In contrast, signals under the JSM-2 model only contains the second part.
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The joint sparse decomposition optimization algorithm proposed in this paper is
based on the two models to solve the corresponding sparse coefficient vector.

3 Description of the Proposed Method

3.1 JSM1-OMP Algorithm

First define the signal to be decomposed is X ¼ ½x1; x2; � � � ; xJ �, J is the number of
antennas, xj 2 R

M is the signal received by the antenna j, xjðmÞ is the mth sample of xj,
dictionary is D 2 R

M�N and X can be sparsely represented on the dictionary D.
Considering characteristics of JSM-1 model, we propose the JSM1-OMP algorithm

by exploiting the correlation of signals. We estimate the common part of certain signal
as the common part of other signals, and then calculate the unique part for each signal.
Finally, we sum over the common part and the unique part to recovery the signals. The
specific process is summarized as follows.

(1) Parameter initialization: The number of antennas is J, the antenna receiving
sample is X ¼ ½x1; x2; � � � ; xJ �, the dictionary is D, the common sparsity is Kc, and
the specific part of sparsity is Kj.

(2) The OMP algorithm is used to sparsely decomposes a certain signal. Here, we
select the first signal, and the sparsity is set as the common sparsity Kc so that the
common sparse coefficients of all signals are obtained, i.e.

hc ¼ OMPðx1;D;KcÞ ð6Þ

where hc is the sparsity of the common coefficient, then the common sparse signal
is computed by zc ¼ Dhc.

(3) To find the unique part of each signal, we subtract the common sparse portion
obtained by Step (2) from each signal

x0j ¼ xj � Dhc ð7Þ

(4) Calculate the unique sparse coefficients of each signal, and use the OMP algo-
rithm to sparsely decompose the unique sparse signal of each channel. The
sparsity is Kj; j 2 f1; 2; � � � ; Jg. The dictionary D is still used and the solution
process is

hj ¼ OMPðx0j;D;KjÞ ð8Þ

(5) Calculate the sparse coefficient of each signal and add the common sparse coef-
ficient and the unique sparse coefficient

h0j ¼ hc þ hj j 2 f1; 2; � � � ; Jg ð9Þ
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(6) Recovery multiple antenna samples

x_j ¼ Dh0j j 2 f1; 2; � � � ; Jg ð10Þ

A simple explanation is given for the complexity of the proposed method. First, for
the JSM1-OMP algorithm, the sparse decomposition of the first step exploits the OMP
algorithm, and the complexity is the same as the case in which an OMP algorithm is
used for an antenna with the same sparsity. Then, when the common sparse coefficient
is used as a prior condition to solve the special sparse coefficients, the complexity is
same as the case in which all the antenna signals use the OMP algorithm. Therefore, the
JSM1-OMP possesses lower computational complexity. We use three receiving
antennas as an example and assume that the sparsity of the same component is Kc, the
sparsity of different components is K1;K2;K3, and the size of the dictionary is M � N.
The algorithm complexity of using OMP is Oðð4Kc þK1 þK2 þK3ÞMNÞ, The com-
plexity of JSM1-OMP is OððKc þK1 þK2 þK3ÞMNÞ.

3.2 JSM2-OMP Algorithm

The JSM2-OMP algorithm is an extension of the OMP algorithm under the JSM-2
model. The OMP algorithm under this model is optimized based on the structural
characteristics. The core idea of the algorithm is to require the participation of all
signals to find the index of the coefficient position, rather than just a single signal at a
time. The signal residuals are respectively summed with the dictionary and then
summed as a condition for finding the sparse position index. Specific steps are offered
as follows.

(1) Parameter initialization: count l ¼ 1, Sub-dictionaries T0 ¼ ½�, Residual
rj0 ¼ xjðj ¼ 1; 2; � � � ; JÞ, atomic index set t0 ¼ ½�, The maximum number of iter-
ations interNum ¼ K.

(2) Select the position index of the atom that most closely matches the signal

il ¼ arg max
i¼1;2;���;N

XJ
j¼1

dHi rj;l�1
�� �� !

ð11Þ

(3) Combine the atomic index found in step 2 with the previous index set

tl ¼ tl�1 [ il ð12Þ

(4) Merge the atom corresponding to the index found in step 2 with the previously
selected atom set

Tl ¼ Tl�1 [ dl ð13Þ
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(5) Solve residuals

rj;l ¼ yj � TlððTH
l TlÞ�1TH

l yjÞ ð14Þ

(6) The end of the algorithm is judged: if l[ interNum is satisfied, then step 7 is
performed, if not, then return to step 2.

(7) Find sparse coefficients

h0j ¼ ðTH
l TlÞ�1TH

l xj ð15Þ

(8) Recovery multiple antenna receive signals

x0j ¼ Dh0j ð16Þ

The complexity of the JSM2-OMP algorithm is mainly reflected in the steps of
summing residuals and the inner product of atoms which coincides with the OMP
algorithm. Therefore, the two algorithms are the same complexity. Taking the sparse
decomposition of J antenna signals as an example, we assume that the sparsity of each
antenna signal is K, and the size of the dictionary is M � N. The complexity of the two
algorithms is both OðJKMNÞ

3.3 JSM-OMP Algorithm

The core of this algorithm is to add JSM2-OMP algorithm in the framework of JSM1
model. Considering the characteristics of these two models, in the JSM1-OMP algo-
rithm, the first step of solving the common coefficient sparseness can be replaced with
the JSM2-OMP algorithm. By doing so, the sparse locations can be found more
accurately and errors can be reduced more effectively. We call the improved algorithm
JSM-OMP algorithm. The basic flow of this algorithm is basically the same as that of
JSM1-OMP. It differs only when the second step is to solve common sparse coefficients

hc ¼ JSM2 OMPðX;D;KcÞ ð17Þ

We have already analyzed that the complexity of the JSM2-OMP is the same as that
of the OMP. In the first step, the JSM-OMP is used. The complexity of the algorithm is
the same as the OMP algorithm. When estimating the sparse coefficients of different
compositions, all OMP algorithms are used, and their complexity is also the same.
Therefore, the total complexity of the JSM-OMP algorithm is the same as that of the
OMP algorithm. Taking the sparse decomposition of four antenna signals as an
example, the total complexity of these two algorithms can be expressed as
Oðð4Kc þK1 þK2 þK3 þK4ÞMNÞ.
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4 Numerical Simulations

To illustrate the performance of the proposed algorithm, we first compare it with the
traditional OMP algorithm, and then analyze the performance of the JSM-OMP
algorithm and the JSM1-OMP algorithm. The simulation experiments use the actual
signal model and the signal RMSE to measure the performance of the algorithm.
RMSE can be defined as

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
n¼1

xðnÞ � x̂ðnÞ½ �
vuut ð18Þ

4.1 Sparse Decomposition Effect Simulation of JSM-1 Model Signal

Specific simulation parameters are set as follows. Dictionary is Fourier basis. The
number of rows is M ¼ 256, columns is N ¼ 256. The number of antennas is 6, the
common sparsity is 6, the unique sparsity is set to be the same as 2, each sample is a
different frequency sample combination, and all sample frequencies have the same part
and different parts. Signal-to-noise ratio is set to (−15*25) dB. The results are shown
in Fig. 1. It is observed that their sparse decomposition performance is basically similar
for different SNR. Especially when the SNR is large, it is not difficult to understand
because the essence of the JSM1-OMP algorithm is the OMP algorithm. Therefore, the
algorithm’s sparse decomposition performance should be similar to the OMP algo-
rithm, so its advantages are mainly reflected in the reduced complexity.

Fig. 1. Performance comparison between JSM1-OMP algorithm and OMP algorithm
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4.2 Sparse Decomposition Effect Simulation of JSM-2 Model Signal

Specific simulation parameters are set as follows. Dictionary is Fourier basis. The
number of rows is M ¼ 256, Columns is N ¼ 256.The number of antennas is 10, the
sparsity is K ¼ 7. Each signal is a combination of signals of different frequencies, and
the same signal frequency of different antennas has different coefficients. The SNR is
set to (−15*25) dB.

The simulation results are illustrated in Fig. 2. It can be seen that the recovery
performance of JSM2-OMP is better than that of OMP. This advantage is especially
obvious at low signal-to-noise ratios because the JSM2-OMP algorithm makes full use
of the correlation between signals.

4.3 Sparse Decomposition Effect Simulation of JSM-1 Model Signal

The specific simulation parameter setting is the same as the parameter setting in the
JSM1-OMP algorithm simulation. The simulation results are shown in Fig. 3. Simu-
lation results show that our improved algorithm has obvious performance advantages
over the previously proposed JSM1-OMP algorithm.

Fig. 2. Performance comparison between JSM2-OMP algorithm and OMP algorithm
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5 Conclusions

We first introduce JSM-1 and JSM-2. Then, based on the structural characteristics of
these two models, we propose JSM1-OMP and JSM2-OMP algorithm. The two
algorithms are compared with the traditional sparse decomposition algorithm OMP in
terms of complexity and sparse decomposition performance under multi-antenna
conditions. In terms of complexity, we find that JSM1-OMP is superior to OMP, and
JSM2-OMP is the same as OMP. When it comes to sparse decomposition performance,
JSM1-OMP is similar to OMP, while JSM2-OMP is much better than OMP, especially
in low SNR cases. Then, combining JSM-1 model with JSM2-OMP algorithm, we
propose another joint sparse decomposition algorithm, namely JSM-OMP. This algo-
rithm compensates for the defects of OMP in finding common sparse coefficients and
makes the decomposition performance of the algorithm much improved compared to
JSM1-OMP.
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Abstract. With the rapid development of 5G, massive MIMO tech-
nology has become one of the most important technologies in 5G. How-
ever, while massive MIMO technology could provide reliable performance
guarantee, with the number of antennas increases, the problem of channel
estimation has also become more complicated. To solve this problem, we
propose a channel state estimation and tracking algorithm based on par-
ticle filter, when considering the temporal correlation between the mil-
limeter wave narrowband block fading channels. A channel state model
including channel gain, the angle of arrival, and the angle of departure
has been established. A performance comparison is carried out, in terms
of normalized mean square error, considering massive MIMO channel
estimation, for different algorithms. We also take into account the per-
formance affected by signal to noise ratio and the number of anten-
nas. Numerical results show that the performance can be considerably
improved in the case of a large number of antennas over the conventional
scheme. Furthermore, this algorithm also has better performance under
traditional MIMO conditions.

Keywords: Millimeter wave · Massive MIMO · Channel tracking ·
Particle filter

1 Introduction

With the rapid development of 5G technology, millimeter wave technology has
become a research hotspot in 5G related technologies, because millimeter wave
can provide lower delay and higher transmission rate for the applications in 5G
[10]. However, millimeter wave has higher frequency band compared with tra-
ditional microwave communication. In this case, millimeter wave has a shorter
wavelength, which is much smaller than the size of obstacles. Therefore mil-
limeter has limited scatterings and higher path loss during transmission, which
also makes the millimeter wave channel sparse [6]. Compared with the traditional
communication technology with a lower carrier frequency range, millimeter wave
technology has higher cost and power consumption.

In order to overcome the above shortcomings of millimeter wave, massive
multiple-input multiple-output (MIMO) technology can be used to provide huge
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gain for communication systems [8]. Setting tens or even hundreds of antenna
elements at the base station can provide sufficient array gain and path gain for
the communication system, with high spectral efficiency and energy efficiency
[5]. Since the wavelength of the millimeter wave is short, and the antenna unit
spacing of the uniform linear array (ULA) is half the wavelength, the transmitter
and the receiver can use a large-scale antenna array for information transmission
under the condition of the limited antenna array size. The great path gain of
massive MIMO technology can meet the stringent performance requirements in
5G [9].

Beamforming technology is one of the most important technologies of mas-
sive MIMO. Because beamforming technology can provide huge beam gain for
communication systems to overcome the severe path loss problems caused by
millimeter wave and the hardware limitations in massive MIMO systems [5].
Whether analog beamforming, digital beamforming, or hybrid analog beamform-
ing, the transmit beamforming vector and the receive combiner vector need to
be designed based on channel state information (CSI). Therefore, the design of
a good beamforming structure needs to be obtained through effective channel
estimation.

In general, channel estimation can be divided into two ways: implicit channel
estimation and explicit channel estimation. In the implicit channel estimation
process, the transmitter and the receiver do not need to know the complete
channel state information, and the beamforming can be performed iteratively
through the pre-designed beamforming codebook, under certain standard con-
ditions [1]. However, in this way, the massive MIMO communication system
needs to bear higher complexity costs, which is not able to meet the stringent
performance requirements of the millimeter wave communication system. For
explicit channel estimation, Alkhateeb proposed an adaptive algorithm for esti-
mating the channel, which uses a beamforming vector with different beamwidths
at different stages to search for the paths [2]. The authors of [11] proposed an
algorithm to estimate the angles of arrival (AoA) and angles of departure (AoD)
of the beam by using extended Kalman filter, and achieved good results. The
algorithm is still worth continuing to improve when the number of antennas is
large.

The contributions of this paper are mainly in two aspects. First, we propose a
channel estimation and tracking algorithm that can be applied to multi-antenna
MIMO, where the number of antennas of massive MIMO can sometimes be as
many as hundreds. The traditional MIMO channel estimation algorithm can only
work when the number of antennas is small. Second, our proposed algorithm also
has a good performance when the number of antenna is small, especially in the
case of high signal to noise ratio (SNR).

The rest part of the paper is organized as follows. Section 2 illustrates the
channel model and the temporal correlated of millimeter wave MIMO channel.
Section 3 gives the expression of the observation and presents our algorithm for
channel estimation and tracking. In Sect. 4, performance analysis is presented
comparing our method with traditional one. Then, Sect. 5 concludes this paper.
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2 System Structure and Channel Model

This section introduces the millimeter wave MIMO channel model. A channel
model of the millimeter wave can be established in the angle domain, the expres-
sion of the channel matrix H is

H =
N∑

n=1

αnar (φn,A)aH
t (φn,D) , (1)

where N is the number of paths, αn is the paths gain, ar (φn,A) and at (φn,D)
represent the array response vectors of AoA and AoD, respectively. The φn,A

and φn,D denote AoAs and AoDs of N independent paths. Assume that the ULA
model is deployed at the transmitter and the receiver. Then, the expressions of
the array response vectors in the AoA and AoD are

ar (φn,A) =
1√
Nr

[
1, ej 2π

λ d cos(φn,A), · · · , ej(Nr−1) 2π
λ d cos(φn,A)

]T

(2)

and
at (φn,D) =

1√
Nt

[
1, ej 2π

λ d cos(φn,D), · · · , ej(Nt−1) 2π
λ d cos(φn,D)

]T

, (3)

where λ is the wavelength of the carrier and d is the distance between transmit
antennas.

The following is a signal model for a millimeter wave massive MIMO system.
For simplicity, assume that the pilot x to be transmitted is 1. The received signal
expression can be expressed as

y = wHHf + v

=
N∑

n=1

αnwHar (φn,A)aH
t (φn,D) f + v,

(4)

where the vectors w and f represent the combiner vector and the beamform-
ing vector at the receiver and the transmitter, respectively. The received signal
expression for a specific path will be further introduced in the Sect. 3, and its
form will be further simplified.

2.1 Temporal Correlated Millimeter Wave MIMO Channel Model

Now we consider narrowband block-fading channel state model in the millimeter
wave massive MIMO system [4]. In this channel model, parameters are stable in
the same block and have the temporal correlation in adjacent blocks. First, we
define a channel state vector at block k as

x [k] = [αR [k] , αI [k] , φA [k] , φD [k]]T , (5)

where αR [k] and αI [k] represent the real and imaginary parts of the correspond-
ing path gain of the same path respectively, φA [k] and φD [k] are AoA and AoD
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of the corresponding path. Assume that the path gain in the channel matrix
at different blocks is subject to the first-order Gauss Markov model, as shown
below

αi [k + 1] = ραi [k] + ς [k] , (6)

where ρ ∈ [0, 1] is the time correlation coefficient, which follows Jakes’ model [7]
according to ρ = J0 (2πfDT ). The J0 (·) is the zeroth order Bessel function of
first kind, and the fD and T denote the maximum Doppler frequency and channel
block length, respectively. The subscript i indicates the real or imaginary part of
the path gain, ς [k] ∼ N

(
0, 1−ρ2

2

)
represents excitation noise between adjacent

states. In the adjacent channel blocks, the corresponding AoA and AoD state
update models are

φ [k + 1] = φ [k] + n. (7)

φ [k] ∈ (−π, π] represents the AoA or AoD of the path in the channel, and n
represents state excitation noise.

Through the path gain between the adjacent channel blocks and the state
update model of AoA and AoD, we can conclude that the corresponding chan-
nel state vector equation of the millimeter wave massive MIMO system can be
expressed as follows

x [k + 1] = Fx [k − 1] + u [k − 1] , (8)

where F = diag ([ρ, ρ, 1, 1]) and u [k] ∼ CN (0, Σu), Σu = diag([1−ρ2

2 , 1−ρ2

2 ,
σ2

A, σ2
D]) represents the noise during the update of different state variables.

3 Observation and Channel Tracking

3.1 Observation

In order to complete the implementation of dynamic channel estimation and
tracking algorithm, the corresponding observation equation is needed. We define
ΦA = cos φA − cos φA, ΦD = cos φD − cos φD, where φA represents the beam
direction controlled by the combiner, and cosφD represents the direction of the
beamforming vector at the transmitter. A simplified expression can be get as
follows

wH(φA)ar(φA) =
1

Nr

1 − ejNrkdΦA

1 − ejkdΦA
. (9)

Similarly, we can get a simplified expression of aH
t (φD)f(φD). Then received

signal can be simplified as

y =
I∑

i=1

αi

NrNt

1 − ejNrkdΦA,i

1 − ejkdΦA,i

1 − e−jNtkdΦD,i

1 − e−jkdΦD,i
+ v. (10)

The transmitter transmit the known training symbols through the beam-
forming vector at the transmitter, and the final received signal can be obtained
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by using the combiner vector at the receiver. Section 2 has introduced the mil-
limeter wave dynamic channel state model. Therefore, in the training phase, we
pre-designed the corresponding beamforming matrix F and the combiner matrix
W, which are expressed as

W = [w1,w2, · · · ,wN ],
F = [f1, f2, · · · , fN ],

(11)

where each column of F and W represents a beamforming control vector in
a specified direction. The final expression of the received signal that can be
obtained is

Y = WHHF + V

=

⎡

⎢⎢⎢⎣

wH
1 Hf1 wH

1 Hf2 · · · wH
1 HfN

wH
2 Hf1 wH

2 Hf2 · · · wH
2 HfN

...
...

. . .
...

wH
NHf1 wH

NHf2 · · · wH
NHfN

⎤

⎥⎥⎥⎦ + V.
(12)

We select the elements on the diagonal we want to get

yn = wH
n Hfn + v

=
I∑

i=1

wH
n αiar(φi,A)aH

t (φi,D)fn + v

= αnwH
n ar(φn,A)aH

t (φn,D)fn+
∑

i�=n

αiwH
n ar(φi,A)aH

t (φi,D)fn + v.

(13)

For (13), due to the determinism of the main lobe direction of beamforming,
consider the latter two parameters as a new noise vn. Let fn = a(φ̄n,D), wn =
a(φ̄n,A), by using the conclusion of (10), we can get

yn =
αn

NrNt

1 − ejNrkdΦA

1 − ejkdΦA

1 − e−jNtkdΦD

1 − e−jkdΦD
+ vn

= h(x[k]) + vn.

(14)

In this way, the millimeter wave dynamic channel state model and the observa-
tion model of the system have been established. Next, we are going to present
a algorithm to estimation and tracking the channel state under the state-space
model.

3.2 Particle Filter Based Channel Tracking

Now, the state-space model of the channel through the state model (8) and the
observation model (14) have been established. Here we can try to obtain the
estimation of the channel state parameters by using the Bayesian estimation
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idea. The idea of Bayesian estimation can be expressed as estimating the hid-
den channel state information by prediction and correction. Prediction refers
to estimating the channel state of the current block by using the channel state
estimation of the previous block in consideration of the temporal correlation of
the adjacent blocks. Correction means that the estimated current channel state
is corrected based on the observation value of the current block, so that it is
more likely to close to the true channel state. The idea of Bayesian estimates is
shown in Fig. 1.

Fig. 1. The idea of Bayesian estimation.

In order to use Bayesian estimation, the state model (8) and the observation
model (14) is needed. (8) expresses the changing relationship of channel param-
eters between adjacent blocks, and (14) expresses the relationship between the
channel state and the received signal at a certain block. Bayesian estimates
have a variety of specific forms, such as Kalman filter, extended Kalman filter,
unscented Kalman filter, particle filter, etc., and their application scenarios are
different. The algorithm in [11] tracking the AoA and AoD of the channel by
extended Kalman filter. Extended Kalman filter can be used to estimate param-
eters for slightly nonlinear systems with Gaussian noise, therefore authors of
[11] use it to estimate the AoA and AoD of channel. With the number of MIMO
antennas increases, the nonlinearity of the system will be further improved. It
will be difficult to solve the channel state estimation problem of massive MIMO
by using extended Kalman filter. At the same time, since the channel character-
istics of massive MIMO do not have an ideal model, the actual noise may not
be described by simple Gaussian noise. Therefore, it is considered to estimate
the channel of massive MIMO with particle filter [3]. Particle filter has a good
performance when processing nonlinear systems with non-Gaussian noise.

We give the specific content of our algorithm in Algorithm1, and then give
some definitions of symbols. xk,pre is the predicted value for the x state at k
block, and yk,pre is the observed value for the x state predictor at k block. It is
worth noting that the yk,pre here is a plural. x

(i)
k ∼ p(xk) represents the particle

x
(i)
k extracted from the posterior distribution p(xk) at k block. w(i)

k is the weight
of the corresponding particle.
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Algorithm 1. Particle Filter based Channel Tracking.
Require: Observation = {y1, y2, · · · , yn}. Initial value of channel state x0.
Ensure: xk as the estimation of channel state.
1: Initialization: w

(i)
0 = 1

N
, x

(i)
0 ∼ p(x0)

2: for each blocks k = 1, 2, 3, · · · do
3: for each particle i = 1, 2, 3, · · · , N do
4: State predict: x

(i)
k+1,pre = Fx

(i)
k + uk

5: Observation predict: y
(i)
k+1,pre = h

(
x
(i)
k+1

)
+ vk+1

6: Weights update: e
(i)
k+1 = |yk+1,pre − yk+1|2,

7: w
(i)
k+1 = 1

2πN0
e

−
e
(i)
k+1
2N0

8: end for

9: xk+1 =
N∑

i=1

w
(i)
k+1x

(i)
k+1,pre

10: Resample: x
(i)
k+1 ∼ p(xk+1), w

(i)
k+1 = 1

N

11: end for

When the channel is estimated by particle filter, the diversity of particles
may gradually disappear over time. Therefore, we try to maintain the diver-
sity of the particles by resampling after the estimation is completed at each
blocks. The specific method is drawing a set of N discrete random variables{
I(1), I(2), · · · , I(N)

}
that take values in the corresponding set {1, 2, · · · , N}

with probabilities P
(
I(s) = i

)
= w

(i)
k . Then let w

(i)
k = 1

N . When using parti-
cle filtering, the selection of the importance distribution q (xk|yk) is critical. In
this algorithm, the left side of the particles of the previous moment are multi-
plied by the state transition matrix F and then the disturbance according to the
statistics of the state transition noise u[k] is added.

By observing the algorithm table, It is easy to know that the complexity of
particle filter increases linearly with the increase of the number of particles, and
the requirement of storage also increases linearly with the increase of the number
of particles. Therefore, particle filter’s complexity and storage requirements are
improved compared to extended Kalman filter.

4 Performance Analysis

In order to further verify the reliability of channel estimation and tracking of the
algorithm in millimeter wave massive MIMO system, we carried out a series of
simulation experiments and obtained the conclusion based on the corresponding
simulation results.

The number of ULA antennas used at the transmitter and receiver are Nt, Nr

respectively. ULA at the transmitter and receiver both are based on an analog
beamforming structure. The number of RF chain is one. Pilots is transmitted
under the channel model of millimeter wave narrowband block-fading. Since the
channel of millimeter wave MIMO is sparse, different paths under the channel
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can be more easily distinguished. Assume that there is only one path falls within
the main lobe, and the weak signals in the side lobes are treated as noise. The
time correlation coefficient between adjacent channel blocks is ρ = 0.995, σ2

A =
σ2

D = 0.5
180π

2. The proposed algorithm is been simulated with using N = 1000 as
the number of particles. For the sake of easy, assume only consider one path in
the channel model. For each point in the figures, we simulate 100 blocks.

Compare our proposed algorithm (Abbreviated as PF) with the extended
Kalman filter (Abbreviated as EKF) described in [11], and use the normalized

mean square error (NMSE)
E(‖x̂−x‖2

F )
E(‖x‖2

F ) (where x̂ is the estimation of x) of the

channel state as the evaluation criterion.
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Fig. 2. NMSE of x versus SNR, Nt = Nr = 16.

First, consider the case where the NMSE of both algorithm changes with SNR
from 5 dB to 22 dB when the number of transmitting antennas Nt = 16 and the
receiving antennas Nr = 16. From Fig. 2, it can be seen that the system has
strong linearity due to the small number of transmitting and receiving antennas.
Therefore the EKF has achieved good results in estimating and tracking the
channel in this case. However, it is easy to find that the performance of the
proposed algorithm is still better than EKF at all range of SNR. The difference
between the two algorithms’ NMSE is further widened with the increase of SNR.
The difference is only about 5 dB when SNR = 5 dB, but the difference is about
12 dB when SNR = 22 dB. Moreover, EKF reaches the performance limit when
SNR = 20 dB, and the NMSE curve tends to be gentle. And the estimated value
of both algorithm is more closer to the real situation with the SNR increases.
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Fig. 3. NMSE of x versus SNR, Nt = Nr = 64.

Considering that the number of antennas for massive MIMO can be as high
as hundreds, we have the simulation with Nt = Nr = 64. Figure 3 shows the
NMSE of both algorithm changes with SNR from 7 dB to 17 dB. It can be seen
from Fig. 3 that the EKF is almost completely unable to estimate the state
of the channel in this case, especially the estimation of AoA and AoD. We
present simulation results of the tracking of AoA and AoD over time by EKF
and PF under Nt = Nr = 64 and SNR = 20 dB, which are shown in Figs. 4 and
5, respectively.

We also consider the case where the NMSE of both algorithm changes with
number of transmitting antennas Nt and the receiving antennas Nr from 4 to
64 when the SNR = 20 dB. It can be seen from the Fig. 6 that the processing
capability of the EKF for the channel state is limited to the case where the
number of antennas is less than 32. When the number of antennas exceeds 32,
the estimation and tracking ability of the channel state cannot meet the basic
requirements. The PF algorithm still has good ability to estimate and track
channels when the number of antennas is more than 32.

The reason why EKF does not perform well under these conditions is
extended Kalman filter can only handle a certain degree of nonlinear system.
From the basic principle of EKF, due to the nonlinear tracking of EKF is mainly
approximated to the true value by first-order partial derivative of the Jacobian
matrix. Therefore, when the degree of nonlinearity is high, the EKF cannot track
the dynamically changing parameter information very well. While particle filter
can handle any nonlinear problem. With the number of transmitting antennas
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Fig. 4. EKF, AoA and AoD changes with blocks, SNR = 20 dB, Nt = Nr = 64.
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Fig. 5. PF, AoA and AoD changes with blocks, SNR = 20 dB, Nt = Nr = 64.
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Fig. 6. NMSE of x versus the number of antennas, SNR = 20 dB.

and receiving antennas increases, the degree of nonlinearity of the system also
increases, so PF will achieve better performance.

When the number of antennas is small and the signal to noise ratio is low,
the PF has only a limited gain compared to the EKF. However, the performance
improvement of PF comes at the cost of increased complexity and storage. There-
fore, in practical applications, it is necessary to make a suitable choice among
the two algorithms according to specific requirements.

5 Conclusions

In this paper, we propose a estimation and tracking algorithm based on particle
filter, which can solve the problem of estimating and tracking the channel state
of massive MIMO including channel gain, AoA and AoD. Although the algo-
rithm has higher complexity than the traditional algorithm, the algorithm still
has these advantages: This algorithm has better performance under traditional
MIMO conditions, especially when the SNR is limited. This algorithm can be
extended with the number of antennas increases, and have a great performance
improved by tracking the AoA and AoD of channel.
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Abstract. To handle the performance degradation of space shift keying
(SSK) systems under practical non-Gaussian channels, we propose a deep
neural network model in which an auto-encoder (AE) is developed to
design proper constellations and corresponding demodulation. With full
knowledge of channel statistics, the transmitter and receiver are jointly
optimized in our scheme. By representing the SSK system as an AE, we
consider the cross-entropy loss function for antenna index and formu-
late the overall pipeline using deep learning techniques. Moreover, our
implementation can be adopted in several noise conditions successfully.
Results confirm that our model outperforms the maximum likelihood
(ML) detection scheme in terms of block error rates (BLER).

Keywords: Space shift keying (SSK) · Deep learning · Neural network

1 Introduction

With the increasing varieties of communication scenarios, information transmis-
sion at high speed and reliability has become a main design goal in current
communication systems [1]. Owing to the diversity and multiplexing gain in dif-
ferent transmission paths, research on multiple-input multiple-output (MIMO)
system has aroused much attention. Spatial modulation (SM) is one promising
MIMO techniques that transmits data symbol only on one antenna selected from
an antenna group at each time slot [2,3]. When the antenna transmits a pulse
instead of a symbol, SM reduces to space shift keying (SSK), in which the infor-
mation is transmitted only by the index of the activated antenna. In SSK, only
one antenna is activated at each transmission and thus only one radio frequency
(RF) chain is required. Meanwhile, the problem of inter-channel interference
(ICI) is circumvented naturally.

In SM and SSK systems, AWGN is usually considered as the channel model,
whose closed-form expression can be explained as mathematical analytic formula
directly. Consequently, the design of receiver discrimination schemes is simpli-
fied, leading to improvement of algorithm effectiveness. With full knowledge of
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channel statistics, maximum likelihood (ML) detection scheme can demodulate
the index of the activated antenna at the receiver side. The optimal transmitted
bit streams can be recovered based on the code book. In practical communica-
tion scenarios, however, with the coexistence of complex interferences such as
filtering, channel fading and other non-linear effects, the channel noise deviates
from Gaussian distribution and exhibits non-Gaussian characteristics [4]. Moti-
vated by the irritable performance degradation [5], the SSK system under such
non-Gaussian practical channels requires much investigation.

Inspired by the strong learning ability from data, the neural network (NN)
structure has been widely used in nonlinear function fitting [7]. The abstract
features learned from neural networks together with the strengths of nonlinear
approximations can process multiple types of data recovery problems in com-
puter vision (CV) [8] and nature language processing (NLP) [9]. Moreover, neu-
ral networks have already been extended to communication systems including
modulation recognition [11], channel estimation [12], channel decoding [13] and
CSI feedback [14]. Generally, the communication system is considered as a black
box with an end-to-end deep learning architecture [15], and all functionalities are
embedded in several layers where the performance can be enhanced jointly. Sim-
ilar with the training regimes in supervised learning, after back propagation and
updates of parameters, the NN implementations learn efficient representations
of data and achieve excellent performance.

Taken into consideration those work, in this paper, we present a deep learn-
ing based framework in SSK system. The contributions of this paper can be
summarized as follows:

1. By characterizing the transmitter and receiver into an auto-encoder (AE), we
design a novel end-to-end framework of SSK system. The implementations
can be jointly optimized and finally we obtain convincing results competitive
with current state-of-art ML methods.

2. We evaluate the adaptability of our proposed framework and verify the
robustness with practical noise interferences. The system under considera-
tion is composed of a rayleigh fading channel with white noise while suffering
from a high power radar pulse interferences simultaneously. Our DL-based
SSK framework can be applied directly and achieve reliable results.

The remainder of the paper is organized as follows. Section 2 describes our
DL-based SSK model, including a brief introduction of SSK system. In Sect. 3,
the simulation results are provided. The adaptability will be analyzed as well.
Finally Sect. 4 concludes the paper.

2 System Model

2.1 SSK System

The SSK system model is composed of Nt transmit antennas and Nr receive
antennas. A sequence of independent bit streams b = {b1, b2, · · · , bk} enters



72 Y. Zhang et al.

a channel encoder and the corresponding output c = {c1, c2, · · · , cn} is gen-
erated, where k and n represent the input and output dimensions of channel
encoder, respectively. The sequence c then be modulated as the constellation
point x = [x1, x2, · · · , xNt ]

T , where x corresponds to transmission information
of m = log2(Nt) bits. The power limit can thus be represented as

Ex(xHx) = 1. (1)

Hence, the received signal is

y =
√

ρHx + ζ, (2)

where H is an Nr ×Nt wireless communication channel matrix, and is combined
with an independent identically distributed (i.i.d) additive white Gaussian noise
(AWGN) denoted as ζ = [ζ1, ζ2, · · · , ζNr ]

T . ρ is the average signal to noise ratio
(SNR) at each receive antenna. H and ζ are subject to i.i.d complex Gaussian
distribution, respectively.

Futhermore, SSK maps a set of m-bit information to symbol xj , which will
then be transmitted through the j-th antenna. The symbol itself contains no
information, while its position in the constellation point x indeed reflects the
actual message. The one-hot vector x determines the index of the activated
antenna which is thus defined as

xj
.= [0, 0, · · · , 1, · · · , 0, 0]T , (3)

where 1 (the pulse) is the j-th element. The simplified received signal in Eq. 2
can be formulated as

y =
√

ρhj + ζ, (4)

in which hj refers to the j-th column vector of channel transmission matrix H.
According to the prior that the probability of the signal input is equal, we adopt
the optimal ML detector as

ĵ = arg max
j

PY(y | xj ,H) = arg max
j

‖y − √
ρhj‖2F , (5)

PY(y | xj ,H) =
exp(−‖y − √

ρhj‖2F )
πNr

, (6)

where ‖ · ‖F refers to the Frobenius norm of vectors and ĵ is the discriminated
index of the activated antenna.

In practical communication scenarios, where a distant noise with high power
appears occasionally with a certain probability and contaminates the original
transmitted signal, the overall channel noise deviates from Gaussian distribu-
tion and exhibits non-Gaussian characteristics. In this paper, we consider the
interference of radar signals, which has caused widespread concern in the next
generation of wireless communication system [11]. The transmitted signal can
then be mathematically expressed as

y =
√

ρhj + ζ + ω, (7)
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where ζ remains to be AWGN and ω is the subject to the Gaussian distribution
N (0, σ2

ω) with the probability of occurrence w:

ω ∼
{

N (0, σ2
ω) w

0 1 − w
. (8)

Notice that σ2
ω is supposed to be a higher variance compared to AWGN.

2.2 Deep Learning-Based Model

Based on the above introduction, here we consider the deep learning-based SSK
system in which the number of transmit antenna Nt = 4 and the number of
receive antenna Nr = 1. To prevent confusion we denote the DL-based model as
SSK-NN in the following sections. In conventional system, the activated antenna
transmits a pulse and the entire information is conveyed through the antenna
index. For our SSK-NN model, the activated antenna transmits a learned mod-
ulation constellation instead. The overall pipeline is represented in Fig. 1.

Fig. 1. The SSK-NN overall pipeline. The transmitter end adopts ai as the input vector
and the training samples for the neural network. In the receiver end, the received signal
y will then be discriminated through two full-connected layers and finally classified by
a softmax function.

The transmitter end adopts ai as the input vector and the training samples
for the neural network. The dimension of a equals to the number of transmit
antenna Nt = 4. Since each transmission activates only one antenna, a is asso-
ciated with corresponding one-hot vector. The modulation unit is constructed
with a three-layers AE where two fully-connected layers and one normalization
layer can generate a two-dimension output x. The normalization layer ensures
the output constellation points satisfying the power limit and thus to meet the
design requirements of communication physical layer. We then treat the two
components of x as two values of I/Q paths and convert x to a constellation
point. Therefore, immediately after the AE modulating a one-hot vector to the
corresponding symbol, the activated antenna will transmit it through its own
transmission path. Moreover, in the receiver end, the received signal y will then
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be discriminated through two full-connected layers and finally classified by a
softmax function:

Si =
exp(Vi)∑
j exp(Vj)

, (9)

where Vi represents the output of the i-th neurons in the former layer. The
cross-entropy loss will be calculated as

Loss = −
Nt∑
i=1

Si ln(Si), (10)

which then guides the back propagation and stochastic gradient descent (SGD)
methods to update parameters in dense layers. Once the training process is
completed, the obtained class number (the largest Si) can predict the antenna
index.

Specifically, our SSK-NN system has no strict requirement on the number
of Nr in practical design. For simulation convenience, we choose Nr = 1 in this
paper. Since the training process only makes use of a and y, the NN architecture
remains valid even though there is no channel analytic formula given. Overall,
the communication system is considered as a black box with an end-to-end deep
learning architecture and the parameters of NNs can be jointly optimized.

3 Simulation Results

In this section, we provide several simulation results to confirm the performance
of our proposed model. The NN architecture is constructed through the system
model. The parameters of the network structure are provided in Table 1.

Table 1. Network structure

Layers Output dimensions

Dense+ReLu 4

Dense 2

Normalization 2

·Channel+Noise 2

Dense+ReLu 2

Dense+ReLu 2

Dense+Softmax 4

To meet the power limit, the noise layer is represented with a definite vari-
ance σ = (2REb/N0)−1, where Eb/N0 refers to the ratio of energy per bit Eb

and noise power spectral density N0. The communication rate of the system
is R = 1 and the fixed energy constraint is ‖x‖22 = 2 (the dimension of the
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output constellation). We measure the SSK-NN performance using block error
rate (BLER), i.e. P (ĵ �= j) and compare the trained neural networks with ML
detection methods. Without loss of generality, the training set consists of 1000
samples and is trained for 150 epoches. The code is implemented in PyTorch.

3.1 The Baseline Model

Based on Fig. 1, the transmitter consists of a three-layers feed forward NN, the
channel is represented by an fixed-variance additive noise layer and the receiver
is implemented as a feed forward NN as well. The AE is trained end-to-end
using Adam [16] on the set of all possible messages, i.e. four kinds of a. The
cross-entropy loss function is used and the learning rate is set as 0.001. Training
is completed at a fixed value Eb/N0 = 7 dB and testing is done at the SNR
ranging from −2 dB to 10 dB. The BLER comparison is provided in Fig. 2. Notice
that in AWGN channels, the ML detection is optimal theoretically. The similar
performance provided above indeed verifies the feasibility of our deep learning
method.

Fig. 2. Nt = 4 and Nr = 1. Trained at SNR=7dB.

3.2 The Transmission Model

Considering the time-invariant channel following a standard complex Gaussian
distribution CN (0, 1). The power limit of y will still be satisfied owing to the
fixed unit variance. In addition, the AWGN still exists. The considered channel
is represented by a multiplier matrix H combined with the additive layer. The
AE is trained end-to-end using Adam optimizer at a fixed SNR = 7 dB and a
learning rate 0.001 as well. The BLER comparison is presented in Fig. 3. Specif-
ically, there is a consistent performance gain in a wide testing SNR range, from
−2 dB to 10 dB. Our SSK-NN optimizes the AE with respect to the transmission
channel and outperforms the ML detection, getting benefit from the adaptive
constellation design.
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In practical communications, the training process needs to be conducted first.
Then the desirable demodulation performance can be obtained over the entire
range of noises just after a quick parameter fine-tuning adjustment. For a more
convincing comparison, the constellation needs to be examined with some higher-
order modulation schemes, applying a channel code for instance. Discussion of
these topics is out of the scope of this paper and left to our further research.

Fig. 3. Nt = 4 and Nr = 1. Complex Gaussian channels are considered. Trained at
SNR=7dB.

3.3 Adaptability in Interfering Channels

Since the training process regards the channel as a black-box, only the signal
input x and the received symbol y are concerned, which suggests the experi-
ments on non-Gaussian channels worthy a try. We recall the radar interferences
introduced in Sect. 2. The non-Gaussian channel model we focus here can be
mathematically represented as Eq. 7. Following the above channel design app-
roach, the expression of non-Gaussian radar interferences noise is consistent with
the AWGN. The additional noise layer with the fixed variance σ2

ω will be added
to the NN structure. The training SNR of AWGN is set to be 7 dB while the
SNR of radar interferences is 5 dB of higher power. The possibility of interfer-
ences occurrence is 0.01, which implies the sporadic and unpredictable of such
non-Gaussian scenarios. We still adopt the Adam optimizer with learning rate
0.001 and the BLER results are shown in Fig. 4. Considering the NN implemen-
tation and the traditional ML scheme of non-Gaussian noise in the case of 5 dB,
both of them have some degradation with respect to the ideal channel setting.
Obviously, the SSK-NN outperforms ML at the whole SNR testing ratio. The
neural network utilizes its ability to simulate nonlinear degradation and achieve
the optimization for communication under non-Gaussian channels.
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Fig. 4. Nt = 4 and Nr = 1. Complex Gaussian channels are considered. Trained at
SNR=7dB with 5 dB radar noises.

4 Conclusion

In this paper, we propose an ene-to-end neural network implementation of SSK
system. We develope an AE to design proper constellation points and the cor-
responding demodulation scheme is obtained simultaneously. The advantages in
simulating non-linear functions of deep learning method is taken to overcome the
non-Gaussian interference in communication scenarios. The results are analyzed
and the comparison convinces that our model presents competitive performance
with strong adaptability under non-Gaussian interference.

The lightweight network constructed in SSK system can be expanded to more
complicated communication scenarios with more sophisticated network struc-
ture. We will continue to investigate for further applications.
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Abstract. In this work, we investigate the non-orthogonal multiple
access (NOMA) enabled power allocation for cooperative jamming under
a two-user downlink scenario. In particular, we consider that there exists
a malicious eavesdropper overhearing the data transmission of the mobile
user (MU) with a stronger channel power gain. Meanwhile, exploiting the
simultaneous transmission in NOMA, we consider that the other MU
with a weak channel power gain provides cooperative jamming to the
eavesdropper for enhancing the secure throughput of the stronger MU.
In particular, we formulate a power allocation problem to maximize the
secure throughput of the strong MU while satisfying the throughput
requirement of the weak MU. Despite the non-convexity of the formu-
lated problem, we provide an efficient algorithm to compute the optimal
solution (i.e., the power allocations for the two users). Numerical results
are provided to validate the effectiveness of our proposed algorithm and
the performance of our optimal power allocation scheme.

Keywords: Non-orthogonal multiple access · Cooperative jamming ·
Power allocation

1 Introduction

Non-orthogonal multiple access (NOMA), which allows mobile users (MUs) to
simultaneously use a same frequency channel for data transmission and further
adopts the principle of successive interference cancellation (SIC) to mitigate
the MUs’ co-channel interference, has been considered as one of the enabling
technologies for the fifth generation (5G) cellular systems [1,2]. Compared with
the conventional orthogonal multiple access (OMA), NOMA has been expected
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to significantly improve the spectrum efficiency and the system throughput, and
thus has attracted lots of research efforts. Many studies have been devoted to
analyzing the potential performance advantage of NOMA [3,4], and NOMA
has been exploited for many potential applications, e.g., heterogeneous cellular
systems and mobile data offloading [5,6]. In particular, the proper radio resource
allocation plays a critical role to reap the benefits of NOMA, and thus has
attracted lost of interests for different network paradigms [7–11].

In addition to the improvement on spectrum efficiency and throughput, the
simultaneous data transmissions of different MUs over a same frequency chan-
nel can also yield an important benefit, namely, the cooperative jamming to
encounter the overhearing of some potential eavesdropper. Specifically, let us
consider that a downlink NOMA scenario in which the base station (BS) uses
NOMA to simultaneously transmit to a group of MUs. There exists a malicious
eavesdropper who intentionally overhears the transmission of a targeted MU.
Thanks to NOMA, the BS’s transmissions to other MUs provide the cooperative
jamming to the eavesdropper, which thus improves the secrecy level of the tar-
geted MU. In this work, we thus investigate this cooperative jamming provided
by NOMA via proper power allocation. Our detailed contributions in this work
can be summarized as follows.

– We consider a representative scenario in which the BS uses NOMA to send
data to two different MUs, i.e., one MU with a strong channel power gain
and the other with a weak channel power gain, and there exists a malicious
eavesdropper who intentionally overhears the strong MU’s data. Thanks to
NOMA, the BS’s transmission to the weak MU provides a cooperative jam-
ming to the eavesdropper and thus helps enhance the secure throughput for
the strong MU. To analytically study this problem, we formulate an optimal
power allocation problem that aims at maximizing the strong MU’s secure
throughput while satisfying the throughput requirement of the weak MU and
the total power capacity of the BS.

– We use the secrecy-outage probability based on the physical layer security
[12,13] to quantify how secure it is for the strong MU’s transmission. Despite
the non-convexity of the formulated power allocation problem, we identify
the monotonic property via a vertical decomposition and thus propose an
efficient layered-algorithm to compute the optimal solution. To further reduce
the complexity, we exploit the hidden unimodal property with the respective
to the secrecy-outage level and propose a low-complexity to compute the
solution.

– We provide extensive numerical results to validate the effectiveness of our pro-
posed algorithm and the performance advantage of the optimal cooperative
jamming in enhancing the user’s secure throughput.

The remainder of this paper is organized as follows. In Sect. 2, we present the
system model and problem formulation. We focus on analyzing the most general
case of the formulated problem in Sect. 3 and propose an efficient algorithm to
compute the optimal solution. Numerical results are provided in Sect. 4, and
conclusions are given in Sect. 5.
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Fig. 1. System model

2 System Model and Problem Formulation

2.1 System Model and Formulation

We consider a two-user downlink NOMA scenario as shown in Fig. 1, in which
the BS uses NOMA to simultaneously send data to two MUs. We use g1, g2, and
gE to denote the channel power gains from the BS to MU 1, MU 2, and the eaves-
dropper, respectively. For the sake of easy presentation, we assume that g1 ≥ g2,
meaning that MU 1 has a stronger downlink channel power gain than MU 2.
Meanwhile, there exists a malicious eavesdropper who intentionally overhears
the BS’s data transmission to MU 1 (i.e., the strong user). Exploiting NOMA,
the transmission to MU 2 provides a cooperative jamming to the eavesdropper
for enhancing the security of MU 1’s transmission. Let p1 and p2 denote the BS’s
transmit-powers to MU 1 and MU 2, respectively. Thus, based on the physical
layer security [12,13], the secure throughput from the BS to MU 1 can be given
as

Rsec
1 =

[
W log2(1 +

p1g1
n1

) − W log2(1 +
p1gE

nE + p2gE
)
]+

, (1)

in which W denotes the channel bandwidth, n1 and nE denote the power of
the background noise, respectively. Here, function [x]+ denotes max(x, 0). In
particular, the accurate value of gE may not be available, since the eavesdropper
may intentionally hide its location information. Thus, similar to [13], we assume
that gE follows an exponential distribution with the mean equal θ. Taking into
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account the randomness in gE, we can express the probability that MU 1’s data
cannot be overheard by the eavesdropper as follows

Psecure(x1, p1, p2) = Pr
{
Rsec

1 ≥ x1|Rsec
1 ≥ 0

}
, (2)

where variable x1 denotes the assigned throughput x1 for MU 1. Correspond-
ingly, the outage probability, i.e., the probability that MU 1’s data is overheard
by the eavesdropper is

Poutage(x1, p1, p2) = 1 − Psecure(x1, p1, p2). (3)

With (3) we formulate the following secure throughput maximization (STM)
as follows.

(STM) max x1

(
1 − Poutage(x1, p1, p2)

)
subject to: Poutage(x1, p1, p2) ≤ εmax, (4)

p1 + p2 ≤ P tot
B , (5)

W log2
(
1 +

p2g2
p1g2 + n2

) ≥ Rreq
2 , (6)

variables: x1, p1, and p2.

In Problem (STM), the objective function denotes MU 1’s secure throughput.
Constraint (4) limits the secure-outage probability for MU 1’s transmission no
greater than the required secrecy-requirement εmax. Constraint (5) means that
the BS’s total power consumption for both MUs cannot exceed the budget of
P tot
B , and finally, constraint (6) means that MU 2 can reach its throughput

requirement Rreq
2 .

2.2 Analysis of the Secrecy-Outage Probability

To solve Problem (STM), we firstly derive the analytical expression of
Poutage(x1, p1, p2) as follows.

Proposition 1. The analytical expression of the outage probability
Poutage(x1, p1, p2) can be given in the following four cases:

– (Case-I) when x1 > W log2(1 + p1g1
n1

), then we have

Poutage(x1, p1, p2) = 1. (7)

– (Case-II) when W log2(1 + p1g1
n1

) ≥ x1 ≥ W log2(1 + p1g1
n1

) − W log2(1 + p1
p2

)
and p2 ≥ n1

g1
, then we have

Poutage(x1, p1, p2) = e− 1
θ M , (8)

where parameter M is given by:

M =
nE

p1

1
1

(1+
p1g1

n1
)2− x1

W −1
− p2

p1

. (9)



Non-orthogonal Multiple Access Enabled Power Allocation for Cooperative 83

– (Case-III) when W log2(1 + p1g1
n1

) − W log2(1 + p1
p2

) ≥ x1 and p2 ≥ n1
g1
, we

have

Poutage(x1, p1, p2) = 0. (10)

– (Case-IV) when W log2(1 + p1g1
n1

) ≥ x1 ≥ W log2(1 + p1g1
n1

) − W log2(1 + p1
p2

)
and p2 < n1

g1
, then we have

Poutage(x1, p1, p2) =
e− 1

θ M − e− 1
θ

g1nE
n1−g1p2

1 − e− 1
θ

g1nE
n1−g1p2

, (11)

with parameter M given in (9) before.

Proof. Based on (2), we have

Psecure(x1, p1, p2) =
Pr

{
Rsec

1 ≥ x1

}
Pr

{
Rsec

1 ≥ 0
} . (12)

In particular, based on (1), we can derive Pr
{
Rsec

1 ≥ 0
}

as

Pr
{
Rsec

1 ≥ 0
}

=

{
1, when p2 ≥ n1

g1

1 − e− 1
θ

g1nE
n1−g1p2 , when p2 < n1

g1

(13)

In particular, (13) is consistent with the intuition, namely, Rsec
1 is always positive

when p2 is sufficiently large (i.e., MU 2 provides a sufficiently large jamming to
the eavesdropper).

To derive Pr
{
Rsec

1 ≥ x1

}
(with x1 ≥ 0), we consider:

W log2(1 +
p1g1
n1

) − W log2(1 +
p1gE

nE + p2gE
) ≥ x1

⇐⇒ n1 + p1g1
n1

2− x1
W − 1 ≥ p1gE

nE + p2gE
(14)

⇐⇒ nE

p1gE
≥ 1

(1 + p1g1
n1

)2− x1
W − 1

− p2
p1

(15)

Notice that the equivalence between (14) and (15) requires x1 ≤ W log2(1+ p1g1
n1

).
Otherwise (i.e., x1 > W log2(1 + p1g1

n1
)), there always exists Pr

{
Rsec

1 ≥ x1

}
= 0

according to (1), which leads to Case-I in Proposition 1.
In the next, we consider x1 ≤ W log2(1 + p1g1

n1
) for Case-II, Case-III, and

Case-IV.
In particular, let us first consider the case that p2 ≥ n1

g1
(i.e., the case of

Pr
{
Rsec

1 ≥ 0
}

= 1 in Eq. (13)). Then, we have

Pr
{
Rsec

1 ≥ x1

}
= 1 when p2 ≥ n1

g1
and

x1 ≤ W log2(1 +
p1g1
n1

) − W log2(1 +
p1
p2

). (16)
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As a result, we have Poutage(x1, p1, p2) = 0, which corresponds to Case-III in
Proposition 1.

In addition, we have

Pr
{
Rsec

1 ≥ x1

}
= Pr{gE ≤ M} when p2 ≥ n1

g1
,

and

W log2(1 +
p1g1
n1

) ≥ x1 ≥ W log2(1 +
p1g1
n1

) − W log2(1 +
p1
p2

),

where parameter M is given in Eq. (9) (notice that M can be derived from (15)).
As a result, we have

Poutage(x1, p1, p2) = e− 1
θ M , (17)

which corresponds to Case-II in Proposition 1.
Finally, when p2 < n1

g1
, i.e., the case of Pr

{
Rsec

1 ≥ 0
}

= 1 − e− 1
θ

g1nE
n1−g1p2 in

Eq. (13), then we again have

Pr
{
Rsec

1 ≥ x1

}
= Pr{gE ≤ M} when p2 <

n1

g1
,

and

W log2(1 +
p1g1
n1

) ≥ x1 ≥ W log2(1 +
p1g1
n1

) − W log2(1 +
p1
p2

).

As a result, we have

Poutage(x1, p1, p2) =
e− 1

θ M − e− 1
θ

g1nE
n1−g1p2

1 − e− 1
θ

g1nE
n1−g1p2

(18)

which corresponds to Case-IV in Proposition 1. Notice that based on (9), there
always exists M < g1nE

n1−g1p2
.

We thus finish the proof of Proposition 1.

To solve Problem (STM), we need to consider the above four cases given in
Proposition 1, and the maximum secure throughput V ∗ of Problem (STM) can
be given as:

V ∗ = max{V I∗, V II∗, V III∗, V IV∗}, (19)

where V I∗, V II∗, V III∗, and V IV∗ denote MU 1’s maximum secure throughput
under Case-I, Case-II, Case-III, and Case-IV, respectively. It is noticed that
Case-I is a trivial case since V I∗ = 0. In the following, due to the limited space
in the paper, we focus on solving Problem (STM) under the most difficult case,
i.e., Case-IV. The other two cases, i.e., Case-II and Case-III, can solved in a
similar manner.
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3 Optimization Problem Under Case IV

In this section, we focus on solving Problem (STM) under Case-IV. We introduce
an auxiliary variable ε which denotes the secrecy-outage probability of MU 1,
i.e.,

ε =
e− 1

θ M − e− 1
θ

g1nE
n1−g1p2

1 − e− 1
θ

g1nE
n1−g1p2

(20)

according to (11).
Thus, based on (20), we can derive the following secrecy-based throughput

for MU 1:

x̂IV
1 (ε, p1, p2) = W log2(1 +

p1g1
n1

) − W log2(1 +
p1z(ε,p2)

nE + p2z(ε,p2)
), (21)

where parameter z(ε,p2) is given by:

z(ε,p2) = −θ ln
(
ε + (1 − ε)e− 1

θ

g1nE
n1−g1p2

)
. (22)

Notice that z(ε,p2) is always positive, since p2 ≤ n1
g1

holds in Case-IV. The secrecy-
based throughput x̂IV

1 (ε, p1, p2) can be treated as the maximum throughput of
MU 1, under the given transmit-powers (p1, p2) as well as the given level of the
secrecy-outage ε.

An observation on x̂IV
1 (ε, p1, p2) is as follows.

Lemma 1. There always exists

x̂IV
1 (ε, p1, p2) > W log2(1 +

p1g1
n1

) − W log2(1 +
p1
p2

),

meaning that x̂IV
1 (ε, p1, p2) is compatible with the conditions of Case- IV in

Proposition 1.

Proof. Based on (21), we can analytically express x̂IV
1 (ε, p1, p2) as follows:

x̂IV
1 (ε, p1, p2) = W log2(1 +

p1g1
n1

) − W log2(1 +
p1z(ε,p2)

nE + p2z(ε,p2)
)

> W log2(1 +
p1g1
n1

) − W log2(1 +
p1
p2

).

We thus finish the proof of Lemma1.

Based on Lemma 1, we can obtain the equivalent form of Problem (STM)
under Case-IV as follows:

(STM-E-IV): max x̂IV
1 (ε, p1, p2)(1 − ε)

subject to: p2 ≤ n1

g1
, (23)

0 ≤ ε ≤ εmax, (24)
constraints (5), (6), and (21).

variables: p1, p2, and ε.
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Notice that constraint (23) comes from the condition of Case-IV. However,
directly solving Problem (STM-E-IV) is still difficult since Problem (STM-E-
IV) is a non-convex optimization problem [14].

To tackle with this difficulty, we exploit a vertical decomposition as follows.
Suppose that the values of (p2, ε) are given in advance. We firstly aim at finding
the corresponding optimal p1 (as a response to (p2, ε)), which corresponds to
solving the following optimization problem:

(STM-E-IV-Sub) V IV-Sub
(p2,ε) = max

n1(nE + p2z(ε,p2)) + p1g1(nE + p2z(ε,p2))
n1(nE + p2z(ε,p2)) + p1n1z(ε,p2)

variable: 0 ≤ p1 ≤ min
{
p2(2

R
req
2
W − 1)−1 − n2

g2
, P tot

B − p2
}
. (25)

In particular, we can analytically solve Problem (STM-E-IV-Sub) based on
the following result.

Proposition 2. Given (p2, ε), the optimal solution of Problem (STM-E-IV-Sub)
can be analytically given by:

pIV∗
1,(p2)

=

{
p2(2

R
req
2

W − 1)−1 − n2
g2

, if p2 ≤ pIV,Tr
2

P tot
B − p2, else

(26)

where pIV,Tr
2 = 2

R
req
2

W −1

2
R

req
2

W

(P tot
B + n2

g2
), if the following condition holds:

n1(nE + p2z(ε,p2)) + pIV∗
1,(p2)

g1(nE + p2z(ε,p2))

n1(nE + p2z(ε,p2)) + pIV∗
1,(p2)

n1z(ε,p2)

> 1. (27)

Otherwise (namely, (27) does not hold), then Problem (STM-E-IV-Sub) is infea-
sible.

Proof. The key of the proof is to show that the first order derivative of the
objective function of Problem (STM-E-IV-Sub) is increasing in p1. Therefore,
for the sake of clear presentation, we introduce the following three auxiliary
parameters:

A = n1(nE + p2z(ε,p2)), (28)
B = g1(nE + p2z(ε,p2)), (29)
C = n1z(ε,p2). (30)

With the above defined A, B, and C, we can derive

d

dp1

(A + Bp1
A + Cp1

)
=

A(B − C)
(A + Cp1)2

. (31)

We next focus on proving that B > C, namely, g1(nE + p2z(ε,p2)) > n1z(ε,p2)

always holds. The details are as follows. Based on (22) and p2 < n1
g1

, we can
make the following derivations:



Non-orthogonal Multiple Access Enabled Power Allocation for Cooperative 87

g1(nE + p2z(ε,p2)) > n1z(ε,p2)

⇐⇒ g1nE

n1 − g1p2
≥ z(ε,p2) = −θ ln

(
ε + (1 − ε)e− 1

θ

g1nE
n1−g1p2

)

⇐⇒ e− 1
θ

g1nE
n1−g1p2 ≤ ε + (1 − ε)e− 1

θ

g1nE
n1−g1p2

⇐⇒ e− 1
θ

g1nE
n1−g1p2 ≤ e− 1

θ

g1nE
n1−g1p2 + (1 − e− 1

θ

g1nE
n1−g1p2 )ε.

With p2 < n1
g1

, we have e− 1
θ

g1nE
n1−g1p2 < 1, meaning that the above inequality

always holds. As a result, B > C always holds, which finishes the proof. Since
the objective function of Problem (STM-E-IV-Sub) is increasing in p1, it gives
us the optimal solution in (26). Meanwhile, condition 27 is used to guarantee
that x̂IV

1 (ε, pIV∗
1,(p2)

, p2) ≥ 0.

As a result, we can analytically express V IV-Sub
(p2,ε) as follows:

V IV-Sub
(p2,ε) =

n1(nE + p2z(ε,p2)) + pIV∗
1,(p2)

g1(nE + p2z(ε,p2))

n1(nE + p2z(ε,p2)) + pIV∗
1,(p2)

n1z(ε,p2)

. (32)

3.1 Proposed Algorithm to Find the Optimal (p2, ε)

Based on (32), we then continue to find the optimal (p2, ε), which corresponds
to solving the following problem:

(STM-E-IV-Top): max(1 − ε)W log2
(
V IV-Sub
(p2,ε)

)
subject to: 0 ≤ p2 ≤ min{P tot

B , n1
g1

},

constraints: (32) and (24),
variables: (p2, ε).

An important observation of Problem (STM-E-IV-Top) is that p2 falls within
a fixed interval p2 ∈ [0,min{P tot

B , n1
g1

}], and ε falls within a fixed interval ε ∈
[0, εmax]. Therefore, to solve Problem (STM-E-IV-Top), we can perform a two-
dimensional linear-search (2DLS) on (p2, ε) within [0,min{P tot

B , n1
g1

}] × [0, εmax]
(with small step-sizes Δε and Δp). The details are shown in the following 2DLS-
Algorithm. Notice that the overall complexity in solving Problem (STM) under

Case-IV is just εmax

Δε

min{P tot
B ,

n1
g1

}
Δp

.
Let (pIV∗

2 , εIV∗) denote the output of our 2DLS-Algorithm. Then, we have
pIV∗
1 = pIV∗

1,(pIV∗
2 )

(according to (26)), and xIV∗
1 = x̂IV

1 (εIV∗, pIV∗
1 , pIV∗

2 ) (according
to (21)). Thus, the maximum secure throughput of MU 1 under Case-IV is
V IV∗ = xIV∗

1 (1 − εIV∗).
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Sub-Algorithm: to solve top-problem (STM-E-IV-Sub) and find (V IV-Sub
(pcur

2 ,εcur))

1: Input: pcur
2 and εcur.

2: Set pIV∗
1,(pcur

2 ) according to (26).

3: if constraint(27) holds then
4: Set V IV-Sub

(pcur
2 ,εcur) according to (32).

5: else
6: Set V IV-Sub

(pcur
2 ,εcur) = 1.

7: end if
8: Output: V IV-Sub

(pcur
2 ,εcur) and (1 − εcur)W log2

(
V IV-Sub
(pcur

2 ,εcur)

)
.

2DLS-Algorithm: to solve top-problem (STM-E-IV-Top) and output V IV∗

and the corresponding (pIV∗
2 , εIV∗)

1: Initialization: Set step-size Δε and Δp as a small number. Set CBV = 0 and
CBS = ∅.

2: Set pcur
2 = Δp, εcur = Δε.

3: while pcur
2 ≤ min{P tot

B , n1
g1

} do
4: while εcur ≤ εmax do
5: Use Sub-Algorithm to compute V IV-Sub

(pcur
2 ,εcur).

6: if (1 − εcur)W log2

(
V IV-Sub
(pcur

2 ,εcur)

)
> CBV then

7: Set CBV = (1 − εcur)W log2

(
V IV-Sub
(pcur

2 ,εcur)

)
.

8: Set CBS = (pcur
2 , εcur).

9: end if
10: Update εcur = εcur + Δε.
11: end while
12: Update pcur

2 = pcur
2 + Δp.

13: end while
14: Output: V IV∗ = CBV and (pIV∗

2 , εIV∗) = CBS.

3.2 A Low-Complexity Algorithm Based on the Brent’s Method

To further reduce the complexity of 2DLS-Algorithm, we identify the follow-
ing property. Specifically, support that the value of p2 is given in advance,
we enumerate ε ∈ [0, εmax] with a small step-size Δε. The corresponding
results are shown in Fig. 2 below. Notice that for each given (p2, ε), we can
use (26) to compute pIV∗

1,(p2)
and obtain the corresponding secure throughput

(1 − ε)W log2
(
V IV-Sub
(p2,ε)

)
. Specifically, the left subplot shows the case when

pIV∗
1,(p2)

= p2(2
R

req
2
W − 1)−1 − n2

g2
, and the right subplot shows the case when

pIV∗
1,(p2)

= P tot
B − p2.

As shown in both subplots, with the respectively given p2, the secure through-
put is always unimodal in ε. Such a phenomenon is consistent with the intu-
ition, namely, neither a too large ε nor a too small ε will be beneficial to the
secure throughput. A too large ε (meaning a too weak secrecy-level) will directly
reduce the secure throughput. In comparison, a too small ε (meaning a too strict
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secrecy-level) will require larger a larger power consumption, which consequently
limits the secure throughput due to (5). Thanks to this hidden unimodal prop-
erty, we can use the Brent’s method [15] to find ε∗ under given p2. The Brent’s
method is a numerical algorithm that jointly exploits the golden-section search
and the parabolic interpolation, with the objective of efficiently finding the opti-
mum of a single-variable function. In particular, for the unimodal function [15],
the Brent’s method is guaranteed to find its global optimum within a given
interval. Due to the limited space in this paper, we skip the detailed operations
of the Brent’s method here. Interested readers can refer to [15] for the details.
In particular, we emphasize within each round of the iteration in this Brent’s
method, we need to Sub-Algorithm to compute the value of V IV-Sub

(pcur
2 ,ε) under the

given ε (which is being currently evaluated in the Brent’s method) as well as
the given pcur2 . Therefore, based on the output of the Brent’s, we can further
execute a linear-search of p2 ∈ [0,min{P tot

B , n1
g1

}], which leads to the proposed
LSBM-Algorithm. Here, “LSBM” means linear-search and the Brent’s method.

Although it is technically challenging to prove the unimodal property of the
secure throughput of MU 1 with respect to ε, our following numerical results
in Tables 1 and 2 show that our proposed LSBM-Algorithm can achieve the
result almost same (with a negligible relative error) as our 2DLS-Algorithm. In
the meantime, thanks to exploiting the Brent’s method, LSBM-Algorithm can
significantly reduce the computational time compared with 2DLS-Algorithm.

LSBM-Algorithm: to solve top-problem (STM-E-IV-Top) and find
(pIV∗

2 , εIV∗)

1: Initialization: Set step-size Δp as a small number. Set CBV = 0.
2: Set pcur

2 = Δp.
3: while pcur

2 ≤ min{P tot
B , n1

g1
} do

4: Use the Brent’s method to compute V IV-Sub
(pcur

2 ,εcur) and εcur.

5: if (1 − εcur)W log2

(
V IV-Sub
(pcur

2 ,εcur)

)
> CBV then

6: Set CBV = (1 − εcur)W log2

(
V IV-Sub
(pcur

2 ,εcur)

)
and (p∗

2, ε
∗) = (pcur

2 , εcur).
7: end if
8: Update pcur

2 = pcur
2 + Δp.

9: end while
10: Output: V IV∗ = CBV and (pIV∗

2 , εIV∗).

4 Numerical Results

We present the numerical results in this section. Figure 2 validates the uni-
modal property of the secure throughput in ε under the given p2. Specifically,
the left subplot shows the case when p2 ≤ pIV,Tr

2 , which leads to pIV∗
1,(p2)

=

p2(2
R

req
2
W − 1)−1 − n2

g2
, The right subplot shows the case when p2 > pIV,Tr

2 , which
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Fig. 2. Illustration of hidden unimodal property of the secure throughput in ε under the
given p2. We set W = 10MHz, P tot

B = 2W, Rreq
2 = 1Mbits, n1 = 1∗10−6, n2 = 1∗10−6,

nE = 1∗10−6, θ = 1∗10−7, and εmax = 0.2. In addition, the randomly generated channel
power gains from the BS to the two MUs are {gi} = {1.9330 ∗ 10−6, 1.9047 ∗ 10−6}.
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thus leads to pIV∗
1,(p2)

= P tot
B − p2. As explained before in Sect. 3.2, when we enu-

merate ε, the corresponding MU 1’s secure throughput (under different given p2)
always increases firstly and then gradually decreases, i.e., showing the unimodal
property.

Tables 1 and 2 show the performance comparison between our pro-
posed 2DLS-Algorithm and LSBM-Algorithm. In particular, the results show
that LSBM-Algorithm can achieve approximately the same result as 2DLS-
Algorithm(Δp = 0.001,Δε = 0.001), while consuming a significantly less com-
putation time. Such an advantage essentially stems from that we exploit the
unimodal property of the secure throughput with respect to ε, which thus saves
the operation of the linear-search in ε.

Table 1. 2-MU Scenario: We fix Wi = 10MHz, and εmax = 0.2

With θ = 1 ∗ 10−7 P tot
B = 1W P tot

B = 3W P tot
B = 5W P tot

B = 7W P tot
B = 9W Ave. error

2DLS-Algorithm 10.7024, 2.6259 s 17.8531, 2.3464 s 20.9709, 2.1135 s 22.8431, 2.1369 s 22.9778, 2.0802 s 0.0023%

LSBM-Algorithm 10.7026, 0.1833 s 17.8535, 0.1717 s 20.9711, 0.1585 s 22.8436, 0.2006 s 22.9788, 0.2287 s

With θ = 2 ∗ 10−7 P tot
B = 1W P tot

B = 3W P tot
B = 5W P tot

B = 7W P tot
B = 9W Ave. error

2DLS-Algorithm 8.8601, 2.4043 s 14.4397, 2.4194 s 16.9766, 2.4750 s 18.2725, 2.3883 s 18.3641, 2.4481 s 0.0021%

LSBM-Algorithm 8.8603, 0.2390 s 14.4404, 0.2243 s 16.9768, 0.2878 s 18.2727, 0.2250 s 18.3643, 0.2086 s

Table 2. 2-MU Scenario: We fix Wi = 16MHz, and εmax = 0.2

With θ = 1 ∗ 10−7 P tot
B = 1W P tot

B = 3W P tot
B = 5W P tot

B = 7W P tot
B = 9W Ave. error

2DLS-Algorithm 17.4824, 1.9048 s 28.7146, 2.0574 s 33.5533, 1.9295 s 36.5498, 2.1404 s 38.4497, 2.2434 s 0.0017%

LSBM-Algorithm 17.4827, 0.1969 s 28.7152, 0.1781 s 33.5538, 0.1757 s 36.5503, 0.1983 s 38.4501, 0.2026 s

With θ = 2 ∗ 10−7 P tot
B = 1W P tot

B = 3W P tot
B = 5W P tot

B = 7W P tot
B = 9W Ave. error

2DLS-Algorithm 14.4187, 2.3016 s 23.1039, 2.4512 s 27.1639, 2.5397 s 29.2377, 2.5824 s 30.5101, 2.5057 s 0.0014%

LSBM-Algorithm 14.4191, 0.2444 s 23.1046, 0.2471 s 27.1640, 0.2482 s 29.2380, 0.2811 s 30.5101, 0.2683 s

Figure 3 shows the impact of MU 2’s throughput requirement Rreq
2 . We set

W = 10MHz, n1 = 1∗10−6, n2 = 1∗10−6, nE = 1∗10−6, θ = 1∗10−7, and εmax =
0.2. In addition, the randomly generated channel power gains from the BS to the
two MUs are {gi} = {1.9330 ∗ 10−6, 1.9047 ∗ 10−6}. As shown in Fig. 3, the MU
1’s maximum secure throughput gradually decreases when Rreq

2 increases, which
is consistent with the intuition. Corresponding, the corresponding ε∗ gradually
decreases, meaning that a stronger secrecy-level is provided to avoid a significant
loss in the secure throughput.
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Fig. 3. Impact of MU 2’s throughput requirement Rreq
2 .

5 Conclusion

In this paper, we have investigated the optimal power allocation for cooperative
jamming in NOMA systems under a two-user downlink scenario. Specifically,
exploiting the two MUs’ simultaneous transmissions in NOMA, we use the BS’s
transmission to MU 2 (i.e., the MU with a weak channel power gain) to provide a
jamming to the eavesdropper who intentionally overhears the BS’s transmission
to MU 1 (i.e., the MU with a strong channel power gain). To study this cooper-
ative jamming, we have formulated a power allocation problem to maximize the
secure throughput of MU 1 while satisfying the throughput requirement of MU
2. Despite the non-convexity of the above formulated problem, we have provided
two efficient algorithms to compute the optimal solution. In addition, Numerical
results have been provided to validate the effectiveness of our proposed algo-
rithms and the performance of our proposed cooperative jamming scheme in
NOMA.
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Abstract. We discuss a new method for realizing the diversity in spread-
spectrum communications over fast-fading multipath channels. Maximum Ratio
Combining (MRC) can add the synchronized tributary signals in the weighted
approach to obtain the maximum diversity gain. The signal distortion caused by
the Doppler shift broadened spectrum cannot be eliminated. The diversity
receiver used in existing systems suffers from significant performance degra-
dation due to the rapid channel variations encountered under fast fading. We
show that the Doppler spread caused by temporal channel variations actually
provides other versatile means that can be further utilized to resist fading. This
paper proposes a receiving method based on time-frequency cooperative pro-
cessing. Joint time-frequency representation is a powerful tool. With precise
synchronization and channel estimation, even the relatively small Doppler
spread encountered in practice can be used for significant diversity gains by our
approach. The framework is suitable for multiple mobile wireless multiple
access systems and can provide significant performance improvements over
existing systems.

Keywords: Time-frequency representation � Diversity � Doppler �
Fast-fading � Multipath

1 Introduction

The signal fading caused by the channel causes the power of the received signal to
fluctuate, and the performance of the receiver is significantly reduced, which is a major
factor limiting improvements of wireless communication systems. Diversity is used to
mitigate the degradation of error performance caused by unstable fading of the wireless
channel. Its main idea is to transmit the same data over multiple independent fading
paths. Since the probability of the independent path experiencing deep fading at the
same time is small, the degree of fading of the received signal is reduced after proper
merging.

After obtaining signals over multiple independent paths at the receiving end, branch
signals which have been adjusted the phase and delay are weighted and linearly added
to obtain the maximum gain. Three basic combination methods are formed owing to the
different selection of weighting factors: selection combining, maximum ratio
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combining and equal gain combining. Among them, the maximum ratio combining
method is the most effective. However, the increased mobility of cellular users leads to
the fast fading of channel. The Doppler shift makes the spectrum of the signal broaden,
which cannot be eliminated by maximum ratio combining [1].

Therefore, this paper proposes a diversity receiving method based on time-
frequency cooperative processing. Joint time-frequency representation (TFR) is a
powerful tool for processing time-varying signals and fast fading channels. With
precise synchronization and channel estimation, this method can still produce signifi-
cant gains even with relatively small Doppler spread.

2 Preliminaries

2.1 Time-Frequency Representation

Time-frequency representation (TFR) is a powerful tool for analyzing time-varying
signals and time-varying systems. It processes non-stationary signals by blocking the
time domain, and obtains two-dimensional signals that are parameterized by time and
frequency. TFR is well suited for processing signals transmitted over time-varying
channels and is also suitable for processing time-varying channels themselves [2].

A typical time-frequency analysis algorithm is the short-time Fourier transform
(STFT) proposed by Gabor in 1946 [3]. Fourier transform (FT) is the basic tool of
analysis in the frequency domain. The signal is multiplied by the time-limited window
function before the Fourier transform, assuming that the non-stationary signal is sta-
tionary in the duration of the window function. By moving the window function on the
time axis, multiple sets of partial spectrum of the signal can be obtained. By analyzing
the difference between partial spectrum at different times, the time-varying character-
istics of the signal can be obtained.

The TFR selected in this paper is the STFT which is defined for a signal rðtÞ as

STFTrðt; f Þ ¼
Z 1

�1
rðt0Þg�ðt0 � tÞe�j2pft0dt0 ð1Þ

for a given window function gðtÞ with a short time width.

2.2 Channel and Signal Models

Taking the spread spectrum signal in CDMA system as an example, the influence of
Doppler shift on signal distortion is analyzed as follows. This paper assumes that in the
case of single user, the spreading code used is M sequence. Under the premise of
precise synchronization and channel estimation, inter symbol interference can be
ignored.

The baseband signal rðtÞ at the receiving end of one of the paths can be expressed
as (see Fig. 1):
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rðtÞ ¼ sðtÞþ nðtÞ ¼
Z 1

0
hðt; sÞxðt � sÞdsþ nðtÞ ð2Þ

where hðt; sÞ is the channel function, and nðtÞ is zero-mean, complex, circular AWGN
with power spectral density N0.

2.3 Fading and Diversity

Clarke proposed the Rayleigh channel model for describing the small-scale fading
channel, which is a narrow-band channel statistical model. The statistical characteristics
of the field strength of the transmitting signal and the received signal are based on
scattering, which coincides with the characteristics of the shortwave channel. There-
fore, it is widely used in channel modeling of shortwave channels [4]. In this paper, the
Sum-Of-Sinusoid (SOS) method is taken as an example to study the characteristics of
shortwave channels in the joint time-frequency domain.

Diversity is a way to overcome channel fading. It separates the received signals into
uncorrelated multipath signals which carry the same information, and then combines
and outputs the respective branch signals by combining techniques. Consequently, the
probability of deep fading is greatly reduced at the receiving end.

Independent signals in multiple paths obtained by diversity at the receiving end can
mainly adopt three different forms of combining techniques, which are maximum ratio
combining (MRC), equal gain combining (EGC) and selective combining (SC) [5].
This article discusses the MRC approach, in which the weighting coefficients of each
branch must match the channel. MRC achieves the best performance, maximizing the
SNR after combining. As the number of receiving antennas increases, the performance
of MRC is improved.

3 Joint Time-Frequency Diversity

The increasing mobility of cellular users makes the fast-fading characteristics of the
channel more obvious, and consequently the Doppler shift broadens the original
spectrum of the signal. MRC does not solve the problem of signal distortion caused by
spectrum extension, so that additional techniques are required. In this paper, a time-
frequency diversity receiving method is presented, which can further improve the
performance by reducing the Doppler shift component on the basis of ensuring the
diversity gain.

( , )h t τ( )x t ( )s t
( )n t

( )r t

Fig. 1. Mobile wireless channel: linear time-varying system.
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3.1 Time-Frequency Characteristics of Small-Scale Fading Channels

Assume that the carrier frequency of the signal in the channel is 10 MHz, the maximum
Doppler shift is 200 Hz, the number of multipath is four, the delay is 0 ms, 1 ms, 3 ms
and 5 ms respectively, and the loss power of each path is −6.96 dB, −6.49 dB,
−4.70 dB, and −6.27 dB respectively, the path amplitude distribution and simulated
time-frequency distribution characteristics of the channel are shown below (see Fig. 2
(a) and (b)).

In order to analyze the characteristics of the multipath channel, multiple mixed
paths are separated. The time-varying spectrum and the time-varying power spectrum
of the fast-fading channel of the single path in the time-frequency domain are given.
A reasonable length of the time window and the frequency window are set in the
optimal region. The window function is uniformly set to the Hamming window and the
time window length of STFT is set to Odd(N/4), where N is the number of sampling
points, and Odd means taking an odd number to obtain a better time-frequency reso-
lution. The time-frequency diagram of the narrowband channel is obtained through
simulation (see Fig. 2(c)).

The partial channel in the time window can be regarded as non-time-varying in
joint time-frequency domain although the channel is always time-varying. Diversity is
performed in units of time window to reduce the influence of fast-fading on the signal,
which lays a foundation for the proposed diversity receiving method based on time-
frequency cooperative processing.

3.2 Frequency Diversity

After complete synchronization of each signal, the time domain expression of the
output signal obtained by MRC is

yMRCðnÞ ¼
XNR

i¼1

h�i ðnÞriðnÞ ð3Þ

Fig. 2. Time-frequency distribution of small-scale fading channels.
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According to the convolution theorem in the frequency domain, the above equation is
equivalent to

YMRCðxÞ ¼ 1
2p

XNR

i¼1

H�
i ðxÞ � RiðxÞ ð4Þ

When the Eq. (4) is realized by the circular convolution, it is possible to gain the same
effect shown in the Eq. (3) by the MRC. In the fading channel, the spectrum through
the channel is broadened due to the presence of Doppler shift. Moreover, all spectral
components are preserved when using circular convolution (see Fig. 3(c)).

In order to weaken the influence of Doppler shift and further improve the perfor-
mance of MRC, this paper proposes an improved method based on MRC. H�

i ðxÞ and
RiðxÞ are the FFT-transformed frequency domain sequences corresponding to the
channel estimation conjugate sequence h�i ðnÞ and the received signal sequence riðnÞ of
one signal respectively. H�

i ðxÞ and RiðxÞ are respectively shifted by 1/2 sequence
length in the positive direction, and then linear convolution is used to implement
Eq. (4).

After the linear convolution of each signal is completed, the results in frequency
domain are obtained, which are recorded as YiðxÞ;x ¼ 1; 2; 3; � � � ; 2N � 1. The first
N − 1 terms of YiðxÞ is deleted, and YiðxÞ;x ¼ N;Nþ 1; � � � ; 2N � 1 are reserved as
the frequency domain sequence of each signal after truncation (see Fig. 4(b)). Signals
of all branches are combined after the above operations, and then the IFFT transform is
conducted to obtain the time domain sequence.

It may be desirable to set the signal sequence received by one of the paths to
½r1; r2; r3�, the channel estimation conjugate sequence to ½h�1; h�2; h�3�, and the corre-
sponding FFT-transformed frequency domain sequence to be recorded as ½R1;R2;R3�
and ½H1;H2;H3�. See Appendix for the results of the linear convolution and truncation
and the results of the circular convolution.

Comparing the results in Appendix with the spectrum information (see Fig. 3), it
can be found that the above method can remove part of the high-frequency Doppler
component away from the center frequency, that is, the area inside the red line in Fig. 3
(c). However, comparing Fig. 3(a) and (b), it is found that the truncation operation also

(a)                                               (b)                                             (c)

Fig. 3. Comparison chart of spectrum.
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brings about partial distortion loss. In order to compensate for the distortion loss caused
by the truncation operation, an attempt is made to implement the above method in the
time-frequency domain.

3.3 Optimal Time-Frequency Receiver Structures

The frequency domain diversity and puncturing frequency operation described above
can remove part of high-frequency Doppler components, which weakens the influence
of the Doppler shift on MRC. However, linear convolution and truncation operations
also introduce partial distortion loss to the signal. To compensate for the distortion loss
of the signal, maximum ratio combining by STFT is proposed in this section. The
operation of overlap, decomposition and addition of STFT can alleviate the distortion
of the signal, and the window function can reduce the spectrum leakage.
The discrete form of STFT is

STFTriðm; nÞ ¼
X1

k¼�1
riðkÞgðkDt � mDtÞe�j2pðnDf Þk; n ¼ 1; 2; � � � ;Nf g; m

¼ 1; 2; � � � ;Mf g ð5Þ

where riðnÞ is a sampling sequence of a signal to be analyzed; gðmÞ is the sampling
sequence of the window function; N is the length of the sample sequence of the signal
to be analyzed; M is the length of the sample sequence of the window function(odd),
and M0 ¼ ðMþ 1Þ=2.

The signal is segmented by the window function, and the sequence xiðnÞ to be
analyzed is marked as xingm by elements obtained from segment of window function
sequence gðmÞ (see Fig. 4). xi1; xi2; xi3; . . .. . .; xiN are considered as the center of the
window in order, let the window slide, and then multiple groups of segment sequences

Fig. 4. Schematic diagram of the calculation process of STFT.
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are gained. Figure 5 shows the case in which the moving step is a sequence element.
The segment sequence is filled into the column elements of the original matrix by
columns, and the missing column elements are zero-padded to obtain a total of
N columns of elements (see Fig. 5). The N column element may contain all zero
columns, depending on the moving step size when the window function slides. An N-
point FFT is performed on each column element of the filled matrix to obtain a time-
frequency distribution matrix after the STFT, and the matrix size is N * N.

The time-frequency distribution matrix of each signal sample sequence riðnÞ and
channel estimation conjugate sequence h�i ðnÞ is calculated by STFT time-frequency
analysis method, and is recorded as Riðt;xÞ and Hiðt;xÞ. The time-frequency distri-
bution matrices Riðt;xÞ and Hiðt;xÞ are linearly convoluted in columns. The convo-
luted matrix is denoted as Siðt;xÞ, and the matrix size is (2N − 1) * N.

Suppose the element of row k and column j of matrix Riðt;xÞ is r ji ðkÞ, the element
of row k and column j of matrix Hiðt;xÞ is h j

i ðkÞ, the element of row k and column j of
matrix Siðt;xÞ is s ji ðkÞ, the convolution operation satisfies the following equation:

s ji ðkÞ ¼
XN

s¼1

r ji ðsÞh j
i ðk � sÞ ð6Þ

The column element of matrix Siðt;xÞ is s ji ðnÞ; n ¼ 1; 2; 3; � � � ; 2N � 1. The first N − 1
of each column element s ji ðnÞ; n ¼ 1; 2; 3; � � � ;N � 1 is deleted and the remaining
N elements s ji ðnÞ; n ¼ N;Nþ 1; � � � ; 2N � 1 are the truncated matrix column elements.
The new matrix is denoted as Sinew.
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The truncated convolution matrix Sinew gained by each operation is linearly
superposed to obtain the matrix Ssum. The inverse short-time Fourier transform (ISTFT)
of the matrix Ssum is applied to obtain the reconstructed time domain sequence xreðnÞ of
the signal.

In summary, the steps of the diversity method of time-frequency coordinated
processing can be summarized as follows (see Fig. 6):

(1) The multi-path signals received by the N antennas are subjected to synchroniza-
tion processing and channel estimation to obtain multiple signals to be processed
(riðnÞ) and channel estimation conjugate sequences (h�i ðnÞ, i ¼ 1; 2; � � � ;NR). The
lengths of riðnÞ and h�i ðnÞ are both N;

(2) The time-frequency distribution matrix of riðnÞ and h�i ðnÞ is calculated by STFT,
which is denoted as Riðt;xÞ and Hiðt;xÞ. The matrix size is N * N;

(3) The column elements of the time-frequency distribution matrices Riðt;xÞ and
Hiðt;xÞ are circumferentially shifted by 1/2 sequence length in the positive
direction. Riðt;xÞ and Hiðt;xÞ are then linearly convolved in columns. The
convoluted matrix is denoted as Siðt;xÞ and the matrix size is (2N − 1) * N. The
first N − 1 terms of each column of matrix are deleted and the new matrix is
denoted as Sinew. The matrix size is N * N;

(4) The truncated convolution matrix Sinew obtained from each path are linearly
superposed to get the matrix Ssum. The matrix Ssum is subjected to an inverse short-
time Fourier transform (ISTFT) to obtain a time domain sequence xreðnÞ of the
reconstructed signal, which is to be demodulated.

……

linear 
superposition

STFT displacement 
column element

linear convolution 
of column elements

delete the first N-1
column elements

STFT

STFT

STFT

STFT

STFT

ISTFT
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column element

displacement 
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delete the first N-1
column elements

delete the first N-1
column elements

despread

demodulate

Fig. 6. Implementation flowchart.
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4 Discussion

In this section, we present the practical feasibility and potential gains of the diversity
receiving method based on joint time-frequency processing and determine the optimal
window function overlap rate.

4.1 Potential Performance Gains

In order to test the superiority of the time-frequency diversity receiving method pro-
posed in this paper in suppressing channel fading, several simulations are carried out.
The transmission signal is set to QPSK modulated spread spectrum signal, the
spreading code is M sequence of 7-bit, the carrier frequency is 11.52 MHz, the duration
of each symbol is 0.26042e−6 s, and the sampling frequency is 38.4 MHz. This system
contains signals over two paths and the Clarke channel model is selected. The simu-
lations are performed on the premise of precise synchronization and channel
estimation.

Comparing the time-frequency distributions of the signals, it can be found that
without any noise in the channel, the time-frequency distribution of the signal is
distorted after the fading of the channel. At the same time, due to the expansion of the
Doppler shift, the spectrum of the signal is also broadened (see Fig. 7(a)). After the
maximum ratio combining, the signal distortion turns to be suppressed, but the
expansion of the Doppler spectrum has not been improved (see Fig. 7(b)). With the
time-frequency diversity receiving method proposed in this paper, part of the Doppler
shift is removed based on the performance obtained by the MRC, and the performance
can be further improved (see Fig. 7(c)).

Using the bit error rate (BER) as the test index, the comparison of different methods
is obtained. (see Fig. 8). It can be found that when MRC is implemented by linear
convolution and the removal of partial Doppler shift, the BER increases due to large
distortion loss. Nevertheless, with the method proposed in this paper, the distortion is
alleviated, and partial Doppler shift is removed. Compared with MRC, the bit error rate
can be further reduced and the performance can be further improved.

(a)                             (b)                                               (c)
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Fig. 7. Time-frequency distribution of each signal.
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4.2 Optimal Window Function Parameter

It can be known from the Heisenberg uncertainty principle that a window function
which has both the arbitrary small time width and the arbitrary small bandwidth does
not exist. In order to get the best performance of the proposed method, it is necessary to
find the optimal window function parameters. An important issue related to the process
of the overlap segment is the degree of correlation between the segment sequences,
which can be defined by a relatively flat noise power spectrum over the window
bandwidth [6]. It is a function of the overlap rate r, which can be measured by

cðrÞ ¼
PrN�1

n¼0
gðnÞgðnþð1� rÞNÞ

PN�1

n¼0
g2ðnÞ

ð7Þ

When multiple independent measurements are conducted on K identical distribution
variables, the relationship between the mean variance and the single variance of
multiple measurements can be expressed by the following equation:

r2Avg
r2Mean

¼ 1
K

ð8Þ

Thus, for the sequence after overlap truncation, Welch [6] gives another form of the
above formula:

-15 -14 -13 -12 -11 -10 -9 -8 -7 -6 -5
10

-3

10
-2

10
-1

10
0

SNR/dB

B
E

R

MRC
Frequency Diversity
Joint Time-frequency Diversity

Fig. 8. BER-SNR

Joint Time-Frequency Diversity in the Context of Spread-Spectrum Systems 103



r2Avg
r2Mean

¼ 1
K
½1þ 2 � K � 1

K

Xir�ði�1Þ[ 0

i¼1;i2N
c2ðir � ði� 1ÞÞ�

¼ 1� r
L=N � r

� ½1þ 2 � ð1� 1� r
L=N � r

Þ �
Xir�ði�1Þ[ 0

i¼1;i2N
c2ðir � ði� 1ÞÞ�

ð9Þ

It can be seen that r2Avg=r
2
Mean varies with the length, type and overlap rate of the

window function. Under the simulation conditions set in Sect. 4.1, the above three
parameters are changed separately in the case of SNR ¼ �10dB. It can be found that
the BER hardly changes with the change of the window length. As the overlap rate
increases, the BER decreases. When it increases continuously and reaches the optimal
overlap rate, the BER begins to flatten and almost remains unchanged. When the
window function is taken from the Hamming window, the rectangular window, the
triangular window, the Gaussian window and the Blackman window, the optimal
overlap ratio is 75%, 85%, 85%, 80% and 80%, respectively, all of which are about
80%.

5 Conclusion

In wireless mobile communication, the movement of the users leads to the intensified
signal fading and the decrease of the receiving end performance. The MRC can add the
synchronized tributary signals in the weighted approach to obtain the maximum
diversity gain. However, the signal distortion caused by the Doppler shift can’t be
eliminated. In this paper, a time-frequency diversity receiving method is proposed.
Each branch signal is analyzed in the time-frequency domain and weighted. Some
high-frequency Doppler components are removed by truncation and subtraction, and
the branches are combined by summation. The overlapping decomposition and aver-
aging processing of the time-frequency analysis can reduce the effective noise band-
width and alleviate the distortion loss caused by windowing and frequency clipping. In
summary, the time-frequency diversity receiving method can obtain additional per-
formance gain by suppressing the Doppler shift on the basis of ensuring the original
performance gain of the MRC. As the overlap rate increases, the BER decreases. When
it increases to 80% of the optimal overlap rate, the BER begins to flatten.

Declaration. This work is supported partially by the fund of Science and Technology on
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Natural Science Foundation General Program of China (No. 61671179).
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Appendix

R1 ¼ r1 þ r2 þ r3 ð10Þ

R2 ¼ r1 þ r2e
�j2p3 þ r3e

�j4p3 ð11Þ

R3 ¼ r1 þ r2e
�j4p3 þ r3e

�j8p3 ð12Þ

H1 ¼ h�1 þ h�2 þ h�3 ð13Þ

H2 ¼ h�1 þ h�2e
�j2p3 þ h�3e

�j4p3 ð14Þ

H3 ¼ h�1 þ h�2e
�j4p3 þ h�3e

�j8p3 ð15Þ

The results obtained by circularly convolving sequences ½R1;R2;R3� and ½H1;H2;H3�
are as follows:

R3H2 þR1H1 þR2H3 ¼ðr1 þ r2e
�j4p3 þ r3e

�j8p3 Þðh�1 þ h�2e
�j2p3 þ h�3e

�j4p3 Þ
þ ðr1 þ r2 þ r3Þðh�1 þ h�2 þ h�3Þ
þ ðr1 þ r2e

�j2p3 þ r3e
�j4p3 Þðh�1 þ h�2e

�j4p3 þ h�3e
�j8p3 Þ

¼ 3r1h�1 þ r2h
�
1 þ r3h

�
1 þ r1h

�
2 þ r2h

�
2 þ r3h

�
2 þ r1h

�
3 þ r2h

�
3 þ r3h

�
3

þðr1h�2 þ r2h
�
1Þe�j2p3 þðr1h�2 þ r2h

�
1 þ r1h

�
3 þ r3h

�
1Þe�j4p3

þðr3h�1 þ r2h
�
3 þ r3h

�
2 þ r1h

�
3Þe�j8p3 þ 2r2h�2e

�j2p þ 2r3h�3e
�j4p

þðr2h�3 þ r3h
�
2Þe�j10p3

ð16Þ

R3H3 þR1H2 þR2H1 ¼ðr1 þ r2e
�j4p3 þ r3e

�j8p3 Þðh�1 þ h�2e
�j4p3 þ h�3e

�j8p3 Þ
þ ðr1 þ r2 þ r3Þðh�1 þ h�2e

�j2p3 þ h�3e
�j4p3 Þ

þ ðr1 þ r2e
�j2p3 þ r3e

�j4p3 Þðh�1 þ h�2 þ h�3Þ
¼ ðr1h�2 þ r2h

�
1 þ r1h

�
3 þ r2h

�
3 þ 2r3h�3 þ r3h

�
2 þ r3h

�
1Þe�j4p3

þ 3r1h�1 þ r2h
�
1 þ r3h

�
1 þ r1h

�
2 þ r1h

�
3 þ r3h

�
3e

�j16p3

þð2r2h�2 þ r2h
�
3 þ r3h

�
2 þ r1h

�
2 þ r2h

�
1Þe�j2p3

þðr1h�3 þ r2h
�
2 þ r3h

�
1Þe�j8p3 þðr2h�3 þ r3h

�
2Þe�j4p

ð17Þ
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R3H1 þR1H3 þR2H2 ¼ðr1 þ r2e
�j4p3 þ r3e

�j8p3 Þðh�1 þ h�2 þ h�3Þ
þ ðr1 þ r2 þ r3Þðh�1 þ h�2e

�j4p3 þ h�3e
�j8p3 Þ

þ ðr1 þ r2e
�j2p3 þ r3e

�j4p3 Þðh�1 þ h�2e
�j2p3 þ h�3e

�j4p3 Þ
¼ ðr2h�1 þ 2r2h�2 þ 2r2h�3 þ r1h

�
2 þ r2h

�
2 þ r3h

�
2 þ r1h

�
3 þ r3h

�
1Þe�j4p3

þ 3r1h�1 þ r1h
�
2 þ r1h

�
3 þ r3h

�
1 þ 2r2h�1 þ r1h

�
2e

�j2p3 þ r3h
�
2e

�j2p

þðr3h�1 þ r3h
�
2 þ r3h

�
3 þ r1h

�
3 þ r2h

�
3 þ 2r3h�3Þe�j8p3

ð18Þ

The sequences ½R1;R2;R3� and ½H1;H2;H3� are circumferentially shifted by 1/2
sequence length in the positive direction to obtain sequences ½R3;R1;R2� and
½H3;H1;H2�. The results of linear convolution of the sequences C and D and truncation
are as follows:

R3H2 þR1H1 þR2H3 ¼ðr1 þ r2e
�j4p3 þ r3e

�j8p3 Þðh�1 þ h�2e
�j2p3 þ h�3e

�j4p3 Þ
þ ðr1 þ r2 þ r3Þðh�1 þ h�2 þ h�3Þ
þ ðr1 þ r2e

�j2p3 þ r3e
�j4p3 Þðh�1 þ h�2e

�j4p3 þ h�3e
�j8p3 Þ

¼ 3r1h�1 þ r2h
�
1 þ r3h

�
1 þ r1h

�
2 þ r2h

�
2 þ r3h

�
2 þ r1h

�
3 þ r2h

�
3 þ r3h

�
3

þðr1h�2 þ r2h
�
1Þe�j2p3 þðr1h�2 þ r2h

�
1 þ r1h

�
3 þ r3h

�
1Þe�j4p3

þðr3h�1 þ r2h
�
3 þ r3h

�
2 þ r1h

�
3Þe�j8p3 þ 2r2h�2e

�j2p

þ 2r3h�3e
�j4p þðr2h�3 þ r3h

�
2Þe�j10p3

ð19Þ

R3H1 þR1H3 ¼ðr1 þ r2e
�j4p3 þ r3e

�j8p3 Þðh�1 þ h�2 þ h�3Þ
þ ðr1 þ r2 þ r3Þðh�1 þ h�2e

�j4p3 þ h�3e
�j8p3 Þ

¼ 2r1h�1 þ r1h
�
2 þ r1h

�
3 þ r3h

�
1 þ r2h

�
1

þðr2h�1 þ 2r2h�2 þ r2h�3 þ r1h�2 þ r3h�2Þe�j4p3

þðr3h�1 þ r3h
�
2 þ r3h

�
3 þ r1h

�
3 þ r2h

�
3 þ r3h

�
3Þe�j8p3

ð20Þ

R3H3 ¼ðr1 þ r2e�j4p3 þ r3e�j8p3 Þðh�1 þ h�2e
�j4p3 þ h�3e

�j8p3 Þ
¼ r1h

�
1 þðr1h�2 þ r2h

�
1Þe�j4p3 þðr2h�2 þ r3h

�
1 þ r1h

�
3Þe�j8p3

þðr3h�2 þ r2h
�
3Þe�j4p þ r3h

�
3e

�j16p3

ð21Þ
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Abstract. With the development of information technology, the electromag-
netic environment is becoming more and more complex, and the demand for
bringing together electronic devices of different functions is urgently increasing.
Among them, the radar-communication integration is a research hotspot. The
current radar-communication integration research mainly focuses on the inte-
grated signal design. Due to the similarity between OFDM signals and phase-
encoding radars, it is possible to apply OFDM to radar. Aiming at the problem
that the randomness of communication data affects the detection capability of
OFDM radar, this paper proposes an integrated OFDM radar-communication
signal design based on P4 cyclic shift code. And we verified communication
BER and radar range and velocity performance for multi-target of the integrated
system. The transmitting end carries out an integrated signal design that is
consistent with the communication OFDM signal. The degree of system inte-
gration is high, and it achieves communication functions without reducing radar
detection capability. For the high PAPR problem, we introduce CE-OFDM
signals, and derive a radar signal processing algorithm based on FFT demod-
ulation. This paper provides a theoretical basis for applications of OFDM-based
integrated signals and it is an effective integrated scheme.

Keywords: Radar-communication integration � OFDM � P4 code � CE-OFDM

1 Introduction

The development of modern science has enriched various electronic devices but has
also caused increasingly complex electromagnetic environment. Electronic equipment
brings serious electromagnetic interference to each other, and the maintenance of
equipment is also more time-consuming and labor-intensive. In this background, the
integrated design of electronic equipment is very necessary. The high degree of sim-
ilarity between the hardware of the radar equipment and the communication equipment
and the sharing of software resources have brought an opportunity to the integrated
design of the radar-communication [1]. Among them, the application of OFDM signals
to radar for integrated shared waveform design is an option.
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Shi et al. proposed three different robust radar waveform design standards based on
power minimization [2, 3]. Sit et al. proposed a MIMO-OFDM joint radar-communication
system and proposed a system-level interference cancellation algorithm [4]. Herschfelt and
Bliss develop and simulate a joint system for a sample multiple access channel [5].
Dokhanchi et al. use phase-modulated continuous wave (PMCW) waveform to modulate a
communication stream and effect of joint radar-communication system (JRC) [6]. And they
design a vehicle JRC system [7]. Xu et al. introduced FBMC technology into the integrated
system, and proposed an m-sequence filter bank multi-carrier (MS-FBMC) integrated
radar-communication signal based on m-sequence precoding [8]. The above references
don’t solve the impact of randomness of communication data on radar detection capability.

Aiming at the influence of randomness of communication data on OFDM detection
capability, this paper designs a OFDM radar-communication integrated signal design
based on P4 cyclic shift code. This paper discusses the ambiguity function, PAPR, and
reception algorithm of the integrated signal. At the same time, it introduced CE-OFDM
to solve the problem of excessive PAPR. Through simulation analysis, we discuss the
velocity resolution and range resolution of the radar system, the bit error rate of the
communication system, and verify the rationality of the integrated signal proposed in
this paper.

2 Analysis of Radar-Communication Integration Based
on OFDM Signal

In this chapter, we combine the waveform design theory of radar signals, and propose the
design criteria of shared waveforms. At the same time, we give a schematic diagram of
the system based on OFDM radar-communication integration, and introduce its working
principle. It provides guidance for theoretical derivation and simulation analysis.

2.1 Radar Waveform Design Guidelines

The guidelines for measuring the detection capability of radar signals are mainly
ambiguity function and interception factors. The output of the radar signal through the
matched filter is given by

y t;FDð Þ ¼
Z þ1

�1
x sð Þ exp j2pFDsð Þx� s� tð Þds

¼ Â t;FDð Þ
ð1Þ

We consider the output of the matched filter with the waveform x(t) when the input
is a Doppler shift response x tð Þexp j2pFDtð Þ. We assume that the filter has unity gain
and is designed to peak at zero. A fuzzy function can be defined as

A t;FDð Þ ¼ Â t;FDð Þ�� �� ð2Þ
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By analyzing the ambiguity function, we can evaluate the detection capabilities of
radar signals, such as resolution, side lobe performance, and Doppler and range
ambiguity. The design should be as close as possible to the ambiguity function, which
is characterized by a single central peak, while other energy is evenly distributed in the
delayed Doppler plane, which can improve the target resolution.

Another important performance parameter of radar is the intercept factor. The
interception factor c is defined as the ratio of the maximum range of the radar signal
that can be received by the interceptor to the maximum detected range of the inter-
cepted radar. Obviously, the smaller the c, the better. Moreover, c is inversely pro-
portional to the time-width bandwidth product. Therefore, the pulse compression radar
with a large time-width and wide-band product characteristic has a low probability of
interception. When designing a radar signal, the time-width bandwidth product should
be set as large as possible.

2.2 System Schematic Diagram of OFDM Radar

Based on the architecture of the traditional radar-communication integrated system, this
paper gives a schematic diagram of the OFDM radar-communication integrated system.
It can be seen in Fig. 1.
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Fig. 1. The schematic diagram of the OFDM radar-communication integrated system.

The radar-communication integrated system adds a P4 code coding map based on
the original OFDM system, maps the random bit data into a P4 code sequence, and uses
the phase randomness of the P4 code cyclic shift sequence to represent the data
information. The receiving end adds a radar signal processing module, which adopts an
FFT demodulation receiving algorithm, and the communication part adopts a con-
ventional OFDM demodulation algorithm. The whole system uses software radio
technology, so the hardware part before the A/D converter is shared, and the radar
signal processing function will be realized by software, and the degree of integration is
very high.
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3 OFDM Shared Signal Waveform Design

Based on the above system schematic diagram, we derive and simulate the OFDM
shared signal waveform. Based on the derivation of the fuzzy function of OFDM
signal, it introduces the P4 cyclic code to simulate the ambiguity function, and pro-
poses the CE-OFDM method to reduce PAPR, and analyzes its influence on the
ambiguity function.

3.1 Ambiguity Function of OFDM Signal

The signal design of this paper starts from the classical OFDM signal, and its trans-
mitted signal form is given by

s tð Þ ¼ rect tð Þ
XN�1

k¼0

Ck exp j2p kDf þ fcð Þtf g ð3Þ

where rect(t) is a window function, N is the number of subcarriers, Ck is the subcarrier
amplitude, Δf is the carrier spacing, fc is the carrier frequency.

When the signal encounters a target with a distance of R and a relative radar radial
velocity of v, the echo signal received by the receiver is given by

r tð Þ ¼ rect tc� sð Þ
XN�1

l¼0

Cl exp j2p lDf þ fcð Þ tc� sð Þf g ð4Þ

where c is the stretching factor, s is the delay, and c is the speed of light. The echo
signal is down-converted to obtain the baseband signal and brought into the ambiguity
function formula simplification. Due to the orthogonality of the subcarriers, we take the
main part of the energy to get

vM s; fdð Þ ¼ exp j2pfcsf g
XN�1

k¼0

exp j2pkDf sf gCkC
�
k

sin c p fc � kDfð Þ 1� cð ÞTdð Þ
exp jp fc � kDfð Þ c� 1ð ÞTaf g

ð5Þ

where Td ¼ Tmax � Tmin, Ta ¼ ðTmax � TminÞ=2), Tmin ¼ max 0; sð Þ; Tmax ¼ min Ts;Ts=ð
cþ sÞ.

When s ¼ 0; fd ¼ 0, ambiguity function reaches the maximum; s 6¼ 0; fd ¼ 0,
ambiguity function becomes range ambiguity function; s ¼ 0; fd 6¼ 0, ambiguity
function becomes velocity ambiguity function. Range resolution is inversely propor-
tional to bandwidth, and we can obtain the combined high resolution of range and
Doppler by pulse compression.
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3.2 Design of OFDM Shared Signal Based on P4 Complementary Code

Since the signal and echo forms given above cannot carry random information, we
introduce the P4 code commonly used in radar. The P4 code is defined as

/m ¼ 2p
M

m� 1ð Þ m� 1�Mð Þ
2

ð6Þ

where M is the number of P4 code bits, and m is the current bit.
A prominent feature of the P4 code is that its cyclic shift can constitute a com-

plementary set. The sum of the autocorrelation functions of the complementary set is a
side lobe of zero and the main lobe is a function of the sum of the peaks. If the
complementary code generated by cyclically shifting the P4 code is combined with the
OFDM signal, the shared signal can have communication capabilities.

To this end, we chose the P4 complementary code for shared signal design. The
sequential shift sequence of the P4 code can form a P4 complementary code set, taking
the 4-bit P4 code as an example, and the complementary code set is given by

/1 ¼ 0;
5
4
p; p;

5
4
p

� �
/2 ¼

5
4
p; p;

5
4
p; 0

� �

/3 ¼ p;
5
4
p; 0;

5
4
p

� �
/4 ¼

5
4
p; 0;

5
4
p; p

� � ð7Þ

We can make /1 /2 /3 /4 represent different data information respectively, and think
that the probability of occurrence of symbols is the same. Then, when the receiver
performs the coherent integration processing of the pulses, the side lobes cancel each
other due to the complementary code characteristics of the P4 code. Therefore, the side
lobes of the ambiguity function at this time will also be very low, and the more the
cumulative number of pulses, the more obvious the effect. At this point, the expression
of the integrated signal is given by

y n;mð Þ ¼
XM
m¼1

rect t � M � 1ð ÞTsð Þ
XN�1

k¼0

exp juk;m

� �
exp j2pk

n
N

n o

uk;m ¼ 2p
N

k � 1þ cm � 1ð Þ k � 1� Nþ cm � 1ð Þ
2

cm 2 1; 2; 3. . .;Nf g

ð8Þ

where each OFDM chip signal represents a communication symbol, and cm is a
sequence number representing a communication symbol obtained by bit mapping of the
data information. The phase modulated on each subcarrier in each chip signal is
determined by the equations of the cm and P4 codes, and cm determines the shift of the
modulated P4 code sequence in each chip. Thus different shifts can represent different
data information.

Use (5) to write the main lobe formula of the ambiguity function
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vM s; fdð Þ ¼
XN�1

k¼0

exp j2p fc þ kDfð Þsf g
XM�1

l¼0

XM�1

m¼0

Ck;lC
�
k;m

Td sin c p fc � kDfð Þ 1� cð ÞTdð Þ
exp jp fc � kDfð Þ c� 1ð ÞTaf g

ð9Þ

where Ck,l, Ck,m are the lth symbol and the kth symbol on the kth subcarrier in the
OFDM signal, respectively. P4 code ambiguity function zero Doppler plane simulation
results are shown in Fig. 2.

Figure 2 is a range ambiguity function obtained by accumulating 1024 pulses using
a 32-bit P4 code. It can be seen that the main lobe is narrow and the side lobes are low.
Therefore, the radar detection capability of the integrated signal designed by this
method is hardly reduced.

3.3 Method for Reducing PAPR of Shared Signals

Too high PAPR is an unavoidable problem for OFDM systems, and integrated systems
are also facing this problem. The traditional clipping method has a small change to the
ambiguity function due to the clipping ratio (CR), but has a great influence on BER. To
this end, we introduce CE-OFDM to solve the problem of excessive PAPR.

The CE-OFDM method combines OFDM technology with angle modulation or
frequency modulation to produce a constant envelope signal that allows the amplifier to
operate in saturation and maximize energy efficiency. The PAPR of the signal can be as
high as 0 dB. For the sake of discussion, let’s take angle modulation as an example. In
the CE-OFDM-PM signal, the angle signal should be proportional to the real part of the
OFDM signal. We construct the real OFDM signal and combine the angle modulation
to obtain the formula of the CE-OFDM-PM signal. It is given by

Fig. 2. Improved P4 code zero Doppler plane.
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y tð Þ ¼ A exp jhp
X2N
n¼1

< X nð Þ½ � cos j2p
n
Ts

t

� �� 

�= X nð Þ½ � sin j2p
n
Ts

t

� ��� ð10Þ

where hp is the angle modulation index, and Ts is the OFDM symbol duration, which is
reciprocal with the subcarrier spacing to ensure orthogonality.

In the echo signal of the CE-OFDM-PM signal, the effects of delay and Doppler
shift will all be applied to the angle signal, so the ambiguity function of CE-OFDM is
exactly the same as the ambiguity function of OFDM signal above. The signal
ambiguity function simulation results are shown in Fig. 3.

It can be seen that the side lobes are undulating, but not very prominent, and the
width of the main lobe is narrow. Therefore, the CE-OFDM signal can be considered as
a suitable radar detection signal, which can be directly subjected to pulse compression
processing. However, the disadvantage of this method is that the angle demodulation
has a threshold effect, which requires that the SNR of the demodulator is greater than
10 dB, which will affect the detection range of the radar.

4 Design and Simulation Analysis of OFDM Integrated
Signal Reception Algorithm

4.1 OFDM Integrated Signal Receiving Algorithm Based on FFT
Demodulation

Taking a single pulse signal as an example, after down-conversion, A/D conversion,
phase demodulation, and Hilbert transform, the expression of the baseband signal
entering the radar processing module is given by

Fig. 3. Ambiguity function graph of CE-OFDM signal modulated by P4 code.
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s nð Þ ¼ rect
n

NDf
1� 2v

c

� �
� s

� �XN�1

m¼0

exp jumð Þ½

exp j2pmDf
n

NDf
1� 2v

c

� �� �

exp �j2pfc
n

NDf
2v
c

� �

exp �j2p fc þmDfð Þ n
NDf

2R
c

� �
ð11Þ

where n is the number of samples, and the other parameters have the same meaning as
above. If the above formula is rewritten as a matrix, the sampled data before entering
the radar signal processing module is given by

s ¼ wnb a� uð Þ ð12Þ

The meaning of each parameter is as follows

w ¼ exp �j2pfc
2R
c

� �
ð13Þ

n ¼ diag 1 c c2 . . . cN�1
	 
 ð14Þ

b ¼

1 1 1 . . . 1
1 b b2 bN�1

1 b2 b4 b2 N�1ð Þ

. .
. ..

.

1 bN�1 b2 N�1ð Þ � � � b N�1ð Þ2

2
666664

3
777775 ð15Þ

aT ¼ 1 a a2 . . . aN�1
� � ð16Þ

uT ¼ ½ exp ju0f g exp ju1f g . . . exp juN�1f g � ð17Þ

The derivation of the range output and velocity output of the formula is summarized as
the following algorithm:

Step 1: Each pulse is down-converted, sampled, and demodulated data is stored in a
matrix S, and each column of the matrix represents a pulse.
Step 2: Multiply each column in the matrix S by the Hadamard multiplication by the
corresponding transmission data, and store the result in the original position.
Step 3: Perform an IFFT transformation on each column of the matrix S, and store
the result in the original position, and the result is a range output.
Step 4: Perform FFT transformation on each row of the matrix S, and the result is
the speed output.
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4.2 Integrated System Simulation and Performance Analysis
for Reducing PAPR of Shared Signals

Based on the above shared signal design, we simulated the integrated system, and the
system parameter settings are shown in Table 1.

Suppose the radar scattering area of two targets is 1 m2, their distance from the
radar is 100 m and 200 m, respectively, and their velocity is 200 m/s and 300 m/s. The
range output and velocity output are shown in Fig. 4.

It can be seen from the figure that the velocity and range of the two targets can be
accurately distinguished, and the amplitude attenuation caused by the Doppler shift
hardly affects the target recognition. The left image also shows the range display of the
radar with two targets separated by 25 m, 50 m and 75 m. It is apparent from the figure
that the two targets are indistinguishable when they are separated by 25 m. In the case
of 50 m and 75 m, it is still distinguishable.

Using the system parameter, to achieve a Doppler shift of Δf, the target’s velocity
of motion should be 2500 m/s. We assume that the target position is 100 m and the

Table 1. System parameter setting.

Symbol Parameter Value

B Bandwidth 6.4 MHz
N Number of subcarriers 16
Δf Carrier spacing 400 kHz
Ts Symbol duration 2.5 ls
M Number of pulse 1024
TPRI Pulse repetition time 3.125 ls
fc Carrier frequency 10 GHz
dR Range resolution 25 m
dv Velocity resolution 4.7 m/s

Fig. 4. Radar detection capability simulation results. Among them, the left figure shows the
range output of the radar, and the right figure shows the velocity output of the radar.
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velocity is 2500 m/s, so the range output and velocity output at this time are shown in
Fig. 5.

It can be seen that the range output has a very high secondary peak at 125 m, and
the velocity is completely indistinguishable.

BER of CE-OFDM systems. We assume that the channel is a constant reference
channel and the noise is white Gaussian noise. Considering the frequency offset pro-
duced by the channel, the signal will produce an additional phase after entering the
angle demodulator. Due to the orthogonality and periodicity of the carrier, the problem
of the symbol error rate of the CE-OFDM system can be reduced to the problem of the
symbol error rate of the portion related to the number of bits of P4 cyclic code [11].

Using above analysis, we use the 16-bit P4 code to simulate the system BER based
on the original parameters. The result is shown in Fig. 6.

As can be seen from the figure, due to the threshold effect of the angle modulation,
the BER is high before the SNR is 10 dB. Under high SNR conditions, the BER of the
design signal is close to the BER of 8PSK, and there is no loss in communication
performance.

Fig. 5. Simulation results of radar detection capability under large Doppler shift. Among them,
the left figure shows the range output of the radar, and the right figure shows the velocity output
of the radar.

Fig. 6. BER under 16-bit P4 code white Gaussian noise channel.
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5 Conclusion

Aiming at the difficulty of the influence of communication data correlation on radar
detection capability in radar-communication integrated signal design, this paper con-
structs shared signal with P4 cyclic code and CE-OFDM. And it is based on the basic
theory of ambiguity function of radar signal and the waveform characteristics of
OFDM. In this way, we solved the impact of relevance. At the same time, we deduced
the integrated receiving algorithm based on FFT demodulation and simulated the
corresponding radar range and velocity detection capability and communication BER,
and obtained good results.

The radar-communication integrated system based on OFDM signal not only
reduces the performance of the radar system, but also has the capability of high-speed
communication, and the degree of integration is high, which is an effective and feasible
integrated solution. It is also necessary to improve the clutter filtering and Doppler
processing operations of the radar receiving algorithm in this system, so that the
integrated system has better performance. Moreover, we need to improve the appli-
cation of this radar-communication integrated system in SAR radar in the follow-up
work.
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Abstract. With the increasing demand for the command and dispatch service of
private network communication system, broadband trunking communication (B-
TrunC) system and its standards are improving steadily. In order to improve the
performance of group service of B-TrunC system, we propose a system model
with same-frequency multicell coordination for group users and a multicast
beamforming algorithm based on the system model. The proposed system model
combines multicell coordination and same-frequency scheduling. The multicast
beamforming optimization problem is a non-deterministic polynomial hard (NP-
hard) problem. The mathematical model of the proposed algorithm is obtained
according to direction of departure (DOD) of group users and max-min fairness
(MMF) principle; the optimal approximate solution of transmitting multicast
beamforming weight vector, which maximizes the least received SNR of group
users, is obtained on the basis of semidefinite relaxation (SDR). Theoretical
analysis and simulation results show that the proposed multicast beamforming
algorithm based on same-frequency multicell coordination can significantly
improve the SNR of cell-edge users and increase the group user channel capacity.
As the group user angle interval decreases or the base station antenna number
increases, the performance of the proposed algorithm is further improved.

Keywords: B-TrunC system � Multicast beamforming �
Multicell coordination � Same-frequency scheduling � Group service

1 Introduction

As an important part of wireless communication, private network communication
system with the core business of public service and public safety is developing rapidly
around the world. Industry users urgently need private network to provide broadband
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services such as high-speed data, images and video. The broadbandization of private
network communication system is imperative and urgent. The researches on B-TrunC
system, which is based on 4G core technology, have received extensive attention in
recent years [1]. Group service is the core business of B-TrunC system. The
improvement of the performance of group service has important theoretical significance
and application value for promoting the development of B-TrunC system.

Nowadays, the group service of the B-TrunC system adopts inter-frequency
scheduling method in different base stations. The same frequencies will be distributed
to the same group users in same base station but the different frequencies will be
distributed to the same group users in different base stations. This method has short-
comings in group user handover delay, cell-edge user performance, and group user
channel capacity, etc. Thus, in this paper, a system model with same-frequency mul-
ticell coordination for group users and a multicast beamforming algorithm combined
multicell coordination and same-frequency scheduling is studied to improve the per-
formance of group service of B-TrunC system.

Beamforming technology can make full use of the spatial domain resources and
improve the energy efficiency of wireless communication system [2, 3]. A lot of
research results have been achieved on point-to-point single-user beamforming [4]. The
research on multicast beamforming for group users has received increasing attention
with the increasing demand for multicast services [5, 6]. The difficulty of multicast
beamforming for group users is that no matter which beamforming principle is adopted,
the optimization of beamforming weight vector is a non-deterministic polynomial hard
(NP-hard) problem [7]. The optimal solution can be obtained by sequential quadratic
programming (SQP) but with high computational complexity [8]. The semi-definite
relaxation (SDR) algorithm can reduce the computational complexity with little per-
formance loss. Reference [9] proposes a multicast beamforming algorithm based on
unicast, which improves the performance of zero-forcing method and minimum mean
square error method. In [10], the problem of multicast beamforming with perfect and
imperfect channel status information (CSI) is studied based on an iterative approach.
However, the above studies on beamforming only consider the case of group users in a
single base station without considering in multiple base stations cenarios.

The performance for cell-edge users in the group service of B-TrunC system
directly affects the overall performance. Multicell coordination can improve the per-
formance for cell-edge users, and further improve the overall performance for group
users. In [11], a multi-point coordination scheduling method is adopted to reduce the
interference between users in different base stations and improve the performance for
cell-edge users. However, the spatial domain resources are not fully utilized, since it
uses frequency division multiplexing for the same group users of different base stations.

In order to improve the performance of group service of B-TrunC system, a system
model with same-frequency multicell coordination for group users is studied and a
multicast beamforming algorithm combined multicell coordination and same-frequency
scheduling for B-TrunC system is proposed. The multicast beamforming algorithm
based on max-min fairness (MMF) principle fully utilizes the spatial domain resources.
The optimal solution of the algorithm is a NP-hard problem and the optimal approx-
imate solution is obtained by semidefinite relaxation.
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2 System Model and Optimization Problem

In order to evaluate the performance of the proposed system model and the multicast
beamforming algorithm, the system model of the proposed same-frequency multicell
coordination (SFMC) is shown in Fig. 1(a); the system model of the original private
network non-cooperation (OPNN) is shown in Fig. 1(b); the system model of the
original multimedia broadcast/multicast service single frequency network (OMBSFN)
with omnidirectional antenna is shown in Fig. 1(c).

As is shown in Fig. 1(a), there are NB base stations. Each base station adopts
uniform linear array with NT array elements. And there are M single-antenna users per
base station, and all belong to the same group. According to the characteristics that the
group users of private network are concentrated and the angle information is easily
obtained, the channel model adopts the direction of departure (DOD) mode in this
paper. The downlink between the i-th base station and the k-th user in the j-th base
station can be expressed as

hi;\j;k[ ¼ ai;\j;k[ gi;\j;k[ 1

¼ ½ hi;\j;k[
1 hi;\j;k[ 1

2 � � � hi;\j;k[
NT

�T ð1Þ

Where ai;\j;k[ is a NT � dk dimensional steering matrix; gi;\j;k[ is a dk � 1 dimen-
sional independent identically distributed complex Gaussian matrix with zero-mean
unit-variance per element; dk is the corresponding DOD multipath number of emission
array. In uniform linear array, it can be expressed as:

ai;\j;k[ ¼ 1ffiffiffiffiffi
dk

p � ½aðhi;\j;k[
1 Þ; � � � ; aðhi;\j;k[

dk
Þ� ð2Þ

aðhÞ ¼ ½1; ej2pd sin hk ; � � � ; ej2pðNT�1Þd sin hk �T ð3Þ

BN
TN

TNTN

BN

TN

TN

TN

BN

TN

TN

TN

a SFMC mode b OPNN mode c OMBSFN mode

Fig. 1. System model of three modes
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Where d is the antenna array element interval; k is the wavelength of carrier; h is the
DOD. Suppose ĥi;\j;k[ is the DOD central angle between the i-th base station and the
k-th user in the j-th base station, angle expansion is Dwk, then we have
hi;\j;k[
dk ¼ ĥi;\j;k[ þ �Dwk; � 2 ½�1; 1�.

The transmitting beamforming weight vector of the i-th base station is wi ¼
½w1 w2 � � � wNT �T which is a NT -dimensional column vector; s is the transmitting signal;
n is Gaussian noise. Then the received signal of the k-th user in the j-th base station can
be expressed as

r\j;k[ ¼
XNB

i¼1

hHi;\j;k[wisþ n

¼ hHj;\j;k[wjsþ
XNB

i¼1;i6¼j

hHi;\j;k[wisþ n

ð4Þ

In (4), the received signals of the user consist of two parts, one is from the base
station which is the user located and the other is from other base stations. In this system
model, different base stations use the same time-frequency resources to transmit the
same group service information. Cell-edge user can receive signals sent by multiple
base stations simultaneously. The SNR of all the received signals of the user can be
expressed as

SNRSFMC\j;k[ ¼
XNB

i¼1

wH
i hi;\j;k[

�� ��2

¼ wH
j hj;\j;k[

��� ���2 þ XNB

i¼1;i6¼j

wH
i hi;\j;k[

�� ��2 ð5Þ

In private network communication system, the performance of group service must
be guaranteed for all users in the same group. In order to ensure the performance of the
group user with the worst received signal, the max-min fairness (MMF) beamforming
principle is adopted, which is to maximize the least SNR of the users in the
group. Constrain the transmitting power of each base station to be P, then the math-
ematical model for the multicast beamforming optimization problem with same-
frequency multicell coordination is derived as

max
w1���wNB

min
\j;k[

ð
XNB

i¼1

wH
i hi;\j;k[

�� ��2Þ
j 2 1; � � � ;NBf g; k 2 1; � � � ;Mf g

s:t: wH
i wi ¼ P 8 i ¼ 1; � � � ;NB

ð6Þ
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From (6), this optimization problem is a NP-hard problem and cannot be solved
directly. In this paper, a multicast beamforming algorithm based on semi-definite
relaxation is proposed. The algorithm description will be given in the next section.

From Fig. 1(b), in the original private network, the same group users located in
different base stations are assigned different subcarriers, and the user only receive
signals sent by its own base station. The received SNR of the k-th user in the j-th base
station is expressed as

SNROPNN\j;k[ ¼ wH
j hj;\j;k[

��� ���2 ð7Þ

As is shown in Fig. 1(c), the original MBSFN mode with omnidirectional antenna
doesn’t adopt beamforming technology. The received SNR of the k-th user in the j-th
base station is expressed as

SNROPNN\j;k[ ¼
XNB

i¼1

w0hi;\j;k[
�� ��2¼ w0hj;\j;k[

�� ��2 þ XNB

i¼1;i6¼j

w0hi;\j;k[
�� ��2 ð8Þ

Where w0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
P=NT

p � INT , the power is evenly distributed among the NT antennas, and
the signal propagates evenly in each direction. Power is wasted since the CSI is not
utilized.

By comparing (5) (7) (8), it can be inferred that SNRSFMC is greater than SNROPNN

and SNROMBSFN under the same base station transmitting power.
The group user channel capacity is defined as the average channel capacity of all

the group users. Since the same group users receive the same information, the group
user channel capacity in the three modes is defined as follows:

The proposed same-frequency multicell coordination (SFMC) mode:

CSFMC ¼ 1
NB �M

XNB

j¼1

XM
k¼1

log2ð1þ wH
j hj;\j;k[

��� ���2 þ XNB

i¼1;i 6¼j

wH
i hi;\j;k[

�� ��2Þ ð9Þ

The original private network non-cooperation (OPNN) mode:

COPNN ¼ 1
NB �M

XNB

j¼1

XM
k¼1

log2ð1þ wH
j hj;\j;k[

��� ���2Þ ð10Þ

The original MBSFN (OMBSFN) with omnidirectional antenna mode:

COMBSFN ¼ 1
NB �M

XNB

j¼1

XM
k¼1

log2ð1þ w0hj;\j;k[
�� ��2 þ XNB

i¼1;i6¼j

w0hi;\j;k[
�� ��2Þ ð11Þ

By comparing (9) (10) (11), it can be inferred that the proposed SFMC mode has a
larger group user channel capacity than the other two modes under the same base
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station transmitting power. This is because the group user in SFMC mode can receive
the signals from multiple base stations by multicast beamforming.

3 Multicast Beamforming Algorithm Based on SDR

In order to obtain the optimal approximate solution of the NP-hard problem, a same-
frequency multicell coordination multicast beamforming algorithm based on semidef-
inite relaxation is proposed. Specific steps of the algorithm are as follows:

(1) Transforming the mathematical models
Suppose Wi ¼ wiwH

i , Hi;\j;k[ ¼ hi;\j;k[ hHi;\j;k[ , then by the property of matrix
we can derived that

wH
i hi;\j;k[

�� ��2¼wH
i hi;\j;k[ hHi;\j;k[wi ¼ trðwiwH

i hi;\j;k[ hHi;\j;k[ Þ
¼ trðWiHi;\j;k[ Þ ¼ vecðHT

i;\j;k[ ÞTvecðWiÞ
ð12Þ

wiwH
i ¼ trðWiÞ ¼ vecðINÞTvecðWiÞ ð13Þ

Where vec(..) means vectorized representation of matrix columns. Substituting (12)
(13) into (6), the optimization problem of (6) is transformed into:

max min
\j;k[

XNB

i¼1

trðWiHi;\j;k[ Þ
( )

j 2 1; � � � ;NBf g; k 2 1; � � � ;Mf g

s:t: trðWiÞ ¼ P; rankðWiÞ ¼ 1 ; Wi � 0; 8 i ¼ 1; � � � ;NB

ð14Þ

Where Wi � 0 means that the matrix Wi is a semi-definite matrix.

(2) Relax the restrictions and turn the problem into a typical SDP problem
Compared with the standard form of SDP problem, the mathematical model in (14)

only adds the restriction that rank(WiÞ ¼ 1. We ignore this restriction first and (14) is
re-written as

max min
\j;k[

XNB

i¼1

trðWiHi;\j;k[ Þ
( )

j 2 1; � � � ;NBf g; k 2 1; � � � ;Mf g

s:t: trðWiÞ ¼ P; Wi � 0; 8 i ¼ 1; � � � ;NB

ð15Þ

At this point, the optimization problem has been transformed into a SDP problem.

For the convenience of solving, we suppose t ¼ min
\j;k[

PNB

i¼1
trðWiHi;\j;k[ Þ

� �
, and

substitute it into (15), then (15) is re-written as
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max t

s:t:
XNB

i¼1

trðWiHi;\j;k[ Þ � t; 8j ¼ 1; � � � ;NB; 8k ¼ 1; � � � ;M

trðWiÞ ¼ P;Wi � 0; 8i ¼ 1; � � � ;NB

t � 0

ð16Þ

In order to transform the inequations into equations, we introduce a free variable
s\j;k[ , and substitute (12) (13) into (16), then we have

min � t

s:t: � t � s\j;k[ þ
XNB

i¼1

vecðHT
i;\j;k[ ÞTvecðWiÞ ¼ 0; 8j ¼ 1; � � � ;NB; 8k ¼ 1; � � � ;M

vecðINÞTvecðWiÞ ¼ P;Wi � 0; 8i ¼ 1; � � � ;NB

t � 0; s\j;k[ � 0; 8j ¼ 1; � � � ;NB; 8k ¼ 1; � � � ;M
ð17Þ

(3) Optimization tool
We use SeDuMi to get Wi. SeDuMi is an optimization tool to solve the SDP

problem.
The dual format of SDP is given as:

min cTx

s:t: Aeqx ¼ beq
Aqx ¼ bq

FðxÞ ¼ F0 þ
Xn
i¼1

xiFi � 0

ð18Þ

Let x ¼ ½t; s\1;1[ ; s\1;2[ ; � � � ; s\NB;M[ ; vecðW1Þ; vecðW2Þ; � � � ; vecðWNBÞ�.
Compare the coefficient of the relaxed model in (17) with the dual format of SDP in

(18), and then we can obtain:

cT ¼ ½�1; zerosð1;M � NB þN2
T � NBÞ� ð19Þ

bq ¼ ½zerosð1;M � NBÞ;P� onesð1;NBÞ�T ð20Þ

Aq ¼ A1 A2

A3 A4

� �
ð21Þ

Where:
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A1 ¼
�1 �1 0 � � � 0
�1 0 �1 � � � 0
..
. ..

. ..
. . .

. ..
.

�1 0 0 � � � �1

2
664

3
775 ð22Þ

A2 ¼

vecðHT
1;\1;1[ ÞT vecðHT

2;\1;1[ ÞT � � � vecðHT
NB;\1;1[ ÞT

vecðHT
1;\1;2[ ÞT vecðHT

2;\1;2[ ÞT � � � vecðHT
NB;\1;2[ ÞT

..

. ..
. . .

. ..
.

vecðHT
1;\NB;M[ ÞT vecðHT

2;\NB;M[ ÞT vecðHT
NB;\NB;M[ ÞT

2
66664

3
77775 ð23Þ

A3 ¼ zeros NB;M � NB þ 1½ � ð24Þ

A4 ¼
vecðINT ÞT 0 � � � 0

0 vecðINT ÞT � � � 0

..

. ..
. . .

. ..
.

0 0 � � � vecðINT ÞT

2
6664

3
7775 ð25Þ

K:l ¼ ðMþ 1Þ � NB ð26Þ

K:s ¼ NT ð27Þ

Where, the dimension of A1 is ðM � NBÞ � ðM � NB þ 1Þ; the dimension of A2 is
ðM � NBÞ � ðNB � N2

TÞ; the dimension of A3 is NB � ðM � NB þ 1Þ; the dimension of
A4 is NB � ðNB � N2

TÞ; K:l represents the number of equality constraints; K:s repre-
sents the order of LMI (Linear Matrix Inequality). Substitute the above parameters into
the optimization tool, SeDuMi function, and the optimal solution x is obtained, and
then we choose the sþ 2þði� 1Þ � N2

T column to the sþ 1þ i� N2
T column of x as

vecðWiÞ. Then, we can obtain the matrix Wi by converting vecðWiÞ.
(4) Randomization and choosing the relatively optimal solution

Due to the condition that rank(WiÞ ¼ 1 was ignored in (15), the Wi we obtained
may not meet the restriction rank(WiÞ ¼ 1. If the rank of the obtained Wi is 1, we
decompose Wi according to the form Wi ¼ wiwH

i , then wi is the exact solution. If the
rank of the obtained Wi is not 1, we need to use the randomizing method to get the
optimal approximate solution that satisfies rank(WiÞ ¼ 1. The randomizing method we
used in this paper is as follows:

We decompose each matrix Wi ð8i ¼ 1; � � � ;NBÞ and get Wi ¼ UiRiUH
i ; Ui and Ri

are corresponding eigenvector and eigenvalue matrix. Let wi ¼ UiR
1=2
i ei, where

ei 2 CNT�1, its q-th element ei½ �q¼ ejhi;q is a random variable uniformly distributed on
the unit circle, which means hi;q is a random variable that is evenly distributed within
0; 2p½ Þ.

A set of candidates of transmitting multicast beamforming weight vector wi are
obtained by the method above. And then these vectors are scaled up to reach wik k22¼ P,
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which is the constraint of the base station transmitting power. The transmitting mul-
ticast beamforming weight vector with the max least SNR selected from these candi-
date vectors is used as the optimal approximate solution.

4 Simulation Analysis

The simulation parameters of the proposed SFMC mode, the OPNN mode and the
OMBSFN mode (omnidirectional antenna) are shown in Table 1.

The comparison of the least received SNR and the group user channel capacity in
the three modes are shown in Figs. 2 and 3 respectively. Figure 2 shows that under the
same transmitting power of base station, the least received SNR of group users in the
proposed SFMC mode is 4 dB and 2 dB higher than that of OPNN mode and
OMBSFN mode. Figure 3 shows that compared with OPNN mode and OMBSFN
mode, the group user channel capacity in the proposed SFMC mode is significantly
improved. This is because the SFMC mode adopts the proposed multicast beamforming
algorithm, the spatial domain resources are fully utilized and the cell-edge users can
receive the same information from multiple base stations.

Table 1. Simulation parameters

Parameters Value

Number of base stations (NB) 3
Number of single base station antennas (NT) 4
Number of single base station users (M) 5
Group user angle interval 2°

Fig. 2. Least received SNR of group users in the three modes
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The relationships between the group user angle interval, the base station antenna
number and the performance of the proposed SFMC algorithm are shown in Figs. 4
and 5 respectively. As is shown in Fig. 4, the smaller the group user angle interval is,
the better performance the proposed algorithm has. Because the group user angle
interval is smaller, the beam lobes are more concentrated by using the multicast
beamforming algorithm based on DOD. Thus, the energy will be more concentrated,
which leads to the larger the received SNR of the group users. From Fig. 5, the larger
the base station antenna number is, the better performance the proposed algorithm has.
When the base station antenna number increases from 2 to 4, the SNR is significantly
improved. When the base station antenna number increases from 4 to 8, the SNR
increases slowly. Therefore, the proposed algorithm can achieve great performance
improvement without requiring too many transmitting antennas.

Fig. 3. Group user channel capacity in the three modes

Fig. 4. The performance of the proposed algorithm and the group user angle interval
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5 Conclusion

In order to improve the performance of group service of B-TrunC system, a system
model of same-frequency multicell coordination mode and a multicast beamforming
algorithm are proposed based on the characteristics of group user concentrated distri-
bution and the angle information easy to get. Compared with the inter-frequency non-
coordination mode and single frequency network mode with omnidirectional antenna,
the proposed algorithm can improve the performance for the cell-edge users and
increase the group user channel capacity. And the performance of the algorithm will be
further improved as the group user angle interval decreases or the base station antenna
number increases.
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1 Introduction

The design and optimization of the fifth generation (5G) wireless communica-
tion system become challenging, due to the expectation of satisfying the key
performance indicators (KPIs) in 5G usage scenarios, such as 100 Mbit/s user
experienced data rate, 10 Gbit/s peak data rate, 1 millisecond (ms) over-the-air
latency and 106/km2 connectivity density [1,2]. Combining the millimeter wave
(mmWave) communication and massive multiple-input multiple-output (MIMO)
technology is a feasible solution to meet the KPIs [3]. Meanwhile, the signal pro-
cessing of baseband units (BBUs) becomes more complicated in 5G base stations
(BSs) [4]. In this case, it is intractable to optimize the real-time hybrid precoding
in multi-user mmWave massive MIMO systems [5,6]. Neural networks, one of
the technologies in artificial intelligence (AI), have shown the great application
value to solve complex and intractable problems in image recognition, automatic
control and healthcare [7–9]. Therefore, it is attractive to apply neural networks
to design hybrid precoding for multi-user mmWave massive MIMO systems.

Some studies have already investigated the application of neural networks for
the physical layer of wireless communication systems. The work in [10] proposed
a procedure to predict channel characteristics of mmWave massive MIMO sys-
tems, based on convolutional neural networks. Moreover, the predicted results in
[10] showed the well matching with the real channel characteristics. In the chan-
nel estimation of mmWave massive MIMO systems, the estimation with the help
of neural networks was better than the state-of-the-art compressed sensing algo-
rithms [11]. In addition to the channel estimation, neural networks were also used
for the modulation classification of raw IQ samples, which achieved competitive
accuracy [12]. Considering the unmanageable joint optimization problem of the
coverage and capacity in mmWave massive MIMO systems, the authors in [13]
enhanced the service coverage and the spectrum efficiency by applying neural
networks to solve the joint optimization problem. Combining the distributed
massive MIMO with neural networks, more accurate results of user positioning
had been achieved [14], which paves the way for network operators to provide bet-
ter context-aware communication services. It is emerging in designing the physi-
cal layer of 5G wireless communication systems by neural networks. The work in
[15] provided a comprehensive survey of applications which uses multi-layer neu-
ral networks to solve problems in cellular networks. Based on the results in [15],
the existing studies, related to the application of neural networks in the physical
layer of cellular networks, is divided into five categories, i.e., signal detection,
modulation classification, error correction, interference alignment management
and anti-jamming. Applications of neural networks in wireless communication
systems remain to be explored.

Precoding is one of the key technologies in the physical layer of massive
MIMO systems to improve the spectrum efficiency. Considering the high cost
of radio frequency (RF) chains in mmWave band for fully-connected precod-
ing, hybrid precoding is proposed in mmWave massive MIMO systems [16].
The topology of the fully-connected phase shifter network in hybrid precod-
ing structure is similar to neural networks. To our knowledge, studies related
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to design hybrid precoding by multi-layer neural networks have not appeared in
the available literature. Inspired by this vacancy in knowledge, the objective of
this paper is proposing an idea to map the hybrid precoding structure to multi-
layer neural networks. The idea is based on the further decomposition of the
baseband precoding matrix in hybrid precoding. Furthermore, an SVD-based
decomposing (SVDDE) algorithm is proposed to evaluate the feasibility of the
proposed idea. The simulation results show that the performance deterioration
in the throughput and energy efficiency of mmWave massive MIMO systems can
be caused when the baseband precoding matrix in hybrid precoding is further
decomposed. In this case, modeling the hybrid precoding structure as multi-layer
neural networks is feasible in mmWave massive MIMO systems.

The rest of this paper is outlined as follows. Section 2 describes the system
model. In Sect. 3, an idea is proposed to map hybrid precoding to a multi-
layer neural network. Moreover, the feasibility of the proposed idea is ana-
lyzed. Section 4 provides the simulation results. Finally, conclusions are drawn
in Sect. 5.

2 System Model

As shown in Fig. 1, K single antenna users are served by the mmWave massive
MIMO system with fully-connected hybrid precoding. The BS is equipped with
NT antennas and NRF RF chains. Moreover, the values of K, NT and NRF satisfy
K ≤ NRF ≤ NT. The phase shifter network in Fig. 1 contains NTNRF phase
shifters (PSs). The baseband precoding matrix is denoted as FBB ∈ C

NRF×K

and the RF precoding matrix is denoted as FRF ∈ C
NT×NRF . The downlink

channel matrix H ∈ C
NT×K is HH = [h1, · · · ,hk, · · · ,hK ]H, where hk is the

downlink channel vector between the BS and the k-th user. The received signal
at the k-th user is given as

yk = hH
k FRFFBBs + nk, (1)

where s is K × 1 transmitted signal vector s = [s1, · · · , sk, · · · , sK ]T for K users
satisfying E

[
ssH

]
= IK , sk (k = 1, · · · ,K) is the transmitted signal for the

k-th user. nk ∼ CN (
0, σ2

n

)
is the noise received by the k-th user. FBB and FRF

satisfy ‖FRFFBB‖2F = PT where PT is the transmission power.
The Saleh-Valenzuela channel model is considered as the mmWave channel

model [17] and hk is given as

hk =

√
NTξk

L

L∑

l=1

gk
l a (θl), (2)

where L is the total number of multipath between the BS and K users. The
large-scale fading coefficient is denoted as ξk = 1

dα
k
, where α is the path loss

exponent of mmWave and dk is the distance between the BS and the k-th user
[18]. gk

l ∼ CN
(
0, σ2

g, l

)
is the complex gain of signals at the l-th multipath [19].
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Fig. 1. The mmWave massive MIMO system with fully-connected hybrid precoding
structure.

The array response vector a (θl) of the uniform linear array (ULA) in Fig. 1 is
written as

a (θl) =
1√
NT

[
1, ej 2π

λ dT sin(θl), · · · , ej(NT−1) 2π
λ dT sin(θl)

]T
, (3)

where θl is the azimuth angle of signals at the l-th multipath, λ is the wavelength
of mmWave, dT is the inter-antenna spacing.

3 The Neural Network in Hybrid Precoding

3.1 The Mapping of a Multi-Layer Neural Network

Most of the studies related to neural networks are training software-based neural
networks. Few works have been done in training hardware-based neural networks
to achieve learning [20]. In fully-connected hybrid precoding structure (Fig. 1),
the phase shifter network has similar topology to neural networks. Furthermore,
the baseband precoding processing in BBUs is described as the matrix-vector
multiplication FBBs, which is similar to the mathematic model of neural net-
works, i.e., the multiplication between weight matrices and input data vectors.
It is reasonable to map the hybrid precoding structure in Fig. 1 to a one-layer
neural network in Fig. 2a.

The essence of precoding is the signal processing between the input data
streams and antennas array. The input data streams and antennas array are
treated as the input layer and output layer, respectively, for the equivalent neural
network in Fig. 2. In Fig. 2a, the hybrid precoding structure in mmWave massive
MIMO systems is mapped to a single-hidden-layer neural network, whose weight
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Fig. 2. Hybrid precoding structure in mmWave massive MIMO system is mapped to
(a) a one-layer neural network; (b) a multi-layer neural network.
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matrices are FBB and FRF. In hybrid precoding, the digital precoding can adjust
both the amplitude and phase of signals and the RF precoding can only change
the phase of signals, which implies that the mapped neural network in Fig. 2a has
two weight matrices with different properties. There is no denying that multi-
layer neural networks commonly have better performance than one layer neural
networks. It is reasonable to map the hybrid precoding structure to a multi-
layer neural networks. More than two weight matrices are needed in mapping
the hybrid precoding structure to a multi-layer neural network. In addition to
matrices FBB and FRF, new weight matrices have to be obtained.

Hybrid precoding is proposed by decomposing fully-digital precoding into a
digital baseband precoding and an analog RF precoding. Inspired by the decom-
position of fully-digital precoding, an idea that mapping the hybrid precoding
structure to a multi-layer neural network is proposed. The baseband precoding
matrix FBB is first decomposed into two new sub-matrices. These new sub-
matrices are treated as new weight matrices for a two-layer neural network in
Fig. 2b. Different from software-based neural networks and hardware-based neu-
ral networks, the equivalent neural network in Fig. 2b is a software-hardware
hybrid neural network which consists of a software-based neural network in BBUs
and a hardware-based neural network in the phase shifter network. Software-
based neural networks have been widely implemented. In contrast, the imple-
mentation of hardware-based neural networks still has knotty technical problems.
One formidable challenge for implementations of the hardware-based neural net-
work in Fig. 2 is to achieve learning in the phase shifter network. Considering
that the software-hardware hybrid neural network has not been implemented,
we only investigate the feasibility of the proposed idea.

Considering that the proposed idea is based on further decomposing FBB, we
speculate on the feasibility of the proposed idea by using existing methods, due
to the difficulty of implementing the software-hardware hybrid neural network.
The proposed idea is feasible at the case that the performance deterioration,
caused by the decomposition of FBB, is slight in the throughput and energy effi-
ciency of mmWave massive MIMO systems. Considering a widely used approach
to decompose FBB, the decomposition algorithm should be proposed and the
impact of further decomposing FBB on the throughput and energy efficiency of
mmWave massive MIMO systems with hybrid precoding structure has to be ana-
lyzed. The throughput and energy efficiency of mmWave massive MIMO systems
is derived in the following.

The received signal-to-interference-plus-noise ratio (SINR) at the k-th user
is calculated as

SINRk =

∣
∣
∣hH

k FRFFBB, kFH
BB, kF

H
RFhk

∣
∣
∣
2

σ2
n +

K∑

i=1,i �=k

∣
∣
∣hH

k FRFFBB, iFH
BB, iF

H
RFhk

∣
∣
∣
2
, (4)
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where FBB, k is the k-th column vector of FBB. Thus, the throughput for the
BS to simultaneously serve K users is presented by

Rsum = W
K∑

k=1

log2 (1 + SINRk), (5)

where W is the bandwidth.
In Fig. 1, the mmWave massive MIMO system with hybrid precoding struc-

ture consists of power amplifiers (PAs), the phase shifter network, RF chains and
BBUs. The total power consumption of the mmWave massive MIMO system is

Ptotal = PPA + NTNRFPPS + NRFPRF + PBB, (6)

where PPA = PT
ηPA

is the power of PAs, ηPA is the efficiency of PAs [21,22]. The
power consumption of the phase shifter network is NTNRFPPS, where PPS is
the power of a single PS. The power consumption of RF chains is NRFPRF,
where PRF is the power of one RF chain. The power consumed by BBUs can be
obtained by

PBB = W
Δ

LBS
+

W

WcTc

Ω

LBS
, (7)

where the first term is the power consumption of the multiplication FBBs in pre-
coding processing, Δ is the number of floating-point operations for the multipli-
cation FBBs. The second term in (7) is the power consumption of the precoding
algorithm used in BBUs, Ω is the number of floating-point operations for the
precoding algorithm. The coherence bandwidth and coherence time of mmWave
frequency are denoted as Wc and Tc, respectively. The typical values of Wc and
Tc in mmWave massive MIMO systems are 100 MHz and 35µs, respectively
[23,24]. LBS is defined as the computation efficiency of BBUs, whose typical
value is 12.8 GFLOPS/W [25].

Based on (5) and (6), the energy efficiency of the mmWave massive MIMO
system with hybrid precoding structure is denoted as

ηEE =
Rsum

Ptotal
. (8)

3.2 The Decomposition Based on SVD

Assuming that the BS has the perfect channel state information (CSI), the near-
optimal baseband precoding matrix for maximizing the Rsum is equivalent zero-
forcing (ZF) precoding [5] which is given by

Fopt
BB = HH

eq

(
HeqHH

eq

)−1
D, (9)

where Heq = HHFopt
RF is the K × NRF equivalent downlink channel matrix

for K users, Fopt
RF is the optimal RF precoding matrix which can be writ-

ten as linear combination of a (θl), e.g., vectors a (θl) with different θl as
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columns of Fopt
RF [16]. D is a K × K diagonal matrix to normalize Fopt

BB . The
singular value decomposition (SVD) is widely used to decompose a matrix.
Accordingly, the SVD of Fopt

BB is considered as the decomposition approach
to investigate the feasibility of the proposed idea. Define the SVD of Fopt

BB as
Fopt

BB = UΣVH, where U = [u1,u2, · · · ,uK ] is a NRF × K left singular vec-
tor matrix and V = [v1,v2, · · · ,vK ] is a K × K right singular vector matrix.
Σ = diag (σ1, σ2, · · · , σK) is a K×K diagonal matrix containing the nonzero sin-
gular values of Fopt

BB in decreasing order, i.e., σ1 ≥ σ2 ≥ · · · ≥ σK . Set A = UΣ
and B = VH, Fopt

BB is rewritten as Fopt
BB = AB. Decomposing Fopt

BB into two
sub-matrices A and B, a new hidden layer is added to the equivalent neural
network which is a two-layer neural network in Fig. 2b. Moreover, both matri-
ces A ∈ C

NRF×K and B ∈ C
K×K are treated as the weight matrices for the

two-layer neural network.
Combining the mmWave communication and massive MIMO technologies

in 5G BSs complicates the real-time signal processing in BBUs. Moreover, the
number of floating-point operations in precoding processing has been increased,
which increases the power consumption of BBUs [4]. Considering that the
power consumption of BBUs has a great impact on the energy efficiency
of mmWave massive MIMO systems, the decomposition of Fopt

BB should not
increase the power consumption of BBUs, i.e., not increasing the number of
floating-point operations in hybrid precoding. The number of floating-point
operations for multiplications FBBs and ABs are Λ1 = 8NRFK − 2NRF and
Λ2 = 8

(
NRFK + K2

) − 2 (NRF + K), respectively. The additional number of
floating-point operations in hybrid precoding processing is denoted as Φ. When
Fopt

BB is decomposed into two sub-matrices A and B, Φ = Λ2 − Λ1 and Φ > 0
which indicates that the number of floating-point operations is increased. There-
fore, another two matrices C ∈ C

NRF×m and D ∈ C
m×K have to be constructed

to make Φ ≤ 0, i.e., the number of floating-point operations in the multiplica-
tion CDs is less than or equal to the number of floating-point operations in the
multiplication FBBs.

The SVD of Fopt
BB can be rewritten as

Fopt
BB = AB

=
K∑

i=1

A(i)B(i)

=
K∑

i=1

(σiui)vH
i

, (10)

where A(i) is the i-th column vector of A and B(i) is the i-th row vector of B.
Based on (10), C and D are constructed as

C = [σ1u1, σ2u2, · · · , σmum] (11)

and
D = [v1,v2, · · · ,vm]H, (12)
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where m ∈ [1,K] is the number of column and row vectors in C and D.
The number of floating-point operations for the multiplication CDs is Λ3 =
8 (NRFm + mK)−2 (NRF + m). Considering the constraint Φ ≤ 0, i.e., Λ3 ≤ Λ1,
the value of m satisfies

m ≤ NRFK

NRF + K − 1
4

. (13)

Based on (13), the value of m is smaller than K, which indicates that the multi-
plication CD is the approximation of the multiplication AB. Define the square
of the Euclidean distance ‖AB − CD‖2F as the error ‖E‖2F , which is derived as

‖E‖2F = ‖AB − CD‖2F

=

∥
∥
∥
∥
∥

K∑

i=m+1

(σiui)vH
i

∥
∥
∥
∥
∥

2

F

. (14)

Based on (14), the smaller the value of m is, the larger the error will be. Fur-
thermore, the performance deterioration in the throughput of mmWave massive
MIMO systems depends on the value of ‖E‖2F . Considering that the value of m
is a positive integer, the maximum value of m is given as

mmax =
⌊

NRFK

NRF + K − 1
4

⌋
, (15)

where �x	 is the floor function of a real number x, i.e., outputs the greatest
integer which is less than or equal to x. When m = mmax, ‖E‖2F is the smallest.
On the contrary, ‖E‖2F is the largest for m = 1. An SVD-based decomposing
(SVDDE) algorithm is proposed in the following to decompose the baseband
precoding matrix into two sub-matrices. The proposed SVDDE algorithm is
given as follows.

Algorithm 1. SVD-based decomposing (SVDDE)
Require: Fopt

BB and m
1: Give the SVD of Fopt

BB and Fopt
BB = UΣVH

2: for i = 1, · · · , m do
3: Select the i-th column vectors of ui and vi which corresponding to the i-th

singular value σi

4: Set C(i) = σiui and D(i) =vi

5: end for
6: Generate matrices C= [σ1u1, σ2u2, · · · , σmum] and D= [v1,v2, · · · ,vm]
7: return FBB = CD

‖CD‖F
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3.3 Computational Complexity Analysis

The number of floating-point operations is considered as the computational com-
plexity. One of the input in Algorithm 1 is the near-optimal baseband pre-
coding matrix Fopt

BB , which is obtained by consuming K3 + 9NRFK2 + 3NRFK
floating-point operations. The SVD, in the first step of Algorithm 1, needs
4N2

RFK +22K3 floating-point operations [26]. Moreover, the number of floating-
point operations in generating two matrices C and D is 4N2

RFK+22K3+2mNRF.
Therefore, the computational complexity of Algorithm 1 is Ω = 9NRFK2 +
3NRFK + 4N2

RFK + 23K3 + 2mNRF.
Based on the computational complexity of Algorithm 1, the computation

power of BBUs is calculated and the total power consumption of the mmWave
massive MIMO system is obtained. Therefore, the performance deterioration in
the energy efficiency of mmWave massive MIMO systems can be analyzed.

4 Simulation Results

In this section, simulation results are provided to show the impact of decompos-
ing Fopt

BB on the throughput and energy efficiency of mmWave massive MIMO
systems with hybrid precoding structure. The carrier frequency is assumed to
be 28 GHz. Moreover, there are 256 antennas and 60 RF chains in the mmWave
massive MIMO system. Other default values of parameters in the mmWave mas-
sive MIMO system are listed in Table 1.

Table 1. Simulation parameters.

Parameters Values

Bandwidth W 1 GHz

Transmission Power PT 5 W

Path loss exponent α 4.6

The number of multipath L 20

Efficiency of PAs ηPA 38%

Power of a phase shifter PPS 12 mW

Power of an RF chain PRF 57 mW

Figure 3 shows the error ‖E2‖2F with respect to the number of users, con-
sidering different numbers of RF chains. The results in Fig. 3 indicate that the
value of ‖E2‖2F first decreases with the number of users. However, there is an
inflection point, i.e., K = 20 for NRF = 50 and K = 22 for NRF = 70, where the
value of ‖E2‖2F starts increasing instead. Based on the results in Fig. 3, there is
an optimal number of users which can minimize the error. It is possible to use
multi-layer neural networks to optimize the number of RF chains to minimize
the error for different numbers of users.
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Fig. 3. Error ‖E2‖2
F with respect to the number of users.

Fig. 4. Throughput with respect to the number of users.

In Fig. 4, the throughput as a function of the number of users is illustrated
when different numbers of RF chains is considered. Moreover, the equivalent ZF
algorithm is simulated for performance comparison. The results in Fig. 4 indi-
cates that the further decomposition of the baseband precoding matrix, based
on the SVDDE algorithm, causes the performance deterioration in the through-
put of mmWave massive MIMO systems with hybrid precoding structure. Based
on the results in Fig. 4, the gap between the equivalent ZF algorithm and the
SVDDE algorithm in terms of the throughput is shrunk when the number of users
is increased. Therefore, a slight performance deterioration in the throughput of
multi-user mmWave massive MIMO systems is caused by further decomposing
the baseband precoding matrix.
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Fig. 5. Energy efficiency with respect to the number of users.

Figure 5 illustrates the energy efficiency with respect to the number of users,
considering different numbers of RF chains. Based on the results in Fig. 5, the
energy efficiency decreases with the number of users. One of two reasons for
the decreasing of the energy efficiency is ascribed to the deterioration of the
throughput in Fig. 4. Based on (7), increasing the number of users grows the
power consumption on BBUs, which is another reason for the decreasing of the
energy efficiency. The gap between the equivalent ZF algorithm and the SVDDE
algorithm in terms of the energy efficiency is narrowing with increasing the
number of users in Fig. 5. Therefore, a slight performance deterioration in the
energy efficiency of multi-user mmWave massive MIMO systems is caused by
further decomposing the baseband precoding matrix.

5 Conclusions

In this paper, an idea of further decomposing the baseband precoding matrix
is proposed to map the hybrid precoding structure in mmWave massive MIMO
systems to a multi-layer neural network. Moreover, an SVDDE algorithm is pro-
posed to evaluate the feasibility of the proposed idea. Simulation results indi-
cated that there is an optimal number of users which can minimize the perfor-
mance deterioration. The existence of the optimal number of users shows the
opportunity of applying multi-layer neural networks to design hybrid precoding.
Moreover, simulation results also show that slight performance deterioration in
the throughput and energy efficiency of mmWave massive MIMO systems is
caused by further decomposing the baseband precoding matrix of hybrid pre-
coding structure. Therefore, it is feasible to map the hybrid precoding struc-
ture of mmWave massive MIMO systems to a multi-layer neural network. For
the future study, we will investigate the design of hybrid precoding based on
software-hardware hybrid neural networks.
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Abstract. This paper studies the spectrum allocation and power control (SA-
PC) problem in device-to-device (D2D) communication underlaying a cellular
network. A distributed multi-agent reinforcement learning (MARL) based joint
SA-PC algorithm is proposed for performing spectrum allocation and power
control for each D2D user in the network. The proposed algorithm uses Q
learning, a typical form of reinforcement learning (RL), to select the optimal
resource block (RB) and power level for each D2D user. In the Q-learning
algorithm, each D2D user is treated as an individual agent and maintains a
single-state Q table. Each agent selects an RB and a power level according to its
Q table in the learning process. Simulation results show that the proposed
Q-learning based joint SA-PC algorithm can achieve good throughput
performance.

Keywords: D2D communication � Spectrum allocation � Power control �
Multi-agent reinforcement learning � Q learning

1 Introduction

Device to device (D2D) communication is one of the promising technologies for future
mobile cellular networks. In D2D communication, two mobile devices directly com-
municate with each other without traversing a base station (BS), which can effectively
improve spectral efficiency, increase the system throughput, and reduce the data
transmission latency of a network [1]. Usually, D2D communication works in an
underlay mode in which D2D users share the spectrum resources of cellular users.
While this can effectively improve the network performance, it would on the other hand
cause severe interference between D2D users and cellular users. Accordingly, the
mitigation of such interference becomes a critical issue in D2D communication. An
effective way to address this issue is through efficient resource management, including
spectrum allocation and power control. In this context, extensive work has been con-
ducted and a variety of spectrum allocation and/or power control algorithms have been
proposed using traditional approaches [2–8]. With recent advances in artificial intel-
ligence (AI), machine learning (ML) is arousing a widespread interest from the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
S. Han et al. (Eds.): AICON 2019, LNICST 286, pp. 146–158, 2019.
https://doi.org/10.1007/978-3-030-22968-9_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_13&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22968-9_13


community of wireless communication. Considerable work has been conducted in
applying this advanced approach to wireless communication in general and D2D
communication in particular. But even so, relevant work on resource management for
D2D communication is still limited. It is interesting to further explore the application of
the advanced ML approach in spectrum allocation and power control for improving the
performance of D2D communication, which motivated us to conduct this work.

In this paper, we study the spectrum allocation and power control (SA-PC) problem
in D2D communication underlaying a cellular network using the ML approach.
A distributed multi-agent reinforcement learning (MARL) based joint SA-PC algorithm
is proposed for performing spectrum allocation and power control for each D2D user in
the network. Specifically, the proposed algorithm uses Q learning, a typical form of
reinforcement learning (RL), to select the optimal resource block (RB) and power level
for each D2D user. In the algorithm, each D2D user is treated as an individual agent
and maintains a single-state Q table. In the learning process, each agent selects an RB
and a power level according to its Q table. Simulation results are shown to evaluate the
performance of the proposed Q-learning based joint SA-PC algorithm in terms of the
throughput performance.

The rest of the paper is organized as follows. Section 2 reviews related work in the
literature. Section 3 describes the system model and formulates the SA-PC problem
considered in this paper. Section 4 presents the proposed MARL-based SA-PC algo-
rithm. Section 5 shows simulation results to evaluate the performance of the proposed
algorithm. Section 6 concludes the paper.

2 Related Work

Spectrum allocation (SA) and power control (PC) have been extensively studied for
D2D communication underlaying cellular networks. A variety of SA-PC algorithms
have been proposed in the literature [2–8]. In [2], Cai et al. proposed a capacity
oriented resource allocation algorithm (CORAL) for resource allocation in D2D
communication. The proposed algorithm introduces the concept of a Capacity-Oriented
REstricted (CORE) region for a D2D pair to determine a candidate cellular user set for
the D2D pair in resource allocation, which can help increase the system capacity. In
[3], Chen et al. proposed a time division scheduling (TDS) resource allocation algo-
rithm to efficiently exploit the downlink spectrum resources of cellular users for D2D
communication. In the D2D pair assignment for each timeslot, the proposed algorithm
follows a location dispersion principle in order to reduce the interference from D2D
users to cellular users and thus can increase the system throughput. In [4], Cai et al.
proposed a graph-coloring resource allocation (GOAL) algorithm using a graph-
coloring approach and introduced the concept of the interference negligible distance
(INS) to identify those D2D pairs which can simultaneously share the same spectrum
resources of cellular users, and the concept of the signal to interference ratio limited
area (SLA) to identify a set of D2D pairs which cannot share the spectrum resources of
a cellular user. In [5], Chen et al.proposeda service-aware resource allocation (SARA)
scheme for D2D communication to improve the network performance, which takes into
account the different service requirements of D2D users. In [6], Zulhasnine et al.
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proposed a centralized heuristic algorithm considering the interference link gain from a
D2D transmitter to the BS. The optimization problem is formulated as a Mixed Integer
Non-Linear Programming (MINLP) with the synchronized resource allocation of the
cellular users and D2D users. In [7], Esmat et al. proposed a two-phase optimization
algorithm for adaptive resource allocation, which provides better system throughput
than the traditional algorithm by computing a Lagrangian dual decomposition
(LDD) problem. In [8], Hsu and Chen proposed a power control and channel allocation
algorithm, in which the channel of each user device is reallocated after the first turn of
power allocation. The channel reallocation and power control proceed until the
transmission power no longer decreases. Simulation results show that the proposed
algorithm outperforms the existing algorithms in terms of system capacity.

With recent advances in the ML area, considerable work has been conducted to
explore the application of the ML approach in resource management for D2D com-
munication [9–12]. In [9], a Q learning-based algorithm was proposed for the resource
allocation in a single-cell scenario with two cellular users and several D2D users whose
arrival follows a poison process. In [10], a centralized Q-learning algorithm and a
distributed Q-learning algorithm were proposed to solve the power control problem for
D2D communication underlying cellular networks. In [11], a power control method
based on Classification and Regression Tree (CART) was proposed, which provides a
faster convergence than the reinforcement learning methods. In [12], an adaptive
resource allocation algorithm was proposed using cooperative reinforcement learning
considering the neighboring factor of the D2D users. The proposed algorithm considers
the coordination problem between different D2D users and can achieve a better system
throughput than some existing reinforcement learning algorithms.

3 System Model and Problem Formulation

In this section, we first describe the system model and then formulate the joint spectrum
allocation and power control (SA-PC) problem considered in this paper.

3.1 System Model

We consider a single-cell cellular system consisting of one base station (BS),M cellular
users (CUs) and N D2D user (DU) pairs, where a DU pair consists of the transmitter
(Tx) of one DU and the receiver (Rx) of another DU. The set of M CUs is denoted by

and the set of N DU pairs is denoted by .
There are K orthogonal resource blocks (RBs) in the system, which are denoted by

. We assume that the DU pairs work in an underlay mode and are
allowed to share the uplink transmission resources (i.e., RBs) of the CUs. Each RB is
occupied by one CU and can be shared by one or more DU pairs. Either a CU or a DU
pair is allowed to occupy only one RB. The system model is illustrated in Fig. 1.
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There exist three types of interferences in the system model, which are illustrated in
Fig. 1:

(1) I1: the interference from the transmitter Tx of a D2D pair to the BS;
(2) I2: the interference from a CU to the receiver Rx of a D2D pair, where the CU and

the DU pair share the same RB;
(3) I3: the interference from the transmitter Tx of one D2D pair to the receiver Rx of

another D2D pair, where the two D2D pairs share the same RB.

3.2 Problem Formulation

In this paper, we consider the joint spectrum allocation and power control problem in
D2D communication underlaying a single-cell cellular system shown in Fig. 1. There
are two aspects in the SA-PC problem: RB allocation for the DU pairs (i.e., SA) and
power assignment for the DU pairs (i.e., PC). For simplicity, we assume that
M = K and the RB allocation for the CUs is fixed. Each CU is allocated a different RB.

Before we formulate the power control problem, we first analyze the signal to
interference plus noise ratio (SINR) at a CU and at the receiver of a DU, respectively.
For a CU that occupies the rth RB, the SINR at the CU is given by

ð1Þ

where Ci denotes the ith CU, Dj denotes the jth DU pair, denotes a set of DU pairs
that share the rth RB, prCi

and prDj
denote the transmission power of Ci and Dj which

share the rth RB, respectively, Gr
Ci

and Gr
Dj

denote the channel gains on the rth RB

from the BS to Ci and Dj, respectively, and r2 is the noise variance.
Similarly, for a DU pair that shares the rth RB, the SINR at the receiver of the DU

pair is given by

Fig. 1. System model
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ð2Þ

where Gr
DjDj

, Gr
CiDj

, and Gr
DkDj

denote the channel gain on the link from the transmitter

of Dj to the receiver of Dj, the channel gain from Ci to the receiver of Dj, and the
channel gain from the transmitter of Dk to the receiver of Dj, respectively.

Next we formulate the joint SA-PC problem. Given a set of RBs
and a set of power levels , the SA-PC problem

under consideration is to jointly find a set of optimal RBs and a

set of optimal power levels for all the DU pairs so that the
overall system throughput is maximized, i.e.,

ð3Þ

subject to SINRr
Ci
� s0; ð4Þ

p1 � prDj
� pL; 8 j; r; ð5Þ

where s0 denotes the minimum SINR requirement of a CU, constraint (4) ensures the
SINR requirement of each CU, and constraint (5) ensures that the transmission power
of each DU is limited to the range [p1, pL].

4 MARL-Based SA-PC Algorithm

In this section, we first introduce the concept of reinforcement learning and then present
an MARL-based algorithm to solve the SA-PC problem formulated in Sect. 3.

4.1 Reinforcement Learning

Reinforcement learning is an important branch of machine learning. A typical RL
problem can be modeled as a Markov Decision Process (MDP), which is defined as a
decision process that satisfies the Markov property, i.e., the environment’s response at
time t + 1 depends only on the state and action at t, and does not rely on the previous
states. An MDP can be represented as a tuple of 5 elements, denoted as

• a finite set of all possible states;
• a finite set of actions that can be selected by an agent;
• a set of transition probabilities from one state to another;
• R: a reward function to evaluate the action chosen by an agent;
• c: a discount factor to balance the effect of the future reward and the immediate

reward.
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In a standard RL process, an agent interacts with the environment in a sequence of
episodes, which are denoted by t = 0, 1, 2, … There are three steps in each episode,
which are shown in Fig. 2:

(1) The agent receives the current state St and reward signal Rt.
(2) The agent selects and executes the action At.
(3) The environment generates a new reward Rt+1 and transfers to another state St+1.

An agent starts learning from an initial state S0, and continues the episodes until the
learning process converges.

In the above learning process, an agent selects its action in each episode according
to a policy p, which is given by

ð6Þ

where P(At = a| St = s) is the probability of selecting action a in state s. By selecting
different actions and updating the current policy in each episode, the agent can make a
better decision and reaches the optimal policy p* after a number of episodes.

Next we introduce a typical form of reinforcement learning: Q learning, which will
be used to solve the SA-PC problem. Like other RL methods, Q learning needs no prior
knowledge about the environment. In Q learning, an agent learns how to behave based
on the previous experience, which is traced by a Q function. The Q function is used to
determine the value of an action a in a given state s and is defined

Qtðs; aÞ ¼ Ep½
X1

i¼1

gi�1Rtþ i j St ¼ s;At ¼ a�; ð8Þ

where Epð�Þ denotes the expected value of a random variable given that the agent
follows the policy p, t denotes the index of the current episode, η is the discount rate,
and Rt+i is the reward in the (t + i)th episode.

In Q learning, the Q function is represented by a two-dimensional table, in which
each row represents a state of the environment, and each column represents an action of
an agent. The learning process starts with an initial state, and the initial Q table is
usually set to all zeros. At each episode, assuming that the current state is St = s, the

Fig. 2. Standard reinforcement learning process
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agent needs to select the best action At = a according to the learned policy. After
performing a, the agent will receive a reward Rt+1, and the environment will transfer to
the next state St+1. It can be proved by induction that Q learning is able to converge to
the optimal values if all the states can be visited infinitely as the learning process
proceeds [13].

In the SA-PC problem, each D2D user is treated as an independent agent. In this
way, it becomes a multi-agent Q learning problem, in which all DU pairs on different
RBs need to learn a global optimal policy. In the next section, we will present a
distributed Q-learning algorithm for solving the problem.

4.2 Distributed Q-learning Based Joint SA-PC Algorithm

In this section, we present the proposed distributed Q-learning joint SA-PC algorithm
for D2D communication.

A. Component definitions
We first define the components of distributed Q learning, namely agent, action and
reward. In the distributed Q learning algorithm, an agent is defined as a DU pair in the
cellular system. Thus, there are N agents in the whole system. An action of an agent is
defined as the action that a DU pair takes to select a RB from and a
power level p from . A reward is defined as the overall system
throughput including all CUs and all DU pairs. The value of the reward is determined
using the following reward function:

R ¼
XK

r¼1

Rr; ð8Þ

where Rr is the reward on the rth RB, which is given by

ð9Þ

According to Eq. (9), if the SINR requirement of Ci cannot be satisfied, i.e.,
SINRr

Ci
\s0, the reward is set to −1 as a penalty term, which ensures the priority of Ci.

In a standard Q learning algorithm, an agent needs to transfer between different
states by selecting different actions, which usually takes a large number of episodes to
converge. Furthermore, it is difficult to define the states in the Q learning algorithm that
matches the physical states in the single-cell cellular system [14]. According to [14],
we use a single state in the distributed Q learning algorithm and the state formulation is
not needed.
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B. Algorithm description
The distributed Q learning based SA-PC algorithm is proposed for performing spec-
trum allocation and power control for the DU pairs in the system. In the algorithm, each
agent maintains a single-state Q table of size (1, K � L). In the learning process, the Q
table for a D2D pair is initialized to all zeros. In each episode, each agent (i.e., each DU
pair) selects RBs and power levels simultaneously, and then receives a reward and
updates its Q table. The learning process continues until all Q tables converge to the
same optimal values.

In each episode, an action is selected based on an e-greedy strategy, which is
described as follows:

• Select a random action with a probability e;
• Select an action according to the maximum Q value of the current state with a

probability (1 − e).

Here, e is the threshold of the probability, which decays with the number of episodes as

e ¼ emin þðemax � eminÞ � expð�h � tÞ; ð10Þ

where emax and emin denote the upper limit and the lower limit of e; h is a decay rate
within [0, 1]; t is the index of the current episode. At the beginning of learning, e is set
to a value close to 1. Thus, the agent is likely to select a random action that it has not
selected before to find more new states of the environment. As the learning process
continues, the value of e decreases accordingly, and thus the agent relies more on the
learned policy. The e-greedy strategy helps an agent explore more states and actions at
the beginning of the learning process so that the convergence of Q learning can be
ensured [9]. After an action is selected, the Q table is updated based on the following
function:

ð11Þ

where the Q value for Dj in the (t + 1)th episode Qj
tþ 1ðs; aÞ will be updated only when

the newly arrived Q value exceeds Qj
tþ 1ðs; aÞ and c is the discount factor which varies

from 0 to 1. The newly arrived Q value corresponds to the second item in Eq. (11), i.e.,

ð12Þ

The pseudo codes of the proposed distributed Q learning based SA-PC algorithm is
described in Algorithm 1.
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5 Simulation Results

In this section, we evaluate the performance of the proposed distributed Q learning
based SA-PC algorithm through simulation results. The simulation experiment was
conducted on a simulator developed using python. We consider a single-cell cellular
system where the CUs and DU pairs are uniformly distributed. The parameters used in
the simulation experiment are listed in Table 1.

In the performance evaluation, we compare the proposed Q-learning based SA-PC
algorithm with a Q-learning based PC algorithm and a random allocation algorithm.
The PC algorithm only considers the power control for the DU pairs based on Q
learning, while assuming that the RBs are randomly allocated to all DU pairs. In the
random allocation algorithm, both RBs and power levels are randomly allocated to all
DU pairs. Moreover, we use the system throughput and the D2D throughput as the
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performance metrics. The system throughput is defined as the throughput of all CUs
and DU pairs in the system, and the D2D throughput is defined as the throughput of all
DU pairs in the system.

Figure 3 compares the convergence of the optimal Q values with the distributed Q
learning based SA-PC algorithm under M = 20, N = 10. It can be observed that all the
Q values converge to the same optimal values after around 1200 episodes, which
proves that an optimal policy can be obtained for the proposed Q learning algorithm.
Meanwhile, the updates of different DU pairs are asynchronous, due to the fact that
they select their actions independently during the learning process.

Table 1. Simulation parameters

Parameter Value

M 20
N 10–100
K 20
L 5
Cell radius 500 m
p1, p2, p3, p4, p5 {1, 6.5, 12, 17.5, 23} dBm
pc 24 dBm
Noise power −116 dBm/Hz
Resource block bandwidth 180 kHz
Gain model between user and BS 15.3 + 37.6 lg(d(km)) dB
Gain model between two users 128 + 40 lg(d(km)) dB
Learning rate a 0.9
Discount factor c 0.9
s0 6 dB

Fig. 3. Convergence of the Q values (M = 20, N = 10)
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Figure 4 shows the system throughput and D2D throughput with the proposed SA-
PC algorithm, the PC algorithm and the random allocation algorithm, respectively. It is
observed that both the system throughput and the D2D throughput increase as the
number of DU pairs increases, and all the three algorithms have the same trends over
the number of DU pairs. On the other hand, both the system throughput and the D2D
throughput with the proposed SA-PC algorithm are larger than those with the PC
algorithm and the random allocation algorithm, which demonstrates the superior per-
formance of the proposed SA-PC algorithm.

6 Conclusion

This paper studied the SA-PC problem in D2D communication underlaying a cellular
network. A distributed Q-learning based joint SA-PC algorithm was proposed for
performing spectrum allocation and power control for each D2D user in the network.
The proposed algorithm uses Q learning, a typical form of RL, to select the optimal RB

(a) System throughput

(b) D2D throughput

Fig. 4. Comparison of the throughput performance
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and power level for each D2D user. In the Q-learning algorithm, each DU pair is treated
as an individual agent and maintains a single-state Q table. Each agent selects an RB
and a power level according to its Q table in the learning process. The objective is to
select the optimal RB and power level for each D2D user. Simulation results shows that
the proposed Q-learning based joint SA-PC algorithm can achieve better performance
than a Q-learning based PC algorithm and a random allocation algorithm in terms of
the system throughput and the D2D throughput..

References

1. Asadi, A., Wang, Q., Mancuso, V.: A survey on device-to-device communication in cellular
networks. IEEE Commun. Surv. Tutor. 16(4), 1801–1819 (2014)

2. Cai, X., Zheng, J., Zhang, Y., Murata, H.: A capacity oriented resource allocation algorithm
for device-to-device communication in mobile cellular networks. In: Proceedings of
IEEE ICC 2014, Sydney, Australia, June 2014

3. Chen, B., Zheng, J., Zhang, Y.: A time division scheduling resource allocation for D2D
communication in cellular networks. In: Proceedings of IEEE ICC 2015, London, UK, June
2015

4. Cai, X., Zheng, J., Zhang, Y.: A graph coloring based resource allocation algorithm for D2D
communication in cellular networks. In: Proceedings of IEEE ICC 2015, London, UK, June
2015

5. Chen, B., Zheng, J., Zhang, Y., Murata, H.: SARA: a service-aware resource allocation
scheme for device-to-device communication underlaying cellular networks. In: Proceedings
of IEEE Globecom 2014, Austin, USA, December 2014, pp. 4916–4921 (2014)

6. Zulhasnine, M., Huang, C., Srinivasan, A.: Efficient resource allocation for device-to-device
communication underlaying LTE networks. In: Proceedings of 2010 IEEE 6th International
Conference on Wireless and Mobile Computing, Networking and Communications (WiMob
2010), Niagara Falls, Canada, pp. 11–13, October 2010

7. Esmat, H., Elmesalawy, M., Ibrahim, I.: Adaptive resource sharing algorithm for device-to-
device communications underlaying cellular networks. IEEE Commun. Lett. 20(3), 530–533
(2016)

8. Hsu, C., Chen, W.: Joint power control and channel assignment for green device-to-device
communication. In: Proceedings of 2018 16th International Conference on Pervasive
Intelligence and Computing (PiCom 2018), Athens, Greece, pp. 881–884 (2018)

9. Luo, Y., Shi, Z., Zhou, X., Liu, Q., Yi, Q.: Dynamic resource allocations based on q-learning
for D2D communication in cellular networks. In: Proceedings of 2014 11th International
Computer Conference on Wavelet Active Media Technology and Information Processing
(ICCWAMTIP), Chengdu, China, 19–21 December 2014

10. Nie, S., Fan, Z., Zhao, M., Gu, X., Zhang, L.: Q-learning based power control algorithm for
D2D communication. In: Proceedings of 2016 IEEE 27th Annual International Symposium
on Personal, Indoor, and Mobile Radio Communications (PIMRC 2016), Valencia, Spain,
pp. 1–6 (2016)

11. Fan, Z., Gu, X., Nie, S., Chen, M.: D2D power control based on supervised and
unsupervised learning. In: Proceedings of 2017 3rd IEEE International Conference on
Computer and Communications (ICCC 2017), Chengdu, China, pp. 558–563 (2017)

A Reinforcement Learning Based Joint Spectrum Allocation 157



12. Khan, M.I., Alam, M.M., Le Moullec, Y., Yaacoub, E.: Cooperative reinforcement learning
for adaptive power allocation in device-to-device communication. In: Proceedings of 2018
IEEE 4th World Forum on Internet of Things (WF-IoT), Singapore, pp. 476–481 (2018)

13. Sutton, R.S., Barto, A.G.: Reinforcement learning: an introduction. IEEE Trans. Neural
Netw. 9(5), 1054 (1998)

14. Lauer, M., Riedmiller, M.: An algorithm for distributed reinforcement learning in
cooperative multi-agent systems. In: Proceedings of 2000 17th International Conference
on Machine Learning, San Francisco, CA, pp. 535–542 (2000)

158 W. Chen and J. Zheng



Improved Neural Machine Translation
with POS-Tagging Through Joint

Decoding

Xiaocheng Feng1, Zhangyin Feng1, Wanlong Zhao2,3,4(B), Nan Zou5,
Bing Qin1, and Ting Liu1

1 Research Center for Social Computing and Information Retrieval,
Harbin Institute of Technology, Harbin 150001, China

2 Acoustic Science and Technology Laboratory, Harbin Engineering University,
Harbin 150001, China
wlzhao@hrbeu.edu.cn

3 Key Laboratory of Marine Information Acquisition and Security
(Harbin Engineering University), Ministry of Industry and Information Technology,

Harbin 150001, China
4 College of Underwater Acoustic Engineering, Harbin Engineering University,

Harbin 150001, China
5 Harbin University of Commerce, Harbin 150001, China

Abstract. In this paper, we improve the performance of neural machine
translation (NMT) with shallow syntax (e.g., POS tag) of target lan-
guage, which has better accuracy and latency than deep syntax such as
dependency parsing. We present three NMT decoding models (indepen-
dent decoder, gates shared decoder and fully shared decoder) to jointly
predict target word and POS tag sequences. Experiments on Chinese-
English and German-English translation tasks show that the fully shared
decoder can acquire the best performance, which increases the BLEU
score by 1.4 and 2.25 points respectively compared with the attention-
based NMT model.

Keywords: Neural machine translation ·
Natural language processing · Artificial intelligence

1 Introduction

Neural Machine Translation (NMT) plays an important role in current natu-
ral language processing (NLP) community and its performance is usually used
as a metric to evaluate the development of artificial intelligence [1]. Recently,
deep structure representations (e.g., dependence) are applied to NMT tasks as
external features in both encoding and decoding sides, and new architectures
have achieved impressive results in translation quality of many language pairs
[2–4]. Compared to deep syntax, we favor to shallow structures (e.g., POS tag
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and chunk) in this work, which have higher accuracy and faster analyzers. We
believe that the performance of an NMT system would benefit from POS tag
information of target language. Implicit patterns of target language (e.g. word
order) could be revealed from the POS tag sequence. For instance, a Chinese
POS tagger typically outputs a “noun” or “pronoun” after an “adjective”. A
desirable English-Chinese translator should follow this protocol to generate Chi-
nese sentences during the translation procedure. Further, a POS tag is more
informative than a chunk or a phrase, and is more concise than combinatory
category grammar (CCG) supertag [5], which includes about 500 tags.

Following this direction, our work is to examine the benefit of incorporat-
ing POS tags on the target-side. Inspired by the success of multi-task learning
in NMT [5–7], we develop three encoder-decoder based NMT architectures to
improve the performance of NMT, all of which encode the source language sen-
tence into continuous vectors, and then decode the target language sentence and
its POS tag sequence. The difference between these model variations is that
they gradually share more parameters in decoding process. Concretely, the first
model uses two independent decoders to predict both sequences, and the second
one shares partial gated units of those two decoders. As for the third one, the
decoding layers are fully shared except for two task-specific softmax functions,
which are used for generating different target symbols.

We demonstrate the effectiveness of our architectures on Chinese-English and
German-English translation datasets. Experimental results show that our pro-
posed models could improve the performance in contrast to single NMT task
with the help of target POS tag sequence prediction. Moreover, our best app-
roach (fully shared decoder) outperforms the attention-based NMT model by
an average of 1.8 BLEU points on both datasets. Finally, we show that incor-
porating source-side POS tags into our architectures could achieve improved
performance on German-English translation dataset.

2 Standard NMT Model

In this part, we introduce a conventional encoder-decoder architecture for NMT.
Generally, the encoder is a recurrent neural network (RNN) with LSTM [8],
whose input is a source sentence x = [x1, ..., xn]. The decoder is another LSTM-
based RNN, which works in a sequential way and generates a word at each time
step. The generation of a word is actually selectively replicating a word from
the target vocabulary. The probability of generating the word yt at the t-th
time step is calculated as follows, where f(·) is a non-linear function; st is the
decoder state at the time step t, t ∈ [1, T ]; eyt−1 is the embedding of yt−1; ct
is the context vector, which is calculated by an attention model; W is a linear
transformation.

py =
T∏

t

P(yt|x, y<t−1) =
T∏

t

softmax(f(eyt−1 , st, ct)W ) (1)
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Fig. 1. Architectures of our three NMT models. (Color figure online)

3 Methodology

In this section, we describe the developed neural architectures for NMT. We first
introduce a basic multi-task approach, which includes one shared encoder and
two different decoders to explicitly model target word and POS tag sequences.
Further, we extend two LSTM-based decoders by sharing partial gated neural
layers (input and forget), where the implicit language expression patterns of
both sequences are learned. Lastly, we present the third model that shares all
decoding layers except for two self-contained softmax functions, where the task-
specific and task-related knowledge are modeled together.

3.1 Independent Decoder

An illustration of this model is given in top dashed box of Fig. 1. It shares simi-
lar intuition with [6] and [5]. In the multi-task framework [6], the two decoders
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are two parameter-independent LSTM-based RNN, which input the same source
context representations and output the target language sentence and correspond-
ing POS tag sequence. The two decoders predict a different number of target
symbols, resulting in two probability distributions over separate target vocabu-
laries for the words and the POS tags:

pword
y =

T∏

t

P(yword
t |x, yword

<t−1) (2)

pposy =
T∏

t

P(ypost |x, ypos<t−1) (3)

3.2 Gates Shared Decoder

The aforementioned multi-task strategy is a loose coupling of the translated
words and the POS tags in decoding process. In this subsection, we propose a
tighter integration by sharing partial layers of the both decoders. As we know,
the LSTM is a special form of recurrent neural networks (RNNs) with three gated
units, input, output and forget, which could control the passing of information
along the sequence and thus improve the modeling of long-range dependencies.
Actually, we try to share some gated units of the two decoders in order to capture
some implicit knowledge between the two tasks for improving the performance
of NMT. Among all our six combinations1, the best performances are achieved
when input and output units are shared and forget unit remains independent.
An illustration of this model is given in middle dashed box of Fig. 1. The yellow
block represents the shared input and output gates, the blue and pink blocks
represent the task-specific units of both decoders, respectively.

3.3 Fully Shared Decoder

In this part, we develop a fully shared encoder-decoder framework. An overview
of this architecture is illustrated in bottom dashed box of Fig. 1. The model learns
the same set of parameters for modeling the source sentence and predicting the
target word and POS tag sequences. Specifically, the decoder needs to be able
to predict two sequences of different symbols. Therefore, we equip the shared
LSTM-based decoder with two different linear transformation matrices, Wword ∈
R

d×l and Wpos ∈ R
d×f , where l is the size of target vocabulary and f is the

number of target POS tags.

1 Six combinations (shared gates / independent gates): {[input / forget, output ], [input,
forget / output ], [input,output / forget ], [forget / input, output ], [output / input,
forget ], [forget, output / input ]}.
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3.4 Source-Side POS Tags - Shared Embedding

Although our focus is on target-side POS tags, we also experiment with source-
side POS tags to show whether the two approaches are complementary. In detail,
we follow the previous work [9] and learn a separate embedding for both source-
side features such as the word itself and its POS tag. Both feature embeddings
are concatenated into one embedding vector which is used in all parts of the
encoder model instead of the word embedding [10].

3.5 Training

We used Standford POS tagger [11] to label the corpora instead of using a corpus
with gold annotations as in [6]. The final loss was the sum of the losses for the
two decoders:

loss = −(log(pword
y ) + log(pposy )) (4)

Models were trained jointly in an alternate manner. We first trained POS
tags prediction model and then trained NMT model. The models were opti-
mized using ADADELTA following [9] and all the parameters were initialized
randomly with Gaussian distribution. Beam search was adopted for decoding.
For brevity, the hyperparameters of the training procedure were given in the
published codes2.

4 Experiments

We conduct experiments on a Chinese-English translation dataset. The training
corpora consist of about 1.25 million sentence pairs3. We choose the NIST 2002
dataset as our development set, and the NIST 2003, 2004, 2005, 2006 and 2008
datasets as our test sets. Furthermore, we evaluate our model on the IWSLT 2014
translation task of German-English, which consists of sentences-aligned subtitles
of TED and TEDx talks. Following the previous study [12], we use 153,000
sentence pairs as training data and extract 6,969 sentence pairs as development
set. We also choose dev2010, dev2012, tst2010, tst2011 and tst2012 as test sets,
which comprises of about 6,750 sentence pairs.

We compare our models with three strong baselines:

– RNNSearch: an in-house implementation of the attention-based NMT system
[9] with its default settings.

– Chunk-Based model : a chunk-based bi-scale decoder [13] for NMT, in which
way, the target sentence is translated hierarchically from chunks to words.

– CCG Interleaving : [5] proposed a tight integration in the decoder of the com-
binatory category grammar (CCG) supertags and the words, where the target
sequence includes its CCG supertags as extra tokens.

2 The codes are implemented with Pytorch, which we plan to release to the community.
3 The corpora includes LDC2002E18, LDC2003E07, LDC2003E14, the Hansards por-
tion of LDC2004T08, and LDC2005T06.
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Table 1.Main experimental results on the NIST Chinese-English and IWSLT German-
English translation tasks. ∗ means that the model further incorporates the source-side
POS tag information.

Model Chinese-English German-English

N02 N03 N04 N05 N06 N08 Ave. Dev Test

RNNSearch 36.51 33.32 36.15 33.49 29.77 24.95 31.54 24.93 23.80

Chunk-Based model 36.96 33.83 36.47 33.51 29.82 24.91 31.70 26.57 24.25

CCG interleaving 37.34 34.07 36.95 34.79 30.19 25.85 32.37 27.70 25.50

Independent decoder 37.27 33.90 36.83 33.79 30.25 25.39 32.03 26.83 24.45

Independent decoder* 37.06 33.25 36.50 33.51 29.93 25.20 31.67 27.61 25.39

Gates shared decoder 37.43 34.27 37.15 34.99 30.39 26.05 32.57 26.90 25.04

Gates shared decoder* 37.12 34.03 36.98 34.08 29.52 25.40 32.01 27.89 26.03

Fully shared decoder 37.97 34.80 38.09 34.73 30.87 26.23 32.95 27.37 25.27

Fully shared decoder* 37.73 34.03 36.98 34.08 29.52 24.40 32.01 27.95 26.05

Chinese: 
Reference:    israel to cooperate with un fact-finding team.

NN  TO  VB  IN  JJ  JJ  NN.
RNNSearch:  israel vows to cooperate with un investigation group.
Our model:   israel to cooperate with un investigation team.

NN  TO VB  IN  NN  NN  NN.

Chinese: 
Reference:    powell made the statement after meeting with the eu.

NN  VBD  DT  NN  IN  VBG  IN  DT  NN.
RNNSearch:  powell made statements after talks with eu.
Our model:   powell made the statement after a meeting with eu.

NN VBD DT NNS IN NNS IN DT NN.

Fig. 2. Case study on the test set.

Table 1 reports the main results of different models measured in terms of
BLEU score4. Our proposed models outperform different baselines on all sets,
which verify that incorporating POS tags in the target-side is helpful for NMT.
Our best model FSD (Fully shared decoder) gains a 1.4 BLEU score improve-
ment upon the standard NMT baseline on Chinese-English corpora and 2.25
(+POS tags in source-side) BLEU points on German-English corpus. Moreover,
we find that our proposed three approaches obtain lower scores when incorporat-
ing source-side POS tag information on Chinese-English datasets. We speculate
that the definition of POS tag in different family of languages may be different.
For example, both English and German belong to the Germanic languages while
Chinese belongs to the Sino-Tibetan language family.

Furthermore, we also compare FSD with the RNNSearch and Chunk-Based
model baselines by subjective evaluation on Chinese-English datasets. Three
human evaluators are asked to evaluate the translations of 100 source sentences
randomly sampled from the test sets without knowing which system the trans-

4 ftp://jaguar.ncsl.nist.gov/mt/resources/mteval-v11b.pl

ftp://jaguar.ncsl.nist.gov/mt/resources/mteval-v11b.pl
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Table 2. Subjective evaluation results

Model Adequacy Fluency

RNNSearch 3.31 3.58

Chunk-Based model 3.43 3.65

Fully shared decoder 3.50 3.84

lation is translated by. The evaluator is asked to give 2 scores: adequacy and
fluency, which are from 0 to 5, the larger, the better5. Table 2 shows that the
subjective evaluation results are highly consistent with the results of objective
evaluation. FSD improves the two baselines on both the translation adequacy
and fluency aspects. Specifically, the fluency increases by an average of 0.225,
which confirms the assumption in the introduction that incorporating POS tags
in target-side can optimize the word order of the generating sentences. Lastly, we
give a case study to illustrate the generated results by FSD, as shown in Fig. 2,
with a comparison to RNNSearch on Chinese-English test set. In the first exam-
ple, RNNSearch generates an extra word “vows”, which is addressed in FSD
through considering the second POS tag “TO” in predicted POS tag sequence.
In the second example, the translated English sentence need to add two definite
articles “the”. This is partially learned in FSD through taking into account the
two “DT” tags in predicted POS tag sequence.

5 Conclusion

In this paper, we focus on NMT task and develop three neural architectures
for jointly predicting the target sentence and corresponding POS tag sequence.
The basic idea is to guide NMT models towards desired behavior through learn-
ing implicit knowledge from target POS tag sequence. Experimental results on
Chinese-English and German-English translation tasks have demonstrated that
the proposed architectures can significantly improve the translation performance
with the help of target POS tag sequence prediction.
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Abstract. In this paper, we propose a new distance measurement algo-
rithm based on WiFi Channel State Information (CSI). In order to
resolve the phase error in traditional commodity WiFi devices, we design
a system based on the Universal Software Radio Peripheral (USRP) with
GNU Radio to analyze and separate the mixed phase errors. After the
calibration of the CSI phase, it is found that the clock divider phase
offset (DPO), which is introduced by the random phase offset in the
clock, will affect the CSI phase, and a clustering-based method is pro-
posed to remove the effect of DPO. We recover the linear relationships
among the subcarriers phase and combine the center subcarrier phase to
estimate the distance. In our algorithm, we can complete the distance
measurement by using only one frequency band. Experiment results indi-
cate that our algorithm can achieve centimeter-level accuracy in distance
measurement.

Keywords: WiFi · CSI phase · GNU Radio · Distance measurement

1 Introduction

The Channel State Information (CSI) exposed by WiFi device, which is measured
in channel equalization, is widely used for location as a replacement of Received
Signal Strength Indication (RSSI). Due to the difficulty of eliminating CSI phase
error, most of the recent WiFi location systems are based on the CSI amplitude
as the substitution of RSSI. As we known, Chronos [1] is the first system to
use CSI phase for location, however, Chronos only uses the zero-subcarrier to
avoid the linear phase error and needs frequency hopping in the device. Splicer
[2] combines amplitude with the phase in 10 different bands rather than only
use the phase with mixed phase errors to locate the target but it also needs to
frequency sweeping. What’s more, in order to improve the positioning accuracy
the above applications have focused on the distance measurement accuracy and
the accuracy of phase plays an important role in distance measurement.

According to previous work [3], most methods conduct a linear transform on
the raw CSI phase to remove the linear CSI phase errors, which move the mean
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of phases on all sub-carriers to zero. After the phase adjustment, the phase
slope between the subcarriers, which includes the linear phase caused by the
Time-of-Flight (ToF) is also forced to zero. As a result, the linear transform
method can’t use the phase difference between the subcarriers to estimate the
ToF. Recent work [4] subtracts the linear slope value by conducting a linear
fitting from the raw CSI phase. But the value can’t be used to represent the
slope caused by the ToF since the Sampling Frequency Offset (SFO) is mixed
with ToF. To remove the SFO, high precise synchronization across the device
is needed, SourceSync [5] implement a symbol level synchronizer WiFi system
on the customized Field Programmable Gate Array (FPGA) platform, but such
mechanisms are not available in the public. Hence, we use Universal Software
Radio Peripheral (USRP) to do high precise synchronization, which has a variety
of alternative method to synchronize different devices such as Multiple Input
Multiple Output (MIMO) Cable and GPS Disciplined Oscillator (GPSDO) or
external reference clock. What’s more, by using the GNU Radio platform, we can
develop our WiFi receiver quickly to collect the physical layer CSI information
as we want.

Specifically, by using the synchronization feature of USRP, we can remove
the main phase errors in CSI, but we find a new Divider Phase Offset (DPO)
caused by the divider in USRP N210, which also exists on the commodity WiFi
devices. To address this issue, we propose a strategy to eliminate the DPO and
recover the linear phase slope between the subcarriers. After that, we use the
accurate phase slope value and combine the zero-subcarrier phase to measure
the distance.

The rest of this paper is organized as follows. We first make a overview of
our system design in Sects. 2 and 3 describes the phase error calibration method
in our system. We evaluate the performance of our system in Sect. 4 and we
conclude in Sect. 5.

2 System Design

2.1 Signal Model

To simplify the channel model in [6], we only consider the environment with the
single direct propagation path. The channel response h(f) can be simplified as:

h(f) = α · e−j·2π·f ·τ , (1)

where α represents the amplification factor of amplitude and τ represents the
propagation delay of the signal. Since the different subcarriers in the same fre-
quency band undergo the same ToF, the phase difference Δm,n between sub-
carriers m and n can be expressed as:

Δm,n = −2π · (fm − fn) · τ mod 2π, (2)

where fm and fn are the frequency of subcarriers m and n in the passband.
We conduct that the phase ambiguity between two consecutive subcarriers only



Distance Measurement Based on Linear Phase Correlation in WiFi CSI 169

occurs when the phase difference between two consecutive subcarriers greater
than 2π. In our usual usage, the WiFi signal propagation delay is much smaller
than this value. Under such a premise, we can describe Eq. (2) as:

Δm,n = −2π · (fm − fn) · τ, (3)

From Eq. (3) we can observe an obvious linear relationship between the phase
and subcarriers index after we transform Eq. (3) as:

φm = φ0 − 2π · k · fs · τ, (4)

where φm is the phase of the mth subcarrier, k is the index of subcarriers, which
ranges from 0 to 53. φ0 represents the phase of the first subcarrier and the fs is
the frequency spacing between two consecutive subcarriers. In order to calculate
the distance, we need to get the ToF, which can be obtained by fit the phase
slope. In Eq. (4) τ is multiple with k, we take its partial respect to k and obtained
the phase slope s:

s = −2π · fs · τ, (5)

since the max resolution of the CSI slope that represent ToF is only limited to
the sampling period Ts [7] and we take it to Eq. (5) as:

s = −2π · fs · (τ mod Ts) . (6)

According to [1], the zero-subcarrier phase θ with the center frequency fc

can also represent ToF since it won’t be affected by the linear phase error and
can be express as:

θ = −2π · fc ·
(

τ mod
1
fc

)
, (7)

If we can get the CSI phase without any additional phase error, the slope s in
Eq. (6) and the zero-subcarrier θ in Eq. (7) should have the relationship as the
picture plotted in Fig. 1.

Fig. 1. The CSI phase without phase error in theoretically.
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2.2 Distance Measurement

From Eqs. (6) and (7), both the zero-subcarrier phase and the phase slope have
the ambiguity that can’t represent the true ToF. Notice that the center frequency
fc, which defined in the standard should have the fixed value (e.g., 2.412 GHz,
2.417 GHz, 2.422 GHz, etc.). And the sampling period Ts is related to the band-
width, which should have a value of 20M or 40M in normal usage. We note that
Ts is not an integer multiple of 1

fc
and the above ambiguity can be resolved

by the well-known Chinese remainder theorem [8]. We get the initial ambiguity
value of phase slope s and zero-subcarrier θ and combine Eqs. (6) and (7) to
search real ToF τ as described in Fig. 2.

Fig. 2. Resolve phase ambiguity by phase slope and zero-subcarrier phase.

2.3 CSI Measurement Phase Error Source

Generally speaking, we can easily use the phase, which can be achieved from the
CSI reported by the Network Interface Cards (NICs) to measure the distance.
But previous studies have reported the CSI phase mixed with rich hardware
distortions. Besides environment noise, previous researchs [6,9] have resolved
the sources of CSI phase errors and we make a summary of the major phase
error.

Carrier frequency offset (CFO). CFO exists since the mismatch of the crystal
oscillator between the transmitter and the receiver that can’t produce the con-
sistent central frequencies. This frequency offset can be roughly removed in the
stage of frequency synchronization. But residual frequency offset remain exists
that will affect the CSI phase heavily.
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Sampling frequency offset (SFO). SFO is a difference between the sampling
clock of the Analog to Digital Converter (ADC) and the Digital to Analog Con-
verter (DAC), which will cause a difference of sampling period. This error will
gradually increase and lead to a rotation error. This rotation error will cause
ambiguity in CSI phase that disrupts the linear relationship between subcarrier.

Divider Phase Offset (DPO). DPO is caused by the divider, which doesn’t
lock the output clock phase. Since any timing shift on the ADC clock is combined
with the desired signal at the ADC output. For this reason, the DPO in ADC
clock will introduce a phase error to the CSI phase. As we need a sample rate of
20 MHz, which divides from the 100 MHz master clock in USRP N210, we get 5
different slopes in the CSI phase. What’s more, DPO also includes a phase offset
like CFO if the ADC and frequency mixer use single clock source. As we can see
from Fig. 3 the red line represents the phase without phase error, and one blue
line represents one packet CSI phase, which mixed with CFO and SFO. If we
collet lots of packets and the phase between two blue lines is DPO.

Fig. 3. The CSI phase with phase errors. (Color figure online)

3 Phase Error Calibration

As we known, CFO and SFO are caused by the crystal oscillator mismatch
between the transmitter and the receiver. It can be easily resolved when we
synchronize transmitter and receiver by using the fantastic feature of USRP. We
test this method in USRP N210.

We first collect 50 packets CSI without any synchronization methods with
the constant distance. And then we repeat the experiment again by using MIMO
Cable for synchronization. We plot the unwrapped CSI phase in Fig. 4.

From Fig. 4(b) we can see the phase has an obvious linear relationship
between the subcarrier index compare to Fig. 4(a) since the SFO is removed.
And the phase of zero-subcarrier (27th subcarrier) become stable since the CFO
is also removed once we synchronize two USRP devices.
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Fig. 4. Effect of synchronization.

We note that DPO will lead to a rotation error, which has a fix rotation
values in Fig. 4(b) and can be solved by clustering-based algorithm. We first
get 5 different slopes by clustering the phase slopes. After that, we can select
one slope to represent the true slope, which will include a ambiguity of Ts

div in
Eq. (6). div represents the divide ratio of the master clock, which is a constant.
But this ambiguity can be also resolved by Chinese remainder theorem since it
only reduces the period of s.

4 Performance Comparison

To verify our idea, we conduct a series of experiment in USRP with a spacious
environment, which is the LOS environment without the multi-path distraction.
We use N210 motherboard and UBX-40 daughter board as the transmitter and
the receiver which be synchronized by MIMO Cable. In order to remove the
DPO in frequency mixer, we can only use the center frequency is multiples of
the master clock 100M, which means our experiments will limit the test distance
to 3 m.

In order to use the zero-subcarrier for distance measurement, we need to
get the stable zero-subcarrier phase. We conduct an experiment with the center
frequency of 2.4 GHz and we restart the devices 20 times to collect 1000 packets.
We find that the phase of zero-subcarrier is much stable with an error less than
0.15 rad, which means that the max error of distance calculated by the zero-
subcarrier is less than 0.3 cm. This accuracy has met our requirements.

After we clustering the phase slope, we need to select one slope from 5 slopes
to represent the ToF. In order to select the slope with minimal error, we calculate
the variance of the 5 different slopes in Fig. 5(a) from the max slope to the min
slope and plot the variance in Fig. 5(b). We can find that the minimal slope
which plots in red color in Fig. 5(a) has the smallest variance. We repeat this
experiment many times and come to the same conclusion. And we find the range
of the minimal slope is about 0.00055, which means that the max error of distance
calculated by the phase slope is less than 8.4 cm.
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Fig. 5. Phase slope selection. (Color figure online)

To measure the distance, we fix the transmitter and move the receiver. For
each distance, we collect 200 packets CSI. But we can only under the max dis-
tance of 3 m since the power of the signal is limited by the hardware. In Fig. 6,
we provide detailed statistical results for performance achieved by the algorithm
described in Sect. 2 with different distance.
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Fig. 6. Distance measurement result.

Compare to the max accuracy system that using WiFi signal [1], our system
can achieve the distance error less than 10 cm by using the synchronization
feature of USRP, which is superior to the best performance of 26 cm in Chronos.

5 Conclusion

This paper design a new distance measurement system. From the CSI collect by
the USRP devices we analysis the mixed phase error in CSI phase and identify a
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new divider phase Error. We use the synchronization feature of USRP to remove
the differential phase error. After that, we use a clustering-based method to
remove the DPO in ADC and recover the linear relationship between CSI phase
and subcarrier index. At last, we propose an algorithm by using the linear phase
combine the zero-subcarrier phase to estimate the distance in LOS and non-
multipath environment. In our experiment, we can achieve 6 cm accuracy in
distance tracking.
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A Transfer Learning Method for Aircrafts
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Abstract. An effective method for recognizing aircrafts with different resolu-
tions is proposed. Since training aircraft samples and test aircraft samples are
imaging in different resolutions, different satellites and different imaging con-
ditions, they obey different distributions. The Feature Subspace Alignment and
Balanced Distribution Adaptation (FSA-BDA) method is proposed to solve this
problem. Different from other transfer learning methods, it considers both spatial
alignment and probability adaptation, so that, the probability distribution of the
source domain data and the target domain data is as consistent as possible in the
same feature space. The method first performs FSA, which maps the source
domain and the target domain data to a low-dimensional common mapping
space through different mapping matrices for preserving the structural infor-
mation. Secondly, the BDA method is used to properly adapt the marginal
probability and the conditional probability through the weight adjustment,
which can leverage the importance of the marginal and conditional distribution
discrepancies. This paper aims at recognizing three types of aircrafts, which are
B52, F15 and F16 aircrafts. The experimental results show that the proposed
method is better than several state-of-the-art methods.

Keywords: Aircrafts recognition � Probability adaptation � Transfer learning

1 Introduction

In recent years, computer vision and related technologies have developed rapidly.
Image recognition technology has become a hot topic in research. As the number of
remote sensing satellites increases, the amount of data on aircraft targets based on
optical satellite remote sensing images is also increasing. However, the acquisition
time, weather conditions, imaging angles and image spatial resolutions of the aircraft in
optical images are usually different. Moreover, due to the different resolutions, the data
difference is very large. Therefore, it is necessary to study how to automatically identify
aircraft targets based on a small amount of labeled data.

The representative of the earlier aircraft image recognition research is Dudani S A
who proved that the aircraft was automatically identified [1]. In [2], a coarse-to-fine
strategy is proposed. And the fine matching phase uses the shape feature to complete
the matching of the candidate target. A reconstruction-based similarity measure is
proposed [3], which transforms the type recognition problem into a reconstruction
problem. In recent years, a novel airport detection and aircraft recognition method that
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is based on the two-layer visual saliency analysis model and support vector machines is
proposed for high-resolution broad-area remote-sensing images [4]. The aircraft’s
landmark detection is used to address the aircraft type recognition problem [5], which
needs fewer labeled data and alleviates the work of human annotation. A novel aircraft
type recognition framework based on deep convolutional neural networks is proposed
[6]. The idea of fine-grained visual classification is proposed, which attempts to make
full use of the features from discriminative object parts [7].

However, none of these methods considers the difference between the training
sample and the test sample, and some methods require a large number of labeled data.
However, in actual situations, the data obtained are often very different due to the
different types of satellites, and the data with labels is very rare. In order to solve the
problem of large differences in training and test samples, a transfer learning method
was proposed.

Aiming at the research goal of this paper, a Feature Subspace Alignment and
Balanced Distribution Adaptation (FSA-BDA) algorithm is proposed to solve this
problem. The method first performs feature subspace alignment, and obtains a mapping
matrix for the source domain data and the target domain data respectively, and maps
the source domain and the target domain data to a low-dimensional common mapping
space through different mapping matrices. After the spatial alignment is achieved, the
BDA [8] method is used to properly adapt the edge probability and the conditional
probability through the weight setting, so that their distribution in the same mapping
space is as uniform as possible, and a better effect is obtained.

There are two points different from the other transfer learning methods. First,
consider both spatial alignment and probability adaptation, so that the distribution of
source and target domains in the same mapping space is as uniform as possible.
Second, when the proposed method is spatially aligned, two different mapping matrices
are used to map the source and target domains respectively, and the structural infor-
mation in the source data and the target data can be retained.

Due to the good nature of Gabor features, we extract Gabor features to identify
aircrafts. We first proposed FSA algorithm which achieves space alignment and then
aligned both marginal distribution and conditional distribution by BDA method, so that
the new method FSA-BDA which we proposed can increase the accuracy rate of
aircrafts recognition.

2 Related Work

According to the definition of transfer learning, it can be divided into multi-task
learning, cross-domain learning and learning under different data distribution [9].
According to the label of data in the target domain, the transfer learning can also be
divided into supervised transfer learning and transfer learning. In this paper, we pay
attention to the difficult unsupervised transfer learning that the target domain is com-
pletely unlabeled. About the domain adaptation problem, some methods align the
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space, projecting source data and target data into a new space, such as SA [10] and
SDA [11]. But they do not consider the distribution alignment.

Some methods align distribution. For example, the STL [12] reduces the distance of
the conditional probability distribution of the source domain and the target domain,
thereby completing the migration learning. TCA [13] adapts marginal distribution, and
JDA [14] adapts marginal distribution and conditional distribution at the same time.

However, sometimes it cannot achieve satisfaction effect by only considering space
alignment or probability distribution adaptation. Therefore, we propose FSA-BDA
algorithm. This method considers both spatial alignment and probability adaptation.
First, the data in the source domain and the target domain are mapped to the same
feature space, and then the balanced distribution adaptation method is used to simul-
taneously adapt the two domains which are marginal distribution and conditional
distribution according to a certain weight. So this method can achieve a better effect.

3 Proposed Method

The method first performs Feature Subspace Alignment (FSA), which maps the source
domain and the target domain data to a low-dimensional common mapping space
through different mapping matrices. And then, the BDA [8] is used to properly adapt
the edge probability and the conditional probability through the weight setting, so that
their distribution in the same mapping space is as uniform as possible.

3.1 Feature Spatial Alignment

For data with different distributions, although they are of the same type, the difference
in the characteristic representation of the data causes their spatial distribution incon-
sistency. The FSA finds the appropriate mapping change by solving the feature rep-
resentation of the data, and maps the source domain data and the target domain data
into a common space through feature transformation. The FSA algorithm can construct
a low-dimensional common mapping space. The specific algorithm is as follows.

Suppose the label space C ¼ fc1; c2; . . .; ccg. The source domain and the target
domain data are Ds and Dt, respectively, Ds 6¼ Dt. And the problem is to get the label
Yt of the target domain. The source domain Xs 2 Rm�p contains m samples, and Ys is
the label of Xs. The target domain Xs 2 Rm�p contains n samples, and p is
the dimension of the sample feature. Learning the transformation matrix
T ¼ ft1; t2; . . .; tdg 2 Rp�d from the above given conditions, the low-dimensional
projection of the original data via the transformation matrix is Zs 2 Rm�d and
Zt 2 Rn�d, where d is the dimension of the new feature. Mapping function of the two
mapping source domains, the mapping of the target domain function. Find the mapping
function Ts : Xs ! ZS 2 Rm�d of the source domain, the mapping function Tt : Xt !
Zt 2 Rn�d of the target domain.
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To get the appropriate mapping changes, minimization (1) is able to align data from
different fields in the mapping space.

F1 ¼
X
xi2Ds

X
xj2Dt

TT
s xi � TT

t xj
�� ��2

2Wði; jÞ ð1Þ

Where xi and xj are derived from different fields and measure the similarity between xi

and xj. The similarity matrix W ¼ 0
Wt;s

a

�
Ws;t

a
0

�
is ðmþ nÞ � ðmþ nÞ. Waði; jÞ rep-

resents the similarity of xi and xj.
Similarly, minimizing Eq. (2) can constrain similar data in the source domain to be

mapped to similar locations, while unsimilar data is separated in the mapped space.

F2 ¼
X
xi2Ds

X
xj2Ds

TT
s xi � TT

s xj
�� ��2

2Wsði; jÞ ð2Þ

Where xi and xj come from different domains, and Wsði; jÞ measures the similarity
between xi and xj.

Similarly, minimizing Eq. (3) can constrain similar data in the target domain to be
mapped to similar locations, while unsimilar data is separated.

F3 ¼
X
xi2Dt

X
xj2Dt

TT
t xi � TT

t xj
�� ��2

2Wtði; jÞ ð3Þ

Where xi and xj are from the target domain. If xi and xj are neighbors in the original
field of the target domain, they should remain in the neighbors in the mapped space,
otherwise they should be away from each other in the mapped space.

Define the objective function as:

CðTs;TtÞ ¼ F1 þ aF2 þð1� aÞF3 ð4Þ

Where F1 can make similar data in different fields be aligned to similar positions in the
mapping space, F2 and F3 maintain the original manifold structure of each domain data
in the low-dimensional mapping space. In order to optimizing C(Ts;TtÞ, Definition
TT ¼ ½TT

S ; T
T
T�; XT ¼ ½XT

S ; X
T
T� and expand the equation as follows.

F1 ¼
X
xi2Ds

X
xj2Dt

TT
s xi � TT

t xj
�� ��2

2Wði; jÞ

¼ 2TTXðP�WÞXTT

¼ 2TTXLXTT

ð5Þ

Where P is a diagonal matrix, Pði; jÞ ¼P
j
Wði; jÞ, L ¼ P�W.
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F2 ¼
X
xi2Ds

X
xj2Ds

TT
s xi � TT

s xj
�� ��2

2Wsði; jÞ

¼ 2TTXðPs �WsÞXTT

¼ 2TTXLsXTT

ð6Þ

Where Ps is a diagonal matrix, Psði; jÞ ¼
P
j
Wsði; jÞ, Ls ¼ Ps �Ws.

F3 ¼
X
xi2Dt

X
xj2Dt

TT
t xi � TT

t xj
�� ��2

2Wtði; jÞ

¼ 2TTXðDt�WtÞXTT

¼ 2TTXLtXTT

ð7Þ

Where Pt is a diagonal matrix, Ptði; jÞ ¼
P
j
Wtði; jÞ, Lt ¼ Pt �Wt.

Substituting Eqs. (5), (6) and (7) into (4), by mathematical principles of matrix and
regularization, Eq. (8) can be obtained.

C(TS;TTÞ ¼ F1 þ aF2 þð1� aÞF3
¼ TtXLXTTþ aTTXLsXTTþð1� aÞTTXLtXTT

ð8Þ

Where a is used to control the contribution of the manifold regularization terms in the
two fields. The target vector that needs to be solved in the problem is

F� ¼ argTt ;Ts
min F1 þ aF2 þð1� aÞF3

¼ argTt ;Ts
min TtXLXTTþ aTTXLsXTTþð1� aÞTTXLtXTT

ð9Þ

Solving the k minimum eigenvalues of (9) gives the obtained mapping function. It
can be seen that Eq. (9) is a generalized Rayleigh quotient problem. According to the
solution spectrum framework, its solution is the eigenvector corresponding to the
largest generalized eigenvalue of Eq. (10).

XðLþ aLs þð1� aÞLtÞXT ð10Þ

When d > 1, the feature vector corresponding to the first d largest non-zero eigenvalues
can be used to form a transformed projection matrix. We can get ZS 2 FSDS and
ZT 2 FTDT , which map the two domains to the same space.

3.2 Balanced Distribution Adaptation

After spatial alignment, the BDA [8] method is used to match the edge probability and
the conditional probability with different weight ratios, thereby aligning the probability
distributions of the features in the same space.
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After MA algorithm, the feature space vS ¼ vT and the label space yS ¼ yT , the
marginal distribution PsðZSÞ 6¼ PtðZTÞ the conditional distribution PsðysjZSÞ 6¼
PtðytjZTÞ.

The BDA method reduces the difference in marginal distribution and conditional
distribution. According to a certain proportion. It can be expressed as follow.

DðZSjZTÞ ¼ 1� bð ÞDðPsðZSÞ;PtðZTÞÞþ bDðPsðysjZSÞ;PtðytjZTÞÞ ð11Þ

Where b 2 ½0; 1� is a balance factor to leverage the different importance of distribu-
tions. When b ! 0, it means the datasets are more dissimilar, so the marginal dis-
tribution is more dominant; when b ! 1 it reveals the datasets are similar, so the
conditional distribution is more important to adapt. Therefore, the balance factor b can
adaptively leverage the importance of each distribution and lead to good results

Using the class conditional distribution PtðZT jytÞ approximate PtðytjZTÞ according
to the sufficient statistics when sample sizes are large. In order to compute PtðZT jytÞ,
we apply prediction on Dt using some base classifier trained on Ds to get the soft labels
for Dt. The soft labels may be less reliable, so we iteratively refine them. Using
maximum mean discrepancy (MMD) [14] to compute the marginal and conditional
distribution divergences Eq. (11) can be represented as:

DðZS;ZTÞ ¼ 1� bð Þ 1
n

Xn
i¼1

zsi �
1
m

Xm
j¼1

ztj

�����
�����
2

H

þ b
XC
c¼1

1
nc

X
zsi2Z

ðcÞ
S

zsi �
1
mc

X
zsi2Z

ðcÞ
T

ztj

�������
�������
2

H

ð12Þ

Where ZðcÞ
S and ZðcÞ

T denote the samples belonging to class c in source and target
domain, respectively. nc and mc, denote the number of samples. And, n and m stand for
the number of samples in the source or target domain. H denotes reproducing kernel
Hilbert space. By mathematical principles, Eq. (12) can be formalized as follows.

min tr ATZ ð1� bÞK0 þ b
PC
c¼1

Kc

� �
ZTA

� �
þ k Ak k2F

s:t:ATZHZTA ¼ I
ð13Þ

Where k is the regularization parameter with :k k2F the Frobenius norm. What’s more,
K0 and Kc are MMD matrices and can be constructed as follows.

ðK0Þij ¼
1
n2 zi; zj 2 Ds
1
m2 zi; zj 2 Dt

� 1
mn otherwise

8<
: ð14Þ
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ðKcÞij ¼

1
n2c

zi; zj 2 DðcÞ
s

1
m2

c
zi; zj 2 DðcÞ

t

� 1
mcnc

zi 2 DðcÞ
t ; zj 2 DðcÞ

s

zi 2 DðcÞ
s ; zj 2 DðcÞ

t

(
0 otherwise

8>>>>>><
>>>>>>:

ð15Þ

Where Z stands for the input data matrix composed of source data and target data, A
denotes the transformation matrix, I is the identity matrix, and H ¼ I � 1/nð Þ1.

Denote U ¼ ðu1;u2; � � � ;udÞ as Lagrange multipliers, then Lagrange function for
(13) is

L ¼ tr ATZ 1� bð ÞK0 þ b
XC
c¼1

Kc

 !
ZTA

 !
þ k Ak k2F þ trððI � ATZHZTAÞUÞ ð16Þ

Set derivative @L=@A ¼ 0, the optimization can be derived as a generalized eigen
decomposition problem.

Z 1� bð ÞK0 þ b
XC
c¼1

Kc

 !
ZT þ kI

 !
A ¼ ZHZTAU ð17Þ

Finally, the optimal transformation matrix A can be obtained by solving this
equation and finding its d smallest eigenvectors.

By the FSA-BDA method, the source domain feature data and the target domain
feature data can be mapped to the same space, and their distribution is also aligned by
the BDA method.

4 Experiment and Analysis

4.1 Data Sets

The data sets are aircrafts with different resolutions under different imaging conditions
obtained from open satellite maps. Parts of the dataset images are shown in Fig. 1. And
the left of F15 aircrafts, F16 aircrafts and B52 aircrafts is 0.5 m resolution. The right of
them is 1 m resolution.

The differences of the aircraft in different resolutions are very large. We use the
labeled image in the source domain to identify the unlabeled image in the target
domain. There are 200 B52 aircrafts, 180 F15 aircrafts and 210 F16 aircrafts in the
source domain which are 0.5 m resolution. There are 125 B52 aircrafts, 125 F15
aircrafts and 125 F16 aircrafts in the source domain which are 1 m resolution.
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4.2 Contrast Methods

The FSA-BDA is compared with five related methods, which are 1-Nearest Neighbor
Classifier (NN), Principal Component Analysis(PCA) + NN, Transfer Component
Analysis (TCA) + NN [13], Balanced Distribution Adaptation (BDA) + NN [8],
Subspace Alignment (SA) + NN [10]. The 1NN classifier is trained on the source
domain for identifying target domain ships.

These methods involve the subspace base k or d and the regularization parameters.
We set d = k = 110 and k ¼ 0:6; a ¼ 0:7; b ¼ 0:3 by ten cross-validation. The number
of iterations of BDA and the proposed method is set to T = 15. What is more, the
classification accuracy is used as an evaluation index, which is calculated as the ratio of
the number of correctly identified samples to the total number of input samples in the
target domain.

4.3 Experimental Results and Analysis

Results of experiments are discussed in this section. The performance of FSA-BDA
algorithm is measured by classification accuracy and MMD distance. The following is
the specific description.

Classification Accuracy. The classification accuracy of the three types of aircrafts
shown in Table 1 and Fig. 2. The abscissas 1, 2 and 3 represent B52, F15 and F16
aircrafts respectively.

(a)F15

(b)F16

(c)B52 

Fig. 1. Parts of the dataset. (a), (b) and (c) shows the three types of aircrafts in images in
different resolutions.
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The results are reported in Fig. 2 and Table 1 respectively. As illustrated, our
method significantly outperforms the existing methods. The average recognition
accuracy of the six methods is 97.6%, 93.86%, 89.86%, 88.53%, 78.93% and 75.73%.
The accuracy of FSA-BDA on three aircrafts is 97.6%, which performs better than
BDA, TCA, SA, PCA and 1NN. PCA and 1NN are traditional methods. SA only
considers spatial alignment in adaptive domain problems. BDA minimizes the marginal
and conditional allocation differences according to a certain weight between domains,
while TCA can only minimize marginal differences. However, neither BDA nor TCA
considers space adjustments. FSA-BDA considers spatial alignment and distribution
differences. Therefore, theoretical analysis can explain the rationality of experimental
results.

MMD Distance. MMD distance [14] is used to verify the distribution suitability of
FSA-BDA and the other five methods. As shown in Fig. 3, the MMD distance and the
average accuracy of NN, PCA, TCA, BDA, SA, and FSA-BDA increased with the
number of iterations are shown. The abscissas stand for iterations.

The proposed method is compared with state-of-the-art methods in Fig. 3. Exper-
iments demonstrate the efficacy of our method. All transfer learning methods can
reduce the MMD distance. When only NN is used, the distance between the source
domain and the target domain is large. Since TCA minimizes marginal differences, SA

Table 1. Recognition accuracy.

Classification B52 F15 F16 Average

FSA-BDA 97.6% 96.8% 98.4% 97.6%
JDA 93.6% 92.8% 95.2% 93.9%
TCA 89.6% 88.8% 91.2% 89.9%
SA 88.0% 87.2% 90.4% 88.5%
PCA 78.4% 76.8% 81.6% 78.9%
1NN 75.2% 73.6% 78.4% 75.7%
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Fig. 2. Recognition accuracy.
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aligns space, and BDA minimizes marginal and conditional distribution differences.
FSA-BDA not only adjusts the space between the source and target domains, but also
minimizes differences in marginal and conditional distribution according to a certain
weight. And it can be found that the smaller the MMD distance, the higher the correct
recognition rate. The MMD distance of FSA-BDA is significantly smaller than other
methods. It shows FSA-BDA achieves the best performance in the aircrafts recognition
problems.

5 Conclusion

In this paper, we propose a method called the Feature Subspace Alignment and
Balanced Distribution Adaptation (FSA-BDA) for recognizing aircrafts with different
resolutions. This method not only considers spatial alignment, but also considers
probabilistic adaptation, so it achieves better results. The feature subspace alignment
(FSA) maps the source domain and the target domain data to a low-dimensional
common mapping space through different mapping matrices, in order to preserve the
structural information in the source data and the target data. The BDA method is used
to properly adapt the edge probability and the conditional probability through the
weight setting, so that their distribution in the same mapping space is as uniform as
possible. Extensive experiments demonstrate that the FSA-BDA method is better than
the state-of-the-art transfer learning methods. In the future, we will continue to study
the aircraft target recognition problem combined with transfer learning, such as the
targets from different sources.
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Abstract. This paper considers the problem of speech enhancement and noise
reduction in speech recognition systems and 5G mobile communication sys-
tems. The presence of these systems in a noisy environment reduces their
effectiveness and makes degradation in their performance. here, we propose a
new contribution to resolve noise reduction and speech enhancement problem in
these systems by proposing a new algorithm. The proposed two microphones
reduce size simplified fast transversal filter (TM-RSMFTF) algorithm is an
outcome of the good combination between the well-known forward blind source
separation structure and the adaptive algorithm reduce size simplified fast
transversal filter properties which is a stable version of fast transversal filter
(FTF) algorithms. The proposed algorithm has low computational complexity.
The simulation results show a good performances and effectiveness of this new
TM-RSMFTF algorithm in comparison with conventional TM-NLMS algorithm
and almost similar performances with full-size TM-SFTF in terms of various
objectives criteria such as Segmental SNR, System Mismatch, Segmental MSE.

Keywords: Noise reduction � Speech enhancement � TM-RSMFTF

1 Introduction

Nowadays, many applications such as 4G and 5G telecommunication systems, speech
recognition systems, VoIP and teleconferencing systems, insist the presence of speech
enhancement and acoustic noise reduction methods because these applications are
designed for the quiet environment but in real life, the presence of different noise
sources corrupt the speech signal causing degradation in the performances of these
systems.

In the last decades, a lot of algorithms and techniques have been developed in the
literature for speech enhancement with the first goal of raising speech quality such as
spectral subtraction techniques [1], Wiener filter [2], minimum mean-square error
estimator [3, 4]. We found also the most powerful speech enhancement techniques
which are based on the adaptive filter [5]. The coefficients of the adaptive filter can be
adjusted automatically by using various adaptive algorithms.
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Several adaptive algorithms have been proposed, the most popular one is nor-
malized least mean square (NLMS) [5], and it is characterized by low computational
complexity and low convergence speed. Another popular algorithms are recursive least
square (RLS) algorithms [5], the main drawback of these algorithms is high compu-
tation complexity.

Many fast recursive least mean square algorithms have been proposed to resolve the
high computational complexity problem such as the fast Kalman [6], fast transversal
filter (FTF) [7], and the main drawback of these algorithms is the numerical instability.
In the literature, several solutions have been proposed to solve this problem [8, 9].

To solve acoustic noise reduction and speech enhancement problem, a stable
version of FTF algorithm, i.e., the simplified FTF algorithm (SMFTF) was proposed in
[10]. In this algorithm, the adaptation gain is evaluated by using only the forward
prediction variables and discarding the backward prediction and also by adding reg-
ularization constant and leakage factor. In the same work, reduce size simplified FTF
(R-SMFTF) algorithm was proposed by reducing the size of forward predictor and
calculating two likelihood variables, the first one was used to update the transversal
filter and the forward predictor order P and the second one was used to update the
forward prediction error variance, and this algorithm shows numerical stability and
similar performance with FRLS algorithms with low computational complexity
(2L + 5P) where L is the length of the adaptive filter, and P is the size of forward
predictor.

To reduce more computational complexity for SMFTF and R-SMFTF algorithms,
the author in [11] proposed new algorithms similar to SMFTF and R-SMFTF with new
relations to calculate the likelihood variables which reduce the computational com-
plexity of simplified FTF algorithm to 6L and 2L + 4P for reduce size simplified FTF
algorithm, respecively.

To reduce noise and enhance speech, several algorithms based on the combination
of forward blind source separation structure and various adaptive algorithms have been
proposed [12, 13]. In this work, we propose a new two-microphones reduce size
simplified fast transversal filter (TM-RSMFTF) algorithm for speech enhancement and
noise reduction application. This proposed algorithm obtained by the good combination
between the reduce size simplified FTF algorithm and the forward blind sources sep-
aration (FBSS) structure.

The low computational complexity and the good performances shown in the
simulation results of this new algorithm makes it a good choice for implementation in
the 4G and 5G mobile communication and speech recognition systems.

This work is organized as follows. Section 2 presents the simplified model of a
convolutive mixture that we used. In Sect. 3, FBSS is described. Section 4 discusses
the proposed algorithm and in Sect. 5, we highlight the computational complexity. In
Sect. 6, we present simulation results and comparative study of the proposed algorithm
with two-microphone algorithms. Finally, we present the conclusion in Sect. 7.
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2 The Simplified Model of a Convolutive Mixture

In our work, we consider the situation of two microphones and two uncorrelated signals
which are speech signal s nð Þ and noise signal b nð Þ, we consider that the speech signal is
captured by two sensors, and the useful signal is near to the first sensor and the unwanted
signal is near to the other sensor, this mixing model [14–17] is shown in Fig. 1.

The two convolutive observations we obtained at the output of this mixing model
are given by the following equations:

m1 nð Þ ¼ s nð Þ � h11 nð Þþ h21 nð Þ � b nð Þ; ð1Þ

m2 nð Þ ¼ b nð Þ � h22 nð Þþ h12 nð Þ � s nð Þ; ð2Þ

where, s nð Þ is the source of speech and b nð Þ is the source of noise, h11 nð Þ and h22 nð Þ
represent the impulse responses of each direct channel respectively and they assumed
to be identity ðh11 nð Þ ¼ h22 nð Þ ¼ d nð ÞÞ, h21 nð Þ and h12 nð Þ represent the cross-coupling
effects between the 2 channels. The symbol * represents the convolution operation.

3 The Forward Blind Sources Separation (FBSS) Structure

The widely known forward blind source is effectively combined with many different
algorithms to reduce noise and enhance the performance of speech. The forward BSS
structure is shown in Fig. 2, and the aim of two channels forward BSS is to restore s nð Þ
and b nð Þ only from the two convolutive observations [16]. For identification of the two
real impulse response h12 nð Þ and h21 nð Þ, we use the two adaptive filters of the two
channel forward BSS structure.

Fig. 1. The mixture model with two microphones
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The two outputs of this structure are given by:

u1 nð Þ ¼ m1 nð Þ � m2 nð Þ � w21 nð Þ; ð3Þ

u2 nð Þ ¼ m2 nð Þ � m1 nð Þ � w12 nð Þ; ð4Þ

where, �ð Þ represents the convolution operation. By inserting (1) and (2) into (3) and
(4), we can obtain the two outputs equations u1 nð Þ and u2 nð Þ as follows:

u1 nð Þ ¼ b nð Þ � h21 nð Þ � w21 nð Þ½ � þ s nð Þ � d nð Þ � h12 nð Þ � w21 nð Þ½ �; ð5Þ

u2 nð Þ ¼ s nð Þ � h12 nð Þ � w12 nð Þ½ � þ b nð Þ � d nð Þ � h21 nð Þ � w12 nð Þ½ �: ð6Þ

If we use an optimal assumption for the two adaptive filters ðh21 nð Þ ¼ w21 nð ÞÞ and
ðh12 nð Þ ¼ w12 nð Þ), in this situation the two outputs become:

u1 nð Þ ¼ s nð Þ � d nð Þ � h12 nð Þ � w21 nð Þ½ �; ð7Þ

u2 nð Þ ¼ b nð Þ � d nð Þ � h21 nð Þ � w12 nð Þ½ �: ð8Þ

where, u1 nð Þ and u2 nð Þ are post filters which are given respectively by:

u1 nð Þ ¼ d nð Þ � h12 nð Þ � w21 nð Þ; ð9Þ

u2 nð Þ ¼ d nð Þ � h21 nð Þ � w12 nð Þ: ð10Þ

From (7) and (8), the post filter distorts the output signal, and if the two sensors are
closely spaced, the effect of this post filter is critical [18]. To escape the effect of this
post filter, we take the situation where two sensors are loosely spaced which has a
minimal distortion because of this post filter [13].

Fig. 2. The forward blind sources separation (FBSS) structure
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4 Proposed Algorithm

In this work, we propose a new approach for speech enhancement and noise reduction
by combining the FBSS structure with reduce size simplified FTF algorithm. The R-
SMFTF is a stable version of the FTF algorithms, and has been proposed in [10] and
[11]. The combination of FBSS structure with reduce size simplified FTF affords to
restore two source signals from two mixtures observations. The scheme of the proposed
TM-RSMFTF algorithm is shown in Fig. 3.

The two outputs of the TM-RSMFTF algorithm u1 nð Þ and u2 nð Þ are given as:

u1 nð Þ ¼ m1 nð Þ � wT
21 nð ÞM2 nð Þ; ð11Þ

u2 nð Þ ¼ m2 nð Þ � wT
12 nð ÞM1 nð Þ: ð12Þ

where, M1 nð Þ ¼ m1 nð Þ;m1 n� 1ð Þ; . . .;m1 n� Lþ 1ð Þ½ � and M2 nð Þ ¼ m2 nð Þ;½
m2 n� 1ð Þ; . . .;m2 n� Lþ 1ð Þ� are two vectors represent respectively the 2 mixture
inputs m1 nð Þ and m2 nð Þ. The updated equations of the two cross filters tap-weights w21

and w12 are controlled by the TM-RSMFTF algorithm and they are given as follows,
respectively:

w21 nð Þ ¼ w21 n� 1ð ÞþK1 nð Þu1 nð Þ; ð13Þ

w12 nð Þ ¼ w12 n� 1ð ÞþK2 nð Þu2 nð Þ: ð14Þ

Fig. 3. The proposed TM-RSMFTF algorithm scheme
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The two vectors K1 nð Þ and K2 nð Þ represent the adaptation gain which are given by:

K1 nð Þ ¼ c1;L nð ÞcK1 nð Þ; ð15Þ

K2 nð Þ ¼ c2;L nð ÞcK2 nð Þ: ð16Þ

where, the variables c1;L nð Þ and c2;L nð Þ which represent the first likelihood variables are
used to update the two cross filters tap-weights that will give bellow and cK1 nð Þ, cK2 nð Þ
are normalized Kalman gain vectors. From [11, 19], the normalized Kalman gain
vectors can be calculated by using only the forward predictor a nð Þ, and they are given
by:

cK1 nð Þ
c1 nð Þ

� �
¼ 0cK1 n� 1ð Þ
� �

þu1 nð Þ
1

�a1;P
0L�P

2
4

3
5; ð17Þ

cK2 nð Þ
c2 nð Þ

� �
¼ 0cK2 n� 1ð Þ
� �

þu2 nð Þ
1

�a2;P
0L�P

2
4

3
5: ð18Þ

where, c1 nð Þ and c2 nð Þ are the last unused components of the normalized Kalman gain
vectors, and the variables u1 nð Þ and u2 nð Þ are given respectively by:

u1 nð Þ ¼ e1 nð Þ
ka1 nð Þþ ca

; ð19Þ

u2 nð Þ ¼ e2 nð Þ
ka2 nð Þþ ca

: ð20Þ

where, 0[ k[ 1 is forgetting factor and ca is small regularization constant use to
avoid performing numerical divisions by very small values in the absence of the input
signal (silence period). The parameters a1 and a2 are the forward prediction errors
variance, and they are given by:

a1 nð Þ ¼ ka1 n� 1ð Þþ c1;Pe
2
1 nð Þ; ð21Þ

a2 nð Þ ¼ ka2 n� 1ð Þþ c2;Pe
2
2 nð Þ: ð22Þ

where, c1;P and c2;P are second likelihood variables that will also give bellow, and they
are used to update the forward prediction errors variance. The prediction error e1 nð Þ
and e2 nð Þ can be be calculated by using the same algorithm and are given by:

e1 nð Þ ¼ m2 nð Þ � a1;P nð ÞM2;P n� 1ð Þ; ð23Þ
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e2 nð Þ ¼ m1 nð Þ � a2;P nð ÞM1;P n� 1ð Þ: ð24Þ

where,M1;P nð Þ andM2;P nð Þ are two vectors that represent the P last simples of the two
mixture signals m1 nð Þ and m2 nð Þ, respectively. a1;P nð Þ and a2;P nð Þ are the forward
predictors of order P that are calculated by minimizing the criteria E e21 nð Þ� �

and
E e22 nð Þ� �

,

a1;P nð Þ ¼ gða1;P n� 1ð Þ � c1;L nð ÞbK1;P n� 1ð Þe1 nð Þ; ð25Þ

a2;P nð Þ ¼ gða2;P n� 1ð Þ � c2;L nð ÞbK2;P n� 1ð Þe2 nð Þ: ð26Þ

Where bK1;P nð Þ and bK2;P nð Þ are the first P elements of cK1 nð Þ and cK2 nð Þ respectively,
and the constant g, which is close to one, is called the leakage factor that allows the
forward predictors to return back to zero [10].By saving u1 nð Þ;u2 nð Þ; e1 nð Þ and e2 nð Þ
in vectors of length (L + 1), we can obtain: u1 nð Þ ¼ u1 nð Þ;u1 n� 1ð Þ; . . .;½
u1 n� Lð Þ�T , u2 nð Þ ¼ u2 nð Þ;u2 n� 1ð Þ; . . .;u2 n� Lð Þ½ �T , E1 nð Þ ¼ e1 nð Þ; e1 n� 1ð Þ;½
. . .; e1 n� Lð Þ�T and E2 nð Þ ¼ e2 nð Þ; e2 n� 1ð Þ; . . .; e2 n� Lð Þ½ �T .

The first likelihood variables c1;L nð Þ and c2;L nð Þ of the Eqs. (15), (16), (25) and (26)
are given by [11]:

c1;L nð Þ ¼ 1
1� w1 nð Þ ; at each period of N simples we do: c1;L nð Þ ¼ g c1;L nð Þ; ð27Þ

c2;L nð Þ ¼ 1
1� w2 nð Þ ; at each period of N simples we do: cL;2 nð Þ ¼ g c2;L nð Þ: ð28Þ

where, w1 nð Þ and w2 nð Þ are given by:

w1 nð Þ ¼ w1 n� 1ð Þ � u1 nð Þe1 nð Þþu1 n� Lð Þe1 n� Lð Þ; ð29Þ

w2 nð Þ ¼ w2 n� 1ð Þ � u2 nð Þe2 nð Þþu2 n� Lð Þe2 n� Lð Þ: ð30Þ

where, ui nð Þ and ui n� Lð Þ are the first and Lþ 1ð Þth components of vector ui nð Þ,
respectively. The elements ei nð Þ and ei n� Lð Þ are the first and Lþ 1ð Þth components of
vector Ei nð Þ, respectively i 2 1; 2f g.

The second likelihood variables c1;P nð Þ and c2;P nð Þ of the Eqs. (21) and (22) are
given by [11]:

c1;P nð Þ ¼ 1
1� /1 nð Þ ; at each period of N simples we do: c1;P nð Þ ¼ g c1;P nð Þ; ð31Þ

c2;P nð Þ ¼ 1
1� /2 nð Þ ; at each period of N simples we do: c2;P nð Þ ¼ g c2;P nð Þ: ð32Þ
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Where /1 nð Þ and /2 nð Þ are given by:

/1 nð Þ ¼ /1 n� 1ð Þ � u1 nð Þe1 nð Þþu1 n� LþPð Þe1 n� LþPð Þ; ð33Þ
/2 nð Þ ¼ /2 n� 1ð Þ � u2 nð Þe2 nð Þþu2 n� LþPð Þe2 n� LþPð Þ: ð34Þ

Where ui n� LþPð Þ and ei n� LþPð Þ are the L� Pð Þth components of vectors ui nð Þ
and Ei nð Þ, respectively.i 2 1; 2f g. We recall here that the forgetting factor k is cal-
culating by [10]:

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Pþ 2ð Þ 1

g2 � 1
� �r

Pþ 2
� k[ 1: ð35Þ

5 Computational Complexity

In this Section, we quantify the computational complexity of the proposed TM-
RSMFTF algorithm in comparison with TM-SFTF algorithm and TM-FNLMS algo-
rithm. To highlight the computational complexity of each algorithm, we have calcu-
lated the number of multiplications and additions per iteration. We have reported in
Table 1 the computational complexity of the proposed TM-RSMFTF algorithm for
various size predictor (P = 1, 40 and 100), TM-SFTF algorithm, TM-FNLMS algo-
rithm. The length of the real adaptive filter is L = 128 and 512.

From Table 1, we can observe that the proposed algorithm is less complex than the
full-size version (TM-SFTF) by about 4L − 4P additions and 6L − 6P multiplications
and is more complex than the TM-FNLMS algorithm by about 4P additions and
6P multiplications and it has the same computational complexity of the TM-FNLMS
algorithm if P = 1 and lower than the TM-SFTF algorithm for any size P < L.

Table 1. Computational complexity of the proposed algorithm, TM-SFTF, and TM-FNLMS
algorithm.

Algorithms Computational complexity L = 128 L = 512
Multiplications per
iteration

Additions per
iteration

TM-
RSMFTF

P = 1 6L + 6P + 22 6L + 4P + 18 1586 6194
P = 40 1976 6584
P = 100 2576 7184

TM-SFTF 12L + 18 10L + 14 2848 11296
TM-FNLMS 6L + 4 6L + 4 1544 6152
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6 Simulation Results

In this Section, we present the simulation results of the proposed algorithm described
previously, many experiments were performed to evaluate the performance and to show
the behavior of the proposed algorithm TM-RSMFTF in comparison with the TM-
FNLMS and TM-SFTF algorithm. To evaluate the performance of the proposed
algorithm, the following objective criteria are used: Time evolution of the output
speech signal u1 nð Þ with original speech signal, the system mismatch (SM) and seg-
mental mean square error (SegMSE) to evaluate convergence speed and we also used
the segmental signal to noise ratio (segSNR) to evaluate the noise reduction perfor-
mance and Cepstral distance (CD) to evaluate the distortion caused by these techniques
in the output speech signal.

6.1 Description of the Used Signals and the Experimental

In this sub-Section, the speech signal that we have used is selected from AURORA
database and given in Fig. 4, and the sources noise is stationary noise USASI (United
States of America Standard Institute now ANSI) which is correlated signal noise. All
these signals are sampled at sampling frequency Fs ¼ 8 kHz and coded on 16 bits and
given in Fig. 4. For the spaced microphones configuration, we have constructed the
impulse responses h21 nð Þ and h12 nð Þ which are given in Fig. 5 according to the model
presented in [16]. We note here that for generating the two mixture signals m1 nð Þ and
m2 nð Þ, we have used (1) and (2), and they are shown in Fig. 6. The real filters length is
L = 128, and the input SNR at the first input m1 nð Þ is equal to 0 dB and at the second
input m2 nð Þ is equal to −3 dB. Finally, Table 2 summarizes the controlling parameters
for each algorithm.

Fig. 4. Original speech signal (in left) with its segmentation (in red) and USASI noise (in right)
(Color figure online)
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6.2 Time Evolution of the Output Speech Signal

In order to evaluate the performance of the proposed algorithm TM-RSMFTF, we have
given in Fig. 7, the estimated speech signals u1 nð Þ that are obtained by the proposed

Fig. 5. Examples of simulated impulse responses h21; h12

Fig. 6. The mixture signal m1 nð Þ (in left) and the mixture signal m2 nð Þ (in right).

Table 2. Controlling parameters for the proposed algorithm, TM-FNLMS and TM-SFTF

TM-FNLMS TM-SFTF Proposed TM-RSMFTF algorithm

l21 ¼ 0:7 g ¼ 0:995 P = 1 P = 40 P = 100
g ¼ 0:995 g ¼ 0:999 g ¼ 0:991l12 ¼ 0:7

C = 0.000001 k = 0.5 k = 0.7 k = 0.5 k = 0.5
ca = 1 ca = 0.1 ca = 0.5 ca = 1
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TM-RSMFTF algorithm with different size of predictors (P = 1, 40 and 100) and the
results obtained from TM-SFTF algorithm.

Based on Fig. 7, it can be observed that the acoustic noise almost entirely reduced
from the output speech signals by the proposed algorithm TM-RSMFTF with various
size predictor and TM-SFTF algorithm, and from these results we can conclude that the
proposed algorithm has good performance to reduce acoustic noise and enhance speech
but we cannot judge whom of the 4 algorithms is the best in term of the quality of the
estimated output speech and convergence speed that’s why we have used different
objective criteria such as the system mismatch(SM), mean square error(MSE), seg-
mental signal to noise ratio(segSNR) and Cepstral distance(CD).

6.3 System Mismatch (SM)

In order to evaluate the convergence speed and tracking ability of the proposed
algorithm, we used system mismatch criteria (SM). This objective criterion will

Fig. 7. Estimated speech signals obtained by the proposed TM-RSMFTF algorithm (P = 1, 40
and 100), and The TM-SFTF algorithm.
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facilitate quantifying the convergence and tracking ability of any methods. As we are
interested in noise reduction and speech enhancement in our TM-FBSS structure so our
interest is directed to the estimated speech output u1 nð Þ; and therefore, we concentrate
only on the adaptive filter w21 nð Þ. The SM of w21 nð Þ is computed by the following
equation [11]:

SMdB ¼ 20log10
h21 � w21 nð Þk k2

h21k k2
 !

: ð36Þ

where, w21 nð Þ and h21 are simulated and real impulse responses. We have carried out
many experiments of the proposed algorithm TM-RSMFTF with different sizes pre-
dictors P, TM-SFTF and conventional TM-NLMS algorithm. The source noise is
USASI noise and input SNR at the first input is equal to 0 dB and at the second input is
equal to −3 dB.

We have given in Fig. 8 the SM criterion evaluation obtained by the proposed
algorithm TM-RSMFTF for different size predictor (P = 1, 40 and 100), TM-SFTF
algorithm and TM-FNLMS algorithm. According to Fig. 8, we noticed that for dif-
ferent size predictor, the proposed algorithm have almost the same performance with
the full-size version(TM-SFTF), and this result is obtained by the good choice of the
controlling parameters k; g; cað Þ for each algorithm. We can conclude that the good
convergence speed of the proposed algorithm allows us to say that this algorithm is a
good choice for noise reduction and speech enhancement applications.

Fig. 8. SM comparison between proposed TM-RSMFTF for size predictor P = 1(in green),
P = 40(in black), P = 100(in red), TM-SFTF (in blue) and TM-FNLMS algorithm (in cyan).
(Color figure online)
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6.4 Signal to Noise Ratio (SNR)

In order to quantify the noise reduction performance of the proposed TM-FRSMFTF
algorithm, we have calculated the output SNR of the estimated speech output. The
SegSNR criterion is given by the following expression:

SNRdB ¼ 10log10

PQ�1
k¼1 s kð Þj j2PQ�1

k¼1 s kð Þ � u1 kð Þj j2 VADK

 !
: ð37Þ

where, s nð Þ and u1 nð Þ are respectively the original speech signal and the enhanced
signal. The parameter Q is the mean averaging value of the output SNR. The presence
of the term VAD (voice activity detector) in (37) means that this objective criterion
calculated only during speech signal periods. We have reported in Fig. 9 that the results
of SegSNR obtained by the proposed algorithm with different size predictor (P = 1, 40
and 100), TM-SFTF algorithm and the TM-FNLMS algorithm.

From Fig. 9, we observed that the proposed TM-RSMFTF algorithm with different
size predictor P has almost the same behavior in reducing noise in comparison with the
TM-SFTF algorithm, and even for P � L, no degradation has been found in the output
SegSNR values. From the same figure, we can also observe that the proposed TM-
RSMFTF with predictor order one has good behavior in comparison with the TM-
FNLMS algorithm and almost identical to TM-SFTF algorithm. From these results, we
can conclude that the proposed TM-RSMFTF algorithm has good behavior in reducing
noise.

Fig. 9. SegSNR comparison between proposed TM-RSMFTF for size predictor P = 1(in black),
P = 40 (in red), P = 100(in blue), TM-SFTF (in green) and TM-FNLMS (in magenta). (Color
figure online)
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6.5 Cepstral Distance (CD)

The CD criterion allows evaluating the distortion of the TM-FNLMS algorithm, TM-
FRLS, and the proposed TM-FRSMFTF algorithm. This objective criterion is esti-
mated by using the log-spectrum distance between the original speech signal sp(n) and
u1 nð Þ, where u1 nð Þ is the estimated speech signal obtained at the output of the FBSS
structure and is given by the following equation [11]:

CDdB ¼
XQ�1

k¼1
IFFT log10 S k;xð Þj jð � log10 U1 k;xð Þj jð ÞVADKð Þð½ �2 ð38Þ

where, S xð Þ and U1ðxÞ are respectively the short Fourier transform of the original
speech signal s(n) and the enhanced one u1 nð Þ at each frame k, and Q is the mean
averaging value of the CD criterion. The presence of the parameter VAD (voice activity
detector) in (38) means that we calculate this criterion only during the presence of
speech signal periods, and in these periods, VAD takes 1 and when the speech signal is
absent VAD takes 0.

We have done our simulation with the same speech signal of Fig. 4 and source
noise is USASI with the same controlling parameters in Table 2 and the input SNR at
the first input is 0 dB and at the second input is −3 dB. From Fig. 10, we have seen the
superiority in less distortion of the proposed algorithm in comparison with the TM-
FNLMS algorithm.

6.6 Mean Square Error

In order to quantify the convergence of the algorithms i.e. the proposed TM-RSMFTF,
TM-FNLMS, and TM-SFTF, we use another objective criterion which calls SegMSE.
This SegMSE criterion is given by the following equation:

Fig. 10. Cepstral distance evaluation of the proposed algorithm (P = 1 in black), (P = 40 in
red), (P = 100 in blue) TM-FNLMS algorithm (in green) and noisy speech (in magenta). (Color
figure online)
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MSE dbð Þ ¼ 20log10
XQ�1

k¼1
u1 kð ÞVADK

� �
: ð39Þ

where, u1 nð Þ is the enhanced speech signal, and the parameter Q is the mean averaging
value of SegMSE. The VAD is voice activity detector used to estimate the SegMSE in
absence speech periods.

From Fig. 11, we have confirmed the good speed convergence of the proposed TM-
RSMFTF algorithm with different size of predictor (P = 1, 40 and 100). We have also
confirmed that no retrogression has been seen in SegMSE values in the steady-state
regime even for small size predictor. The good choice of the controlling parameters
k; g; cað Þ for each algorithm lead to the same convergence speed performance with the
TM-SFTF algorithm. Finally, we confirmed that the good convergence speed of the
proposed TM-RSMFTF algorithm allows us to say that this algorithm is a good choice
for noise reduction and speech enhancement applications.

7 Conclusion

In this paper, we have proposed a new robust algorithm applied for speech quality
improvement and noise reduction in new telecommunication systems and speech
recognition systems. The proposed algorithm is an outcome of the combination of two
microphones forward blind source separation structure and the reduce size simplified
fast transversal filter which is a stable and robust version of the FTF algorithms.

The proposed TM-RSMFTF algorithm has low computational complexity, which is
less than TM-SFTF algorithm, and similar to the TM-NLMS algorithm if P = 1.
Reducing the size predictor P leads to the reduction of the computation complexity for
this algorithm without degradation in its performance even for small size predictor
P � Lð Þ due to the presence of regularization constant and leakage factor and also to
the two likelihood variables.

Fig. 11. SegMSE comparison between proposed TM-RSMFTF for size predictor P = 1(in
black), P = 40(in red), P = 100(in blue), TM-SFTF algorithm (in green) and TM-FNLMS (in
magenta). (Color figure online)
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The simulation results confirm this conclusion and also show that the proposed
algorithm has almost similar performance with the TM-SFTF algorithm and better than
the TM-FNLMS algorithm in term of less distortion on the enhanced speech signal,
speed convergence and different objective criteria such as segmental signal to noise
ratio (SegSNR), Segmental mean square error (SegMSE) and the system mismatch
(SM).
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Abstract. To decouple the range-angle-dependent beampattern, a new type of
frequency diverse array (FDA) with frequency increment applied across the
vertical array elements is proposed, referred to as the vertical frequency diverse
array (VFDA). The adaptive algorithm for the design of the receive antenna is
also presented to generate a single-maximum beampattern. Simulation results
verify the effectiveness. It shows that the proposed approach outperforms the
multiple-input multiple-output (MIMO) radar in focusing the transmit energy on
the far-field targets.

Keywords: Beamforming � Frequency diverse array � Range-dependent

1 Introduction

Phased-array has been widely used in airborne radar systems for its flexible beam
scanning ability. However, the beampattern of the phased-array is range independent.
When detecting the ground moving targets, the transmit energy would be distributed
broadly in range with the decrease of the elevation angle, resulting in more mainlobe
interference. To achieve narrow mainlobe, the enlarged antenna aperture is needed,
which is however difficult for the radar with limited antenna size. To overcome this
disadvantage, a novel beam scanning array, referred to as the FDA, was presented in
[1]. Benefits have been demonstrated by applying the unique range-dependent char-
acteristic of the FDA to different radar tasks, e.g. target localization [2, 3], clutter
suppression [4, 5], pattern synthesis [6–9]. In the conventional FDA, a linear frequency
increment is always applied across the horizontal elements of the antenna array, pro-
viding an increased degrees-of-freedom (DOFs) to design and control the beampattern.
However, it may be difficult to implement in actual airborne radar systems due to the
range-angle-coupling and time-variant effects on the estimate of the effective covari-
ance matrix.

To decouple the range-angle dependent beampattern, a nonuniform linear array was
employed in [7], which may be difficult to implement due to the high accuracy
requirement of the transmitter and receiver positions. A logarithmically increasing
frequency increment was proposed in [8] to synthesize a nonperiodic beampattern. But
it is unable to obtain the closed form expression of the beampattern. In [9], the convex
optimization is used to achieve dot-shaped transmit beampattern and better resolution
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in the range dimension compared with that in [8]. However, the algorithm has a
relatively high complexity, which is difficult for the implementation of the multilog-
FDA.

In this paper, a new type of FDA with frequency increment used across the vertical
array elements is explored. The design algorithm for the receive array configuration is
also presented to generate a beampattern with no grating lobes. Compared to the
beampattern in the conventional FDA and the MIMO radar, the single-maximum and
range-dependent beampattern in the VFDA may be more capable of rejecting clutter
and jamming in airborne radar systems.

2 Adaptive Beamforming Algorithm

2.1 The Transmit Beampattern of VFDA

Consider an (M � N)-element planar array antenna with uniform frequency increment
Df across the vertical elements, the signal transmitted by the (m, n)th element is

sm;nðtÞ ¼ exp j2pfmtð Þ ¼ exp j2p f0 þ m� 1ð ÞDf½ �tf g ð1Þ

where f0 is the carrier frequency. For a far-field point target located at the azimuth angle
u, elevation angle h, and range R relative to the (0, 0)th element, the signal arriving at
the target can be expressed as

sm;nðt � Rm;n
�
cÞ ¼ am;nexp j2pfmðt � Rm;n

�
cÞ� � ð2Þ

where c is the speed of light, am;n is a complex weighting factor that represents
transmission and propagation effects.

Rm;n ¼ R� n� 1ð ÞdN cos h cos uþ m� 1ð ÞdM sin h ð3Þ

is the range of the target to the (m, n)th element with dM and dN representing the
vertical and horizontal element spacing, respectively. Taking the narrowband
assumption, the VFDA transmit beampattern steered to h0;u0;R0ð Þ is given by

Gt t; h;u;Rð Þ ¼
XM
m¼1

XN
n¼1

am;n exp j2pfm t � Rm;n

c

� �� �
� exp j2pfm

R0

c

� �

�exp �j2pfm n� 1ð Þ cos h0 cos u0
dN
c

� �
� exp j2pfm m� 1ð Þ sin h0

dM
c

� �

ð4Þ

The approximated expression of Gt t; h;u;Rð Þj j is
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Gt t; h;u;Rð Þj j � sin pN cos h cos u� cos h0 cos u0ð ÞdN=k0½ �
sin p cos h cos u� cos h0 cos u0ð ÞdN=k0½ �

				
				

� sin pMDft � pMDf R� R0ð Þ=c� pM sin h� sin h0ð ÞdM=k0½ �
sin pDft � pDf R� R0ð Þ=c� p sin h� sin h0ð ÞdM=k0½ �

				
				

ð5Þ

where k0 ¼ c=f0. Here we have assumed that the complex weighting factors are all
equal to 1,

ðM � 1ÞDf � f0 ð6Þ

and

R � max M � 1ð Þ2dM=k0; M � 1ð Þ N � 1ð ÞdN=k0
h i

ð7Þ

It can be observed that the phase differences depending on time and range are
incorporated into the second term of (5), positioning the multiple maxima at different
ranges but the same azimuth angle u0. Therefore, the pattern will not keep the ‘S’-
shaped feature with coupling between the azimuth angle and range. The following task
is to synthesize the beampattern with no grating lobes in the range dimension.

2.2 Transmit-Receive Beamforming with no Grating Lobes

A (Q� P)-element receive array collocated with the transmit antenna is considered in
this paper. When the signal is received by each element, a set of bandpass filters will be
applied to extract the complete transmit signals. We then have the VFDA two-way
beampattern

Gr t; h;u;Rð Þ ¼
XQ

q¼1

XP
p¼1

XM
m¼1

XN
n¼1

exp j2pfm t � Rm;n þRq;p

c

� �� �

� exp j4pfm
R0

c

� �
� exp �j2pfm n� 1ð Þ cos h0 cos u0

dN
c

� �

� exp �j2pfm p� 1ð Þcos h0 cos u0
dP
c

� �

� exp j2pfm m� 1ð Þsin h0
dM
c

� �
� exp j2pfm q� 1ð Þsin h0

dQ
c

� �

ð8Þ

where Rq;p is the range of the target to the (q, p)th receive element. dQ and dP are the
vertical and horizontal element spacing in the receiver, respectively. Assume P ¼ N
and dP ¼ dN , Gr t; h;u;Rð Þj j can be simplified as
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Gr t; h;u;Rð Þj j

� sin pN cos h cos u� cos h0 cos u0ð ÞdN=k0½ �
sin p cos h cos u� cos h0 cos u0ð ÞdN=k0½ �

				
				
2

� sin pMDft � 2pMDf R� R0ð Þ=c� pM sin h� sin h0ð ÞdM=k0½ �
sin pDft � 2pDf R� R0ð Þ=c� p sin h� sin h0ð ÞdM=k0½ �

				
				

� sin pQ sin h� sin h0ð ÞdQ
�
k0


 �

sin p sin h� sin h0ð ÞdQ
�
k0


 �
					

					

ð9Þ

In order to avoid the grating lobes in the range dimension, the adaptive beam-
forming algorithm is presented in the following procedure.

Step 1: Ignore the effect of the earth curvature, the maxima of the second term in (9)
can be achieved when the phase term satisfies

pDft � 2pDf R� R0ð Þ=c� p R=H � R0=Hð ÞdM=k0 ¼ ap ð10Þ

where a is an integer and H is the platform altitude. Thus, the grating lobes are located
at

�R ¼ gþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 � 8cDfHdM=k0

p
4Df

; �R 2 H;Rmax½ �; a 6¼ 0 ð11Þ

where Rmax is the maximum range of radar.

g ¼ cDftþ 2DfR0 � acþ cHdM=R0k0 ð12Þ

Define

r ¼ H=�R� H=R0j j ð13Þ

and calculate the maximum and minimum value of (13) as rmax and rmin, respectively.

Step 2: For the last term of (9), the pattern peaks are separated by k0
�
dQ. To avoid the

furthest grating lobe from moving into the peaks, we require

k0
�
dQ 	 rmax þ rmin ð14Þ

Then, the vertical element spacing dQ in the receiver should be constrained to

0\dQ 
 k0= rmax þ rminð Þ ð15Þ

Step 3: Fix dQ, the beamwidth of the last term in (9) is
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Br ¼ 2k0
�
QdQ ð16Þ

To ensure the nearest grating lobe outside of the main beam, the number of the
vertical array elements Q should satisfy

Br ¼ 2k0
�
QdQ 
 rmin ð17Þ

This can be rewritten as

Q	 ceil k0
�
dQrminð Þ
 � ð18Þ

where ceil �½ � denotes the nearest integer towards infinity.

3 Simulation Results

In the simulations, an X-band VFDA radar operating at a carrier frequency of f0 ¼
10 GHz is simulated. The transmit antenna is set with 8� 8 elements and the element
space is dM ¼ dN ¼ 0:015 m. The frequency increment is taken as Df ¼ 2 KHz. The
platform altitude and radar maximum range are H ¼ 8 km and Rmax ¼ 300 km,
respectively. Assume the target is positioned at 2�; 90�; 229 kmð Þ, it is calculated that
there are 2 maxima in the range of (8 km, 300 km) except R0. The maximum and
minimum value of r are rmax ¼ 58� 10�3 and rmin ¼ 16� 10�3, respectively. Based
on (14) and (15), the receive antenna is designed with Q ¼ 6 vertical array elements
and dQ ¼ 0:35 m element space.

Assume t ¼ 0, Fig. 1 shows the comparison of the normalized beampatterns gen-
erated by the MIMO radar and the VFDA radar, respectively. In Fig. 1(a), it can be
observed that the mainlobe is seriously expanded in the range dimension due to the
small value of u0. For the VFDA, the beamwidth of the pattern is range-dependent and
a function of the frequency increment Df and the number of the vertical array elements
M. This generates a different beampattern with energy distributed in smaller range
regions, as is shown in Fig. 1(b). By using the proposed algorithm for antenna design,
the beampattern with no grating lobes is synthesised in Fig. 1(c). It can be noticed that
the azimuth angle of the mainlobe in the VFDA is constant along the range axis, which
is different from that in the conventional FDA. This avoids the coupling between angle
and range, therefore, is a more capable approach to reject the range-dependent inter-
ference and improve the signal-to-interference-plus-noise (SINR) ratio.

4 Conclusion

An Adaptive transmit-receive beamforming algorithm for the VFDA has been pro-
posed to decouple the range-angle-dependent beampattern and suppress the grating
lobes in the range dimension. Simulation results show that the proposed approach
performs better in focusing the transmit energy on the desired targets, especially in the
far-field ranges. And the low complexity of the algorithm is also suitable for the
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Fig. 1. Comparison of the normalized transmit-receive beampatterns: (a) MIMO radar with
Q ¼ 6 and dQ ¼ 0:35 m; (b) VFDA radar with no antenna design where Q ¼ 6 and
dQ ¼ 0:015 m; (c) VFDA radar with Q ¼ 6 and dQ ¼ 0:35 m.
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implementation of the VFDA in practice. However, the beampattern of the VFDA is
still time-variant, similar to that of the conventional FDA, which is reserved for
subsequent research.
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Abstract. Two-dimensional direction of arrival (DOA) estimation has more
application significance than one-dimensional estimation. However, the increase
of computation scale causes serious problems of slow speed of solution and poor
real-time performance. Among the common algorithms of two-dimensional
direction of arrival (DOA) estimation, the weighted subspace fitting (WSF) al-
gorithm possesses high accuracy, but its complexity in solving process weakens
its performance advantage. In addition, the accuracy of WSF is poor under the
condition of low signal-to-noise ratio (SNR) and insufficient snapshot number
(i.e. threshold). Hence, this paper proposes a PR-WSF algorithm based on
modified fireworks algorithm: the radius and number of explosions in fireworks
algorithm are initially improved, then the ESPRIT algorithm combined with
cramer-rao bound (CRB) is adopted to create a smaller searching space, and
finally the pseudo-random noise resampling (PR) algorithm is introduced to
improve the “threshold performance. The experimental results show that this
algorithm balances the relationship between global search and local search,
reduces unnecessary computation, and has better estimation performance at the
threshold.

Keywords: 2-D DOA estimation � Weighed subspace fitting �
Fireworks algorithm � Pseudo-random noise resampling

1 Introduction

Early algorithms of DOA estimation mostly studied one-dimensional parameter per-
formance estimation [1], which mainly estimate the azimuth or pitch angle of the
incident signal source in a space plane. Considering the actual needs, however, the
information in three-dimensional space can reflect the actual situation more compre-
hensively. For example, in the actual mobile communication system, users often send
and receive signals in multi-dimensional space, thus the multi-dimensional spatial
spectrum direction finding can be better applied to the actual environment. Compared
with one-dimensional DOA estimation, the two-dimensional one provides more
accurate source spatial location information for base stations. The more reliable the
information, the stronger the directivity of beamforming, and the more effective the
interference is suppressed, so that the signal can be delivered to the target user more
accurately. In massive MIMO technology [2], one of the key technologies of the future
5G wireless communication system, the base station terminal needs to estimate the
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two-dimensional direction of arrival of the source to achieve better space division
multiplexing and improve link reliability [3]. In addition, multidimensional spatial
spectrum direction finding can make full use of the spatial redundancy of channel and
make the angle direction finding performance better. Multidimensional spatial spectrum
direction finding can take full advantage of the spatial redundancy of channel and achieve
better angle direction finding performance. Therefore, two-dimensional, even multi-
dimensional, direction finding algorithm has been widely studied. The joint estimation of
two-dimensional parametric azimuth and elevation angles is a key research topic.

As an important algorithm in DOA estimation, weighted signal subspace fitting
algorithm possesses the advantage of more accurate estimation of signal direction [4].
However, due to its non-linear estimation function, it cannot solve the incident
direction of signal efficiently, which makes the solving speed a disadvantage of WSF
algorithm. Herein multi-dimensional search is normally adopted, which is quite com-
plex, and two parameters – elevation angle and azimuth angle – need to be estimated in
two-dimensional DOA estimation. With the increase of the number of signal sources,
the dimensions of the matrix increase correspondingly, and the computation needed in
the search process increases exponentially, which increases the difficulty of real-time
application and cannot meet the real-time requirements in the actual environment. Even
with the rapid development of computer hardware, it is still difficult to search DOA of
multiple signal sources simultaneously. With the continuous development of intelligent
optimization algorithms, they have been applied to the solution of WSF algorithm.
Genetic algorithm is adopted to optimize WSF algorithm, which limits the genetic
search space and reduces the complexity of WSF algorithm by shortening the genetic
length [5]. However, this method may cause poor convergence effect of genetic
algorithm and unpredictable poor mutation in the subsequent iteration process. Another
algorithm adopts particle swarm optimization (PSO) to optimize WSF [6], which joints
ESPRIT algorithm of low complexity and accuracy and particle swarm optimization
algorithm, greatly reduces the initialization space of particles and the required particles,
and obtained improved computational speed and accuracy compared with the tradi-
tional particle swarm optimization. Nevertheless, neither of the above two algorithms
can solve the problem of poor threshold performance of WSF algorithm.

With a different search mechanism from the above optimization algorithms, the
fireworks algorithm is mainly used to solve optimization problems in continuous space.
In an iteration process, the fireworks population will retain more than one individual,
while the above algorithms usually retain one only. This explosion mechanism of
fireworks algorithm enables a more thorough search in nearby area, which is conducive
to improving the convergence speed.

In order to solve the threshold effect of traditional DOA estimation, Gershman
proposed a pseudo-random resampling (PR) algorithm [7]. PR technique repeatedly
sample the same set of data by artificially generated pseudo-random noise, which can
redistribute the noise in the original data and eliminate the unreliable data, thus creating
a good operating environment for restoring the performance of DOA estimation
algorithm.

Therefore, a PR-WSF algorithm based on improved fireworks algorithm is pro-
posed to solve the problem of large computation, slow solution and poor accuracy in
the case of low SNR and insufficient snapshots.
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2 Problem Formulation

Suppose the receiving array is uniform square array in the dimension ofM � N, whereM
andN respectively represent number of antennas configured on two adjacent edges, and d
stands for spacing of adjacent elements.Q narrow band far-field signals are incident from
different azimuth angles h1; � � � hQ

� �
and pitch angles u1; � � �uQ

� �
at the uniform square

array. Therefore, at the moment t, the signal received by URA can be expressed as

xlðtÞ ¼
XQ
i¼1

siðt � sliÞþ nlðtÞ l ¼ 1; . . .;MN ð1Þ

In this equation, sli represents the time difference between arrival of signal i’ to
array element l and its arrival to the reference element, and nlðtÞ stands for the noise
value received by element l at the moment t.

Since si tð Þ are narrow band far-field incident signals, the signals xl tð Þ received by
the l-th array element are

xlðtÞ ¼
XQ
i¼1

siðtÞe �jx0slið Þ þ nlðtÞ l ¼ 1; . . .;MN ð2Þ

Write the Eq. (2) in matrix form as

x1 tð Þ
x2 tð Þ
..
.

xMN tð Þ

2
6664

3
7775 ¼

1 � � � 1
e�jx0s21 � � � e�jx0s2Q

..

. . .
. ..

.

e�jx0sMN1 � � � e�jx0sMNQ

2
664

3
775

s1 tð Þ
s2 tð Þ
..
.

sQ tð Þ

2
6664

3
7775þ

n1 tð Þ
n2 tð Þ
..
.

nMN tð Þ

2
6664

3
7775 ð3Þ

Therefore, its vector expression can be written as

x tð Þ ¼ As tð Þþ n tð Þ ð4Þ

where the steering matrix A is a MN � Q matrix, x tð Þ ¼ x1 tð Þ; � � � ; xMN tð Þ½ �T is the
vector that receives data of MN � 1, s tð Þ ¼ s1 tð Þ; � � � ; sQ tð Þ½ �T is the vector of narrow
band far-field incident signals of Q� 1, and n tð Þ ¼ n1 tð Þ; � � � ; nMN tð Þ½ �T is the vector of
zero-mean additive Gaussian white noise of MN � 1.

For arbitrary antennas arrays, the phase delay sli of i-th signal source in l-th array
element channel can be expressed as

sli ¼ 1
c

xl cos hi sinui þ yl sin hi sinui þ zl cosuið Þ ð5Þ

where hi and ui respectively represent the azimuth angle and the pitch angle of l-th
signal source, xl; yl; zlð Þ is the space coordinate of l-th array element, and c is speed of
light. So, the M � N steering matrix A can be written as
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A ¼ a h1;u1ð Þ; � � � ; a hQ;uQ

� �� � ð6Þ
where the steering vector aðhi;uiÞ ¼ 1; e�jx0s2i ; � � � ; e�jx0sMNi½ �T .

According to the vector representation of received signals, the data covariance
expression under ideal state can be obtained as

R ¼ E x tð ÞxH tð Þ� � ¼ ARsAH þ r2nI ð7Þ

where Rs ¼ E s tð ÞsH tð Þ½ � is the Q� Q signal data covariance matrix, r2n is the power
value of zero-mean additive Gaussian white noise, and I is the MN �MN unit diagonal
matrix.

In concrete implementation, the result of eigen-decomposition operation on R is

R ¼ UKUH ¼
XMN

i¼1

kiuiuHi ¼ UsKsUH
s þUnKnUH

n ð8Þ

where Us is the signal subspace, and Un is the noise subspace.
Because the space A of is the same as that of Us, there is a fitting relationship

between them:

Us ¼ A h;uð ÞT ð9Þ

where T is a full rank matrix.
Subspace fitting algorithm estimates the DOA of signals by reconstructing the fitting

relationship in noisy environment: an estimated value of matrix T is obtained from the
equation below, and achieve the best fitting effect with Us in the least squares sense.

h;u; T̂ ¼ min Us � AT̂
�� ��2

F ð10Þ

where the DOA of signals can be obtained

h;uð Þ ¼ min tr P?
A ÛsÛH

s

� � ¼ max tr PAÛsÛH
s

� � ð11Þ

Generally, the weight matrix W can be introduced in the Eq. (11) to reach a better
fitting result

h;uð Þ ¼ min tr P?
AÛsWÛ

H
s

n o
¼ max tr PAÛsWÛ

H
s

n o
ð12Þ

The performance of WSF will achieve the best when the weight matrix satisfies

W ¼ Wopt ¼ K̂s � r2nI
	 
2

K̂�1
s ð13Þ
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where the diagonal matrix K̂s is composed by Ûs’s eigenvalue, r2n represents the noise
power, and I is the Q� Q unit matrix.

3 PR-WSF Algorithm Based on Modified Fireworks
Algorithm

3.1 Fireworks Algorithm

Fireworks algorithm, inspired by fireworks exploding in the night sky, is used to solve
global optimization problems of complex functions [8]. The explosion process of
fireworks can be viewed as a local search around a certain point from which fireworks
explode and fly off sparks. In this algorithm, the goal is to find a point xi that satisfies
f xið Þ ¼ y, and fireworks continue to explode in this potential space until a target spark
appears near the point xi.

3.2 The Improvement of Fireworks Algorithm

The Improvement of Explosion Number. The principle of the number of sparks
means the closer the particles are to the best fireworks from last explosion, the more
sparks will be generated. And best fireworks from the last explosion will produce most
sparks. Considering that the number of fireworks explosion should be integer, sparks
generated by fireworks explosion can be expressed as

si ¼ m � f ðxiÞ�ymin þ nPn
i¼1

f ðxiÞ�ymin þ n

si ¼
smax; if si [ smax

smin; if si\smin

roundðsiÞ; others

8<
:

ð14Þ

where smax and smin are the maximum and minimum spark number respectively.
Since the number of explosions is an integer, the differences in fitness value of the

algorithm is not obvious due to the selection of the objective function when solving the
specific problem of two-dimensional WSF. That is to say, when the values of ymax and
ymin are close, the difference between the maximum and the minimum of si is probably
less than 1, and the value tends to be the same after rounding, which means all
fireworks have the same number of explosions. Therefore, the above equation cannot
realize the principle of higher fitness values together with more sparks. It weakens the
searching ability of fireworks algorithm near the optimal solution and increases the
number of sparks generated near the inferior solution, which is not conducive to the fast
convergence of fireworks algorithm. In view of the above problems, the calculation
rules for the number of sparks are improved here, and the improved algorithm for
number of sparks is
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si ¼ M � ðf ðxiÞ � yminÞ ð15Þ

M ¼ smax � smin

ymax � ymin
ð16Þ

The Eq. (15) compares the fitness values of all fireworks to the minimum, no longer

dividing them from
Pn
i¼1

f ðxiÞ � ymin þ n, and amplifies the tiny fitness values. At the

same time, in order to guarantee the limit of the number of explosions, M is no longer a
fixed value in the Eq. (16). M’ value will be determined by the difference between the
optimal solution and the worst inferior solution produced by this explosion. The
smaller the difference is, the denser the solution will be, so it will take a larger value.
On the contrary, the smaller the difference value is, the more dispersed the solution is,
so its value should be reduced at this time. According to the above equation, the
number of sparks calculated varies greatly, and sparks generated by each iteration are
more near the better individuals, which is conducive to the search throughout the space
and careful search.

The Improvement of Blast Radius. Consider the process of fireworks explosion as
the process of searching for the optimal solution, and the i-th blast radius of firework is

Ai ¼ A � ymax � f ðxiÞþ n
Pn
i¼1

ymax � f ðxiÞþ n
ð17Þ

where A represents the preset maximum blast radius, and ymax ¼ maxðf ðxiÞÞ stands for
the maximum value of target function for n fireworks.

The main principle of the Eq. (17) is that when the value of the target function
corresponding to fireworks is larger, i.e., the closer to the optimal solution, the smaller
the blast radius is. Since there is a greater possibility of the global optimal solution
around the particle, it is necessary to give a smaller blast radius, strengthen the search
near the particle, and improve the possibility of finding the global optimal solution. But
there is a problem that when the firework is the best from the last explosion,
f ðxiÞ ¼ ymax, the result can be substituted into the Eq. (17)

Ai ¼ A � n
Pn
i¼1

ymax � f ðxiÞþ n
ð18Þ

Since n is a minimal constant, it is not difficult to find out that when this fireworks
is the best from the last explosion, the result of the above equation is close to 0.
However, the better the fitness value of fireworks is, the more fireworks will be pro-
duced, so the optimal fireworks should generate the maximum number of sparks. It
means that the best fireworks from the last explosion will generate the maximum
number of sparks within the radius of zero in this explosion, which is equivalent to the
repetition of the previous optimal solution in this explosion and find no other solutions
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around the fireworks. In the next explosion, for the same fireworks dðxi � xjÞ ¼ 0,
therefore, the probability of these sparks being selected is zero, and all the repeated
solutions will be discarded, which not only increases the calculation of algorithm, but
also reduces search opportunities. In view of the above disadvantages of the basic
fireworks algorithm, the blast radius will be perfected. The improved equation for
calculating the blast radius is shown in (19).

Ai ¼ At � ðAt � AminÞ � f ðxiÞ=ymax

At ¼ A� ðT � tþ 1Þ=T ð19Þ

In Eq. (19), t represents the iteration number of explosion search, T is the iteration
number of preset total search, At is the maximum blast radius under the current iteration
number, and Amin is the preset minimum blast radius. Obviously, with the increase of t,
At will gradually decrease and Ai will also decrease, which makes the algorithm focus
on global search with a large radius at the beginning, and reduce the radius when the
optimal value is found in the later stage. This is conductive to fine search in local areas.
Also, it guarantees that under the same search iteration number, the better the particle
is, the smaller the explosion radius is, which is conducive to strengthening the search
near the current optimal solution and improving the ability of global search.

The Improvement of Search Space. In the solution space of WSF algorithm, ESPRIT
algorithm combined with Cramer-Rao bound are used to determine a smaller search
space containing the global optimal solution, and then the modified fireworks algorithm
is used to solve in this small space to reduce the computational complexity of the
algorithm.

Since the ESPRIT algorithm can directly obtain the DOA through calculation
without the multi-dimensional search of global extremum [9], the complexity is much
lower than that of WSF. Although the distinguishability of ESPRIT algorithm is lower
than that of WSF algorithm, it is undeniable that the solutions of ESPRIT algorithm and
WSF algorithm are all angle estimates of the DOA, so their solutions are similar.
Therefore, ESPRIT is used to solve the coarse estimated value as a center to select the
search space. Under the condition of ensuring certain accuracy, if the selection of
search space is too large, the fireworks algorithm needs to select more individuals in the
initial population, the required blast radius is increased, and more iterations will be
needed to realize the global search. However, if the selection of search space is too
small, it will not contain the global optimal value. Hence, a suitable search space is
crucial for the selection of primary fireworks and blast radius.

CRB is the lower bound of the variance of unbiased estimator in parameter estimation,
a parameter related to SNR and the number of snapshots. With the decrease of SNR or
number of snapshots, the deviation between coarse estimated value and real value of
ESPRIT algorithm increases, and CRB also becomes larger. Therefore, CRB, which is
magnified l times, is taken as the half boundary of the search space, and the search space
can be expressed as he � lCRB; he þ lCRB½ � and ue � lCRB;ue þ lCRB½ �.
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3.3 Pseudo-Random Noise Re-sampling Technique

Pseudo-random noise re-sampling technology adopts artificial pseudo-random noise to
repeatedly sample the same set of data. This process can reallocate the noise in the
original data and eliminate the unreliable data, and then, thus creating a good operating
condition for DOA estimation algorithm. The operation procedures can be summarized
as follows:

The same group of received data is sampled repeatedly by pseudo-random noise to
recreated data matrixes.

Conduct DOA estimation on the newly generated data in parallel, and save the
results.

Set the reliability test conditions, screen the estimated results of the previous step to
remove the unreliable data, and the remaining reliable data is the final result.

Let the receiving data of original array be X and the number of snapshots be K, then
the data matrix after re-sampling can be defined as

Y ¼ XþZ ð20Þ

where Z represents pseudo-random noise MN � K matrix, and it has the following
features:

E Z½ � ¼ 0; E ZZH
� � ¼ r2zNI; E ZZT

� � ¼ 0 ð21Þ

where I represents MN �MN unit matrix, and r2z stands for pseudo-random noise
power.

Reliability test plays an important role in PR algorithm, and its accuracy in harsh
environment directly determines the performance of PR algorithm. DOA estimation is
carried out on the data from pseudo-random noise re-sampling, and the results need to
be filtrated by reliability tests, so as to eliminate the unreliable data and obtain the
reliable data.

In PR algorithm, the essence of reliability tests is the union of azimuth and pitch
angle regions of each incident signal DOA. If their sets are set as H;U respectively,
then the condition for reliability test will be that the DOA estimation results of the re-
sampled data are all withinH;U. In the PR algorithm, Bartlett algorithm can be used to
solve H;U and can be expressed as [10]

H ¼ SP
p¼1

hmax
p � hleftp ; hmax

p þ hrightp

h i

U ¼ SP
p¼1

umax
p � uleft

p ;umax
p þuright

p

h i ð22Þ

where hmax
p p ¼ 1; � � �Pð Þ is the azimuth angle corresponding to the p-th power peak in

the algorithm output results, and umax
p p ¼ 1; � � �Pð Þ is the pitch angle corresponding to

the p-th power peak in the algorithm output results. hleftp and uright
p are left and right

boundaries of the p-th subinterval in H. Similarly, hleftp and uright
p are left and right
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boundaries of the p-th subinterval in U, and both are consistent with the corresponding
angle of 3 dB bandwidth of the peak power in the interval.

The modified fireworks algorithm and pseudo-random noise re-sampling algorithm
are adopted to solve the equation of weighted-signal subspace fitting. The global
optimal solution of the optimization problem is the DOA estimated value of the signal
source. Therefore, in this maximum optimization problem, the corresponding fitness
function can be defined as

Select the initial position of 
n fireworks  

Explode n fireworks in n 
positions to produce m 

sparks

Calculate the positions of 
m sparks

Adopt WSF to calculate 
the fitness value of sparks

Find out
the optimal position 

or not?

Reselect n fireworks

Test the estimation result by the 
reliability interval Θ Φ

No 

Yes 

Apply ESPRIT to coarse 
estimate of  data matrix X

Start 

Determine search space  of 
FWA based on the coarse 

estimate result
Pass the test or not?

Yes 

No 
Resample X by PR

Utilize the modified algorithm 
to re-estimate data 

Pass the test or not?

Yes 

No 

End 

Average the 
estimated 

results

Test the estimation result by 
the reliability interval Θ Φ

Fig. 1. Algorithm flow chart
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F h;uð Þ ¼ tr PAÛsWÛ
H
s

n o
ð23Þ

The position of the fireworks and sparks hi;uið Þ correspond to a set of angular
estimates.

According to the above algorithms, the flowchart of PR-WSF algorithm based on
the modified fireworks algorithm is shown in the Fig. 1.

4 Performance Study

4.1 Modified FWA

The simulation model is a 8� 8 matrix URA with the spacing between elements
d ¼ k=2, the two narrow-band signals are incident on the array at azimuth 25�; 35� and
elevation 10�; 20�, and the noise is additive Gaussian white noise. To verify the
effectiveness of the modified fireworks algorithm, it is compared with FWA WSF,
PSO WSF, limited GA WSF [5] and Joint-PSO WSF [6].

The root-mean-square error is defined as

RMSEh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
RQ

XR
r¼1

XQ
i¼1

ĥi;r � hi
	 
2

vuut

RMSEu ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
RQ

XR
r¼1

XQ
i¼1

ûi;r � ui

� �2
vuut

ð24Þ

where R is the number of Monte Carlo independent experiments, ĥi;r; ûi;r is the esti-
mate of azimuth and elevation of the i-th incident signal obtained from the r-th Monte
Carlo experiment, and hi;ui is their accurate value.

Figure 2 reveals the comparison of estimation results between FWA WSF and the
modified FWA WSF in 300 times of Monte Carlo independent experiments when SNR

(a) FWA                                         (b) Modified FWA

Fig. 2. Results of different methods
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is −5 dB, and snapshots number is 100, with “+” for the real position of incident
signals. Simulation results show that under the same iteration times, the modified
fireworks algorithm has a smaller deviation from the real value when solving the WSF
algorithm, thus obtains better effects. The modified fireworks algorithm has smaller
search space, which makes the results inevitably fall within the range closer to the real
value. Combined with the improvement of explosion radius, the modified fireworks
algorithm can search accurately in a small range, and the iterative solution process is
less likely to fall into local optimum.

Figure 3 shows the performance comparison of different algorithms with different
SNRs and snapshot numbers in 500 times of Monte Carlo independent experiments,
where SNR goes from �15 dB to 10 dB, and the snapshots from 10 to 1000.

Table 1 reveals the comparison of solution time taken by different algorithms when
SNR is −5 dB, and snapshots number is 100. To avoid errors in a single experiment,
500 independent Monte Carlo experiments are conducted for each algorithm, and the
running time is averaged. The simulation environment is MATLAB (2016b), and the
computer is configured as AMD Ryzen 3 2200G processor, main frequency 3.50 GHz,
memory 8 GB, 64-bit Windows operating system.

(a) Snapshots: 100

(b) SNR: -5dB

Fig. 3. RMSE of different methods
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It can be seen from the above two groups of experiments that the original fireworks
algorithm has poor ability to optimize the target function of WSF algorithm, and the
incomplete search results lead to great errors in estimation results. The estimation error
of limited GA WSF algorithm is apparently higher than that of other algorithms due to
the poor convergence performance of the genetic algorithm and the tendency of getting
into the local optimum in the iteration process, but the modified algorithm improves the
calculation speed obviously. In the case of high SNR and number of snapshots, the
mean-square error curve basically overlaps with the PSO WSF algorithm. However,
with the decrease of SNR and number of snapshots, the deviation between the initial
population and the real value of this algorithm becomes larger, and the same iterative
solution process improves the operation speed at the cost of the breakdown accuracy.
The accuracy of the modified fireworks algorithm is similar to that of the particle
swarm optimization, but the its performance is improved slightly in the region where
the threshold effect occurs due to the assistance of coarse estimation of ESPRIT
algorithm. The modified explosion strategy improves the search performance of the
algorithm, and the overall estimation performance is better than other methods.

When the solution results are similar, the particle swarm optimization algorithm
needs 8.84 s, and the modified fireworks algorithm needs 5.70 s. It should be noted that
in this experiment, algorithm of particle swarm optimization needs 400 iterations for a
single solution process, while the improved fireworks algorithm only needs 100. It can
be concluded that algorithm of particle swarm optimization has small amount of cal-
culation and fast single iteration. It takes a long time for the improved fireworks
algorithm to calculate a large amount of data in a single iteration in parallel, but its fast
convergence speed makes the final solution time less than that of particle swarm
optimization algorithm. In conclusion, the modified fireworks algorithm has higher
accuracy and faster single solution speed for WSF algorithm.

4.2 PR-WSF Algorithm Based on Improved Fireworks Algorithm

In order to prove the effectiveness of this algorithm, it is compared with POS WSF and
WSF algorithm based on improved FWA. The simulation conditions are the same as
Sect. 4.1.

Table 1. Comparison of solution time

Algorithm PSO
WSF

FWA
WSF

Modified
FWA WSF

Joint-PSO
WSF

Limited GA
WSF

Time for a single
solution/s

8.84 5.62 5.70 7.81 9.61

Time for a single
iteration/s

0.022 0.056 0.057 0.026 0.032
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Figure 4 shows the performance comparison of each algorithm at different SNRs
and snapshot numbers. Simulation results reveals that the algorithm modified by
pseudo-random noise re-sampling has better performance than other algorithms when
the SNR is lower than −9 db or the number of snapshots is less than 30. However, as
the cost of performance improvement, its computational complexity increases signifi-
cantly, which leads to a decrease in calculation speed. When the SNR and the number
of snapshots increase to a certain amount, the algorithm will not take the re-sampling
step. At this time, the complexity and speed of the algorithm are approximately equal to
the WSF algorithm based on improved FWA.

Figure 5 shows the influence of different re-sampling times on algorithm perfor-
mance. The re-sampling times are set as 1, 3 and 5 respectively. Simulation results
reveals that pseudo-random noise re-sampling can effectively improve the DOA esti-
mation performance under the condition of low SNR and insufficient number of
snapshots, and multiple re-samplings can explore the useful information in data more
thoroughly and make the results more accurate. However, as re-sampling times

(a) Snapshots: 100

(b) SNR: -5dB

Fig. 4. RMSE of different methods
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increases, the mean-square error decreases gradually. The reason is that in the
re-sampling operation, the dynamic pseudo-random noise introduced changes the noise
distribution in the original data, and the re-sampled data contains more complex noise
information, and the influences on the original data gradually reach the limit. In
addition, re-sampling times are directly related to the computational complexity. The
more re-sampling times are, the longer the required operation time is needed, and the
corresponding solution accuracy is also improved.

5 Concluding Remarks

In view of the complexity of WSF algorithm in solving process, which does not meet
the real-time, this paper introduces the fireworks algorithm into the solving process,
and improves the parameters design of the fireworks algorithm; meanwhile, inspired by
literature, a fireworks algorithm with limited search space is proposed. In order to
improve the convergence rate of intelligent algorithm, this algorithm adopts limited
search space to make fireworks algorithm solve data in parallel while reducing the total
amount of data to accelerate the solving process. In addition, the DOA estimation
algorithm under the influence of threshold effect is studied, and a PR-WSF algorithm
based on improved fireworks algorithm is proposed. With the purpose of improving
data utilization, this PR-WSF algorithm combines PR algorithm to resample data, and
improves the performance of the algorithm under low SNR and small number of

(a) Snapshots: 100

(b) SNR: -5dB

Fig. 5. RMSE of different methods
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snapshots condition. The simulation study reveals that the proposed PR-WSF algorithm
based on improved fireworks algorithm has relatively faster solving speed and higher
threshold performance.
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Abstract. Aiming at the key technical issue which is needed to be solved
in seamless positioning, a seamless positioning algorithm based on com-
bination of indoor joint clustering positioning and GPS is proposed in
this paper. This algorithm uses GPS satellite positioning technology in
outdoor environment and indoor joint clustering positioning algorithm
in indoor environment, a switching algorithm is proposed to improve
the smoothness of switching when it transit from indoor environment to
outdoor one (and vice versa). The experimental results show that the
proposed algorithm can meet the requirements of seamless positioning
both indoors and outdoors better.

Keywords: Clustering · Gaussian mixture model ·
Seamless positioning · GPS

1 Introduction

With the development of science and technology, the market of location-based
services is growing gradually, and the need of improving the positioning preci-
sion and reducing the deployment cost of positioning systems is also increasing.
Global positioning system (GPS) dominates the future development of location-
based services [1]. GPS positioning system has been relatively well done in out-
door positioning technology. In the outdoor environment, the GPS positioning
system has been widely used for its features of high positioning accuracy and
wide coverage. However, the signal is vulnerable to the influence of propagation
factors such as multipath and obstacles, and the GPS positioning system cannot
achieve idea positioning result in the complex urban and indoor environment
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[2–4]. In indoor positioning technology, infrared, Bluetooth, ultrasound, RFID,
WLAN and UWB are often used [5–8]. Literature [9] proposed the indoor posi-
tioning scheme that integrates Bluetooth and pedestrian track estimation. This
method eliminates the instability of Bluetooth system, but the positioning accu-
racy needs to be further improved. Literature [10] integrated UWB and inertial
measurement unit sensor positioning system by Extended Kalman Filter (EKF)
which has better performance on correcting the positioning error, but the error
accumulation still exists. Aiming at the deficiency of KNN positioning algo-
rithm in indoor positioning, literature [11] proposed an indoor positioning algo-
rithm based on fuzzy set theory, this algorithm is simple and has more precise
positioning accuracy. Literature [12] proposed an indoor positioning algorithm
based on geometric and RSS clustering, which has the advantages of fast posi-
tioning speed and high positioning accuracy, but the training workload is large.
By using Bayesian theory, the study [13] proposed a positioning method based
on Received Signal Strength Indication (RSSI), which has a better positioning
accuracy. Literature [14] proposed a Fingerprint recognition scheme based on
Crowdsourcing and multi-source Fusion based Fingerprint Sensing (CMFS). In
order to further improve the positioning accuracy of CMFS, ekf-based Fusion
algorithm was adopted to fuse the positioning information between Fingerprint
and PDR. Literature [15] has developed a wireless performance evaluation plat-
form LAN (WLAN) positioning system based on fingerprint. In the proposed test
bed, several scenes are set to test the indoor and outdoor positioning systems.

However, the positioning range of indoor positioning technology is limited.
In order to achieve the smooth transition of indoor and outdoor positioning,
accurate seamless indoor and outdoor positioning technology is needed in many
cases. In 2011, Naohiko and Shusuke had developed a new type of positioning
System, the System used the GPS chipset receiver to realize the Indoor position-
ing, any equipment of GPS receiver chipsets can be detected Indoor Messaging
System (IMES) signals for positioning, assisted GPS/IMES developed network,
and on the GPS chip firmware to modify the SET, can according to the move-
ment of the user, smoothly to provide location information of seamless Indoor
and outdoor [16]. In [17], a low-power iBeacon technology is proposed to run
IO detection and location-based services (LBS) on mobile devices. GPS signal is
used to trigger off GPS and turn on bluetooth to enable GPS in outdoor environ-
ment, while the iBeacon mode of BlueDetect is enabled in semi-outdoor environ-
ment to provide LBS. By comparing the signals of two Bluetooth Low Energy
(BLE) beacons on both sides of the building entrance, the seamless connection
between semi-outdoor environment and indoor environment is realized. In [18],
a switching technique for precise monitoring of SNR changes of GPS satellites is
proposed. By selecting the high-altitude satellite behind the user and switching
it precisely at the entrance, the energy consumption of the algorithm is low. In
[19], a universal seamless localization method combining GNSS pseudo-distance
and WLAN received signal strength index (RSSI) based on particle filter was
proposed. Gaussian process was used to model the spatial RSSI distribution,
and these models were used to predict the RSSI of particle positions, and the
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point estimation of the RSSI likelihood function was obtained. The results of
extended kalman filter are compared with pseudo distance and WLAN posi-
tion. The algorithm achieves precise and robust seamless positioning. In [20], a
modular system is proposed, which currently consists of three positioning mod-
ules: GPS, gsm-based positioning system and wifi positioning system. The opti-
mal positioning module is automatically selected based on available radio sig-
nals, which can provide seamless positioning in different environments. Wu and
Geng et al. combined the differential global positioning system (DGPS) with
ultra-wideband (UWB), eliminated the UWB non-line-of-sight error (NLOS)
with Kalrnan filter, used particle filter for data fusion of different sensors, and
used GPRS communication module for wireless data transmission. The system
improves the overall positioning accuracy, which can not only meet the indoor
and outdoor seamless positioning, but also has a high positioning accuracy [21].
Cai et al. realized seamless indoor and outdoor positioning and navigation by
combining GNSS positioning technology and the combination method of indoor
geomagnetic fingerprint nodes to solve the problems such as low precision of
indoor and outdoor seamless positioning in the transition point and the inabil-
ity of smooth automatic switching. Since the indoor geomagnetic positioning
accuracy is gradually better than GNSS positioning accuracy from outdoor to
indoor, the optimal GDOP conversion range value is obtained through analysis
and calculation at two critical points of positioning accuracy for smooth switch-
ing. Compared with the positioning accuracy of single GNSS or geomagnetic
method, the positioning accuracy is improved [22]. In order to solve the problem
of discontinuous positioning and low accuracy of current pedestrian navigation
in indoor and outdoor environment, Wang and Guo et al. proposed a pedestrian
seamless navigation and positioning method based on beidou/GPS/IMU. When
the satellite is unlocked, according to the characteristics of the periodicity of
pedestrian walking, a zero-speed detection algorithm with multiple conditions
and constraints is designed based on IMU. The extended kalman filter can reduce
the divergence of inertial sensor with time, and the positioning accuracy of out-
door pedestrian can reach cm [23]. Hu, Liao et al. proposed the indoor and
outdoor seamless positioning algorithm gps-lf based on GPS satellite position-
ing technology and wifi location fingerprint positioning technology. The gps-lf
algorithm USES GPS satellite positioning technology for positioning in the out-
door environment. After entering the room, it switches to the wifi location for
fingerprint positioning. Multiple groups of wi-fi signal strength values received
by the node to be positioned are matched with the location fingerprint database
that has been downloaded to the node in advance to estimate the location of the
unknown node [24]. In [25], the smart phone is used as the platform to study
the indoor and outdoor seamless positioning technology integrating beidou satel-
lite navigation system, wifi, bluetooth and other technologies, and to design the
location service application scheme, providing a new idea for the indoor and
outdoor seamless positioning. In [26], an intelligent switching algorithm based
on counting and threshold mechanism is proposed, which avoids the calculation
waste caused by repeated switching of positioning system, reduces the energy
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consumption of smart phones, and realizes the seamless connection between GPS
and indoor wifi location fingerprint positioning technology. In [27], an indoor and
outdoor positioning technology and automatic switching strategy of positioning
method are designed to provide continuous positioning services. The alpha-count
method was introduced to improve the smoothness and reliability of positioning
switch. A prototype indoor and outdoor seamless positioning system UL mobile
was built, which integrated GPS and wifi.

In this paper, indoor combined clustering and GPS combined positioning
method is adopted, Kalman filtering and clustering combined positioning method
is adopted indoors, and GPS positioning is used in outdoor environment. In order
to reduce the ping-pong effect, a new algorithm named double threshold switch-
ing is proposed. Compared with the traditional NN algorithm and K-means-
WKNN algorithm, the clustering joint positioning algorithm in this paper has
reduced the average positioning error and achieved the seamless switch position-
ing between indoor and outdoor positioning effectively.

2 Methodology

2.1 Outdoor Positioning Principle

GPS positioning system is composed of 24 to 32 satellites or space crafts, and the
system consists of the space section, ground control section and users [28]. The
space section of GPS is composed of 24 working satellites, providing the naviga-
tion system with continuous global navigation capability in time. The observa-
tion, collection and tracking data of the ground control part can be conducted
according to the positioning calculation method after the tracking satellite signal
is captured by the user. The principle of GPS positioning is shown in Fig. 1.

Fig. 1. GPS positioning
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P is the position to be measured, the distance from P to four satellites mea-
sured by GPS receiver is ρ1, ρ2, ρ3, ρ4 respectively, and the observation equation
to solve the position of P is:

⎧
⎪⎪⎨

⎪⎪⎩

ρ21 = (x − x1)
2 + (y − y1)

2 + (z − z1)
2 + cδt

ρ22 = (x − x2)
2 + (y − y2)

2 + (z − z2)
2 + cδt

ρ23 = (x − x3)
2 + (y − y3)

2 + (z − z3)
2 + cδt

ρ24 = (x − x4)
2 + (y − y4)

2 + (z − z4)
2 + cδt

(1)

Where c is the speed of light and δt is the clock difference of the receiver. Due to
various types of errors, in order to achieve the positioning accuracy, at least four
satellites are needed to be observed simultaneously to achieve the positioning.

2.2 Indoor Positioning Principle

In this algorithm, fingerprint database is established in the offline phase. K-
means clustering algorithm and GMM clustering algorithm are used to get the
clustering fingerprint database. The Euclidean distance between the test signal
and each clustering center is calculated, and the test point is classified into the
class with the smallest Euclidean distance value until all test points are classified.
The Euclidean distance between the test signal and the clustering fingerprint
database was calculated, K positions with the smallest Euclidean distance were
selected, the weight was calculated, and the position coordinates were estimated
according to the weight. Kalman filter is applied to the estimated position and
the positioning result is optimized to obtain the position of the point to be
measured. The positioning process is shown in Fig. 2.

K-Means Clustering Algorithm. The K-means clustering algorithm assumes
the set X ∼ {x1, x2, . . . , xn} that contains N data (objects), and divides this
data set into K clustering center sets C ∼ {c1, c2, . . . , cK} [29]. If the sample
number of class i is Ni, then N =

∑K
i=1 Ni, and the mean value of each class

Ci is {m1,m2, . . . ,mK}, then mi = 1
N

∑Ni

n=1 xn, i = 1, 2 ... , K. The minimum
objective function of K-means clustering algorithm is:

J =
K∑

i=1

Ni∑

n=1

‖xn − mi‖2 (2)

Gaussian Mixture Model Algorithm (GMM). Gaussian mixture model
positioning method can be regarded as a fingerprint probability method. Sup-
pose the entire data set is generated by k Gaussian models, then the model
parameters and which Gaussian model is most likely to generate each data point
are calculated by EM algorithm, and finally the data points generated by the
same Gaussian model are divided into one class. Gaussian mixture model refers
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Fig. 2. Position flow chart

to the probability distribution model with the following forms:

P (x | θ) =
K∑

i=1

αiφ (x | θi) (3)

In Eq. 3, αi is the coefficient, αi ≥ 0,
∑K

i=1 αi = 1; X is the observation data,
x = {x1, x2, . . . , xn}, φ (x | θi) is the Gaussian distribution density function,
θi =

(
μi, σ

2
i

)
,

φ (x | θi) =
1√

2πσi

exp

(

− (x − μi)
2

2σ2
i

)

(4)

It’s called the ith submodel.
Expectation maximization (EM) algorithm is adopted for the estimation

of model parameters [30]. The EM algorithm includes two steps: the expected
step (e-step) and the maximum stride length (m-step).In the first iteration, the
parameters are initialized, the covariance matrix is set to the identity matrix,The
ith gaussian weight coefficient is αi = 1

K , the parameter θ̂ that maximizes the
logarithmic likelihood function of x is obtained.

θ̂ = arg maxθp (x | θ) (5)
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Step E finds the expected value of the hidden variable from the current parameter
and the estimated variable γ̂ji, j = 1, 2, · · · , n, i = 1, 2, · · · ,K.

γ̂ji =
αiφ (xj | θi)

∑K
i=1 αiφ (xj | θi)

(6)

Step M to obtain the maximum expected logarithmic likelihood function of the
observed data.

μ̂ =

∑n
j=1 γ̂jiyj

∑n
j=1 γ̂ji

(7)

σ̂2 =

∑n
j=1 γ̂ji (yj − μi)

2

∑n
j=1 γ̂ji

(8)

α̂i =

∑n
j=1 γ̂ji

n
(9)

Repeat these two steps until the change of the mean value of two successive
iterations is lower than the threshold value which has been set, and finally obtain
the parameter to be estimated.

The Establishment of Signal Fingerprint Database. Multiple WiFi signals
can be collected at a certain location in the positioning area, and multiple WiFi
signals collected at the same location constitute the feature vector of the signal
(RSS). Assuming that there are M WiFi hotspots in the location scene and WiFi
signals are collected for N times,the sample data set can be expressed as I =
{xi, yi, fi}, Where i = 1, 2, · · · , N , fi = (fi1, fi2, · · · , fiM ), (xi, yi) represents the
corresponding position of the vector fi. The process of fingerprint positioning is
shown in Fig. 3.

Fig. 3. Fingerprint locating process

In the off-line phase, in order to obtain the global optimal solution, the
number of sub-models is first determined, and the above k-means algorithm is
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used to calculate the initial value of the constructed sample data set model. Then,
GMM clustering is used to obtain the fingerprint database S after clustering.

S = {s1, s2, · · · , sj} (10)

The center of clustering Cj = {cj1, cj2, · · · , cjM}, Where j is the number of
classes.

Online Positioning Stage. RSSIi = (RSSIi1, RSSIi2, · · · , RSSIiM ) is the
collected test signal, i = 1, 2 · · · , n, n is the number of test points. The Euclidean
distance D of each test signal RSSIi and the clustering center value Cj can be
expressed as

Dij =

√
√
√
√

M∑

N=1

(RSSIiN − cjN )2 (11)

In this formula, i = 1, 2 · · · , n, j is the number of clustering.
The size of Euclidean distance between each test signal and each cluster cen-

ter value was compared, and the clustering with the smallest Euclidean distance
was selected to classify the test points into the cluster until all the test points
were classified.

The Euclidean distance O between the measured signal and the cluster fin-
gerprint database is calculated, K positions with the smallest Euclidean distance
are selected, and the weight wi is calculated, i = 1, 2 · · · , K.

wi =
Oi

∑K
i=1 Oi

(12)

The position coordinates are estimated according to the weight values obtained,
as follows:

x̂ =
K∑

i=1

wixi, ŷ =
K∑

i=1

wiyi (13)

In this paper, the joint clustering algorithm is used to calculate the location of
the measured points, and then Kalman filtering algorithm is used to filter the
estimated position coordinates. The position coordinates after Kalman filtering
are relatively close to the real coordinates.

2.3 Clustering and GPS Combined Positioning Algorithm

In order to ensure the continuity of positioning service, the positioning method
in the positioning area is an important factor to be considered in the positioning
process. The seamless positioning scheme in this paper is as follows:

Step 1: when WiFi signal is available and GPS signal cannot be detected,
indoor clustering joint positioning algorithm is adopted.
Step 2: when there is WiFi signal and the number of GPS satellites is less
than 4, clustering and GPS combined positioning algorithm are adopted.
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Step 3: when the number of GPS satellites is greater than or equal to 4, GPS
positioning is adopted.

The specific implementation of combined positioning is as follows:
(1) Mean positioning error can be expressed as:

E =
√

(x̂ − x)2 + (ŷ − y)2 (14)

(x̂, ŷ) is the estimated position coordinate of the to be measured point, and (x, y)
is the true position coordinate of the point to be measured.

The system parameters T of combined positioning are determined by mean
positioning error E and Euclidean distance O, which can be expressed as:

T = αE + (1 − α) O (15)

α is the weighted factor.
(2) Double threshold value h1, h2 is used in this paper, when users go from

indoor to outdoor. If T is less than the setting threshold h1, the indoor clustering
joint positioning algorithm is adopted. If T is greater than the setting threshold
h1, then GPS positioning is adopted.

(3) When the user walks into the room from outside, if T is larger than the
threshold value h2, GPS positioning is adopted. If T is less than the threshold
value h2, the indoor clustering joint positioning algorithm is adopted.

The flow chart of combined positioning is shown in Fig. 4.

Fig. 4. Combined positioning flow chart

3 Experiments and Analysis

Experiments of indoor cluster joint positioning and combined positioning were
carried out based on experimental data. Six AP were arranged in a 20 m× 15 m
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Table 1. Cluster number error analysis

Cluster number 3 4 5

Average localization error 1.650 2.820 2.473

Table 2. The number of adjacent points k-value positioning error probability statistics

K 6 7 8 9 10

The error is less than 1 m 18.6 25.7 24.3 33.3 27.1

The error is less than 2 m 72.9 75.7 80.0 78.6 70

The error is less than 3 m 88.6 87.1 90.0 88.6 87.1

room. The RSSI values of 6 wireless access points were sampled at each sampling
point. The selected wireless route AP is TP-LINK, and the type number is TL-
WR842N, the signal receiver used in the test is samsung Galaxy S7 mobile phone.
After reading the signal strength for 50 times, the mean value was taken and
the mean value of RSSI was recorded into the fingerprint database. MATLAB
software was used to achieve the positioning algorithm, the positioning results
and positioning errors of the test points were obtained through experiments.

Table 1 shows the results of the experimental analysis on the value of the
number of clusters, and the positioning error results with the number of clusters
of 3, 4 and 5 are statistically analyzed. The results show that when the number of
clusters is set to 3, the average positioning error is the minimum. Therefore, the
number of clusters set in the experiment is 3. Table 2 is the result of experimental
analysis on values of adjacent points, and the positioning results of K = 6, 7, 8,
9, 10 are statistically analyzed. As can be seen from the table, when K = 9,
the probability of error less than 1 m is 33.3%. Therefore, K value is selected
as 9 in this experiment. Figure 5 shows the cumulative probability distribution
of distance errors before and after Kalman filtering. It can be seen from the
figure that the positioning accuracy within 2 m can be improved from 75% to
80% after Kalman filtering. Figure 6 is the distance error cumulative distribution
function of the joint positioning algorithm, K-means-WKNN algorithm and NN
algorithm. The positioning accuracy of the joint positioning algorithm within 2 m
is 83%, that of the NN algorithm is 69%, that of the K-means-WKNN algorithm
is 66%, that of the joint positioning algorithm within 1 m is 41%, and that of the
NN algorithm and the K-means-WKNN algorithm is 32%. It can be seen that
the positioning performance of the joint positioning algorithm is significantly
better than the other two algorithms.

The positioning error results of the three algorithms are shown in Table 3. The
experimental results show that the positioning error of the joint localization algo-
rithm is about 1.6 m, while that of the NN algorithm and the K-means-WKNN
algorithm is about 2.2 m. The combined positioning algorithm reduces the aver-
age positioning error by 17% compared with the NN algorithm, and the average
positioning error by 24% compared with the K-means-WKNN algorithm. The
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Fig. 5. Comparison before and after Kalman filtering

Fig. 6. Cumulative distribution function of distance error

Table 3. Position error results of three algorithms

Algorithm Mean error Maximum error Error minimum

NN algorithm 1.989 6.407 0.119

K-means-WKNN algorithm 2.170 7.289 0.034

Joint location algorithm 1.651 5.879 0.109
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error accumulation function converges the fastest, and it has a better positioning
effect indoors.

Fig. 7. The precision of the three positioning methods

In the experimental process, 50 points were measured using the clustering
joint localization algorithm, K-means-WKNN positioning algorithm and GPS
positioning algorithm respectively, and the positioning accuracy of the three
positioning methods was obtained as shown in Fig. 7. When the user enters the
switching area and reaches the threshold, the switching positioning method is
adopted. The plan sketch of the positioning switching area is shown in Fig. 8,
and the switching judgment diagram is shown in Fig. 9. Selecting the appropriate
threshold can improve the stability of the switching process. The weighted factor
α = 0.6, the values of h1 and h2 re four and six respectively.

Fig. 8. Plan sketch of positioning switching area and WiFi signal source arrangement
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Fig. 9. Switching decision diagram

It can be obtained from the experimental data that GPS positioning cannot
achieve high precision positioning indoors. Compared with the K-means-WKNN
algorithm, the positioning algorithm proposed in this paper effectively improves
the positioning accuracy and realizes seamless positioning indoors and outdoors.

4 Conclusions

The existing single positioning technology cannot meet the needs of the indoor
and outdoor positioning at the same time, this paper proposes a method that
combines indoor clustering joint positioning with GPS positioning algorithm,
the average positioning error in this algorithm is reduced 17% and 24% com-
pared with that of NN algorithm and K-means-WKNN algorithm respectively.
This way effectively improves the positioning accuracy and realizes the seamless
switching positioning between indoor and outdoor positioning system.
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Abstract. Traditional Wi-Fi positioning systems usually use the signal inten-
sity for fingerprint localization. However, the intensity of the received signal
varies with time. And it is also easily affected by the indoor multipath envi-
ronment. This paper presents a positioning system using Channel State Infor-
mation (CSI) exposed by commodity Wi-Fi chips without any hardware
adjustments. The core modules of this system include an Angle of Arrival
(AOA) and Time of Flight (TOF) estimating algorithm using CSI, along with a
clustering algorithm to identify the direct path in multipath environment. In this
paper, we employ affine propagation clustering to avoid disadvantages of tra-
ditional K-means algorithm. The experiment results show the proposed system
achieves an accuracy of about 1 m in a multipath-rich indoor environment.

Keywords: Indoor positioning � Channel state information � Angle of arrival

1 Introduction

As an important part of pervasive computing and Internet of Things (IOT), location
technology is attracting more and more attention. Although Global Navigation Satellite
System (GNSS) can provide high precision localization services in outdoor environ-
ment, satellite signals will decay due to wall obstructing and so on indoors [1]. As the
GNSS is not able to achieve high positioning accuracy, indoor localization technology
has received more attention.

In recent years, many indoor positioning technologies have been developed, such as
Wi-Fi, Base-station, Ultra-wide bandwidth (UWB) based localization systems [2, 3].
With the development of Multiple-Input Multiple-Output (MIMO) technology, Angle
of Arrival (AOA) based systems have been paid much attention. This kind of systems
generally estimates the AOA of multipath signal at each wireless Access Point (AP),
and then use triangulation method to locate the target. For example, Wang and Ho
proposed an AOA-based system using hybrid AOA-TDOA positioning [4], which
extends the source range to 90 m and maintains the estimation accuracy. But this
system requires preliminary measurement of unique positions. A novel autofocusing
approach for Direction of Arrival (DOA) estimation, proposed by Pal and Vaidya-
nathan, applies modified focusing matrices in the coherent methods for wideband DOA

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
S. Han et al. (Eds.): AICON 2019, LNICST 286, pp. 240–250, 2019.
https://doi.org/10.1007/978-3-030-22968-9_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_21&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_21&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22968-9_21


estimation using 8 antennas and exhibits satisfactory performance in comparison to the
existing algorithms [5]. While the hardware of the autofocusing algorithm is difficult to
deploy.

Channel State Information (CSI) is a kind of Physical layer (PHY) information,
which extends Received Signal Strength Indication (RSSI) to frequency domain with
phase information per subcarrier per antenna. Thus CSI is a kind of fine-grained
information. Zhou used a deterministic CSI fingerprinting method and a threshold-
based method separately to detect human presence in an omnidirectional manner [6]. Li
Mo measured the CSI of multiple subcarriers in the coherent time of the channel,
making it possible to achieve a median accuracy of sub-meter level [7]. However, these
systems require strict time synchronization of all APs, which is impossible in com-
modity Wi-Fi infrastructure.

In this paper, the CSI of subcarrier is used to establish one-dimension Multiple
Signal Classification (MUSIC) algorithm [8] in frequency domain. To meet the number
requirement of antennas in AOA based system, an AOA and Time of Flight
(TOF) joint estimation MUSIC algorithm is applied to expand the number of antennas
by using spatial smoothing technique [9, 10]. In addition, affinity propagation clus-
tering method is applied to cluster the paths, and a weight allocation based method is
used to recognize Line of Sight (LOS) path. At last, the least square algorithm is used
to locate the target with AOA and LOS information of multiple APs.

2 Preliminary

2.1 MUSIC Algorithm

Considering a uniform linear array (ULA) with N antennas, d is the distance of adjacent
sensor, M is the number of uncorrelated signal sources (M < N), hk is the AOA of the
kth source. The sampled data vector x tð Þ obtained at time t by ULA is:

xðtÞ ¼ As tð Þþ n tð Þ ð1Þ

where A is the N �M steering matrix, s tð Þ is the M � 1 signal vector, n tð Þ is the
additive white Gaussian noise vector.

A ¼ aðh1Þ; a h2ð Þ; � � � ; aðhMÞ½ � ð2Þ

aðhkÞ ¼ 1; e2pdsin hk=k; � � � ; e2pðN�1Þdsin hk=k
h iT

ð3Þ

sðtÞ ¼ s1ðtÞ; � � � ; sMðtÞ½ �T ð4Þ

n tð Þ ¼ n1 tð Þ; n2 tð Þ; � � � ; nM tð Þ½ �T ð5Þ

where k is the wavelength of signals, a hkð Þ is the steering vector of the kth propagation
path.

Angle-of-Arrival Positioning System Based on CSI Virtual Antenna Array 241



Since the incident signals on each sensor are uncorrelated with the noise, the N � N
covariance of vector x tð Þ is:

R ¼E x tð ÞxH tð Þ� �

¼AE s tð ÞsH tð Þ� �
AH þE n tð ÞnH tð Þ� �

¼APAH þ r2I

ð6Þ

where I is an identity matrix and diagonal matrix P ¼ E s tð ÞsH tð Þ½ � 2 CN�N . Note that
the rank of A is M, so is the rank of P, which is less than N, therefore:

APAH
�� �� ¼ 0 ð7Þ

For A full rank and P positive definite, APAH is nonnegative definite. Therefore,
R is Hermitian matrix. Conducting the singular-value decomposition (SVD) of R, we
have:

R ¼ UsRsU
H
s þUnRnU

H
n ð8Þ

where Us ¼ u1; u2; � � � ; uM½ � 2 CN�M is the matrix composed of the signal eigenvectors
and Un ¼ uMþ 1; uMþ 2; � � � ; uN½ � 2 CN� N�Mð Þ is the matrix composed of the noise
eigenvectors. The columns of Us and Un span the signal subspace and its orthogonal
subspace respectively. According to definitions, span Usð Þ ¼ span Að Þ and
span Unð Þ?span Að Þ: Together with (6) and (7), we have:

RUn ¼ r2Un ð9Þ

RUn ¼ APAHUn þ r2Un ð10Þ

Therefore, APAHUn ¼ 0 and:

UH
n APA

HUn ¼ AHUn
� �H

PAHUn ¼ 0 ð11Þ

Since P is full-rank, AHUn ¼ 0: Using this property, the AOAs of M signals can be
found as:

PMUSIC hð Þ ¼ 1
aH hð ÞUnUH

n a hð Þ ð12Þ

2.2 CSI Phase Correction

Since Wi-Fi network is built based on a burst communication mechanism, each
received CSI packet will introduce packet detect delay (PDD). Compared with 10 ns-
level mean propagation delay, PDD is much higher [7]. As a result, the acquired CSI
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phase cannot be used directly. By applying linear least square fitting method, the
influence of PDD can be eliminated. We can build the model of CSI phase as [11]:

u sð Þ ¼ u sð Þþ 2psDf dþ b ð13Þ

where u
_ sð Þ and u sð Þ are the measured CSI phase and the true CSI phase of the sth

subcarrier, respectively. Df is the frequency interval between subcarriers. di is the PDD
of ith packet and b is the phase noise. Let wi n; sð Þ denote the unwrapped CSI phase
from the ith packet at the sth subcarrier of the nth antenna, the optimal slope of
unwrapped CSI phase is obtained by:

d
_

i ¼ argdi min
XN;S

n;s¼1

wi n; sð Þ � u
_
sð Þ

� �2
ð14Þ

where N denotes the number of antennas and S denotes the number of subcarriers. Then

subtract phase offset d
_

i caused by PDD from unwrapped CSI phase and obtain modified

CSI phase w
_

i n; sð Þ:

w
_

i n; sð Þ ¼ wi n; sð Þ � sd
_

i ð15Þ

Figure 1 indicates the phase of unwrapped CSI (left) and modified CSI (right).
After CSI phase correction, the CSI phase of two consecutive packets match basically
in spite of different PDDs.

3 System Design

The workflow of the positioning system in this paper is illustrated in Fig. 2. The system
estimates the AOA and TOF of multipath signals arriving at APs from the target using
CSI information obtained from Wi-Fi Network Interface Cards (NICs). Then, the
system identifies the most possible direct propagation path from the target to AP based

Fig. 1. Comparison of unwrapped CSI phase and modified CSI phase.
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on the weight of each path. Finally, by combining AOAs of all direct paths, the system
estimates the target’s position.

3.1 Estimating AOA and TOF

Let’s denote S as the number of subcarriers of each antenna, and assume that there are
L propagation paths. hk is the angle between the kth path and the antenna. To the Wi-Fi
signal of a propagation path, the largest phase shift between subcarriers introduced by
the distance between antennas can be expressed as:

Du ¼ 2p� 3� 1ð Þ � fi � fj
� �� d � sin h=c ð16Þ

where fi and fi denote the frequency of the ith and the jth subcarrier. Assuming that
d = k/2, where k denotes the wavelength of the subcarrier, in order to avoid pseudo
peak values [12]. Previous studies have shown that the number of significant multipath
signals in indoor environment is usually 6–8 [13]. Here we remodel the CSI matrix of
N antennas by introducing TOF to connect the phases of each subcarrier:

csi1;1
..
.

csi1;S
csi2;1
..
.

csi2;S
..
.

csiN;1
..
.

csiN;S

2
6666666666666666664

3
7777777777777777775

¼

1 � � � 1
..
. . .

. ..
.

e�j2p�ðS�1ÞDf s1 � � � e�j2p�ðS�1ÞDf sL
e�j2pf1d sin h1=c � � � e�j2pf1d sin hL=c

..

. . .
. ..

.

e�j2p�ðS�1ÞDf s1e�j2p�f1d sin h1=c � � � e�j2p�ðS�1ÞDf s1e�j2p�f1d sin hL=c

..

. � � � ..
.

e�j2p�f1�ðN�1Þd sin h1=c � � � e�j2p�f1�ðN�1Þd sin hL=c

..

. . .
. ..

.

e�j2p�ðS�1ÞDf s1e�j2p�f1�ðN�1Þd sin h1=c � � � e�j2p�ðS�1ÞDf s1e�j2p�f1�ðN�1Þd sin hL=c

2
666666666666666664

3
777777777777777775

b1
..
.

bL

2
64

3
75

ð17Þ

where bk ¼ ak � e�j2pf1sk . We can see that the number of sensors has been expanded to
N � S. However, an indoor environment is usually filled with coherent signals, thus

Fig. 2. Workflow of the system: First, collect CSI data from all the APs in range. Then the
system estimates the AOA and TOF of all propagation paths from the target to each AP and
identify the LOS path between the target and the AP. Finally, the system locates the target with
AOA data of multiple APs.
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the CSI value we obtained from (17) across antennas is not independent. Therefore, the
noise subspace will spread to the signal subspace, resulting in the performance
degradation of the algorithm. Traditional MUSIC algorithm solves this problem at the
cost of the number of antennas [9]. Different from the traditional method, we apply a
two-dimensional spatial smoothing method. If we divide the two dimensional array
with N � S sensors into subarrays of size Nsub1 � Nsub2, then the channel frequency
response matrices of all subarrays are obtained. Finally we expand the number of
sensors to N � Nsub1 þ 1ð Þ � S� Nsub2 þ 1ð Þ. We can conduct two dimensional
MUSIC algorithm on the smoothed CSI matrix and get estimated AOA and TOF.

Figure 3 illustrates the simulation results of AOA estimation by both traditional
MUSIC algorithm and our modified MUSIC algorithm. It should be mentioned that the
modified MUSIC estimator has been shown to perform better than traditional MUSIC
estimator with higher precision.

3.2 Identifying Direct Path

Typically, there are about 5 significant multipath signals [14]. However, in the actual
situation, the number of paths that each AP receives at different times may change, and
the number of fixed classes in the clustering algorithm may lead to a decrease in the
positioning accuracy. The clustering method used in this paper is affine propagation
clustering [15]. Compared to traditional clustering algorithms, such as K-means clus-
tering, affine propagation clustering does not need to select the number of clusters in
advance, and the number of paths can be determined adaptively. At the same time, the
clustering effect will not be reduced because of the improper selection of the initial
cluster center.

We normalize the data in time and angle dimensions, and let similarity s(i, j) de-
notes the negative squared error (Euclidean distance) between extreme points as
similarity:

Fig. 3. Comparison between traditional MUSIC algorithm and modified MUSIC algorithm.
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s i; jð Þ ¼ � Xi � Xj

				
2; 8i; j 6¼ i 2 f1; 2; � � � ;Ndatag ð18Þ

where Xi and Xj are two random extreme points, Ndata is the number of data points.
After calculating the similarity of all extreme points, the similarity is stored as a
Ndata� Ndata matrix. Similarly, let s(k, k) denotes the self-similarity:

s k; kð Þ ¼

PNdata

i;j¼1;i6¼j
s i; jð Þ

Ndata � Ndata � 1ð Þ ; 1� k�Ndata ð19Þ

Set the input of clustering algorithm to be matrix s(i, j) and s(k, k). Let r(i, j) and
a(i, j) denote the “degree of attraction” sent from i to j and the “degree of belonging”
sent from j to i, r(i, j) reflects the degree of suitability of extreme point j being the
cluster center of i, a(i, j) shows how appropriate it is for i to select j as the cluster point.

Table 1. Process of affine propagation clustering algorithm

Affine propagation clustering algorithm.

Input: random s(i, j).

Parameter initiation: a(i,j)=0; maximum iteration number Miteration

1. Calculate r(i,j) between extreme points:

( ) ( ) ( ) ( ){ }, , max , ,r i j s i j a i j s i j= − +   

2. Calculate a(i,j) between extreme points:

( ) ( ) ( ){ }
,

, min 0, , max 0, ,
i i j

a i j r i j r i j
≠

⎫⎧ ⎪⎪= + ⎬⎨
⎪⎪ ⎭⎩

∑   

3. Calculate a(k,k) of extreme points:

( ) ( ){ }, max 0, ,
i j

a k k r i j
≠

= ∑   

4. 
{ }

( ) ( ){ }
1,2,    ,

' arg max , ,
dataj N

j a i j r i j
∈

= + , if i=j’, select j’ as the cluster center, otherwise select i

as the cluster center.

5. Repeat step 1-4 until the cluster center no longer changes or reaches the maximum num-
ber of iterations.

Output: Classes of all extreme points and corresponding cluster centers.

...
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The process of affine propagation clustering algorithm can be described in Table 1.
After path clustering, the system allocates weights to different classes to identify direct
path.

The likelihood of the kth propagation path being the LOS path is calculated as [16]:

likelihoodk ¼ f wcnk � whrhk � wsrsk � ws�sKð Þ ð20Þ

where f(�) is an increasing function, e.g. exp(�). nk is the number of extreme points of
the class representing the kth path. rhk and rsk are the variance of AOAs and TOFs of
the kth class, respectively. wc, wh, ws and ws are corresponding weight parameters. The
system selects the path with the highest likelihood as the LOS path. Figure 4 illustrates
the result of affine propagation clustering. The blue squares with a black circle around
them represent the LOS path. It can be seen that among the 6 propagation paths, the
system identifies the path with smallest fluctuation in both AOA dimension and TOF
dimension.

3.3 Localizing the Target by Multiple APs

After obtaining the estimated values of AOA and TOF of LOS paths from multiple
APs, AOA based positioning is achievable. Assuming that there are H APs, the
position of the target can be estimated by least square method:

position ¼ arg min
p

XH
i¼1

h
_

ið Þ � h ið Þ
h i2

ð21Þ

where h
_

ið Þ and h ið Þ denote the estimated and actual AOA of the ith AP, respectively.

Fig. 4. Result of affine propagation clustering. (Color figure online)
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4 Experimental Evaluation

To test the performance of the system, we implement the system using laptop with 3-
antenna Intel 5300 Wi-Fi NICs as AP and a mobile phone hotspot as sender. In this
paper, N = 3, S = 30, Nsub1= 2, Nsub2= 15. All experiments are conducted as follows:

1. Linux CSI Tool [17] is used to obtain CSI value for each packet.
2. The Intel 5300 NIC works under 802.11n mode and operates in 5 GHz Wi-Fi

spectrum with a bandwidth of 40 MHz.
3. The AP operates in monitor mode.

In the test, a coordinate system is set up first. The distance between the test point
and the AP is measured by a tape. The angles between the test points and the APs are
calculated. Then, keeping the sender at the same position, a set of CSI information of
one position is collected. Repeat this step and change the position of the AP, more CSI
data will be obtained to establish the fingerprint database. Finally, all CSI data is
processed in the server and the estimated position is given.

We deploy the system in a typical indoor environment: student dormitory. The
positioning accuracy of the system depends on many factors. For example, the number
of the furniture, the material of the walls, the multipath. Therefore, we choose a typical
indoor environment of a square area of roughly 5 � 7 square meters and deploy 3 APs
in this area as Fig. 5 shows.

To test the positioning performance, we choose test positions randomly and use the
laptop to obtain CSI information at selected AP position. Then, the laptop is moved to
the next AP position. The method of calculating the angle estimation error is to find the
extreme points closest to the real angle in the space spectrum, and to calculate the
absolute value of the difference between the measured value and the actual value. Then
we employ a multi-AP joint positioning algorithm to estimate the target position after
identifying AOA of LOS path.

Fig. 5. The space of experimental environment (left) is about 5 � 7 square meters and it
contains furniture, walls and other obstacles. Identify performance of different AOA estimation
algorithm (right).
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Figure 5 indicates that the proposed algorithm has a smaller range of AOA esti-
mation error and is more robust against multipath-rich environment. Figure 6 illustrates
that compared with ArrayTrack [18], the proposed algorithm has smaller maximum
positioning error and higher positioning accuracy. It is observed that the median
positioning error of the proposed system achieves 1.7 m under the condition of 3 APs.

5 Conclusion

In this paper, we design an Angle-of-Arrival positioning system based on CSI virtual
antenna array using commodity Wi-Fi NICs such as Intel 5300 with three antennas.
After having obtained AOA and TOF by modified MUSIC algorithm, the system
employs its phase correction algorithm to eliminate PDD. Affine clustering method is
applied identify LOS path. We prototype the system in typical indoor scenario. The
result shows that our system achieves a meter level accuracy without any hardware and
firmware modifications.
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Abstract. Change detection for cross-sensor remote sensing images is
an important research topic with a wide range of applications in disas-
ter treatment, environmental monitoring and so on. It is a challenging
problem as images from various acquisitions have difference in the spa-
tial and spectral domains. Change detection models need effective fea-
ture representations to estimate interesting changes, but sometimes the
hand-crafted low-level features affect the detection result. In this paper,
we propose a novel cross-sensor remote sensing image change detection
method based on deep canonically correlated autoencoders (DCCAE).
The method extracts abstract and robust features of two multi-spectral
images through two autoencoders, and then project them into a common
latent space, in which any change detection models can be applied. Our
experimental results on real datasets demonstrate the promising perfor-
mance of the proposed network compared to several existing approaches.

Keywords: Change detection · Cross-sensor ·
Deep canonically correlated autoencoders (DCCAE)

1 Introduction

With the development of satellite technology, images shot by various sensors cov-
ering the same geographic area are available now. Accordingly, the considerable
volume of remote sensing images makes it possible to study changes taking place
on the surface of the earth [10]. Cross-sensor remote sensing image change detec-
tion aims to detect changes of interest between two images shot by two types
of sensors of the same area graphical area at different times. It is an effective
method to solve emergencies that require quickly responses, such as those nat-
ural disaster management and assessment [2,4]. Therefore, cross-sensor change
detection has become an important issue for the remote sensing community [11].

There exist some works performing general cross-sensor multi-spectral change
detection. Post-classification comparison (PCC) derives the classification map
of each image independently and compare the maps pixel by pixel to detect
changes. Object-based image analysis is considered as an ensemble approach
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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Fig. 1. Schematic diagram of DCCAE-based cross-sensor change detection.

which combines image segmentation and classification in image analysis [1]. The
main advantage of object-based change detection is that the change map can
avoid the error caused by noise. However, object-based methods heavily relies
on the segmentation accuracy of the generations of objects. Michele et al. [7] first
used kernel canonical correlation analysis (KCCA)[3] to learn nonlinear spectral
feature transformations to enhance the accuracy of the change detection. Yang
[9] uses a DNN extension of canonical correlation analysis termed DCCA to
perform the spectral alignment. Other methods such as manifold learning and
Bayesian nonparametric model are studied on the cross-sensor remote sensing
image change detection. However, these methods only learn the low-level hand-
crafted features of the images, which may affect the change detection accuracy
and limit the applications.

In this paper, we propose a novel cross-sensor remote sensing image change
detection method based on deep canonically correlated autoencoders (DCCAE).
The method learns abstract and high-level features by exploiting a set of pixel
samples belonging to the unchanged areas to train the DCCAE network. Fea-
ture transformation is made simultaneously from both sides of the network by
maximizing the canonical correlation analysis function and minimizing the recon-
struction errors. The two cross-sensor images are projected into a common latent
space. In the space, any change detection models such as change vector analysis
(CVA) can be used. As far as we know, this is the first time that DCCAE mod-
els has been successfully applied for cross-sensor remote sensing image change
detection.

2 DCCAE-Based Cross-Sensor Change Detection
Method

The framework of the proposed DCCAE-based method, as shown in Fig. 1, is
made up of two stages, including joint transformation of spectral domains and
change detection methods.
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Let X and Y represent a pair of coregistered images acquired by two types
of sensors. Here, we assume the images are coregistered geometrically. We select
N unchanged pixels corresponding to each position from both images as the
training set. Let X = [x1, x2, ..., xN ] ∈ R

N×Dx and Y = [y1, y2, ..., yN ] ∈ R
N×Dy

be the training data matrices, where Dx and Dy represent the spectral dimension
of each image, respectively.

DCCAE proposed by Wang et al. [8] is a model consisting of two autoen-
coders and the CCA algorithm. The encoder network f1, f2 and the correspond-
ing decoder network q1, q2 are trained to minimize reconstruction errors, which
amounts to maximizing the distribution characteristics of the input images [5].
Meanwhile, we project the features to a common latent space by CCA. Projec-
tion matrices U and V are determined by maximizing the correlation between
the learning bottleneck representations f1(X, θ1) and f2(Y, θ2), as indicated in
Fig. 1. {θ1, θ2} indicate parameters of encoder network and {θ3, θ4} indicate the
corresponding parameters of decoder network. The distance between paired fea-
ture vectors transformed from unchanged positions is shrunk, and the distance
between paired feature vectors transformed from changed positions is enlarged.
Mathematically, the DCCAE model optimizes the combination of canonical cor-
relation and the reconstruction errors of the autoencoders:

arg min
θ1,θ2,θ3,θ4,U,V

− 1
N

tr(UT f1(X)f2(Y)TV)

+
λ

N

N∑

i=1

(||xi − q1(f1(xi))||2 + ||yi − q2(f2(yi))||2)

s.t. UT (
1
N

f1(X)T f1(X) + r1I)U = I,

VT (
1
N

f2(Y)T f2(Y) + r2I)V = I,

uT
i f1(X)f2(Y)Tvj = 0, for i �= j,

(1)

where U ∈ R
d1×l and V ∈ R

d2×l are the projection matrices, l is the number of
projection vectors. λ is a weight that trades off the correlation with reconstruc-
tion errors. We use SGD for optimization. The gradient of the DCCAE model is
the sum of the gradient for CCA term and the gradient for reconstruction term.

3 Experiments and Results

To validate the effectiveness of the proposed method, it is compared with three
methods (CCA [7], KCCA [6] and DCCA [9]).

3.1 Dataset

The performance of the proposed method is evaluated on the Bastrop country
complex fire datasets, which is made up four images acquired by three types of
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Fig. 2. The Bastrop country complex fire datasets. (a) T1 image (landsat 5, Aug.2011)
(b) T2 image (landsat 5, Sep.2011) (c) T2 image (EO-1 ALI, Sep.2011) (d) T2 image
(Landsat 8, June.2013).
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Fig. 3. The ground truth map and change maps generated by the four methods.

sensors. The main cause of surface changes was the fire on September 4, 2011.
Figure 2 shows the specific information of the datasets. The size of all the images
are 1534 × 808 pixels with different spectrum channels.
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3.2 Experimental Settings

(1) Training Set: To study the impact of samples on the results, the number of
training samples N is selected from {50, 100, 250, 500, 1000}. For fair com-
parison, the same samples are used for the four methods.

(2) DCCAE Network: The networks f1, f2 are built with 3 hidden layers, each
of 100 sigmoid units, and an output layer for linear CCA with 7 units. The
networks q1, q2 are implemented by 3 hidden layers, each of 100 sigmoid
units, and an output layer with the same units as the width of input dataset.
In the training procedure, the hyper-parameter of DCCAE model with SGD
optimization is set as follows: the learning rate is 0.001 and momentum is
0.99, respectively.

(3) Change Detection Algorithm: We use the change vector analysis (CVA) as
the change detection algorithm. We randomly selected 40 validation pixels
from the changed or unchanged areas to tune the threshold of each binary
CVA model in a supervised wayin order to select a proper threshold.

Table 1. OA (standard deviation) comparison of change detection methods.

CCA-based KCCA-based DCCA-based DCCAE-based

L5 vs. L5

50 84.1(6.3) 91.2(4.7) 90.7(3.8) 93.4(2.1)

100 86.2(3.6) 88.9(6.5) 91.6(3.2) 94.3(1.7)

250 82.9(7.7) 90.7(3.1) 93.2(1.7) 93.7(2.9)

500 85.2(4.3) 90.9(3.1) 93.6(4.2) 94.4(1.6)

1000 87.2(3.6) 92.6(3.0) 95.6(1.1) 96.6(1.8)

L5 vs. ALI

50 80.0(7.0) 90.2(4.3) 89.4(4.5) 89.9(3.8)

100 78.4(4.8) 91.5(2.2) 92.2(2.6) 92.9(2.7)

250 80.0(3.3) 91.2(2.3) 92.6(3.4) 93.5(2.9)

500 81.2(5.8) 90.3(4.0) 93.4(2.8) 94.3(2.4)

1000 79.3(5.6) 89.8(2.3) 94.6(1.6) 95.7(2.3)

L5 vs. L8

50 75.0(3.2) 86.9(5.0) 81.1(7.1) 84.5(3.3)

100 76.8(3.0) 88.5(4.3) 85.9(4.8) 88.9(2.7)

250 77.2(3.1) 88.9(3.7) 90.2(1.4) 90.6(2.8)

500 76.2(1.9) 91.3(1.7) 92.3(1.1) 92.9(1.5)

1000 77.1(3.0) 91.7(1.2) 93.9(2.2) 94.3(1.2)
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3.3 Evaluation Results

Table 1 presents the OAs of all competitors and the proposed method under
different number of training sets. When the number reaches 100, DCCAE-based
method can get more accurate change detection results. Figure 3 lists the change
detection results of the Bastrop datasets obtained by the CVA algorithm after
the projection of the datasets by CCA, KCCA, DCCA and DCCAE. As can be
seen, for the L5T1 vs. L5T2 experiment, the proposed DCCAE-based change
maps can detect correct burned area effectively. For the L5T1 vs. ALIT2 exper-
iment, DCCAE-based change map shows the least additional other changes.
Other change maps include more small water basins. For the L5T1 vs. L5T8
experiment, DCCAE-based change maps miss less internal pixels than other
maps.

4 Conclusion

In this paper, we propose a novel change detection method based on deep canon-
ically correlated autoencoders (DCCAE) for cross-sensor change detection. Our
experimental results show that the proposed method significantly can effectively
detect the interesting changes. Considering the practical application scenarios,
future work should address the cross-sensor change detection task in an unsu-
pervised way.
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Abstract. Aiming at the problem of large fluctuation and low precision of the
positioning method based on wireless fingerprint matching, we proposed an
improved weighted K nearest neighbor algorithm and compared it with the
commonly used machine learning algorithm. At the same time, we designed an
innovative fingerprint database construction method and a new matching strat-
egy. We used the particle filter algorithm to realize the fusion of the fingerprint
matching localization algorithm and the pedestrian dead reckoning (PDR) al-
gorithm, and eliminated the outliers, thus improving the positioning accuracy.
The experimental results show that the average positioning accuracy after fusion
is 0.512 m, and the positioning error within 1 m is 93.88%. It satisfies the
accuracy requirements of indoor positioning and also verifies the effectiveness
of the algorithm.

Keywords: Indoor position � Machine learning � Wireless fingerprint �
Particle filter

1 Introduction

According to statistics in recent years, 80%–90% of people’s lives are in indoor
environments, including shopping malls, airports, libraries, and university campuses.
At the same time, 70% of mobile phones and 80% of cellular data are transmitted from
indoors [1–3]. These have led to a strong interest in indoor positioning based on
location-based services and location awareness. In order to make these applications
widely accepted, indoor positioning requires an accurate and reliable position esti-
mation scheme. People use the global satellite navigation system outdoors, but indoors,
GPS signals can’t get accurate positioning results due to factors such as being blocked
by buildings, which leads people to spend a lot of time and effort to get into the strange
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environment. The environment greatly reduces the efficiency and even brings about
various potential dangers in a special environment.

Due to the complexity of the indoor environment, there are multiple types of
interference that make it difficult to obtain accurate positioning results based on tra-
ditional methods of arrival time and angle of arrival. Although wireless networks are
widely found in indoor environments, the indoor environment is time-varying. Changes
in the location of the wireless signal source, the movement of the building, etc. [4–6]
will have an impact on the positioning results, and the algorithm based on fingerprint
matching can hardly be popularized and used. To solve the above problems, this paper
proposes an indoor positioning solution that uses the MEMS sensor in the smart
terminal to implement the pedestrian dead reckoning algorithm and uses map infor-
mation to constrain the calculation results to improve the positioning accuracy [7].
Pedestrian dead reckoning is an equation based on the gait characteristics of pedestrian
walking. We use inexpensive self-contained sensors to calculate the relative dis-
placement of pedestrians [8–11]. Figure 1 is the schematic diagram of the pedestrian
dead reckoning. The accelerometer’s measured values are used to detect the number of
steps, and the gyroscopes and magnetometers are used to detect the direction when
detecting. When the pedestrian walks one step, the step length and direction of travel
estimation algorithm starts to run and the step length in the step and the travel direction
are estimated. The position of the pedestrian can be updated according to Eq. 1 [12].

xiþ 1 ¼ xi þ Li � coshi
yiþ 1 ¼ yi þ Li � sinhi

�
ð1Þ

where xi is the east-west coordinate of the pedestrian in the coordinate system in step i,
and yi is the north-south coordinate of the pedestrian in the coordinate system in step i.
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Fig. 1. Schematic diagram of the PDR algorithm
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2 Improvement of Wireless Fingerprint Location Algorithm

2.1 Traditional Weighted KNN Algorithm

In the exploration and development of indoor positioning technology, wireless fin-
gerprint matching is the most widely used, most mature and easiest to promote the use
of fixed technology. At present, major shopping malls, airports, museums and other
large venues have covered wireless networks, these wireless signals can be used to
determine the location of pedestrians in the environment and achieve indoor posi-
tioning [12–14].

Fingerprint matching technology, also known as scene analysis, is a positioning
method based on matching ideas. Through the matching of scene information received
in real time in a scene and the information in the fingerprint database, the optimal
estimate is obtained. In an indoor environment, especially a large-scale building, radio
waves transmit propagation loss, reflection, refraction, diffraction, and multipath
propagation during transmission, and a part of energy is absorbed each time the
obstacle is touched. Although the indoor environment is complex, the pattern remains
basically the same, and the facilities will hardly be moved too much. Therefore, as long
as the source does not change, the characteristics of wireless signals formed at a
specific location will show a higher degree of particularity [15]. If the feature is
correlated with the coordinates of the position, the signal feature can represent the
position of the point, which is a necessary condition for the establishment of the
position fingerprinting technology.

The WLAN wireless positioning system mainly includes a networking phase, an
offline phase, and an online phase. The networking stage includes the establishment of
an indoor propagation model and the layout of the AP. The off-line phase includes
fingerprint acquisition and database preprocessing. The on-line phase includes the real-
time acquisition and preprocessing of the test point signals, and the positioning algo-
rithm matching the fingerprint database. The overall wireless fingerprint matching
block diagram shown in Fig. 2.
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Results and 

Errors.
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RSSI at Reference Point1.
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Fig. 2. Schematic diagram of fingerprint matching
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Although the wireless fingerprint matching technology has been used in indoor
positioning early, but the accuracy is still far from enough, so this paper proposes an
improved weighted K-nearest neighbor algorithm for fingerprint database location, and
proposes a new fingerprint construction mode.

Wi-Fi networks exist in almost any building in real life, which allows people to
distinguish different locations based on received Wi-Fi signal strength values from
various routers. Positioning system based on location fingerprint database usually
includes two stages: offline sampling phase and online testing phase [8, 17, 18].

In the off-line sampling phase, unique features of AP hotspots are utilized. Each AP
hotspot has its own identifier BSSID, and the signal strength value rssi received at a
known location will be weaker and weaker as the distance increases. Within 10 m, we
can still obtain the signal strength value of each AP hotspot broadcast, record the signal
strength value RSSI from m different APs at the sampling point, and construct the Wi-
Fi fingerprint map radio map, n reference points. The storage structure is as follows:

ðqi; riÞ i ¼ 1; 2; . . .; n

Where qi = (xi, yi) qi is the geographic coordinate of the i position and ri ¼
ðri1; ri2; . . .; rimÞ is the signal strength value received from m APs at position i.

In the online measurement phase, the fingerprint information received is collected
and recorded at the point to be located, and the location map is calculated using the
location estimation algorithm combined with the radio map constructed in the off-line
stage as the result of Wi-Fi single-point positioning [19].

This paper uses the improved weighted KNN algorithm to solve the Wi-Fi position.
The traditional weighted KNN algorithm first computes the Euclidean distances of the
signal strength values of n reference points and positioning points, and then increments
the arrangement distance d, and takes the first k values and their coordinates to cal-
culate the coordinates of the positioning point by using Formula as follows:

(1) Find k nearest reference points in radio map
Input: ðq1; r1Þ; ðq2; r2Þ; . . .; ðqn; rnÞ of n the reference point, RSSI of the unknown

point is r.
Output: k nearest reference points.
Step: Calculate the Euclidean distance between rssi and n reference points rssi of

the unknown point by the formula, and arrange them in ascending order, returning to
the first k positions ðq1; r1Þ; ðq2; r2Þ; . . .; ðqk; rkÞ.

(2) Calculate the coordinates of the current point to be positioned
Input: The information of the nearest neighbor k reference points, including the

position coordinates and signal strength values r of each AP received at the position.
Output: The coordinates of the point to be positioned.
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Step: Use the formula to calculate the position coordinates

q ¼
Xk
j¼1

wjqjPk
l¼1 wl

ð2Þ

All weights here are non-negative

wj ¼ d�1
ðri;rÞ

d is the Euclidean distance between the signal strength values and the coordinates
of the third position.

The weighted K nearest neighbor algorithm has an adjustment parameter k, which
is used to control the calculated position coordinates. When k is equal to 1, the
algorithm is equivalent to finding a position coordinate in a list. When the value of k is
large, the calculation is performed. The position coordinates are estimated to be near
these reference points. Taking into account some of the real factors [20]:

(1) The jittered received signal strength results in a large difference in signal
strength at the same location;

(2) AP reliability problem, all APs should be available for a long time or newly
added APs will not affect the stability of the system.

(3) The user’s body is oriented, and the moisture in the human body will seriously
affect the signal strength value received by the user.

2.2 Improved Weighted K Nearest Neighbor Algorithm

The transmission of wireless signals in space will be interfered with by various factors
such as buildings, people, and electromagnetic fields. These interferences will cause
RSSI obtained by us to be inaccurate and affect the positioning results. Therefore, in
response to the various issues raised in the previous section, this paper proposes a series
of solutions. First, the maximum value, minimum value, and average value of each AP
during a period of time are collected while data is collected in an offline training stage.
Moving around within 1 square meter of the sampling point, the body is collecting
information in different directions for 30–40 s, and the data file name is set to the
position coordinates of the sampling point. In the online phase, new APs are incre-
mentally added and stored in an offline sampling format. The fingerprint information
database is updated in real time to enhance the stability of the positioning system. We
know that the most important influence on the positioning algorithm is the calculation
of weights. The traditional weighted K-nearest neighbor algorithm only uses the
Euclidean distance of the signal strength value as the weight, but due to the instability
of the signal strength value, the wrong weight distribution will result. As a result, the
positioning error increases, so in order to solve this problem.

262 L. Huang et al.



This paper proposes a new method to optimize the weights, to some extent solve
the error caused by the path loss, the specific implementation steps are as follows:

(1) In the off-line sampling phase, in order to solve the indistinguishable problem of
searching for the intensity values of many AP hotspots in a fixed area, We used the
maximum and minimum values of BSSID and rssi, and average sampling over a fixed
period of time. A radio map we select a number of locations within the building as a
sampling reference point, the database storage format: (BSSID rssi max rssi
min rssi mean).

(2) During the online measurement phase, after using the KNN algorithm to cal-
culate the k nearest neighbor reference points, the concept of the matching ratio is
introduced when the weights are assigned, that is, the fingerprint database and the
fingerprint of the point to be positioned are respectively determined. The matching
degree of the information is calculated by programming to calculate the matching rate
of the k position points. The program pseudo code is as follows.

Algorithm: Improved partial pseudocode 
1 for(ArrayList<Info> table:Table){ 
2     for(Data d:dtable){ 
3    for(Info i:table){ 
4   if(i.getBSSID().equals(d.getBSSID())){   
5  if(d.getLevel()<i.getHighestlevel()&&d.getLevel()>i.getLowestlevel()){ 
6     result[Table.indexOf(table)]++; 
7         } 
8       } 
9 r[Table.indexOf(table)]=((float)result[Table.indexOf(table)]/ (float)table.size())*100; 
10 } 

3 WIFI and PDR Integration Scenario

This paper introduces a particle filter algorithm to fuse the improved KNN algorithm
with the PDR algorithm. We use the fingerprint matching positioning result as the
observation value, and use the PDR algorithm to set the moving direction and the
moving step size of the particle, thereby improving the particle renewal speed and
positioning accuracy. The positioning algorithm is as follows:
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The weight center of all particles is compared with the previous estimated position.
In the weight update phase, the position of each particle is compared with that of the
previous time, and the weight of the step is too large to reset zero.
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4 Experiment and Result Analysis

The test environment size is 20 m � 82 m, as shown in Fig. 3. Four APs are deployed
in the scenario, calibrate the reference point position. The reference point spacing is
1 m. The black circle in the figure is the selected reference point. Two different paths
were selected for experimentation and 154 reference points were collected.

The position coordinates are used as file names and the contents include the
maximum, minimum, and average values of the physical address and signal strength
values. The storage format is shown in Fig. 4:

In the off-line acquisition phase, the experimenter collects the signal strength values
in four directions at each reference point. The duration is about 10 s. The collected
information is sent to the server for fingerprint library construction and distributed to
each terminal. In the online positioning stage, the user holds the smart terminal, selects
a different positioning algorithm to walk on each path, and stores the localized position
coordinates in the memory card. In order to verify the validity of the algorithm, the
experiment is repeated many times. The experimental results are shown in the Fig. 5
below.

Fig. 3. Diagram of test environment

Fig. 4. Fingerprint library storage format
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From the above Fig. 6, we can see that the traditional KNN algorithm has large
fluctuations in positioning error. The traditional WKNN algorithm assigns the weighting
error of the fingerprint information assignment of K = 3 reference points to be relatively
stable. When the signal intensity value fluctuates, the weight distribution will be inac-
curate. The positioning error is still large. The MAP and MMSE localization algorithms
based on probability statistical distribution are slightly better than the WKNN algorithm.
The improved WKNN algorithm proposed in this paper will assign better weights to
different locations, making the overall error stable, and the average error has been
improved. The results are shown in the following table. Table 1 is a comparative
analysis of five different wireless positioning methods. The comparison data in the table
are data collected after many real experiments to ensure the reliability and universality of
the data. Experiments verify the effectiveness of the algorithm.

From Table 1, we can see the significant difference in positioning accuracy between
the traditional wireless positioning algorithm and the positioning algorithm proposed in
this paper. The two deterministic positioning algorithms, KNN and WKNN, have large
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fluctuations in error and the average positioning error is 5.90 m and 2.35 m respec-
tively, positioning accuracy within 5 m respectively reached 52.9% and 90.7%. The
average positioning errors of the two probabilistic positioning algorithms MAP and
MMSE are 2.33 m and 2.19 m, respectively, and the confidence probability that the
positioning error is better than 5 m is 89.7% and 90.1%, respectively. The improved
averaged positioning error of the weighted KNN algorithm proposed in this paper is
1.66 m, and the confidence probability of 5 m is 98.7%. Compared with the previous
algorithms, the average positioning accuracy reaches the expected positioning effect.

In order to further improve the positioning accuracy and stability, this paper uses
particle filter algorithm to fuse the improved wireless fingerprint positioning results
with PDR, and establishes a stable positioning system. The experimental results are
shown in the figure below.

From Figs. 7 and 8, it can be seen that the traditional PDR positioning algorithm is
stable in the early stage of positioning and the error is small. As the cumulative error
increases, the error starts to diverge, the average error is 2.1 m, and the positioning
accuracy within the error within 1 m is 55.1%. The average position error of the
improved wireless fingerprint positioning algorithm is 1.64 m, and the positioning
accuracy of the error within 1 m is 40.82%. The average positioning error of the
particle filter fusion Wi-Fi and PDR positioning is 0.512 m, and the positioning
accuracy of the error within 1 m is 93.88%.

Table 1. Comparing the results of different location way.

Compare items KNN WKNN MAP MMSE A_WKNN

Maximum error (m) 21.11 9.15 8.71 8.90 7.55
Minimum error (m) 1.58 0.22 0.32 0.30 0.25
Average error (m) 5.90 2.35 2.33 2.19 1.66
Accuracy within 3 m 37.0% 71.6% 68.8% 69.9% 85.6%
Accuracy within 5 m 52.9% 90.7% 89.7% 90.1% 98.7%
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5 Conclusion

This paper proposes an improved weighted KNN algorithm aiming at the problems of
large fluctuation and low precision in positioning algorithm based on wireless signal
fingerprint matching. The experimental comparison is made and the positioning error is
significantly improved. Then the particle filter algorithm was introduced to achieve the
integration of wireless fingerprint positioning results with PDR, further improving the
positioning accuracy. The average positioning accuracy after fusion is 0.512 m, and the
positioning error within 1 m is 93.88%, which satisfies the accuracy requirements of
indoor positioning.
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Abstract. Zadoff-Chu (ZC) sequences have been used as synchroniza-
tion sequences in many wireless communication systems because of their
perfect correlation properties. However, almost all of these ideal char-
acteristics are based on the assumption of zero carrier frequency offset
(CFO). Under large frequency offset circumstances, the perfect autocor-
relation property of ZC sequence is destroyed, where the main correla-
tion peak is decreasing while the vice peak is increasing, consequently
degrading the timing performance. In this paper, the autocorrelation of
the ZC sequence and its conjugate sequence are investigated, and the
symmetry between the modulus values of their autocorrelation functions
is developed as well. Taking advantage of this symmetry, a novel training
sequence composed of ZC sequence and ZC conjugate sequence is pro-
posed. Also proposed is a corresponding synchronization scheme enabling
robust timing synchronization based on the ZC sequence and ZC conju-
gate sequence at the receiver in the presence of large CFO.

Keywords: Zadoff-Chu sequences · Resistance frequency offset ·
Synchronization method

1 Introduction

In 4G systems, ZC sequences are used as the downlink primary synchronization
signals (PSSs) [1,2] by means of replacing the PN sequences which are used in
2G and 3G systems. From a mathematical point of view, ZC sequences indeed
have perfect autocorrelation properties [3], but almost all of these characteristics
are based on the assumption of zero carrier frequency offset (CFO). However,
for a practical wireless communication system, the frequency offset is almost
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unevitable because of the mismatch between the transmitter and receiver oscil-
lators as well as the impact of Doppler shift [4]. In the cases where the CFO is
small, ZC sequence can overcome the effect of CFO by its self-robustness, how-
ever, the autocorrelation characteristics of ZC sequence could be destroyed with
the gradual increase of CFO [5,6]. Under large frequency offset circumstances,
the perfect autocorrelation property of ZC sequence is lost because of the decreas-
ing main correlation peak and the increasing vice peak as well, degrading the
time performance consequently as a result. As the carrier frequency increases,
the CFO between the transceiver and the receiver becomes increasingly larger.
Taking the system with 6 GHz carrier frequency as an example, even if the crys-
tal oscillator with 3 mmp accuracy is used, the CFO of the system is up to 18
kHz. In this case, the traditional ZC sequence can not achieve accurate synchro-
nization as a result.

In order to reduce the impact of CFO, the ZC sequence is replaced by m
sequence in 5G system [7], which will, however, lead to the deterioration of peak
to average power ratio (PAPR). [8] designs a training sequence with two OFDM
symbols each of which is with a cyclic suffix (CS) in addition to the CP. Although
this approach can improve the robustness of time synchronization, the addition
of cyclic suffix reduces the spectral efficiency of the system. [9] adopts hybrid
carrier to combat CFO which can only enhance the resistance frequency offset
ability of the signal, but can not solve the timing problem brought by the CFO.

In this paper, a novel training sequence is proposed on the basis of the sym-
metry characteristics of the autocorrelations between the ZC and its conjugate
sequences. Moreover, a novel resistance frequency offset synchronization app-
roach is developed correspondingly, which enables robust time synchronization
in the presence of CFO.

2 System Model

In this paper, a base-band equivalent system model where the training sequence
is composed of a ZC sequence and its conjugate sequence is considered. Assum-
ing that the training sequence length in the conventional frame structure is N ,
as shown in Fig. 1(a), in order to ensure that the proposed training sequence
does not generate additional overhead, the ZC sequence length Nzc used in the
proposed scheme is

Nzc = �N/2� (1)

where �.� represents the rounding down. According to the frame structure shown
in Fig. 1(b), the training sequence can be given by the formula below:

X(n) =
{

ZC(n) 0 ≤ n < Nzc

ZC∗(n) Nzc ≤ n < 2Nzc
(2)

For a communication system adopting the training sequence shown in (2)
above, in the cases where frequency offset exists between the transmitter and
the receiver, the received signal can be expressed as
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Fig. 1. Frame structure for different systems.

R(n) = X(n) exp[−j2π
Δf

fs
n] + w(n) (3)

where Δf is the frequency offset between the transmitter and receiver, fs is
the baseband sampling rate, and w(n) is the nth additive white gaussian noise
(AWGN) sample, respectively.

3 Proposed Synchronization Method

The original definition of a N zc-length Zadoff-Chu sequence is as follows [10]:

au(n) = exp[−j2πu
n(n + 1)/2 + ln

Nzc
] (4)

where u ∈ {1, ..., Nzc −1} is the root index of ZC sequence, n = 0, 1, ..., Nzc −1, l
can be any integer. For the sake of simplicity, l is typically set to 0 in most actual
system (such as LTE system). Thus, in the actual system, the ZC sequence used
for synchronization is given by

ZCu(n) = exp[−j
πun(n + 1)

Nzc
] (5)

Assuming that the transmitter only transmits the ZC sequence, and the
receiver correlates the received signal with the sliding local ZC sequence, where
the correlation function is:

rzc(τ) =
Nzc−1∑
n=0

R(n − τ)ZC∗
u(n) (6)

where τ is the time offset. Replacing R(n) and ZCu(n) in (6) without considering
the effect of noise, it yields

rzc(τ) = exp
[
−j

πu(τ2 − τ)
Nzc

+ j
2πΔfτ

fs

]

∗
Nzc−1∑
n=0

exp
[
j2πn

(
uτ

Nzc
− Δf

fs

)] (7)
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As can be seen from formula (7), the correlation function of the ZC sequence
can be expressed as the product of the two separate parts in the presence of
the frequency offset. The former part only impacts the phase of the correlation
function without affecting the amplitude while the latter one is just the sum of
geometric series. In the cases where the time offset is τ , only Nzc − |τ | elements
of the summation items could be nonzero. Through the use of geometric series
summation formula, the modulus of the ZC sequence correlation function can
be written as

|rzc(τ)| =

⎧⎨
⎩

Nzc − |τ | uτ
Nzc

− Δf
fs

∈ Z∣∣∣∣ 1−exp[j2π(Nzc−|τ |)( uτ
Nzc

− Δf
fs

)]
1−exp[j2π( uτ

Nzc
− Δf

fs
)]

∣∣∣∣ others
(8)

where Z represents the set of integers. Similarly, when the transmitter only
transmits the conjugate ZC sequence, the modulus of its correlation function
can be given by

|rzc∗(τ)| =

⎧⎨
⎩

Nzc − |τ | −uτ
Nzc

− Δf
fs

∈ Z∣∣∣∣ 1−exp[j2π(Nzc−|τ |)(−uτ
Nzc

− Δf
fs

)]
1−exp[j2π(−uτ

Nzc
− Δf

fs
)]

∣∣∣∣ others
(9)

As indicated by (8) and (9), with the gradual increase of the Δf , the modulus
of the main correlation peak |rzc(0)|(or |rzc∗(0)|) will decrease, even as low as to
0 (when Δf = fs/Nzc). In contrast, some vice peaks will increase for whatever
ZC sequence or its conjugate sequence. These changes will destroy the autocorre-
lation characteristic of the ZC sequence, and degrade its timing synchronization
performance. However, by comparing the (8) and (9), it is easy to find that

|rzc(τ)| = |rzc∗(−τ)| (10)

That is to say, for a particular Δf , if the correlation value of ZC sequence
has a peak at the position of τ ahead, the correlation value of the ZC conjugate
sequence would inevitably have an equal peak at the position of τ lag.

For ZC sequence and ZC conjugate sequence, due to the symmetry between
their autocorrelation peaks, the advantage of whose character could be taken in
order to achieve the correct synchronization under frequency offset conditions.
First and foremost, for the proposed training sequence, the ZC sequence and
ZC conjugate sequence are adopted by the receiver for the purpose of sliding
correlation. Secondly, each peak position exceeding the threshold respectively is
recorded and all of these positions are averaged subsequently. Last but not least,
Nzc/2 + 1 is added to the average position to get the starting position of the
user data. In this way, the starting position of the user data can be calculated
as follows:

P =

M1∑
k=0

Izc(k) +
M2∑
k=0

Izc∗(k)

M1 + M2
+ Nzc/2 + 1 (11)
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where M1 and M2 are the number of over threshold peaks in the two groups
of sliding correlation, Izc and Izc∗ are the position indexes of the corresponding
correlation peaks.

Moreover, whether the 2 sequences have good cross-correlation or not needs
to be taken into consideration since the proposed training sequence is com-
posed of ZC sequence and its conjugate sequence as well. With the result of
exp[−jπn(n + 1)] = 1, the ZC conjugate sequence is expressed as

ZC∗
u(n) = exp

[
j
πun(n + 1)

Nzc

]

= exp
[
−j

π(−u)n(n + 1)
Nzc

]
exp[−jπn(n + 1)]

= ZCNzc−u(n)

(12)

Thus, it is shown that ZC conjugate sequences with root exponent u are
exactly the ZC sequences with the root exponent Nzc − u. Given that the cross-
correlation between two ZC sequences of different root exponents is quite small
[11], the interaction of ZC sequence and ZC conjugate sequence in the sliding
correlation could be therefore ignored.

4 Simulation Results

In order to evaluate the performance of the proposed scheme in resistance
frequency offset, two groups of sliding correlation values are simulated with
Δf = 0 kHz and Δf = 8 kHz, respectively. The simulation parameters are as
follows: N = 127, Nzc = 63, u = 29, fs = 1 MHz, and the threshold is set to 60%
of the maximum autocorrelation value. In the cases where the frequency offset
is zero, the maximum of the correlation peaks occurs at the location where the
local sequence is exactly aligned with the training sequence, as shown in Fig. 2.
In this case, both the conventional method and the proposed method can achieve
correct synchronization. Additionally, in the cases where a 8 kHz frequency off-
set exists between the transmitter and receiver, the autocorrelation value at the
correct synchronization position is made no longer the largest. Under such con-
ditions, the traditional single-sequence sliding correlation will place the system
synchronization in the wrong position, as shown in Fig. 3, on the contrary, the
proposed method can still achieve the correct synchronization.

Figure 4 shows the Monte Carlo simulation results of the relationship between
the correct synchronization probability and the frequency offset under the con-
ditions of SNR = 10 dB. It can be seen from Fig. 4 that the proposed method
can achieve the correct synchronization in the larger frequency offset range in
comparison with the traditional method as a result. It should be noted that the
correct synchronization probability of the proposed scheme decreases to a cer-
tain extent near the 8 kHz CFO, which is due to the close relationship between
the two correlation peaks and the threshold in this case. Nevertheless, compared
with the traditional scheme, the proposed scheme is still very significant for
improving the correct synchronization probability in the case of large CFO.
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Fig. 2. Training sequence correlation without CFO

Fig. 3. Training sequence correlation with 8 kHz CFO

Fig. 4. Correct probability of synchronization when SNR = 10 dB

5 Conclusion

In this paper, a novel training sequence composed of ZC sequence and ZC con-
jugate sequence is proposed by taking advantage of the symmetry between their
autocorrelation peaks. In addition, a corresponding synchronization method is
developed by adopting ZC sequence and ZC conjugate sequence respectively for
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the purpose of sliding correlation, which enables robust time synchronization
in the presence of CFO. Simulation results show that the proposed method has
better robustness under large frequency offset in comparison with the traditional
method as a result.
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Abstract. In the application of three-dimensional imaging inverse synthetic
aperture radar, the existing matching tracking-based compression tracking
reconstruction algorithm has many problems, such as large computer storage
and low computational efficiency. Based on the Orthogonal Matching Pursuit
(OMP) algorithm, this paper proposes a dimensionality-compressive sensing
reconstruction method Kron OMP based on the sparseness of the Inverse-
Synthetic-Aperture-Radar (ISAR) target and the three-dimensional separability
of the perceptual matrix. Firstly, a three-dimensional ISAR imaging model is
established, and the Kronecker product expression method is used to split the
perceptual matrix and transform the 3D reconstruction into a two-dimensional
reconstruction problem. Comparing the time and memory consumption of the
algorithm, the Kron OMP algorithm reduces the computer memory requirements
of the perceptual matrix by more than 95% during the reconstruction process
and reduces the computation time by more than 90%. Simulation experiments
verify the effectiveness of the algorithm.

Keywords: Compressed sensing � ISAR � OMP � Three-dimensional imaging �
Signal reconstruction

1 Introduction

Compared to optical imaging, microwave imaging offers all-weather, all-day, long-
range detection and high resolution. Inverse-Synthetic-Aperture-Radar (ISAR) is a
high-resolution imaging system [1]. A high resolution of the range is achieved by
transmitting a wideband signal, and a high resolution is achieved in the azimuth and
pitch directions by inversely synthesizing the aperture. For turntable measurement
systems, large-scale sampling of azimuth and pitch directions will consume a large
amount of test time, while dense sampling of wideband signals will place higher
demands on hardware devices. In 2006, Candes et al. used mathematical derivation to
prove that the original signal can be reconstructed by partial Fourier transform coef-
ficients, which lays the theoretical foundation of Compressed Sensing (CS) [2]. Based
on these results, Donoho formally proposed the concept of compressed sensing theory
and related theoretical framework [3]. The compressed sensing method utilizes the
sparseness of the signal, and reconstructs the original signal based on the amount of
measured data of the signal is much smaller than that of the traditional sampling
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method, which breaks through the limitation of the Shannon-Nyquist sampling theo-
rem. After the theory of compressed sensing, Baraniuk first proposed the application of
compressed sensing theory to radar imaging in 2007 [4]. Since then, the application of
compressed sensing to radar imaging has received extensive attention from scholars at
home and abroad, and has achieved a series of research results [5–8]. At present,
typical reconstruction algorithms can be divided into three categories: (1) Convex
optimization algorithm, which is solved by transforming non-convex problems into
convex problems. This type of algorithm requires less measurement and high recon-
struction accuracy, but the computational complexity is high and the efficiency is low.
(2) Combining algorithms to reconstruct signals by packet detection. Although this
type of algorithm is faster, it requires a special structure to be included in the mea-
surement object and the observation matrix is sparse. (3) The greedy algorithm
approximates the original signal by selecting the atom most relevant to the original
signal. This type of algorithm has low computational complexity and high efficiency,
and has become the mainstream algorithm [9]. OMP algorithm is one of the most
representative greedy algorithms. It has the advantages of simple implementation,
stable performance and low computational complexity. It has been widely studied by
scholars. However, the compressed sensing algorithm reduces the sampling rate of the
system, improves the imaging quality and reduces the amount of sampled data, while
increasing the requirements of the algorithm for computer memory during the recon-
struction process. For the OMP reconstruction process in the 3D ISAR scenario, the
measurement matrix can easily reach hundreds of GB, and the computer memory
cannot store such huge data explicitly. Therefore, it is urgent to study a new method to
solve this problem.

At present, the research on the field of ISAR three-dimensional imaging for
compressed sensing mainly includes the following contents. In [8], the theory of
compressed sensing is applied to the reconstruction process of InISAR two-
dimensional image, and then multiple two-dimensional images are synthesized into
three-dimensional images by conventional restoration method. However, this single
processing method is insufficient, and the premise of using this method is different
coherence. The antennas have the same sparse support. In [10], InISAR imaging is
proposed as a kind of multi-channel ISAR imaging, and combined with sparsity
constraints to improve the accuracy of target height estimation. In [11], under the
premise of small target size, the perceptual matrix is set to a one-dimensional long
vector by means of compressed sensing method, and the target three-dimensional
image is reconstructed by OMP method. Reduced sampling rate and reduced sampling
time, but increased the need for memory. In [12], based on the 3-dimensional
decomposable property of the echo matrix, a dimensionality reduction method is
proposed to develop the three-dimensional ISAR problem into two-dimensional cal-
culation. The method uses 2DSL0 method to process the two-dimensional data to
reduce the storage capacity. The computational efficiency is improved, but the 2DSL0
method has the problems of low imaging dynamic range and many false scattering
points, and this method has high requirements for parameter selection. In [13], a two-
dimensional joint super-resolution method is proposed. Based on the echo signal of
pulse compression, an imaging algorithm suitable for three-dimensional is proposed,
but the algorithm is mainly used for MIMO imaging with low resolution. In [14], the

280 J. Zhao et al.



scene segmentation method is used to divide the large scene into several small scenes
for imaging separately, and finally the results are stacked in order to obtain the ISAR
three-dimensional image in the large scene. The algorithm improves the calculation
speed while solving the ISAR three-dimensional imaging problem in large scenes, but
it has strict requirements for scene segmentation. Once the scattering point is at the
edge of the sub-scene, it will generate a strong reconstruction of nearby sub-scene
interference.

In this paper, when the matching tracking algorithm is applied in 3D ISAR
imaging, the echo is complex, the data volume is large, and the computational com-
plexity is high, which makes it difficult to calculate. According to the 3D separability of
the radar echo sparse dictionary and the compressed measurement matrix, the Kro-
necker product is utilized. The way to expand the 3D signal to 2D, using Kron OMP
processing method, the perceptual matrix of the reconstruction process reduces the
computer memory requirements by more than 95%, and shortens the calculation time
by 90% the above. The remainder of this paper is organized as follows: Part 2 derives
the three-dimensional representation model of the radar echo signal, and Part 3
introduces the process of three-dimensional model expansion to two-dimensional, and
introduces the solution to the three-dimensional ISAR compression-aware Kron OMP
algorithm. The fourth part is The MATLAB simulation results of simple targets, the
fifth part is the FEKO simulation results of complex targets, and the sixth part is the
summary of the article.

2 3D ISAR Imaging Model Based on Compressed Sensing

In this paper, the three-dimensional imaging method optimization of the turntable target
is studied. For the ISAR imaging of the moving target, after motion compensation, the
model can be equivalent to the three-dimensional turntable model. Therefore, this
research has universality for ISAR imaging. The schematic diagram of the relationship
between radar and turntable targets is as follows:

The target coordinate system X-Y-Z is established with the target center as the
coordinate origin, which rotates with the target. Another coordinate system u-v-n is
established along the direction of the radar, which is fixed and does not rotate with the
target. Radar can get high resolution in range direction by transmitting broadband
signals. As shown in Fig. 1, target rotates around n axis with azimuth angle h and
rotates around axis v with pitch angle u. The azimuth and pitch inverse synthetic
aperture scans are used to obtain high resolution in these two directions. The distance
between the radar and the turntable target center is R0. At the moment t, the projection
of a point P(X, Y, Z) on the target along the u axis in the u-v-n can be expressed as:

RðtÞ ¼ R0 þ xcoshðtÞcosuðtÞ � ysinhðtÞcosuðtÞþ zsinuðtÞ ð1Þ

Where, u(t) represents the change of the angle versus time in pitch direction. h(t)
indicates the change of the angle versus time in azimuth direction. Using stepped
frequency radar signal, the initial frequency is set to f0, the frequency step length is Df,
the frequency bandwidth is B = (N − 1)Df, and the stepped frequency number is N.
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Considering the far-field and small-angle observation conditions, after mixing the echo
data, the echo data of the m-azimuth, the l-elevation and the n-sampling frequency
points can be expressed as follows:

s fn; hm;ulð Þ ¼
XI

i¼1

ri exp �j
4pfnR
c

� �

¼
XI

i¼1

ri exp �j
4pfn
c

xi cos hm cosul � yi sin hm cosul þ zi sinulð Þ
� �

¼
XI

i¼1

ri exp �j
4pfn
c

xi � yi þ ziulð Þ
� �

ð2Þ

Where ri is the scattering coefficient of the ith (i = 1,2, …, I) scattering point in
the target space. The frequency of the nth pulse is fn = f0 + (n − 1)Df, n = 1,2, …, N.
The azimuth and pitch observation angles are discretized. The azimuth angle is hm =
(m − 1)Dh, where Dh is azimuth angle sampling interval and the pitch angle is
ul = (l – 1) Du, l = 1,2, …, L, where Du is pitch angle sampling interval. Three-
dimensional scattering distribution r = [rp,q,k] P � Q � K can be obtained by
discrete sampling of the scattering rate function of the object.

xp ¼ pDx; p ¼ 1; 2; . . .;P
yq ¼ qDy; q ¼ 1; 2; . . .;Q
xk ¼ kDz; k ¼ 1; 2; . . .;K

8<
: ð3Þ

Where Dx = c/2(P − 1)Df, Dy = k0/2(Q − 1)Dh and Dz = k0/2(K − 1)Du
respectively represent the resolution of the three dimensions. P = E1N, Q = E2M,
K = E2L. E1, E2, E3 are the super-resolution multiples of the three directions,
respectively. In case E1 = E2 = E3 = 1, the imaging resolution is consistent with the
traditional method. k0 = c/f0 is the initial signal wavelength, in general k0 � kn,
therefore, Eq. (2) can be written as:

θ
R0 O

R
P(x,y,z)

u

v

n

X

Y
Z

φ

Fig. 1. Relative position between radar and the target on the turntable
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s n;m; lð Þ ¼
XP�1

P¼0

XQ�1

Q¼0

XK�1

K¼0

r p; q; kð Þexpð�2jp
p n� 1ð Þ

p
Þ

expð�2jp
p n� 1ð Þ

p
Þexpð�2jp

p n� 1ð Þ
p

Þ
ð4Þ

When the scattering point distribution r = [rp, q, k]P � Q � K is sparse, it can be
solved by compressed sensing. Write the formula in the form of a matrix or a vector.
S = [yn, m, l] N � M � L represents the 3D observation echo matrix and change the
matrix into a vector:

SNML�1 ¼ ½sð1; 1; 1Þ . . . sðN; 1; 1Þ . . . SðN;M; 1Þ . . . SðN;M;LÞ�T ð5Þ

At the same time, the target scattering point distribution is also changed into a vector:

rPQK�1 ¼ ½r 1; 1; 1ð Þ . . . r P; 1; 1ð Þ . . . r P;Q; 1ð Þ . . . r P;Q;Kð Þ�T ð6Þ

ur ¼ exp �2jppðn� 1Þ=Pð Þ½ �N�P, uc ¼ exp �2jppðm� 1Þ=Pð Þ½ �M�Q and uv ¼ exp½
�2jppðl� 1Þ=Pð Þ�L�K are respectively Fourier dictionaries in distance direction, azi-
muth direction and pitch direction. Based on the above formula, the relationship
between the observed data and the imaging space can be obtained as

SNML � 1 ¼ ðuv � uc � urÞrPQK � 1 ¼ uNML�PQKrPQK�1 ð7Þ

Where, � represents the Kronecker operator, uNML � PQK is the sensing matrix.
Formula (7) is the Kronecker decomposition for the three-dimensional ISAR imaging.
The compressed sensing can recover the original signal with a small number of sampling
points under the premise of target sparsity. The observation matrices in the three direc-
tions of distance, azimuth and elevation are respectively cr; cc and cv with the sizes
G1�N,G2�M andG3�L. The imaging formula by compressed sensing can be expressed as:

uG1G2G3�1 ¼ ðcvuvÞ � ðccucÞ � ðcrurÞrPQK�1 ¼ wG1G2G3�PQKrPQK�1 ð8Þ

Among them, Hv ¼ cvuv, Hc ¼ ccuc and Hr ¼ crur are the compressed sensing
dictionary matrix in the pitch direction, the azimuth direction and the distance direc-
tion, respectively. wG1G2G3�PQK is the global sensing matrix. Therefore, the compressed
sensing solution of this problem can be expressed as the following form:

br ¼ minr rk k0; s.t. s� wsk k2 � e ð9Þ

Where, �k kp means the lp norm.
Compressed sensing algorithm greatly reduces the amount of data needed for

measurement, reduces the testing time and improves the testing efficiency. However,
the requirement of computational resources is greatly increased in the process of
algorithm reconstruction. For example, for a matrix of radar echo data size
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61 � 61 � 61, the target space is imaged with 2 times resolution, which means
E1 = E2 = E3 = 2, the target space mesh size is equal to 121 � 121 � 121, and the
resulting perception matrix size is 226981 � 1771561. Conventional OMP algorithms
are difficult to calculate on ordinary computers and small workstations. When the
resolution is further increased, the sensing matrix will increase exponentially. The
reason for this problem is that the OMP algorithm used to solve the three-dimensional
imaging problem in vector, which makes the sensing matrix increase sharply, and it is
difficult to express it explicitly in computer memory.

3 Three-Dimensional Reduction Algorithm

In order to solve the problem raised in the second part, this paper improves the OMP
algorithm to solve the problem that the matching pursuit compressed sensing method is
difficult to calculate in the application of ISAR three-dimensional imaging. The method
flow is shown in the following figure (Fig. 2).

Firstly, we need to change three-dimensional echo data into two-dimensional form
along a certain plane [13]. Because the test space and target space studied in this paper
are cubic distribution, the range-pitch slice is chosen to change. In practice, it can be
changed in the direction with more test points, and better optimization results can be
obtained. Then Kron OMP algorithm is used to solve the two-dimensional recon-
struction problem. In the process of solving the problem, the scattering matrix of the
target needs to be arranged in two-dimensional form bgPQ�K. Finally, the two-
dimensional scattering coefficient distribution obtained by the solution can be rear-
ranged into three-dimensional. At this point, Eqs. (8) and (9) can be expressed as

UG1G2G3 ¼ ðHc �HrÞbgPQ�KH
T
v ð10Þ

bg ¼ ming g0k k; s:t: U � ðHc �HrÞbgPQ�KH
T
v2

�� ��� e ð11Þ

The details for solving the formula (11) using the Kron OMP algorithm are shown
in Table 1. The key of the algorithm is to avoid the explicit storage of the huge vector
and to store two dictionary matrices, which greatly reduces the demand for computer
memory.

N(f)
M( )

L( ) m

P(X)
Q(Y)

1 2 M-1 Mm... ...

qK( )

N N N N N N N

L

1 2 Q-1 Qq... ...

P P P P P P P

K

2D reconstruction
Data

measurement 

3D image

Fig. 2. Kron OMP ISAR 3D imaging flow chart

284 J. Zhao et al.



The steps of 3D ISAR imaging algorithm based on OMP are as follows.
Input: Hv;Hc;Hr measurement vector in CS method uG1G2G3�1, scattering sparsity

of target K
Output: 3-D scattering distribution of Target
Kron OMP process steps:

(1) Let A ¼ Hc �Hr, B ¼ Hv, residual signal vector r ¼ uG1G2G3�1, index set X ¼ ;,
empty matrix u for saving estimation vector, iteration times k = 1;

(2) Find the index ii in sensing matrix w, which is the index of the column that has the
largest correlation with residual signal vector r. The specific method is to arrange
the residual signal vector r into two-dimensional matrix RNM�K. Calculate
yHr ¼ Hv �Hc �Hrð ÞHr ¼ Hc �Hrð ÞHRNM�KH

	
v ¼ AHRNM�KB	, and record

the row number and column number of the maximum;
(3) According to the row and column number acquired in step (2), find the corre-

sponding column vector in w.xk = B(:,col) � A(:,row), update index set
X ¼ X

S
iif g, update the matrix u ¼ u;xk½ �;

(4) Estimation by least square method br ¼ xH
k xk

� ��1
xH

k r;
(5) Updating residual signals r = u − xkbr, update k = k+1;
(6) Determine whether k > K is valid, if it is valid, stop iteration, otherwise, repeat

steps (2)–(5);
(7) Rearrange the result br into three dimensions, and output the 3-D scattering dis-

tribution of Target.

Through the above algorithm, we can solve the computational difficulty problem of
ISAR three-dimensional using compressed sensing. The original method needs to
perceive matrix memory O(MNLPQK). After adopting the new method, only O
(MNPQ+LK) size data need to be stored, and the demand for memory is reduced by
more than 95%.

4 MATLAB Simulation Results

The computer is Windows7 system and the processor is Intel(R) Xeon(R) X5650. The
two processors have a clock speed of 2.67 GHz and 2.66 GHz respectively, and the
installed memory is 48.0 GB. The MATLAB version is MATLABR2015b, and the
radar transmission frequency stepping signal is set. The simulation parameters are
shown in Table 1.

Table 1. Simulation parameter setting

Sampling frequency range 10 GHz – 11.5 GHz
Sampling frequency points number 61
Sampling azimuth range −4.3°*4.3°
Sampling azimuth points number 61
Sampling pitch angle range −4.3°*4.3°
Sampling pitch points number 61
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The target consists of 9 scattering points. The echo data is generated according to
the point scattering model. The target scattering point distribution and FFT imaging
results are shown in Fig. 3. The FFT imaging results are calculated by the ifftn function
in MATLAB. It can be seen that the method is imaged. The results have large side
lobes and the imaging dynamic range is small. The measured compression ratio d
defining the distance, azimuth and pitch directions is N/P, M/Q, L/K, respectively.
Assuming that the target scattering point number is known, Fig. 4 shows the CS
imaging result of the Kron OMP algorithm in the three-dimensional measurement
compression ratio d = 1, where the red circle represents the target point position set
during the simulation. The imaging target space uses a super resolution of E1 =
E2 = E3 = 2 times. At this time, the perceptual matrix of the original OMP algorithm
will reach thousands of GB, and the ordinary workstation cannot explicitly store the
matrix data, and thus cannot be calculated. The Kron OMP algorithm can be used to
image the target under the parameter by Kronecker multiplication integral solution. The

a. Target scattering

b. FFT imaging result

Fig. 3. Simulated target scattering point and FFT imaging results
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specific consumption time and memory comparison are shown in Table 2. Compared
with the FFT imaging results, the Kron OMP algorithm has no side lobes and the
imaging dynamic range is larger.

Figure 5 shows the CS imaging results of the original OMP algorithm and the
Kron OMP algorithm in the three-dimensional measurement compression ratio d = 3,
where the red circle represents the target point position set at the time of simulation.
The imaging target space adopts super-resolution of E1 = E2 = E3 times. At this time,
the time consumed by the sampling and the amount of processed data are greatly
reduced, and the memory consumed by the sensing matrix is greatly reduced. Com-
paring the imaging results of OMP algorithm and Kron OMP algorithm, the improved
algorithm imaging results are basically consistent with the original algorithm results,
and the original model can be restored better.

Comparing the OMP algorithm and the Kron OMP algorithm in Table 2 with
respect to time and memory consumption, the new algorithm can significantly reduce
the requirements of the ISAR compression-sensing 3D imaging for hardware memory
systems. In this example, the Kron OMP algorithm is used for different data volumes.
Computer memory requirements have dropped by more than 95%, and time has also
been reduced by more than 90%.

Fig. 4. CS Kron OMP imaging results by simulation when compression ratio d = 1 (Color
figure online)

Table 2. Comparison of original OMP and Kron OMP algorithm

Algorithm name OMP
(d = 1)

OMP
(d = 3)

Kron OMP
(d = 1)

Kron OMP
(d = 3)

Time consumption/s / 6.449 5.860 0.159
Memory
consumption/GB

/ 9.511 0.812 0.011
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5 FEKO Simulation Results

This simulation is simulated by the 2017 version of FEKO software. FEKO software is
a 3D full-wave electromagnetic simulation software. The simulation parameters are set
in Table 2. The target model is shown in Fig. 6, which is a 45° oblique view of the
model and a side view. The measured compression ratio d defining the distance,
azimuth and pitch directions is N/P, M/Q, L/K, respectively. Set the target sparsity
K = 100. Figure 7 shows the 3D imaging of the FFT algorithm. The FFT imaging
results are calculated by the ifftn function in MATLAB. It can be seen that the imaging
results have large side lobes and imaging. The dynamic range is small. Figure 8 shows
the CS imaging results of the Kron OMP algorithm when the compression ratio d = 1
is measured in three dimensions. The imaging target space uses double super resolu-
tion. At this time, the perceptual matrix of the original OMP algorithm will reach
thousands of GB, and the ordinary workstation cannot explicitly store the matrix data,
and thus cannot be calculated. The Kron OMP algorithm can be used to image the

a. OMP imaging results

b. Kron OMP imaging results

Fig. 5. CS Kron OMP imaging results by simulation when compression ratio d = 3 (Color
figure online)
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target under the parameter by Kronecker multiplication solution. The specific con-
sumption time and memory comparison are shown in Table 3. Compared with the FFT
imaging results, the Kron OMP algorithm has no side lobes and the imaging dynamic
range is larger.

Figure 9 shows the CS imaging results of the original OMP algorithm and the
Kron OMP algorithm when the three-dimensional measurement compression ratio is
d = 3. At this time, the time consumed by the sampling and the amount of processed
data are greatly reduced, and the memory consumed by the sensing matrix is greatly
reduced. Comparing the imaging results of OMP algorithm and Kron OMP algorithm,
the improved algorithm imaging results are basically consistent with the original
algorithm results, and the original model can be restored well.

a. Target oblique view

a. Target side view

Fig. 6. Simulation target model

Fig. 7. FFT imaging results by simulation when compression ratio d = 1
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Fig. 8. CS Kron OMP imaging results by simulation when compression ratio d = 1

Table 3. Comparison of original OMP and Kron OMP algorithm

Algorithm name OMP
(d = 1)

OMP
(d = 3)

Kron OMP
(d = 1)

Kron OMP
(d = 3)

Time consumption/s / 70.982 131.394 4.666
Memory
consumption/GB

/ 9.511 0.812 0.011

a. OMP imaging results

b. Kron OMP imaging results

Fig. 9. CS Kron OMP imaging results by simulation when compression ratio d = 3
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Comparing the OMP algorithm and the Kron OMP algorithm in Table 3 with
respect to time and memory consumption, the new algorithm can significantly reduce
the requirements of the ISAR compression-aware 3D imaging for the hardware
memory system. In this example, the Kron OMP algorithm is used for different data
volumes. Computer memory requirements have dropped by more than 95%, and time
has also been reduced by more than 90%.

6 Conclusion

Compressed sensing method applied to the field of ISAR three-dimensional imaging
will bring about the problem of large storage capacity and low computational effi-
ciency. The original OMP algorithm often cannot calculate because the memory
consumption of the sensing matrix is too large. In this paper, based on the OPR
algorithm, the prior information of sparseness in the spatial domain is used. Based on
the OMP algorithm, based on the 3D separability of the perceptual matrix, the
Kron OMP method based on the OMP method for ISAR compressed sensing 3D
imaging is proposed. The feasibility of the new algorithm is verified by MATLAB
simulation and FEKO simulation results. Comparing the time and memory consump-
tion of the two algorithms, the new algorithm reduces the memory requirements of the
computer by more than 95% and the time is also more than 90%.
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Abstract. In this letter, we propose a novel radar-communication inte-
gration signal, which employs the linear frequency modulation (LFM)
signal modulated by digital symbols is divided from time and frequency
domain to achieve radar detection and data communication. By ana-
lyzing its ambiguity function, we confirm its feasibility of applying in
radar-communication integration system.

Keywords: Radar-communication integration · LFM · TDM ·
Ambiguity function

1 Introduction

The more and more complex electronic environment and scenarios require the
electronic system smaller size, more function, lower consumption and greater
capacity. Hence, the concept of the integrated electronic systems is proposed to
meet a variety of applications, especially the integrated radar-communication
system. The concept of the radar-communication integration is proposed in
recent few decades, whose existing researches mainly focus on the waveform
design. Now it is a research hot-spot to employ multiple resources and tech-
nologies to form a integrated waveform for high data rate, long distance, reliable
communication and high measurement accuracy, high resolution radar detection.

Over the last few decades, several design approaches have been proposed to
design integrated radar-communication signal [1]. The key difference between
these approaches is how the radar signal and communication data are combined.
These methods can be summarized as resource reuse method, waveform multi-
plexing method and technologies fusion method. The integrated signal design
is mainly supported by the spread spectrum (SS) technology [2,3], linear fre-
quency modulation (LFM) [4–6], and the orthogonal frequency division multi-
plexing (OFDM) [7–9]. In the existing SS-based [2,3] and LFM-based [4–6] design
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schemes, particular technology carriers modulated by digital symbols are used
for radar and communication pulses, the envelop of integrated signal and digital
symbols presenting radar waveform and information data respectively. However,
SS-based and LFM-based approaches cannot meet the demand of transmitting
a large number of data, because the SS-technology makes equivalent available
bandwidth of radar and communication great decrease under the condition of the
same system bandwidth. In recent years, OFDM waveform also has been intro-
duced to design integrated waveforms for higher transmission rate due to its
frequency orthogonality and high order number of modulation symbols. While,
peak-to-average ratio, frequency deviation and easily broken orthogonality limit
its application in the design of integrated signals.

Considering the above issues, this paper proposes a novel design scheme
of radar-communication integrated waveform. In the design scheme, the key
parameters of LFM carrier are modulated by communication sequences, the
time division factor L and frequency selection sequences.

The rest of the manuscript is organized as follows. In Sect. 2, we introduce
the basic principles of the LFM signal. In Sect. 3, we first describe the design
scheme and mathematical expression of the integrated signal, and then analyze
its ambiguity function performance. Section 4 presents the simulation results of
the proposed integrated waveform. Finally, Sect. 5 ends up with conclusion.

Notation: (·)∗ is the conjugate of a complex number; |a| is the modulus value of
the variable a.

2 A Novel Integrated Signal

2.1 Waveform Generation

In the radar-communication integration system, we suppose that the bandwidth,
the time period and the pulse width are represented by B, T and Ts, respectively.
To describe the design scheme of the integrated signal, we propose two key
parameters, time division factor N and frequency division factor L. The signal
bandwidth is divided into N sub-bands, and the signal pulse width Ts is divided
into L sub-signal periods. Hence, the bandwidth and time period of the sub-
signals are B̃ = B/N and Tt = Ts/L, respectively.

The proposed integrated waveform is a special sub-signal sequence, i.e.,

s(t) = {s1(t), s2(t), · · · , sL(t)} =
L−1∑

k=0

sk(t), (1)

where the kth sub-signal is

sk(t) = sk exp[j2πfk(t − kTt) + jπμ(t − kTt)2]rect(
t − kTt

Tt
)

= Pk exp[j2π(fk − μkTt)t + jπμt2]rect(
t − kTt

Tt
)

(2)
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where the variable Pk = sk exp[−j2πfkkTt +jπμ(kTt)2]. In the expression of the
sub-signal sk(t), the function rect(x) is

rect(x) =
{

1, 0 ≤ x ≤ 1;
0, else. (3)

Moreover, the variables sk and fk are respectively on behalf of the transmitted
symbol and initial frequency of the LFM carrier, which are decided by the cur-
rent communication information. The communication information bit-stream is
divided into blocks with log2(N) + log2(M) bits, i.e.,

Xk = {x1, x2, · · · , xlog2(M)︸ ︷︷ ︸
qk

, y1, y2, · · · , ylog2(N)︸ ︷︷ ︸
pk

}. (4)

Thereinto, the first log2(M) bits are used to select the transmitted symbol sk

from M -ary modulation signal set, i.e., sk = Ak exp(jθqk). The second log2(N)
bits are used to select one sub-carrier fk = f(pk) from the initial frequency set.
L blocks are spliced together to constitute the integrated signal waveform. In
Fig. 1, we illustrate the modulator diagram of the integrated waveform for the
integrated radar-communication system.

Fig. 1. Modulator

2.2 Spectrum of Waveform

The frequency spectrum of the integrated signal can be calculate as
∫ +∞

−∞
s(t) exp(−j2πft)dt

=
L−1∑

k=0

Pk

∫ (k+1)Tt

kTt

exp[j2π(fk − f − μkTt)t + jπμt2]dt

=
L−1∑

k=0

Pk exp
(−jπμξ2

) ∫ (k+1)Tt

kTt

exp
[
jπμ(t + ξ)2

]
dt,

(5)
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where the variable ξ = (fk − f − kμη)/μ. To acquire an accurate theory result,
Fresnel integral can be applied,

∫ (k+1)Tt

kTt

exp
[
jπμ(t + ξ)2

]
dt

=
∫ √

2μ[(k+1)Tt+ξ]

√
2μ(kTt+ξ)

exp
(

j
πx2

2

)
dt

=
∫ √

2μ[(k+1)Tt+ξ]

√
2μ(kTt+ξ)

cos
(

πx2

2

)
dt + j

∫ √
2μ[(k+1)Tt+ξ]

√
2μ(kTt+ξ)

sin
(

πx2

2

)
dt

= [C(ν1) − C(ν2)] + j [S(ν1) − S(ν2)]

(6)

where the variable x =
√

2μ(t+ξ), ν1 =
√

2μ[(k+1)Tt+ξ] and ν2 =
√

2μ(kTt+ξ),
and the Fresnel integral function is

C(ν) =
∫ ν

0

cos
(

πx2

2

)
dt, S(ν) =

∫ ν

0

sin
(

πx2

2

)
dt. (7)

3 Ambiguity Function

In this subsection, we analyze the performance of the integrated signal from its
ambiguity function.

The ambiguity function of the integrated signal is

χ(τ, fd) =
∣∣∣∣
∫ ∞

−∞
s(t) [s(t − τ)]∗ exp (j2πfdt)dt

∣∣∣∣
2

. (8)

According to Sect. 2, we can know that the mathematical expression of the inte-
grated waveform can be presented as follows,

s(t) =
L−1∑

k=0

Pk exp[j2π(fk − μkTt)t + jπμt2]rect(
t − kTt

Tt
). (9)

To calculate the ambiguity function in (8), we first simply the integral function,

s(t − τ) =
L−1∑

k=0

PkQk exp[j2π(fk − μkTt − μτ)t + jπμt2] (10)

where Qk = exp [−j2π(fk − μkTt)τ + jπμτ2]. Hence, the equation in (8) can be
written as

χ(τ, fd) =

∣∣∣∣∣

∫ ∞

−∞

L−1∑

k=0

L−1∑

l=0

sk(t)s∗
l (t − τ) exp (j2πfdt)dt

∣∣∣∣∣

2

. (11)
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In the following, we discuss the values of the delay τ and the Doppler frequency
shift fd to calculate the ambiguity function of integrated waveform.

χ(τ, fd) =

⎧
⎪⎪⎨

⎪⎪⎩

C1, τ = 0, fd = 0;
C2, τ = 0, fd �= 0;
C3, τ �= 0, fd = 0;
C4, τ �= 0, fd �= 0.

(12)

C1:

χ(τ, fd) =

∣∣∣∣∣

L−1∑

k=0

∫ (k+1)Tt

kTt

|sk|2dt

∣∣∣∣∣

2

= (Tt)2
L−1∑

k=0

|sk|2 . (13)

C2:

χ(τ, fd) =

∣∣∣∣∣

L−1∑

k=0

∫ (k+1)Tt

kTt

exp (j2πfdt)dt

∣∣∣∣∣

2

=
∣∣∣∣
sin(πfdTt)

πfd

∣∣∣∣
2
∣∣∣∣∣

L−1∑

k=0

|sk|2 exp [jπfd(2k + 1)Tt]

∣∣∣∣∣

2

.

(14)

C3:

χ(τ, fd) =

⎧
⎨

⎩

0, |τ | ≥ Ts;
C1

3, −Ts < τ < 0, |τ | = KTt + Δt;
C2

3, 0 < τ < Ts, |τ | = KTt + Δt.
(15)

C1
3:

χ(τ, fd) =

∣∣∣∣∣

L−K−1∑

k=0

∫ (k+1)Tt−Δt

kTt

f1(t)dt +
L−K−2∑

k=0

∫ (k+1)Tt

(k+1)Tt−Δt

f2(t)dt

∣∣∣∣∣

2

, (16)

where the integral functions f1(t) and f2(t) have the following expressions,

f1(t) =sk(t) [sk+K+1(t − τ)]∗ ,

f2(t) =sk(t) [sk+K+2(t − τ)]∗ .
(17)

Thus, we can know that

∫ (k+1)Tt−Δt

kTt

f1(t)dt

=PkP ∗
k+K+1Q

∗
k+K+1

∫ (k+1)Tt−Δt

kTt

exp(j2πf1
k t)dt

=PkP ∗
k+K+1Q

∗
k+K+1Y

1
k sin [πf1

k (Tt − Δt)]/(πf1
k ),

(18)

where the variables f1
k and Y 1

k are

f1
k = fk − fk+K+1 + μ(K + 1)Tt + μτ,

Y 1
k = exp{jπf1

k [(2k + 1)Tt − Δt]};
(19)
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and ∫ (k+1)Tt

(k+1)Tt−Δt

f2(t)dt

=PkP ∗
k+K+2Q

∗
k+K+2

∫ (k+1)Tt

(k+1)Tt−Δt

exp(j2πf2
k t)dt

=PkP ∗
k+K+2Q

∗
k+K+2Y

2
k sin(πf2

kΔt)/(πf2
k ),

(20)

where the variables f2
k and Y 2

k are

f2
k = fk − fk+K+2 + μ(K + 2)Tt + μτ,

Y 2
k = exp{jπf2

k [(2k + 2)Tt − Δt]}.
(21)

Thus, the ambiguity function under the above conditions in C1
3 is

χ(τ, fd)

=|
L−K−1∑

k=0

PkP ∗
k+K+1Q

∗
k+K+1Yk sin [πf1

k (Tt − Δt)]/(πf1
k )

+
L−K−2∑

k=0

PkP ∗
k+K+2Q

∗
k+K+2Zk sin(πf2

kΔt)/(πf2
k )|2.

(22)

C2
3:

χ(τ, fd) =

∣∣∣∣∣

L−K−1∑

k=0

∫ (k+1)Tt−Δt

kTt

f3(t)dt +
L−K−2∑

k=0

∫ (k+1)Tt

(k+1)Tt−Δt

f4(t)dt

∣∣∣∣∣

2

(23)

where the integral functions f3(t) and f4(t) have the following expressions,

f3(t) =sk+K+1(t) [sk(t − τ)]∗ ,

f4(t) =sk+K+2(t) [sk(t − τ)]∗ .
(24)

Thus, we can know that

∫ (k+1)Tt−Δt

kTt

f3(t)dt

=Pk+K+1P
∗
k Q∗

k

∫ (k+1)Tt−Δt

kTt

exp(j2πf3
k t)dt

=Pk+K+1P
∗
k Q∗

kY 3
k sin [πf3

k (Tt − Δt)]/(πf3
k ),

(25)

where the variables f3
k and Y 3

k are

f3
k = fk+K+1 − fk − μ(K + 1)Tt − μτ,

Y 3
k = exp{jπf3

k [(2k + 1)Tt − Δt]};
(26)
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and ∫ (k+1)Tt

(k+1)Tt−Δt

f4(t)dt

=Pk+K+2P
∗
k Q∗

k

∫ (k+2)Tt−Δt

kTt

exp(j2πf4
k t)dt

=Pk+K+2P
∗
k Q∗

kY 4
k sin [πf4

k (Tt − Δt)]/(πf4
k ),

(27)

where the variables f4
k and Y 4

k are

f4
k = fk+K+2 − fk − μ(K + 2)Tt − μτ,

Y 4
k = exp{jπf4

k [(2k + 2)Tt − Δt]};
(28)

Thus, the ambiguity function under the above conditions in C2
3 is

χ(τ, fd)

=|
L−K−1∑

k=0

PkP ∗
k+K+1Q

∗
k+K+1Y

3
k sin [πf3

k (Tt − Δt)]/(πf3
k )

+
L−K−2∑

k=0

PkP ∗
k+K+2Q

∗
k+K+2Y

4
k sin(πf4

kΔt)/(πf4
k )|2.

(29)

C4:

χ(τ, fd) =

⎧
⎨

⎩

0, |τ | ≥ Ts;
C1

4, −Ts < τ < 0, |τ | = KTt + Δt;
C2

4, 0 < τ < Ts, |τ | = KTt + Δt.
(30)

C1
4:

χ(τ, fd) =

∣∣∣∣∣

L−K−1∑

k=0

∫ (k+1)Tt−Δt

kTt

h1(t)dt +
L−K−2∑

k=0

∫ (k+1)Tt

(k+1)Tt−Δt

h2(t)dt

∣∣∣∣∣

2

where the integral functions h1(t) and h2(t) have the following expressions,

h1(t) =sk(t) [sk+K+1(t − τ)]∗ exp(j2πfdt),
h2(t) =sk(t) [sk+K+2(t − τ)]∗ exp(j2πfdt).

(31)

Thus, we can know that

∫ (k+1)Tt−Δt

kTt

h1(t)dt

=PkP ∗
k+K+1Q

∗
k+K+1

∫ (k+1)Tt−Δt

kTt

exp(j2πf̃1
k t)dt

=PkP ∗
k+K+1Q

∗
k+K+1Z

1
k sin [πf̃1

k (Tt − Δt)]/(πf̃1
k ),

(32)
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where the variables f̃1
k and Z1

k are

f̃1
k = fk − fk+K+1 + μ(K + 1)Tt + μτ + fd,

Z1
k = exp{jπf̃1

k [(2k + 1)Tt − Δt]};
(33)

and ∫ (k+1)Tt

(k+1)Tt−Δt

h2(t)dt

=PkP ∗
k+K+2Q

∗
k+K+2

∫ (k+1)Tt

(k+1)Tt−Δt

exp(j2πf̃2
k t)dt

=PkP ∗
k+K+2Q

∗
k+K+2Z

2
k sin(πf̃2

kΔt)/(πf̃2
k ),

(34)

where the variables f̃2
k and Z2

k are

f̃2
k = fk − fk+K+2 + μ(K + 2)Tt + μτ + fd,

Z2
k = exp{jπf̃2

k [(2k + 2)Tt − Δt]}.
(35)

Thus, the ambiguity function under the above conditions in C1
4 is

χ(τ, fd)

=|
L−K−1∑

k=0

PkP ∗
k+K+1Q

∗
k+K+1Z

1
k sin [πf̃1

k (Tt − Δt)]/(πf̃1
k )

+
L−K−2∑

k=0

PkP ∗
k+K+2Q

∗
k+K+2Z

2
k sin(πf̃2

kΔt)/(πf̃2
k )|2.

(36)

C2
4:

χ(τ, fd) =

∣∣∣∣∣

L−K−1∑

k=0

∫ (k+1)Tt−Δt

kTt

h3(t)dt +
L−K−2∑

k=0

∫ (k+1)Tt

(k+1)Tt−Δt

h4(t)dt

∣∣∣∣∣

2

(37)

where the integral functions h3(t) and h4(t) have the following expressions,

h3(t) =sk+K+1(t) [sk(t − τ)]∗ exp(j2πfdt),
h4(t) =sk+K+2(t) [sk(t − τ)]∗ exp(j2πfdt).

(38)

Thus, we can know that

∫ (k+1)Tt−Δt

kTt

h3(t)dt

=Pk+K+1P
∗
k Q∗

k

∫ (k+1)Tt−Δt

kTt

exp(j2πf̃3
k t)dt

=Pk+K+1P
∗
k Q∗

kZ3
k sin [πf̃3

k (Tt − Δt)]/(πf̃3
k ),

(39)



Ambiguity Function Analysis of Radar-Communication 301

where the variables f̃3
k and Z3

k are

f̃3
k = fk+K+1 − fk − μ(K + 1)Tt − μτ + fd,

Z3
k = exp{jπf̃3

k [(2k + 1)Tt − Δt]};
(40)

and ∫ (k+1)Tt

(k+1)Tt−Δt

h4(t)dt

=Pk+K+2P
∗
k Q∗

k

∫ (k+2)Tt−Δt

kTt

exp(j2πf̃4
k t)dt

=Pk+K+2P
∗
k Q∗

kZ4
k sin [πf̃4

k (Tt − Δt)]/(πf̃4
k ),

(41)

where the variables f̃4
k and Z4

k are

f̃4
k = fk+K+2 − fk − μ(K + 2)Tt − μτ + fd,

Z4
k = exp{jπf̃4

k [(2k + 2)Tt − Δt]};
(42)

Thus, the ambiguity function under the above conditions in C2
4 is

χ(τ, fd)

=|
L−K−1∑

k=0

PkP ∗
k+K+1Q

∗
k+K+1Z

3
k sin [πf̃3

k (Tt − Δt)]/(πf̃3
k )

+
L−K−2∑

k=0

PkP ∗
k+K+2Q

∗
k+K+2Z

4
k sin(πf̃4

kΔt)/(πf̃4
k )|2.

(43)

4 Simulation Results and Performance Analysis

In the simulations, we set the key parameters of the proposed integrated signal
as pulse period T = 100µs, pulse width Ts = 10µs, the initial frequency f0 =
0 MHz, frequency division factor N = 64, and the sampling rate fs = 4B MHz.

From Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10 and 11, we can know that

1. The ambiguity function of the proposed integrated signal must have the best
performance, when the appropriate time division factor L is used in the sim-
ulations;

2. The proposed integrated-signal with orthogonal fk sequence has better
ambiguity function compare to the integrated-signal with no orthogonal fk

sequence;
3. The proposed integrated-signal with orthogonal fk sequence requires larger

bandwidth compared with the integrated-signal with no orthogonal fk

sequence.
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Fig. 2. Ambiguity function of integrated signal with orthogonal fk sequence time divi-
sion factor L = 5

Fig. 3. Ambiguity function of integrated signal with orthogonal fk sequence time divi-
sion factor L = 10
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Fig. 4. Ambiguity function of integrated signal with orthogonal fk sequence time divi-
sion factor L = 20

Fig. 5. Ambiguity function of integrated signal with orthogonal fk sequence time divi-
sion factor L = 50
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Fig. 6. Ambiguity function of integrated signal with orthogonal fk sequence time divi-
sion factor L = 80

Fig. 7. Ambiguity function of integrated signal with no orthogonal fk sequence time
division factor L = 5
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Fig. 8. Ambiguity function of integrated signal with no orthogonal fk sequence time
division factor L = 10

Fig. 9. Ambiguity function of integrated signal with no orthogonal fk sequence time
division factor L = 20
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Fig. 10. Ambiguity function of integrated signal with no orthogonal fk sequence time
division factor L = 50

Fig. 11. Ambiguity function of integrated signal with no orthogonal fk sequence time
division factor L = 80

5 Summary

In this paper, we first extrapolate the key characteristics of LFM signal when
it is employed in the radar system. Then a novel radar-communication integra-
tion waveform is proposed to realize the detection and communication at the
same time. Moreover, its important performance, ambiguity function, is derived,
which shows its feasibility of application in the radar-communication integrated
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system. Given the length of this journal, other important performance, including
detection performance and bits error rate, will not be described in this paper.
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1 Introduction

In recent years, the number of smart mobile terminals shows a trend of rapid
growth, especially mobile phones and mobile tablets. The market statistics in
[1] represents that the global smart mobile phones account for 55% in all kinds
of mobile terminals, and nearly 2.75 billion people have more than one phone.
Meanwhile, other reports indicate that, with the increasing number of mobile
terminal users, the requirement of mobile service such as music, video, mobile
TV etc. develop rapidly [2]. In [2], it is estimated that, by 2019, the video service
ratio will ascend to 72% of total mobile service, which was only 55% in 2014. The
consequent situation of mobile service increment is the explosive growth of mobile
data flow. In 2014, the mobile data flow was about 2.5EB and it was predicted
to reach 24.3EB in 2019. It can be noticed that the wireless communication and
wireless service nowadays present a new trend and challenge the traditional ser-
vice techniques. On the one hand, the traditional communication is connection
centric but the developing trend of communication is content centric. Compared
with the content centric communication, the basis requirement of connection
centric communication is the connection link that the efficiency and resource
utilization ratio are low. The current communication system cannot satisfy the
demand of date traffic. On the other hand, for the content centric requirement,
the user-desired contents may be requested by many users at the same time such
as famous video clips, live sports competitions, focus news and so on. So how
to satisfy the complex content requirement and the communication link require-
ment simultaneously is the principal problem [3]. Compared with the traditional
point-to-point transmission method, the point-to-multipoint transmission using
multicast technique could provide services of the same contents for more users in
the same time without extra resource and improve the system performance and
network capacity [4]. Furthermore, under the multicast transmission condition,
how to consume the cost of power, frequency, bandwidth etc. and obtain more
communication efficiency and higher quality of service (QoS) is another focus
problem [5]. Thus, the low expenses high capability multigroup multicast beam-
forming transmission technique plays a more important role in content centric
wireless communication gradually.

In the previous literatures, the multicast beamforming technique was first
proposed in wireless communication networks in [6]. The researchers designed
an adaptive transmit antenna array to solve the multicast problem of system
performance, but they assumed the channel information of transmitter was per-
fect that ignored many constraints in actual scene. Later in [7], an optimization
problem of multicast beamforming for one group was first proposed. In this litera-
ture, beamforming design problem was considered to improve the performance of
the system. The authors proved the relations between the max-min-fair (MMF)
problem and the quality of service (QoS) problem. But the single group scene
didn’t consider the interference. The literature [8] extended the problem in [7]
to multigroup scene. The optimization problem based on the relation between
MMF problem and QoS problem was solved. In [9] the authors built a mul-
tiuser multichannel multiple-input-single-output (MISO) cognitive radio network



310 Y. Zhang and L. Yin

model, they proposed two explicit searching algorithm based method to solve
the suboptimal channel allocation problem and obtained significant improve-
ment in achievable sum rate. But this method solved problem with dividing
it into subproblems, that might influence the result. In [10] a non-orthogonal
multiple access (NOMA) based multimedia multicast beamforming Terrestrial-
Satellite Network model was built. The users in the model was divided into
base station users and satellite users, meanwhile the satellite and the base sta-
tions were equipped with multi-antennas and could serve group users based on
their required content. This work improved the scene from ground network to
the satellite, but the division of users was simple. So, these works were mean-
ingful that brought a new area of wireless communication and improved the
performance, but they still have some small defects that could not afford the
requirement recently.

To enhance these weaknesses, two stage cooperative multicast transmission
was proposed in [11], in which the method aimed to guarantee a practical cover-
age ratio with the minimum base station power. Later, in [12], a joint beamform-
ing design problem was considered to maximize signal-to-interference plus noise
ratio in multiple multicast groups. Although these works optimized different
objective functions, the limitations were similar. Optimization goal in [11] was
limited by the power rate of base stations, and in [12] it was constrained by per-
cell power. And to make the optimization problem more realistic, the researchers
discussed better user access and more efficiency resource allocation to improve
the system ability. In [13], a three-tier heterogeneous cellular network was pro-
posed. The users were assumed to access more than one base station. However,
the paper finally solved the problem of the single base station, and optimized
user association and power allocation separately. The performance might not
be the best. Later in [14], the authors focused on a joint beamforming, user
scheduling and power allocation method. They improved the system ability in
optimizing the limitations cooperatively, but they only considered the intercell
interference. The researchers in [15] separated the operation of wireless pow-
ered communication networks into two phases that namely the wireless energy
transfer (WET) phase and wireless information transfer (WIT) phase. And in
[14], a two phases cooperative NOMA system was proposed. Based on the time
division, the users could combines the signals that received from the two phases
by using the maximal-ration combining (MRC) technology. These papers gave
new thinking that the user scheduling and resource allocation efficiency of time
division were two important concerns in improving communication ability.

Motivated by this, in this paper, we consider a downlink multicast beam-
forming terrestrial-satellite cooperative system in which satellite and base sta-
tions provide service corporately for ground users within coverage. In this model,
during the transmission, the users are divided into groups based on their require-
ment, and the system optimize the user group scheduling jointly with the
resource allocation. The satellite and the base stations are all equipped with
multi-antennas and reuse the same bandwidth, so they could provide the mul-
ticast service for ground users. We first formulate the problem to optimize the
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system capacity performance under the constraints of power allocation and user
group scheduling. Then we design the beamforming vectors and solve the opti-
mization problem by using the max-min-fair problem. Later we extend the prob-
lem into a more realistic scene that we consider the influence of the satellite and
base station link delay, in order to decrease the influence for the joint optimiza-
tion of base stations and satellite, and we propose an iterative algorithm to
improve the system capacity performance based on two optimization phases.

The rest of the paper is organized as follows. In Sect. 2, the system model
and the problem formulation are presented. In Sect. 3, the relaxation of user
group scheduling and max-min-fair function, and the Lagrange Dual Method are
adopted to solve the joint optimization problem. Finally the numerical results
and simulation results are discussed in Sect. 4 and the conclusions are presented
in Sect. 5.

2 System Model and Problem Formulation

2.1 System Model

Figure 1 shows a Terrestrial-Satellite Cooperative System model of multicast
multigroup downlink architecture. In this system a satellite and IB base stations
serve ground users cooperatively. All users are under coverage of the satellite,
and could access more than one base stations according to their requirement.
Then we divide these users into JG groups totally based on their desired contents.
Under this circumstance, the satellite not only provides the desired contents to
the users but also promotes the quality of service of the bottleneck users. In this
paper, we assume the satellite to be a low earth orbit (LEO) satellite. Further
more, we assume that each base station has AB antennas, the satellite has AS

antennas, the maximum user number is MU , the satellite and the base stations
use the same spectrum during entire transmission, so the interference appears
in different groups of one base station, different groups of different base stations
and satellite.

It is denoted that ωi,j is the beamforming vector for base station i group j,
and ‖ωi,j‖2 = PB,i,j which is the transmission power of group j in base station
i. xB,i,j is the multicast signal serving group j, and E[|xB,i,j |2] = 1. Therefore,
the transmission signal of base station i can be written as

sB,i =
JB∑

j=1

ωi,jxB,i,j (1)

For the satellite, the transmission signal can be written similarly as

sS =
JS∑

j=1

νjxS,j (2)

where νj is the beamforming vector for group j, and ‖νj‖2 = PS,j which is
the transmission power of group j. xS,j is multicast signal serving group j, and
E[|xS,j |2] = 1.
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Fig. 1. The terrestrial-satellite cooperate network.

Then the received signal of base station user K in group J of base station I
is

yI,J,K =
IB∑

i=1

hH
i,I,J,Kωi,I,JxJ + gH

I,J,KνJxJ

+
JG∑

j=1
j �=J

( IB∑

i=1

hH
i,I,J,Kωi,I,jxj + gH

I,J,Kνjxj

)
+ nI,J,K (3)

where hi,I,J,K is the channel from base station i to the user K in base station
I group J , gI,J,K is the channel from satellite to the user K in base station I
group J . ωi,I,J is the beamforming vector from base station i to group J of base
station I, and νj is the beamforming vector from satellite to group j. nI,J,K is
the AWGN noise. xj is the required multicast signal of group j that E[|xj |2] = 1.

So the SINR of user K of group J in base station I is

γI,J,K =
|∑IB

i=1 hH
i,I,J,Kωi,I,J + gH

I,J,KνJ |2
∑JG

j=1
j �=J

|∑IB
i=1 hH

i,I,J,Kωi,I,j + gH
I,J,Kνj |2 + σ2

n

(4)

Based on Shannon’s Theorem, the capacity can be calculated by

RI,J,K = log2(1 + γI,J,K) (5)

where RI,J,K is the capacity of user K in group J from base station I including
the signal from base stations, and the satellite.

Although, the user group scheduling should be considered in multicast trans-
mission. So the SINR of user K of group J in base station I could be rewritten
as

γI,J,Ku =
uJ |∑IB

i=1 hH
i,I,J,Kωi,I,J + gH

I,J,KνJ |2
∑JG

j=1
j �=J

uj |
∑IB

i=1 hH
i,I,J,Kωi,I,j + gH

I,J,Kνj |2 + σ2
n

(6)
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where the group J is served if uJ = 1, otherwise uJ = 0.
Then the capacity could be written as

RI,J,K = log2(1 + γI,J,Ku) (7)

2.2 Problem Formulation

Expression (7) gives the formulation of the capacity, but in wireless communica-
tion that the channel condition of different users relate to many reasons such as
place, time, environment, weather, and so on. So we should notice that the SINR
of each group is decided by the user who under the poorest channel condition.
Considering the power limit, we can formulate the optimization problem (OP)
as

(OP ) max
{ωj}JG

j=1,{νj}JG
j=1,u

log(1 + min
I,J,K

γI,J,Ku)

s.t. C1 : PB,I =
∑JG

j=1 uj ||ωi,I,J ||2 ≤ PB,i,I,max I ∈ [1, IB ]
C2 : PS =

∑JG

j=1 uj ||νj ||2 ≤ PS,max

C3 : uj ∈ {0, 1}, j = 1, . . . , JG

where C1 and C2 are the maximum transmission power constraints for the base
stations and the satellite, and C3 is the user group scheduling constraints.

3 Algorithm Development

We formulate the optimization problem in Sect. 2 based on the power constraints,
but the optimization problem cannot be solved directly. Firstly, the function
of the optimization problem is non-convex because of the γI,J,Ku in RI,J,K .
Secondly, the constraints C3 is a 0 − 1 variable which is non-convex. So in this
section, we first relax the optimization problem into the convex form, and then we
expand the solution into a complex scenario to improve the system performance
under the scenario that the link delay of satellite optimization is larger than it
in base station optimization.

3.1 Relaxation and Solution of the Optimization Problem (OP)

The user group scheduling factor uj = 1 when the group is under served and
uj = 0 otherwise, so combining the property of the beamforming vector ω and
ν we could say that uj = 0 if and only if ω = 0 and ν = 0. That means if the
group is under service, the beamforming vector is absolutely non-zero. This lead
to the reformulation of (OP ):

(OP ′) max
{ωj}JG

j=1,{νj}JG
j=1

log(1 + min
I,J,K

γI,J,K)

s.t. C1 : PB,I =
∑JG

j=1 ||ωi,I,J ||2 ≤ PB,i,I,max I ∈ [1, IB ]
C2 : PS =

∑JG

j=1 ||νj ||2 ≤ PS,max
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We suppose (u∗, Ω∗) and Ω∗ as the optimal solutions of the problem (OP )
and (OP ′), in which Ω∗ = [ω∗, ν∗]. So the relationship between them is

u∗ = F(Ω∗); u∗Ω∗ = Ω∗ (8)

where Fx indicates that the value of it is one if x �= 0 and zero otherwise.
Referring to [13], we could prove the relation between (OP ) and (OP ′).

Proof. Necessity part:
We assume Φ1 and Φ2 as the feasible sets of (OP ) and (OP ′). Using (8) we have

log(1 + min
I,J,K

γI,J,Ku(u∗, Ω∗)) = log(1 + min
I,J,K

γI,J,K(Ω∗))

≥ log(1 + min
I,J,K

γI,J,K(Ω)), (u∗, Ω∗) ∈ Φ1Ω
∗ ∈ Φ2

So for any (û, Ω̂) ∈ Φ1 there exists Ω̄ ∈ Φ2 that satisfies

log(1 + min
I,J,K

γI,J,Ku(û, Ω̂)) = log(1 + min
I,J,K

γI,J,K(Ω̄))

Then we obtain

log(1 + min
I,J,K

γI,J,Ku(u∗, Ω∗)) ≥ log(1 + min
I,J,K

γI,J,Ku(û, Ω̂))

Proof. Sufficiency part:
Similarly, using (8) we have

log(1 + min
I,J,K

γI,J,K(Ω∗)) = log(1 + min
I,J,K

γI,J,Ku(u∗, Ω∗))

≥ log(1 + min
I,J,K

γI,J,Ku(u,Ω))

For any Ω̄ ∈ Φ2 there exists (û, Ω̂) ∈ Φ1 that satisfies

log(1 + min
I,J,K

γI,J,K(Ω̄)) = log(1 + min
I,J,K

γI,J,Ku(û, Ω̂))

Then we obtain

log(1 + min
I,J,K

γI,J,K(Ω∗)) ≥ log(1 + min
I,J,K

γI,J,K(Ω̄))

So we know that, the Eq. (8) and the relation between (OP ) and (OP ′) are
valid.

After relaxing the user group scheduling factors, by the monotonicity of log-
arithm function referring to [6], the problem could be rewritten as

(DOP ) max
{ωj}JG

j=1,{νj}JG
j=1

min
I,J,K

γI,J,K

s.t. C1 : PB,I =
∑JG

j=1 ||ωi,I,J ||2 ≤ PB,i,I,max I ∈ [1, IB ]
C2 : PS =

∑JG

j=1 ||νj ||2 ≤ PS,max
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But according to [17] it is still non-convex, so we couldn’t solve it in a direct
and simple way. We introduce an auxiliary variable t into (DOP ), the problem
can be written as the equivalent formulation below.

(DOPt) max
{ωj}JG

j=1,{νj}JG
j=1,t

t

s.t. C1 : γI,J,K ≥ t

C2 : PB,I =
∑JG

j=1 ||ωi,I,J ||2 ≤ PB,i,I,max I ∈ [1, IB ]
C3 : PS =

∑JG

j=1 ||νj ||2 ≤ PS,max

Then we use the trace matrix |hHω|2 = tr(hhHωωH) and ||ω||2 = tr(ωωH) to
reformulate (DOPt) as follow,

(DOPX) max
{Xj}JG

j=1,t

t

s.t. C1 : t(
∑JG

j′=1
j �=j

tr(QI,J,KXj) + δ2
N ) − tr(QI,J,KXJ) ≤ 0

C2 : XJ ≥ 0 J ∈ [1, JG]
C3 : PB,I =

∑JG

j=1 tr(AB,iXj) ≤ PB,i,I,max I ∈ [1, IB ]
C4 : PS =

∑JG

j=1 tr(ASXj
) ≤ PS,max

C5 : rank(XJ ) = 1 J ∈ [1, JG]

where

Ωjoint,J =
[
ωH

1,I,J , ωH
2,I,J , . . . , ωH

IB ,I,J , νH
J

]H

, XJ =
[
Ωjoint,JΩH

joint,J

]

hjoint,I,J,K =
[
hH

1,I,J,K , . . . , hH
IB ,I,J,K , gH

I,J,K

]H

, QI,J,K = hjoint,I,J,KhH
joint,I,J,K

AB,I = Diag{ZB , ZS}, ZB = IAB×AB
, ZS = 0AS×AS

AS = Diag{ZB , ZS}, ZB = 0AB×AB
, ZS = IAS×AS

and XJ ≥ 0 means the matrix XJ is positive semi-definite. It is obviously that
if we want to optimize ω and ν, we should satisfy XJ ≥ 0 and rank(XJ ) = 1.

In (DOPX), the power constrains could be rewrite as
∑IB

i=1 PB,i + PS =∑JG

j=1 tr(Xj) ≤ ∑IB
i=1 PB,i,I,max+PS,max. It is clearly that if the power constrains

of base stations and satellite are all satisfied, the inequation above is obviously
satisfied. So we introduce another auxiliary parameter ΔP ≥ 0 and a total power
auxiliary variable PAUX into the total power constrain as

∑JG

j=1 tr(Xj) + ΔP =
PAUX . Then we can relax (DOPX) without rank-1 constrains as
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(DOPXΔP
) max

{Xj}JG
j=1,t,ΔP

t

s.t. C1 : t(
∑JG

j′=1
j �=j

tr(QI,J,KXj)+δ2
N )−tr(QI,J,KXJ )≤0

C2 : XJ ≥ 0 J ∈ [1, JG]
C3 : PB,I =

∑JG

j=1tr(AB,iXj)≤PB,i,I,max I ∈ [1, IB ]
C4 : PS =

∑JG

j=1 tr(ASXj) ≤ PS,max

C5 :
∑JG

j=1 tr(Xj) + ΔP = PAUX

C6 : ΔP ≥ 0

It is proved or quoted in [17] that if PAUX ≥ ∑IB
i=1 PB,i,I,max + PS,max, the

optimization problem (DOPXΔP
) is equal to (DOPX) because the constrains C5

and C6 in (DOPXΔP
) is invalid under this condition. In multicast beamforming

scene, references [4] and [8] considered max-min fare problem and QoS problem
are two main problems. In QoS problem, the beamforming vectors ω and ν are
optimized to minimum the total power for all served users. Same as the relaxation
above, the QoS problem can be written as

(DOPQ) min
{Xj}JG

j=1

JG∑

j=1

tr(Xj)

s.t. C1 : (
∑JG

j′=1
j �=j

tr(QI,J,KXj)+δ2
N )−tr(QI,J,KXJ)≤0

C2 : XJ ≥ 0 J ∈ [1, JG]
C3 : PB,I =

∑JG

j=1tr(AB,iXj)≤PB,i,I,max I ∈ [1, IB ]
C4 : PS =

∑JG

j=1 tr(ASXj) ≤ PS,max

Here we define DOPXΔP
(PB,i,I,max, PS,max, PAUX) to represent optimiza-

tion problem DOPXΔP
, and we know that (X∗

J , t∗,Δ∗
P ) is the solution of

the optimization problem. Same as the definition above, the QoS prob-
lem can be written as DOPQ(PB,i,I,max, PS,max), and the solution is (X∗

J ).
According to the C5 in (DOPXΔP

), the constraint could be rewritten as
DOPXΔP

(PB,i,I,max, PS,max,DOPQ(PB,i,I,max, PS,max) + Δ∗
P ), so we could

establish relationship between the relaxed problem DOPXΔP
and the relaxed

problem DOPQ as follow:

t∗ = DOPXΔP

(
PB,i,I,max, PS,max, DOPQ

(
t, PB,i,I,max, PS,max

)
+ Δ∗

P

)

PAUX − Δ∗
P = DOPQ

(
DOPXΔP

(
PB,i,I,max, PS,max, PAUX

)
, PB,i,I,max, PS,max

)

to simplify the equation, we use P to represent (PB,i,I,max, PS,max):

t∗ = DOPXΔP

(
P,DOPQ

(
t,P

)
+ Δ∗

P

)
,



Terrestrial-Satellite System Transmission Quality Improvement Algorithms 317

PAUX − Δ∗
P = DOPQ

(
DOPXΔP

(
P, PAUX

)
,P

)
(9)

which is proved in [16].
The optimization problem DOPQ is a standard SDP problem [7]. Previous

researchers solved standard SDP problems with SeDuMi, CVX and so on. Here
we choose SeDuMi [18] to calculate the SDP function. From [7] we know that,
since DOPXΔP

and DOPQ are monotonically nondecreasing in t and PAUX ,
optimization problem DOPXΔP

could be solved based on the relation in Eq. (9).
So we can use the bisection search over t with given P as follow:

Initialize: [tL, tU ], end condition ε
Step 1: Set t = tL+tU

2 , solve the opitmization
problem DOPQ(t, PB,i,I,J , PS,I,J).

Step 2: If problem DOPQ(t, PB,i,I,J , PS,I,J)
is infeasible, or the optimum solution
is greater than PAUX , set tU = t;
otherwise tL = t.

Step 3: If |tU − tL| ≤ ε, terminate. If not, repeat
previous steps.

First, we set two initial values tL and tU that the solution of t = DOPXΔP

(PB,i,I,max, PS,max, PAUX) is located in [tL, tU ]. Then, let t = tL+tU
2 and try to

solve the optimization problem DOPQ(PB,i,I,max, PS,max) with SeDuMi function
tools. Next, if problem DOPQ(PB,i,I,max, PS,max) is infeasible, or the optimum
solution is greater than PAUX , set tU = t; if not, set tL = t. Finally, if |tU −tL| ≤
ε, terminate the repetition and output the calculation results. If not, repeat
previous steps until satisfying the end conditions.

As for the values of tL and tU , because of the physical meaning of the opti-
mization problem, the lower bound tL = 0 is obviously. By analysing the problem
t = DOPXΔP

, we could find that when the system only serves one user in one
group, the interference is zero and the t reaches tU . Under this condition, the
optimization problem could be written as

max
{ωj}JG

j=1,{νj}JG
j=1

|hH
joint,I,J,KΩjoint,J |2

δ2
(10)

which we consider the only served user is uI,J,K . Then we use the Cauchy-
Schwartz inequality, the optimal beamforming vector could be written as

Ωjoint,J =
√

PAUX
hjoint,I,I,K

||hjoint,I,I,K || (11)

so the SINR γI,J,K equal to PAUX ||hjoint,I,I,K ||2
δ2 . The only one user uI,J,K condi-

tion could be extend to more users condition, then the SINR could be written
as

min
I,J,K

PAUX ||hjoint,I,I,K ||2
δ2

(12)
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and it equals to the upper bound tU . By confirming the lower bound and upper
bound tL and tU , we could calculate the optimal solution with a small enough ε.

After calculating the optimization problem DOPXΔP
and DOPQ, we notice

that these two problems are constrain-relaxed. To ensure the beamforming vec-
tors ω and ν are existent and the solution of XJ is valid, we constraint XJ as a
positive semi-definite matrix and rank(XJ ) = 1. But in problem DOPXΔP

and
DOPQ, we drop the rank-1 constraint and relaxed them, it means that when
we optimize DOPXΔP

and DOPQ, the result cannot always satisfy the con-
straint of rank-1. Previous researchers discussed these questions in [19]. They
found that the Gaussian randomization method could give the highest accu-
racy in multicast beamforming system conditions [20]. In this case, we generate
candidate beamforming vectors and choose the best performance beamforming
vectors to solve the relaxed optimization problem. We know from [19] that we
can generate a Gaussian random vector μ with zero-mean and unit-variance,
which μ ∼ CN(0, I). So based on the solution XJ , we perform the eigenvalue
decomposition that XJ = UJΣJUH

J . For the beamforming vector, assumed in

group J, can be calculated by Ωjoint,J = UJΣ
1
2
J μJ , where μJ ∼ CN(0, I) and

E[Ωjoint,JΩH
joint,J ] = XJ . But we should notice, when we choose the best per-

formance beamforming vector for the optimization problem, the corresponding
power constraints should be adjusted. Because not all the original power con-
straints satisfy the new method and there may exist some original available
power constraints unused. To solve this question, we introduce a new optimal
power scaling factor pF into total power constraints. Accordingly, the original
optimization problem DOPXΔP

and DOPQ could be reformulated as following:

(DOPpF
) max

{pF,j}JG
j=1,t,ΔP

t

s.t. C1 : t ≤ pF,j | ∑IB
i=1 hH

i,I,J,Kωi,I,J+gH
I,J,KνJ |2

∑JG
j=1
j �=J

pF,j | ∑IB
i=1 hH

i,I,J,Kωi,I,J+gH
I,J,KνJ |2+σ2

N

C2 : PB,I =
∑NG

j=1 pF,j ||ωi,I,J ||2 ≤ PB,i,I,max I ∈ [1, IB ]
C3 : PS =

∑JG

j=1 pF,j ||νj ||2 ≤ PS,max

C4 :
∑JG

j=1 pF,j ||Ωjoint,j ||2 + ΔP = PAUX

C5 : pF,J ≥ 0 J ∈ [1, JG]

Then, the optimization problem DOPQ could be reformulated as

(DOPQF
) min

{pF,j}JG
j=1

JG∑

j=1

pF,j ||Ωjoint,j ||2

s.t. C1 :
∑JG

j=1
j �=J

pF,j |
∑IB

i=1 hH
i,I,J,Kωi,I,J + gH

I,J,KνJ |2 + σ2
N

≤ pF,j |
∑IB

i=1 hH
i,I,J,Kωi,I,J + gH

I,J,KνJ |2
C2 : PB,I =

∑NG

j=1 pF,j ||ωi,I,J ||2 ≤ PB,i,I,max I ∈ [1, IB ]
C3 : PS =

∑JG

j=1 pF,j ||νj ||2 ≤ PS,max

C4 : pF,J ≥ 0 J ∈ [1, JG]
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Same as the relation of (9), we have

t∗ = DOPpF

(
P,DOPQF

(
t,P

)
+ Δ∗

P

)
,

PAUX − Δ∗
P = DOPQF

(
DOPpF

(
P, PAUX

)
,P

)
(13)

which the constraint C1 in DOPpF
is nonconvex, so we cannot solve the

optimization problem DOPpF
directly. Observing the optimization problem

DOPQF
, we know that it is a standard linear formulation. So we could

refer the method above to solve the optimization problem using the relation
between DOPpF

and DOPQF
. Similarly, the optimal beamforming vector is

pF,JΩjoint,J and the upper bound of optimum solution tU could be calculate
as min

I,J,K

PAUX ||hjoint,I,I,K ||2
δ2 . Finally, we summarize the optimization algorithm as

Algorithm 1.

Algorithm 1. Joint Terrestrial-Satellite Beamforming Design Algorithm
1: Initialization: [tL, tU ], end condition ε.
2: while |tU − tL| ≥ ε do
3: Set t = tL+tU

2
and solve the optimization problem DOPQF (P).

4: if DOPQF (P) infeasible or DOPQF (P) ≥ PAUX then
5: set tU = t
6: else
7: set tL = t

8: End If
9: End While

10: Generate candidate beamforming vectors and choose the best performance beam-
forming vector to solve the optimization problem DOPpF .

3.2 Expand Power Optimization of Base Stations

In the last subsection, we relax the (OP) into convex form and solve it. But in the
actual scene, we cannot always optimize the base stations and satellite jointly.
Because the link delay of satellite is much larger than that of base stations, when
the channel condition or the requirement of users change, the optimization of
base stations could match it in time but the satellite may not. That means joint
optimization of satellite and base stations might not always match up to the
changes. Considering this, we divide the optimization of transmission into two
phases. The joint optimization of satellite and base stations is in the first phase,
and in the second phase we optimize the power of base stations to better satisfy
the need of users.
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The first phase is illustrate in the last subsection. We notice that ω = ω0P
where ||ω0|| = 1, so we could rewrite the extend optimization problem (EP) as

(EP )max
PB,I

min
I,J,K

γI,J,K

s.t. C1 : PB,I =
∑NG

j=1 ||ωi,I,J0

√
PB,i,I,J ||2 ≤ PB,i,I,max I ∈ [1, IB ]

in which ωi,I,J0

√
PB,i,I,J = ωi,I,J . Same as the method before, we can get:

(EPt) max
PB,I ,t

t

s.t. C1 : γI,J,K ≥ t

C2 : PB,I =
∑NG

j=1 ||ωi,I,J0

√
PB,i,I,J ||2 ≤ PB,i,I,max I ∈ [1, IB ]

To solve this problem, we use the Lagrange Dual Method to transmit (EPt)
into the dual problem. Then the Lagrange function of the (EPt) is:

L(PB,I , t, η) = t−η1(t−γI,J,K)−η2(
NG∑

j=1

||ωi,I,J0

√
PB,i,I,J ||2 −PB,i,I,max) (14)

the dual function is
θ(η) = supL(PB,I , t, η) (15)

Then the corresponding dual optimization of (EPt) is

(EPDUAL)min θ(η)

s.t. C1 : ηl ≥ 0 l = {1, 2}
C2 :

∑
l={1,2} ηl = 1

The optimal solutions must satisfy the Karush-Kuhn-Tucher (KKT) condi-
tion, we have

∂L
∂PB,I

= 0 (16)

So, the optimal solution of base station transmission power allocation could be
calculated as

PB,i,I,J =
( 4(1 − η1)

∑IB
i=1 hH

i,I,J,Kωi,I,J0g
H
I,J,KνJ

2η2

∑JG
j=1
j �=J

|I|2 − 4(1 − η1)
∑IB

i=1 hH
i,I,J,K

2
ω2

i,I,J0

)2

(17)

where I =
∑IB

i=1 hH
i,I,J,Kωi,I,j + gH

I,J,Kνj .
Then we put the optimal solution into the dual problem (EPDUAL), and use

the subgradient method to update the Lagrange multipliers iteratively.

η1[t + 1] = max
{

η1[t] − δη1 [t + 1]
(
t − γI,J,K

)
, 0

}
(18)
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η2[t+2] = max
{

η2[t]−δη2 [t+1]
( NG∑

j=1

||ωi,I,J0

√
PB,i,I,J ||2−PB,i,I,max

)
, 0

}
(19)

where we denote t as the iteration step, and δ is the step length
for the iteration. So we obtain all the factors we need. And the
expand power optimization of base stations algorithm is exhibited below.
Initialize: ηl[0], l = 1, 2
Repeat: 1. Update SINR according to (4)

2. For I = [1, IB ], J = [1, JG], update PB,i,I,J according to (17)
3. Update ηl according to (18) and (19)
4. If PB,I converge, end.

So the complete joint optimization algorithm of phase division under the
consideration of link delay is described in Algorithm2.

Algorithm 2. Phase Division Joint Optimization Algorithm
1: Initialize:ηl[0], l = 1, 2
2: Design the beamforming vectors according to Algorithm 1
3: while PB,I converge do
4: Update SINR according to (4)
5: for I =1 to IB do
6: for J =1 to JG do
7: Update PB,i,I,J according to (17)

8: End For
9: End For

10: Update ηl according to (18) and (19)
11: t = t + 1

12: End While

4 Performance Evaluation

In this section, we use the MATLAB software to simulate and evaluate the
proposed algorithm and then present the result. The proposed system model is
a downlink communication network that the satellite, base stations and ground
mobile terminals work cooperatively. The satellite is a LEO with 1000 km from
the ground, the maximum power is 40 W, and the carrier frequency is set as
2 GHz, the AWGN power σn is set as −134 dBm. The maximum constraint power
of the base stations PB,i,I,max is set as 43 dBm. The gain of mobile terminal is
0 dbi. The transmission gain of the satellite and the base station are 50 dBi and
18 dBi. The terrestrial channel is set as Rayleigh channel, the satellite channel
is set as Rician channel.

Figures 2, 3 and 4 shows the influence of base station number, group size and
group number. The blue lines in these figures represent the optimal capacity of
Algorithm 1, the purple lines represent the capacity that only served by the base
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Fig. 2. Influence of base station number on optimal capacity. (Color figure online)

stations, the red lines represent the capacity that only served by the satellite,
and the black lines are the sum capacity of base stations and satellite.

In Fig. 2, we set AB = 2, AS = 5, MU = 5 and JG = 2. We could observe from
Fig. 2 that when the base station number rises, the optimal capacity decreases.
When there is only one base station, the capacity of blue line is about 2.9 times
to the purple line and about 2.3 times to the black line. When the number of
base station comes to 10, the capacity of blue line declines to 150% of the black
line. This is because when the number of base station increases, the interference
between base stations has a greater impact on the SINR and capacity, but the
positive effect of the Algorithm 1 is notable.

In Fig. 3 we set AB = 2, AS = 5, IB = 2 and JG = 2. And in Fig. 4 we
set AB = 2, AS = 5, IB = 2 and MU = 5. It is obviously that the speed of
decrease of the capacity in Fig. 3 is much slower than it in Fig. 4. That means
the influence of the interference that brought by the group number is greater
than by the group size. In Fig. 3 the capacity of algorithm 1 nearly keeps the 60%
increment to the capacity in black line, so we find that the group size influence
the capacity but play a minor role in our proposed algorithm. In Fig. 4 when the
group number raises from 1 to 3, not only the cooperative capacity decreases
about 77%, but also the capacity of purple line and red line decrease very fast.
Combining the Figs. 2, 3 and 4, the problem that how to design the number of
base station, the group size and group number according to the requirement of
users is a complex but important question. But it is beyond the scope of this
paper.
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Fig. 3. Influence of group size on optimal capacity. (Color figure online)
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Fig. 4. Influence of group number on optimal capacity. (Color figure online)
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In Fig. 5 we compare the capacity of Algorithms 1 and 2 and other method in
[21] that the beamforming vectors is calculated by maximum ratio transmission
(MRT). We set AB = 2, AS = 5, MU = 5 and JG = 2. And we divide the
program into two phases that the user condition in the second phase is different
from the first phase. This simulate the real scene that the link delay of satellite
is larger than it of base station, so the optimization of satellite may not catch
up with the change of users. So in the first phase we design the beamforming
vectors of base stations and satellite jointly, in second phase we optimize the
capacity under the power constraints of base stations only. The results show
that when the number of base station is 1 and 2, the capacity increment of
algorithm 2 is 41% and 37% compared with Algorithm 1. When the number
of base station gets higher, the percent of capacity keeps nearly 15%. Because
when the interference is not very complex with a small base station number,
the improvement in the second phase play an important role in optimization.
As the number of base station raises, the influences of interference get higher,
the improvement of second phase optimization decreases but still important.
The purple line in Fig. 5 is the MRT method that we could find that, our joint
optimization algorithm of beamforming design effect the capacity of system more
markable than MRT. And the simulation results show that when the base station
number is 1, 2 or bigger than 7, the improvement of blue line is about 29%, but
when the number is 6, the capacity improvement of Algorithm1 is 38%. And the
improvement of Algorithm 2 is about 60% compared with MRT method. So the
suitable base station number could improve the capacity markable.
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5 Conclusion

In this paper, we proposed a multicast beamforming terrestrial-satellite coopera-
tion system, in which satellite and base stations provide service cooperatively for
ground users. By formulating and solving optimization problem under the con-
straints of user group scheduling, resource allocation and beamforming design,
we improved the system capacity performance. When the scene is more realis-
tic, we optimized the problem in two phases that we designed the beamforming
vectors of base station and satellite jointly in the first phase, obtained the power
allocation result in the second phase because of the optimization link delay of
satellite is larger than it of base station. The simulation results showed that,
comparing with other methods, the proposed algorithm in this paper was better
in performance especially when the factors such as base station number, group
size and group number were suitable for the hole system. The proposed algo-
rithm of beamforming design, optimization of resource allocation and user group
scheduling in this paper gained more than 38% of capacity improvement.
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Abstract. In this paper, we focus on several signal detection method and
wavelet analysis method for radar echo signal detection. According to the
characteristics of signal detection and modern signal processing theory, we have
deduced and analyzed the principles of these algorithms in mathematics, which
involves more profound knowledge such as higher-order statistics and wavelet,
and of course. It is important that we perform wavelet analysis on the echo
signals of the HF ground wave radar to remove the weak ionospheric clutter and
the method performs well. Wavelet is an important mathematical application
method in signal detection.

Keywords: Signal detection � Radar echo � Wavelet

1 Introduction

Signal detection is an important branch of signal processing. It has been widely used in
radar, communication, sonar and automatic fault detection. With the advancement of
modernization, electronic equipment is becoming more and more diversified, and the
electromagnetic environment in communication is becoming more and more complex,
which puts forward higher requirements for signal detection algorithm. With the
emergence of many theories and methods, such as high-order statistics, adaptive fil-
tering, time-frequency analysis and neural networks, new vitality has been injected into
the field of signal detection. The theoretical level and application level of signal
detection have been greatly improved, and the performance of signal detection has been
greatly improved. In this paper, we analyze the principle of correlation detection
algorithm, and study the source of higher-order statistics and the principle of signal
detection based on bispectrum analysis. At the same time, we also perform wavelet
processing on the echo signals of high-frequency ground wave radar, which shows the
effect of wavelet on signal processing.
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2 Signal Detection Method

2.1 Correlation Detection

Correlation detection is a technology developed in the 1960s. The earliest practical
correlation detection system was realized by using tape recorder technology such as
Bennett of Bell Laboratory in 1953. In 1961, Weinreb’s article described the use of
autocorrelation to extract periodic signals from random noise. Since then, a lot of work
has been done and this technology has been widely used.

The correlation detection mainly carries on the correlation analysis to the signal and
the noise, and the correlation function R(t) is the main physical quantity of the cor-
relation analysis. The values of deterministic signals at different times are generally
highly correlated. As for the interference noise, because of its strong randomness, the
correlation of the values at different times is generally poor. Using this difference, the
deterministic signal is distinguished from the interference noise.

Correlation detection includes autocorrelation method and cross correlation
method. autocorrelation method measures the correlation before and after a random
process by autocorrelation function, while cross correlation method measures the
correlation between two random processes by cross correlation function. Compared
with autocorrelation method, the stronger the ability of cross-correlation method to
extract signals, the more thorough the noise suppression. Generally, cross-correlation is
based on the repetition period or known frequency of the received signal, which sends
out the same reference signal as the frequency of the signal to be measured at the
receiving end, and correlates the reference signal with the input signal mixed with
noise. The cross-correlation function is expressed as formula (2.1).

RxyðsÞ ¼ lim
T!0

1
T

Z T

0
xðsÞyðt� sÞdt ð2:1Þ

Let the signal to be measured be x(t) = S(t) + n(t), where S(t) is the characteristic
signal and n(t) is the noise. If y(t) is the reference signal and Rxy(s) is the cross-
correlation function of x(t) and y(t), then the cross-correlation function is formula (2.2):

RxyðsÞ ¼ E½xðtÞyðt� sÞ�
¼ E½SðtÞyðt� sÞ�þE½nðtÞyðt� sÞ�
¼ RSyðsÞþRnyðsÞ

ð2:2Þ

If n(t) is not related to y(t), then Rny(s) = 0. Therefore, Rxy(s) = RSy(s), in which
RSy(s) is the cross-correlation function of S(t) and reference signal y(t).

2.2 Signal Detection Based on Higher Order Statistics

High-order statistics contain a lot of rich information that second-order statistics do not
have, so the application of high-order statistics in signal detection can achieve higher
performance than second-order statistics in signal detection.
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Let the random variable X have a probability density function f(x), the character-
istic function is defined as formula (2.3):

UðxÞ ¼
Z 1

�1
f ðxÞejwxdx ¼ Efejwxg ð2:3Þ

The eigenfunction is also called the first eigenfunction. The second eigenfunction is
defined as formula (2.4):

WðxÞ ¼ ln½UðxÞ� ð2:4Þ

K-order moment mk of random variable x, such as k-order derivative of first
characteristic function of random variable at origin, as formula (2.5):

mk ¼ UkðxÞjx¼0 ð2:5Þ

The k-order derivative of the second characteristic function of a random variable
at the origin is equal to the k-order cumulant kc of the random variable x, as
formula (2.6):

ck ¼ WkðxÞjx¼0 ð2:6Þ

Let {x(n)} be a k-order stationary process with zero mean, then the k-order
moments of the process are defined as formula (2.7):

mkxðs1; s2; . . .; sk�1Þ ¼ momfxðnÞ; xðnþ s1Þ; . . .; xðnþ sk�1Þg ð2:7Þ

The k-order cumulant is defined as formula (2.8):

ckxðs1; s2; . . .; sk�1Þ ¼ cumfxðnÞ; xðnþ s1Þ; . . .; xðnþ sk�1Þg ð2:8Þ

The most common high-order spectrum is the third-order spectrum (bispectrum) as
formula (2.9):

Bxðx1;x2Þ ¼
X1

s1¼�1

X1
s2¼�1

c3xðs1; s2Þe�jðx1s1 þx2s2Þ ð2:9Þ

When the detected signal is detected, the given data is divided into K segments,
each segment contains M observation samples, namely N = KM, and the average value
of each segment is subtracted from the data. If necessary, add zero to each segment of
data to meet the requirement of the general length M of FFT. Next, calculate the DFT
coefficient, as formula (2.10).

Y ðiÞðxÞ ¼ 1
M

PM�1

n¼0
yðiÞðnÞ expð�j2pnx=MÞ

x ¼ 0; 1; . . .;M=2; i ¼ 1; 2; . . .;K
ð2:10Þ
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Continue to calculate the triple correlation of DFT coefficients as formula (2.11):

biðx1;x2Þ ¼ 1
D2
0

PL1
k1¼�L1

PL1
k2¼�L2

Y ðiÞðx1 þ k1ÞY ðiÞðx2 þ k2ÞY ðiÞð�x1 � k1 � x2 � k2Þ
i ¼ 1; 2; . . .;K;
0�x2 �x1;

x1 þx2 � fs=2;
M ¼ ð2L1 þ 1ÞN

ð2:11Þ

From this, we can get the bispectrum estimation of the measured data, which is
showed as formula (2.12):

BDðx1;x2Þ ¼ 1
K

XK
i¼1

biðx1;x2Þ

x1 ¼ 2pfs
N0

� �
x1;x2 ¼ 2pfs

N0

� �
x2

ð2:12Þ

2.3 Signal Detection Based on Wavelet Transform

Wavelet analysis is a kind of time-frequency analysis. It is the development of Fourier
analysis, but it is better than Fourier analysis. Although Fourier analysis is widely used
as a classical method, it has its own shortcomings, that is, it can not express the most
critical time-frequency localization properties of signals. In order to analyze and pro-
cess non-stationary signals, short-time Fourier transform and wavelet transform are
generated. The window width of the wavelet transform is adjustable. It has the ability to
characterize the local characteristics of signals in both time and frequency domains, and
has the characteristics of multi-resolution analysis.

Wavelet transform is defined as follows: Let WðtÞ 2 L2ðRÞ, whose Fourier trans-
formation satisfies admissible condition (2.13):

Z
R

jWðxÞj2
x

dx \1 ð2:13Þ

WðtÞ is called the wavelet generating function. The scaling and translation of the
wavelet generating function are carried out. The scaling factor is a and the translation
factor is s. If the scaling function is Wa;sðtÞ, the scaling factor of the wavelet generating
function is as formula (2.14):

Wa;sðtÞ ¼ a�
1
2W

t � s
a

� �
; a [ 0; s 2 R ð2:14Þ

Wa;sðtÞ is called a wavelet basis function. Expansion of any function f ðtÞ 2 L2ðRÞ
on wavelet basis is called continuous wavelet transform of function f(t). Its expression
is as formula (2.15):
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WTf ða; sÞ ¼ 1ffiffiffi
a

p
Z
R
f ðtÞW� t � s

a

� �
dt ð2:15Þ

Reference formula (2.14), formula (2.15) can be written in the form of inner pro-
duct as formula (2.16).

WTf ða; sÞ ¼
Z þ1

�1
f ðtÞW�

a;s
ðtÞ ¼ f ðtÞ;Wa;sðtÞ

� � ð2:16Þ

It can be seen from the formula that when scale a increases, the whole f (t) is
observed with extended WðtÞ waveform, whereas when scale a decreases, the local f(t)
is measured with compressed WðtÞ waveform. In a certain scale or within a certain
scale, the intensity of the wavelet coefficients of the signal is larger. Therefore, the
wavelet coefficients can be used as the object of signal detection.

Next we take the high-frequency ground wave radar echo signal with a large number
of ionospheric clutter as an example, and use the processing of different wavelet bases to
compare the wavelet to help the data detection processing (Figs. 1 and 2).

Observing and comparing the radar echo spectrum and the spectrogram obtained by
processing the data 1 and data 2 using two wavelet bases, the signal-to-noise ratio of
the unprocessed signal is calculated to be 10.1. After processing the data 1 by the
wavelet method, the haar wavelet base improves the signal miscellaneous The ratio is
2.06, and the signal-to-noise ratio improved by sym8 wavelet is 0.12. After processing
data 2 by wavelet method, the haar wavelet base improves the signal-to-noise ratio to
1.97, and the sym8 wavelet improves the signal-to-noise ratio to 1.09. Then continue to

Fig. 1. Comparison before and after wavelet processing
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select db9, db8 and sym5 three wavelet bases, in the case of 5 layers decomposition,
select the same coefficient, compare data 1 and data 2 after different wavelet basis
wavelet method to improve the signal-to-noise ratio.

3 Conclusion

Among many weak signal detection methods, correlation detection is one of the most
common and effective methods. The accuracy of system identification using correlation
detection technology will be affected by integration time and signal bandwidth. The
wider the signal bandwidth, the longer the integration time, the higher the accuracy. Up
to now, the theory of high-order spectral analysis has been perfected. The signal
processing using high-order spectrum (statistics) can suppress the unknown Gauss
noise in signal detection, parameter estimation and classification. It can detect the
nonlinearity of time series, and reconstruct the amplitude and phase response of signal
or system. The third-order spectrum (bispectrum) technology of high-order spectrum is
used to detect signals in strong noise background, and good results are obtained. As for
the detection method of wavelet coefficients, we can choose the wavelet coefficients in
a single scale as the object of study, or we can enhance the strength of the useful signals
by averaging the wavelet coefficients in several scales in a certain scale range, that is,
the method of coefficient accumulation.

Fig. 2. Visual comparison before and after wavelet processing
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Abstract. TextRank tends to choose frequent words as keywords of a docu-
ment. In fact, some infrequent words can also be keywords. In order to improve
this situation, a Chinese news keyword extraction algorithm LDA-TextRank
based on TextRank and LDA topic model is proposed. The algorithm is a single
document, unsupervised algorithm. It defines the diffusivity of two candidate
words, constructs a new weight formula, and improves the weight of the edges
in the text graph. At the same time, it combines with the LDA topic model, and
the damping factor in TextRank is adjusted by calculating the word’s topic
relevance of the document. The experiment was carried out on the Chinese
corpus. The results show that compared with TextRank, LDA-TextRank has an
improvement in Precision, Recall and F1-measure.

Keywords: Keyword extraction � TextRank � LDA topic model

1 Introduction

Keywords are the summary of an article or a document. Keywords can be defined as a
set of words or phrases that can summarize the topic of the article [1]. Keywords have
important practical values in many fields, such as text classification and clustering,
literature information retrieval, recommendation systems, etc. In most cases, however,
the document does not provide keywords, so it is necessary to design an algorithm that
automatically extracts keywords.

The algorithm of keyword extraction can be classified into the supervised and the
unsupervised. As for the supervised algorithms, Witten et al. designed the KEA [2]
system and proposed an algorithm for keyword extraction using Naïve Bayesian
machine learning method. The algorithm only uses two features: word’s TF-IDF (Term
Frequency-Inverse Document Frequency) and its first occurrence in the document. The
algorithm has to train a large number of labeled corpus to get the model. Turney et al.
[1] designed a keyword extraction algorithm based on C4.5 decision tree and GenEx
system based on the genetic algorithm to extract keywords. For unsupervised algo-
rithms, Sparck [3] first proposed the concept of IDF (Inverse Document Frequency).
Salton et al. [4] discussed the application of Term Frequency-Inverse Document Fre-
quency (TF-IDF) in the field of information retrieval. Since then TF-IDF was regarded
by scholars as a simple and basic algorithm for keyword extraction. TF-IDF treats the
document as a Bag of Words (BOW) model, which means the order of words does not
affect the results of the algorithm. In 2004, TextRank algorithm was proposed by
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Mihalcea et al. [5]. The algorithm originates from Google’s PageRank algorithm for
page ranking [6]. The words in the document are regarded as nodes, and the number of
co-occurrences in the fixed-length window is used as the weight of the edges between
the nodes, thus establishing the relation between the words. By constructing a text
network to iterate, the score of each node is finally obtained, and the keywords are
determined according to the scores.

At present, TextRank has been widely studied and various keyword extraction
algorithms based on TextRank have been proposed. For example, Gu et al. [7] use only
the TF of the candidate words to construct the weight between the nodes, and brings the
factor of whether the candidate word is in the title to weight the final score. Since the
IDF of the candidate word is not used, the computational complexity of the algorithm is
reduced accordingly. Li et al. [8] mine the corpus of Wikipedia, calculate the TF-IDF
of each term and convert them into vectors. Each element in the vector is its TF-IDF,
and the cosine similarity of two vectors is used to represent the weight of the edge. The
algorithm utilizes the information of Wikipedia, and improves the performance of
TextRank in short documents. In addition, the first N words, whether the word is in the
first sentence of a paragraph can also be used for keyword extraction [9]. Recent years,
the LDA [10] topic model has also aroused attention in keyword extraction. For
example, Liu [11] has carried out a systematic study on keyword extraction. The LDA
topic model is combined with the TextRank algorithm. By calculating the scores of
words in different topics, and finally weighting according to the topic weights, the
scores of candidate words are obtained.

Based on TextRank, this paper introduces the concept of diffusivity, constructs a
new formula for edge weights, and introduces the LDA topic model into TextRank to
calculate the topic relevance of each word in the document, thereby changing the jump
probability of the damping factor term and increasing the score of the word with high
relevance of the topic. The experiment uses the open sourced jieba1 package as the
word segmentation tool, and compares the proposed algorithm with TextRank on the
Chinese corpus.

The rest is organized as follows. In Sect. 2, the proposed algorithm will be
described in detail. In Sect. 3, experiments and results will be shown. Section 4 will
conclude the work.

2 Algorithm Description

2.1 Diffusivity Between Two Candidate Words

For a Chinese document, we have first to segment it into words using jieba, which an
open sourced word segmentation tool for Chinese. After that, we need to filter out
unwanted words based on part of speech (POS) and stop words. Finally, we only keep
verbs, nouns and non-stop words as candidate words, each of which could probably be
keywords. Additionally, we need also segment the document into sentences according
to punctuations like full stop, ellipsis, exclamation mark, etc.

1 https://pypi.org/project/jieba/.
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Some statistics need to be done as followings.

• For each candidate word Wi, count the number of sentences containing Wi as Ni;
• For each pair of candidate words ðWi;WjÞ, count the number of sentences that

contain both Wi and Wj as Nij.

The definition of the diffusion of two candidate words is as follows.

uij ¼ Ni þNj � 2Nij þ 0:5
N þ 0:5

ð1Þ

where N represents the total number of sentences of the text.
The diffusivity of two words indicates how dispersed the two words are in the

article. 0.5 here is a smoothing factor, which avoids that uij could be zero. From its
definition, two following conclusions can be got.

• uij ¼ uji.
• If words Wi and Wj always appear in the same sentences, which results in

Ni ¼ Nj ¼ Nij, thus uij would be close to zero.

2.2 Relation Between Two Candidate Words

Compared with TextRank, the proposed algorithm calculates the relation between two
candidate words in a little more complicated way. First, as in TextRank, we need to
define a co-occurrence window length lðl� 2Þ and count the times of every pair of
words Wi and Wj where they co-occur within the window length l, denoted as cij. Then
we define the relation between words Wi and Wj as the following

wij ¼ cij � uij ð2Þ

Equation (2) shows that the relation between two candidate words is a balance of
co-occurrence time and diffusivity.

Considering that the non-candidate words can provide the distance information to
judge the relation between the two words, the words in the co-occurrence would also
contains non-candidate words [11].

Then a graph would be built where all the candidate words are set as nodes in the
graph and the relation between two candidate words are set as the edge weight. It
should be noted that the graph is non-directed.

2.3 Bringing in LDA Topic Model

LDA (Latent Dirichlet Allocation) model was first proposed by Blei et al. in 2003 in
order to build a document topic model [10]. The model is a generation model in which
for each document d, it can be represented as a Multinomial distribution of K topics. At
the same time, the words in the topic and vocabulary also satisfy a Multinomial
distribution, which is the Dirichlet prior distribution with hyperparameters a or b.
Therefore, for a document d, it can be regarded as extracting a topic from the topic
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distribution h, and extracting a word from the word distribution u corresponding to the
topic, repeating N times, that is, generating an article containing N words. The joint
distribution can be obtained by Eq. (3).

pðh; z;wja; bÞ ¼ pðhjaÞ
YN

n¼1

pðznjhÞpðwnjzn; bÞ ð3Þ

The LDA model can be trained by Gibbs Sampling algorithm [12]. Then parameter
h and u would be estimated. Supposing there are K topics, we could get the estimated
probability of word w in topic k, pðwjkÞ via u, and estimated probability of topic k in
document d, pðkjdÞ via h. Hence the relevance between word w and document d could
be calculated by Eq. (4).

pðwjdÞ ¼
XK

k¼1

pðwjkÞpðkjdÞ ð4Þ

The equation of TextRank model can be defined as shown below

SðWiÞ ¼ ð1� pÞþ p �
X

Wj2InðWiÞ

cjiP
Wk2OutðWjÞ

cjk
SðWjÞ ð5Þ

where p is a damping factor, which guarantees that the algorithm can reach conver-
gence. It means each node in the graph can be reached by the probability of p through
other nodes connected to it and by the probability of 1-p through any other nodes in the
graph. InðWiÞ represents the set of nodes that point toWi and OutðWiÞ represents the set
of nodes pointed to by Wi. Since the graph is an undirected graph, InðWiÞ and OutðWiÞ
means the same set.

In the proposed algorithm, we replace cij in Eq. (5) with wij in Eq. (2). After
experiments, we found that the following equation would get better results.

SðWiÞ ¼ ð1� dÞ � exp pðWijdÞð Þþ d �
X

Wj2InðWiÞ

wjiP
Wk2OutðWjÞ

wjk
SðWjÞ ð6Þ

In Eq. (6), the damping factor varies according to different words. Every node in
the graph is required to give an initial score which is often a small value between 0 and
1 and then its score would be calculated iteratively according to Eq. (6). The process
would stop until the maximum number of iterations is reached or the scores reach to a
convergence. Particularly, some candidate words in the document may not be in the
LDA topic model. Here we use the average pðWijdÞ of other candidate words in that
document to replace it.
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2.4 Getting Keywords

First, we need to train the LDA topic model using the corpus. For every word Wi in
document d, we have to calculate pðWijdÞ in Eq. (4) and for every pair of word Wi and
Wj we have to calculate wij in Eq. (2). Then we initialize all the nodes’ scores to a value
close to zero and calculate the score of each node in the graph iteratively according to
Eq. (6). When the iteration repeats 100 times or the scores reach to a convergence, the
iteration stops. Finally, we rank the words by their scores and pick the words with
highest scores as keywords.

3 Experiment and Results

3.1 Corpus and Evaluation

The corpus in the experiment is the news articles released in September 2017 from
South Daily. Every news article would be given several keywords by the editor. We
take these words as reference keywords. 500 articles with no less than 5 reference
keywords are randomly chosen as the test corpus.

Precision (P), Recall (R) and F1-measure (F1) is used to evaluate the experiment
[13]. Their definitions are as follows

P ¼ jA\Bj
jAj ;R ¼ jA\Bj

jBj ;F1 ¼ 2PR
PþR

ð7Þ

where A is the set of keywords extracted by the algorithm, B is the set of the reference
keywords and jAj is the number of elements in A.

3.2 Results

We name the proposed algorithm LDA-TextRank. After experiments, we found that in
different co-occurrence window length l and damping factor p, LDA-TextRank out-
performs in Precision, Recall and F1-measure compared to TextRank. When l ¼ 10,
d ¼ 0:5 and topic number K ¼ 50, they both perform their best. In this condition,
experiments are conducted when number of keywords varies from 1 to 15.

Figure 1 shows that when the number of extracted keywords is small, the Precision
curve of LDA-TextRank is above that of TextRank. Figures 2 and 3 show that when
the keywords number is small, the Recall curves and F1-measure curves of two
algorithm almost overlap. However, when the keywords number increases, LDA-
TextRank performs better than TextRank. Particularly, F1-measure reaches the peak at
the number of 5. This is because most documents in the corpus have 5 reference
keywords. Figure 4 shows that the TextRank’s curve is inside the LDA-TextRank’s
curve, which means at the same Precision (or Recall), LDA-TextRank’s Recall (or
Precision) is higher than TextRank’s. In conclusion, the results show that LDA-
TextRank outperforms TextRank.
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Fig. 1. Precision curves when the number of extracted keywords varies from 1 to 15

Fig. 2. Recall curves when the number of extracted keywords varies from 1 to 15
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4 Conclusion

The paper optimizes the TextRank algorithm by bringing the concept of diffusivity and
integrate LDA topic model in the proposed algorithm. Hence the algorithm actually
extracts keywords in the level of the whole text instead of only within a co-occurrence
window and integrating the topic model would allow the algorithm to catch some

Fig. 3. F1 curves when the number of extracted keywords varies from 1 to 15

Fig. 4. Precision-Recall curves when the number of extracted keywords varies from 1 to 15
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important topic words in a document properly. Results show that the proposed algo-
rithm outperforms TextRank in Precision, Recall and F1-measure.
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Abstract. As the communication environment becomes more and more com-
plex, it becomes more meaningful to detect and capture useful signals accurately.
In this paper, we mainly focus on several typical burst signal detection algorithms
in wireless communication networks. We analyze the signal energy detection
algorithm, preamble detection, and frequency domain detection algorithms, then
perform simulations for them. Above these, responding to non-cooperative
communications, an adaptive threshold decision algorithm based on projection
method is designed. Finally, we come to a conclusion, that each algorithm is
suitable for burst signal detection, having its own advantages and disadvantages
in different environments. And our decision algorithm is effective.

Keywords: Signal detection � Burst � Energy � Projection

1 Instruction

Now is an era of information technology. With the rapid development of economic
globalization, the demand for information transmission and information exchange in
various countries is increasing day by day. Communication information technology is
developing in an unprecedented situation. Information transmission technology is
affecting and changing people’s production methods and lifestyles, and has gradually
become an important driving force for modern economic development. It has also
become a key factor in enhancing the comprehensive strength of countries and
improving their competitiveness.

As one of the key technologies in information transmission, signal detection
technology has been widely studied by scholars because of its important position. On
the one hand, modern communication signals have the characteristics of adaptively
adjusting their own parameters according to different communication environments,
and thus the signals themselves will have more and more complex and varied forms.
On the other hand, under the premise that the signal prior information is known, it will
be affected by various factors of space during the transmission process, and frequency
offset, attenuation, distortion.

When studying signal detection problems, the burst signal detection under coop-
erative conditions is relatively simple, and a matched filter is usually used as the
detection structure. For non-cooperative correspondents, maybe lack most of the prior
information, but burst signals often have two stable characteristics. First, the burst
signal has obvious time continuity. Although the duration of the burst is unknown, it
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will certainly last for a period of time from the beginning to the end, which can be
observed. The second characteristic is that most burst signals are band-pass, that is to
say, most of the energy of burst signals in the spectrum is concentrated together. Most
of detection algorithms utilize these characteristics of burst signals, and then perform
corresponding operations according to the subsequent different signal processing
requirements.

2 Signal Detection Algorithm

The current common burst signal detection algorithms mainly include time domain
detection algorithm, frequency domain detection algorithm and so on. Energy detection
algorithm is a more intuitive algorithm of time domain detection algorithm, it deter-
mines whether the signal into the receiver by using the energy of the received signal.
The result is decided by observation on the sample value of the signal for a certain
period of time and the calculation of the energy size. If the value is greater than a
certain threshold, the signal will be determined to enter and the receiver notified to start
the synchronization process. Preamble detection is based on the pilot sequence of the
signal itself, then operate again on the local preamble correlation using the already
known fixed signal format, to define the arrival time of the received signal accurately.

In addition, there are other frequency detection algorithms such as power detection,
frequency spectrum detection. This paper mainly studies and analyzes several signal
detection algorithms in wireless networks based on the Gaussian white noise channel
model.

2.1 Energy Detection

The energy detection algorithm usually measures the average energy of a signal over a
period of time to determine whether a signal arrives. It does not require prior infor-
mation of the signal to be detected, also because of its low computational complexity
has it become the most commonly used signal detection algorithm in an actual system.
Method A directly measures the total energy of the received signal over a period of
time and then compares it with the decision threshold to determine the presence of a
signal. The principle of the algorithm and the block diagram works as follows formula
(1) and Fig. 1:

ZðdÞ ¼
XL�1

k¼0

jrðdþ kÞj2 ð1Þ

Simulate this algorithm, we can get the result as Fig. 2. From this figure, it is
obvious to find when useful signal reach.

Fig. 1. Flow diagram of method A
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Method B is an improvement based on method A, which uses the ratio of the signal
shift correlation to the energy of the signal itself as a decision statistic, a kind of relative
threshold algorithm [1]. This algorithm performs better but has a slightly higher
complexity than method A. The principle and block diagram work as follows Fig. 3
and formula (2):

PðdÞ ¼
XL�1

m¼0

rðdþmÞr � ðdþmþDÞ

RðdÞ ¼
XL�1

m¼0

rðdþmþDÞr � ðdþmþDÞ

¼
XL�1

m¼0

jrðdþmþDÞj2

MðdÞ ¼ jPðdÞj2
jRðdÞj2

ð2Þ

Fig. 2. Simulation result of method A

Fig. 3. Flow diagram of method B
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From Fig. 4 we can get when useful signal arrive, statistics decision generate a peak
value. And we can get the simulation as Fig. 4.

2.2 Signal Detection Using Preamble

In wireless network communication, the receiving end can detect the communication
signal by detecting and capturing the preamble sequence added before the data is
effectively transmitted, and can also utilize the preamble sequence to initial capture the
bit timing. In a wireless communication system, the power of the received signal is
greatly affected by the transmission distance and various fading. Therefore, the signal
detection performance has a crucial influence on the overall communication. Because
the received signal level is unknown and time-varying, the fixed-threshold signal
detection scheme often cannot obtain good detection performance, so that the detection
probability decreases or the false alarm probability increases, while the unknown power
of interference and interference power changes will affect the detection performance.

Fig. 4. Result of method B

Fig. 5. Flow diagram of preamble detection
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These situations are more suitable for using adaptive signal detection algorithm to
detect the signal in the preamble to complete the wireless communication network
signal detection. The principle block diagram of this algorithm is like this, Fig. 5.

Adaptive decision threshold C is after the literature derived as formula (3)

C ¼ 1� ðP0
f Þ1=ðL�1Þ

PqðqjH0Þ ¼ ðL� 1Þð1� qÞL�2; 0� q� 1

P0
f ¼ Pðq�CjH0Þ

ð3Þ

When the decision value U
CR exceeds the adaptive threshold, it indicates that the

received signal is consistent with the local reference preamble sequence, and the system
detects the preamble of the signal; on the contrary, when the decision value is less than
the threshold, it indicates that the preamble is not detected by the system. The com-
munication signal detection can be completed through this process.

2.3 Power-Law Detection Based on High-Order Spectrum

Frequency domain signal detection algorithm means to transform the signal to the
frequency domain, and then calculate the decision statistic to determine the presence of
the signal. Frequency-domain decision statistics usually use higher-order statistics [2] or
the spectrum obtained by DFT. This algorithm usually has higher computational
complexity, but it has still a good detection quality at a lower SNR. These signal
detection algorithms are mainly the algorithms based on DFT Power-Law [3, 4], and an
optimization called high-order spectrum Power-Law detection algorithm [5]. The
decision statistics used in the Power-Law algorithm based on the DFT transform are
some transformation of the amplitude spectrum and can be described as the formula (4):

Z nð Þ ¼
XN�1

k¼0

Xv
k nð Þ ð4Þ

Where Xv
k nð Þ represents the k-th amplitude square value of the P-point DFT result

of the signal data sequence x(n) at time n, v is a non-negative real number, The data
length N used to calculate the decision statistic Z nð Þ should always be consistent with
the number of points P of the DFT, otherwise the energy of the data in the frequency
domain cannot be truly reflected. The number of DFT points cannot be too small as
well, otherwise the fluctuation between the frequency domain sample points will be
great. These conditions will all result in leakage or mistake of decision.

Improvements to this algorithm are based on higher-order Power-Law detectors,
using the third-order cumulated spectrum of the signal, also called bispectrum, replaces
judgment statistic Xv

k nð Þ, and then the judgment statistic is compared with the
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threshold. The Fourier transform of each piece of data is recorded as XðiÞ wð Þ, its
bispectrum estimation is shown as formula (5):

B ið Þ
xx ðx1;x2Þ ¼ M2XðiÞðx1ÞXðiÞðx1 þx2Þ ð5Þ

Calculate the decision statistic and we give an example like Fig. 6.

ZðnÞ ¼
XN

j¼1

XK

i¼1

Bxxðx1j;x2iÞ
�
�

�
�v

3 An Adaptive Threshold Decision Algorithm Based
on Projection Method

In the above research on the signal detection algorithm, it is found that the existing
threshold decision algorithm has a performance degradation when the signal-to-noise
ratio is low, resulting in a false judgment. In many simulation experiments, we found
that, when there is a burst signal in a period of time, the magnitude of the decision
statistic obtained by various signal detection algorithms shows a bimodal distribution.
These conditions are in line with the idea of separating single-peak subclasses by
projection method in pattern recognition, so an adaptive threshold decision algorithm
based on projection method is designed.

The basic steps of the algorithm are as follows. Obtain the judgment statistic SðnÞ
by the detection algorithm, divide the amplitude N segments by the same length, and
calculate the probability density pi of each segment separately. Look for the number of
peaks in the probability distribution. If the probability distribution shows a single peak,
then there is only noise during this period. If there are two or more peaks, find the
minimum point between every two peaks, as Fig. 7.

Fig. 6. Simulation result of bispectrality Power-Law detection
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In order to reduce the error, M minimum values are searched as the undetermined
data near the valley, and the corresponding sample amplitude point xi is calculated as
the sample classification mean, intra-class dispersion and total intra-class dispersion as
formula (6) and (7).

mi
j ¼

1
Nj

X

x2Xj

x; i ¼ 1; 2; . . .;M; j ¼ 1; 2: ð6Þ

Sij ¼
P

x2Xj

ðx�mi
jÞ2

Siw ¼ P
Sij

; i ¼ 1; 2; . . .M; j ¼ 1; 2: ð7Þ

Since the entire data set only needs to be divided into two categories, the value of j
is taken as 2. Subsequent calculation of the minimum value of the dispersion Sw within
the total class, as shown in formula (8).

S ¼ minðSiwÞ; i ¼ 1; 2; . . .;M ð8Þ

Finally, the magnitude corresponding to the dispersion S in the smallest total class
is selected as the adaptive threshold Z calculated by the algorithm, and the threshold
decision is performed by using Z.

Fig. 7. Probability distribution of statistics
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4 Conclusion

In this paper, we analyze and theoretically simulate several burst signal detection
algorithms. Among them, the energy detection algorithm works faster and easier, has a
very good detection effect when the channel conditions are good. The preamble
sequence-related detection has been widely used in cooperative communication, and
due to its correlation, it can still achieve better results when the channel is poor.
Compared with the energy detection algorithm, the bispectrality Power-Law detection
algorithm has a larger amount of computation and higher computational complexity,
takes a while to accumulate data, but at the cost of this, its detection performance is
quite excellent. When the channel environment is very bad, the burst signal can still be
detected more accurately. For non-cooperative signal detection, our proposed adaptive
threshold decision algorithm also achieves good results in simulation, and can improve
signal detection performance when the channel environment is degraded, but the real-
time performance needs to be improved.
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Abstract. Using the unmanned aerial vehicles (UAV) to form a commu-
nication platform is of great practical significance in future wireless net-
works. This article investigates the flight trajectory optimization problem
with minimum energy consumption when the UAVs are mobile servers
and communicate with the ground terminals (GT). The proposed trajec-
tory considers the features of conventional paths as well, i.e., the channel
quality and energy saving. Numerical results show that our approach out-
performs the other schemes in terms of the throughput of data and the
features of the UAV.

Keywords: Unmanned aerial vehicle · Energy optimization ·
Wireless networks · Mobile server · Trajectory optimization

1 Introduction

The use of unmanned aerial vehicles (UAVs) as communication platforms is
of great practical significance in future wireless networks. For example, UAVs
can be utilized as mobile relays to help information exchange between far-apart
ground users [15]. UAV can be viewed as mobile base stations (BSs) where a
UAV is dispatched as a BS to serve a group of users on the ground [2,3,9,12,13].
UAV technology is becoming more and more sophisticated where the weight
of drones is getting lighter and the UAV can fly longer and longer. However,
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the energy consumption of UAV is still a challenge. For the UAV-aided wireless
communication system, UAVs cannot guarantee long-term data transmission
with the limited energy. The UAVs need return to the depot for battery charging
or exchanging which will cause service interruptions. This severely hinders the
practical implementation of UAV-enabled communications.

For the UAV-enabled multiuser communication networks, a novel cyclical
multiple access scheme is proposed in [10] where the UAV periodically serves each
of the ground users along its cyclical trajectory via TDMA. In [13], a joint user
scheduling, power control, and trajectory optimization problem is investigated
for a multi-UAV enabled multiuser system. The problem of joint caching and
resource allocation is investigated in [5] for a network of cache-enabled unmanned
aerial vehicles (UAVs) that service wireless ground users over the LTE licensed
and unlicensed (LTE-U) bands. The problem of proactive deployment of cache-
enabled UAVs for optimizing the quality-of-experience (QoE) of wireless devices
in a cloud radio access network is studied in [4].

Via energy-efficient trajectory designs [14], the UAV endurance problem
remains improvable. For the endurance issue, we mainly optimize the UAV tra-
jectory to save the UAV’s energy consumption. In this article, we focus on the
fixed-wing UAVs. Even though the reduction of the link distance saves the com-
munication power, the UAV systems are subject to additional propulsion power
consumption for maintaining the UAV aloft and supporting its mobility (if neces-
sary), which is usually much higher than the communication power consumption.
The purpose of this article is minimizing the propulsion power consumption of
the UAV by optimizing the flight path. The proposed trajectory considers the
features of conventional paths, when the UAV flies straight over the GT’s cen-
ter. UAV starts to communicate with the GT after entering the ground terminal
communication range. The UAV can also fly beside over the GT’s center instead
of flying directly above the GT’s center.

The main contributions of this article include:

(1) We derive a system model of the data transfer rate. At the same time, we
derive a theoretical model for the propulsion energy consumption of fixed-
wing UAVs as a function of flying velocity and acceleration.

(2) We optimize the trajectory with minimum energy consumption, which allows
the UAV to move away from GT’s center point.

The rest of the paper is organized as follows. Section 2 introduces the system
model, and defines the UAV’s propulsion energy consumption based on a theo-
retical model. Section 3 describes how to find the path that minimizes the energy
and the path planning algorithm is presented for energy minimization. Section 4
reports a set of experimental results to validate the proposed approach. Finally,
we conclude the paper and state our future work in Sect. 5.
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2 System Model

2.1 Data Rate Model

We aim to optimize the UAV’s trajectory so as to minimize its energy consump-
tion. Without loss of generality, we consider a three-dimensional (3D) Cartesian
coordinate system where the GT is located at the origin (0, 0, 0). Furthermore,
for simplicity, we assume that the UAV flies horizontally at a fixed altitude H. In
practice, H could correspond to the minimum altitude required for safety consid-
erations (e.g., terrain or building avoidance) without frequent aircraft ascending
and descending. The extensions on varing H will be left as a future work.

Denote the UAV trajectory projected on the horizontal plane as
q(t) = [x(t), y(t)]� ∈ R

2×1. Thus, the time-varying distance from the UAV to
the GT can be expressed as :

d(t) =
√

H2 + ‖q(t)‖2
=

√
H2 + x(t)2 + y(t)2.

(1)

The Doppler effect due to the UAV’s mobility is assumed to be perfectly com-
pensated. Therefore, the time-varying channel power gain from the UAV to each
GT follows the free-space path loss model [11], which can be given by:

h(t) = β0d
−2(t) =

β0

H2 + ‖q(t)‖2 , (2)

where β0 denotes the channel power gain at the reference distance d0 = 1 meter
(m), whose value depends on the carrier frequency, antenna gain, etc. and d(t)
is the link distance between the UAV and the GT at time t. The instantaneous
channel capacity from the UAV to the GT in bits/second can be expressed as :

R(t) = Blog2

(
1 +

Ph(t)
σ2

)

= Blog2

(
1 +

γ0
H2 + ‖q(t)‖2

)
,

(3)

where B denotes the channel bandwidth and σ2 is the white Gaussian noise
power at the GT receiver. In the following, we use the unit of bps/Hz to measure
the throughput per unit bandwidth, also known as the spectrum efficiency. γ0 =
β0P/σ2 is the reference received signal-to-noise ratio (SNR) at d0 = 1 m.

For each GT, the rate R(t) is symmetric and unimodal, which achieves its
maximum when the UAV flies closest to the ground terminal (e.g., x= 0 and
y = 0). As an illustration, Fig. 1 plots the instantaneous rate of each GT versus
the UAV position x, with P = 10 dBm, γ0 = 80 dB, H = 100 m.

The total amount of information bits that can be transmitted from the UAV
to the GT over the duration T is a function of the UAV trajectory q(t), expressed
as :
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Fig. 1. The illustration of the throughput versus UAV’s position.

R̄(q(t)) =
∫ T

0

Blog2

(
1 +

γ0
H2 + ‖q(t)‖2

)
dt. (4)

The issue is the packet loss [1] due to the highly dynamic wireless channels
between the GT and the moving UAV. Thus, the trajectory of the UAV should
be properly designed.

2.2 UAV Energy Consumption Model

The total energy consumption of the UAV includes two components. The first
one is the communication-related energy and the other is the propulsion energy.
Note that in practice, the communication-related energy is usually much smaller
than the UAV’s propulsion energy, e.g., a few watts [6] versus hundreds of watts
[7], and thus is less considered in this paper.

Furthermore, for fixed-wing UAVs, the total propulsion energy required is
a function of the trajectory q(t), which is corresponded to the classic aircraft
power consumption model known in aerodynamics theory [8]. The function is
expressed as :

E(q(t)) =
∫ T

0

⎡

⎢⎢
⎣c1‖v(t)3‖ +

c2
‖v(t)‖ (1 +

‖a(t)‖2 − aT (t)v(t)2

‖v(t)‖2
g2

)

⎤

⎥⎥
⎦ dt

+
1
2
m(‖v(T )‖2 − ‖v(0)‖2).

(5)

where
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Fig. 2. Typical power required curve versus speed V for a UAV in straight-and-level
flight.

v(t) � q̇(t), a(t) � q̈(t), (6)

denote the instantaneous UAV velocity and acceleration vectors, respectively. c1
and c2 are two parameters related to the aircraft’s weight, wing area, air density,
etc., g is the gravitational acceleration with nominal value 9.8 m/s2 and m is the
mass of the UAV including its all payload.

We first consider the special case of steady straight-and-level flight (SLF)
with constant speed V , i.e., ‖v(t)‖ = V and ‖a(t)‖ = 0, ∀t. In this case, (5)
reduces to :

ĒSLF (V ) = T
(
c1V

3 +
c2
V

)
. (7)

The power consumption of (7) as a function of V is illustrated in Fig. 2, which
consists of two terms. The first term, which is proportional to the cube of the
speed V , is known as the parasitic power for overcoming the parasitic drag due
to the aircraft’s skin friction, form drag, etc. The second term, which is inversely
proportional to V , is known as the induced power for overcoming the lift-induced
drag, i.e., the resulting drag force due to wings redirecting air to generate the
lift for compensating the aircraft’s weight.

Next, we consider another special trajectory where the UAV flies at a con-
stant speed V but with possibly time-varying headings. In this case, we have
‖v(t)‖ = V and a�(t)v(t) = 0, ∀t. Thus, (5) reduces to :

Ē(V, a(t)) = ĒSLF (V ) +
c2

V g2

∫ T

0

a2(t) dt. (8)
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Fig. 3. The illustration of UAV severs the ground terminal.

As we aim to cost the least power of the UAV to satisfy data transmission,
the problem is formulated as:

minimize Ē
subject to Vmin ≤ ‖v(t)‖ ≤ Vmax

‖a(t)‖ ≤ amax

R̄ = Rreq

variables : q(t),v(t),a(t).

(9)

where Vmin, Vmax denote the UAV’s slowest speed and fastest speed respectively,
amax denotes the UAV’s maximum acceleration and Rreq denotes the volume of
the requirement data. This problem is difficult to be directly solved. Firstly, it
requires the optimization of the continuous function q(t), as well as its first- and
second-order derivatives v(t) and a(t) and the objective function lacks closed-
form expressions. In the following, a path planning algorithm is proposed.

3 UAV Trajectory Design

As far as we know, the current conventional approach is the UAV flies straight
over the GT’s center while UAV starts to communicate with the GT after enter-
ing the ground terminal communication range, as shown in Fig. 3. In practice,
each GT could correspond to a cluster head that serves as a gateway for a cluster
of nearby nodes communicating with the UAV. Conventionally, in this scenario
the trajectory of UAV would be designed as straight path.

We consider that when the UAV flies directly above the GT’s center. Gen-
erally, the channel quality is relatively better at this time. Therefore, the com-
munication time can be reduced in some degree. Although the UAV has long
distance trajectory, the overall duration of data transmission is shorter with
reliable channel connections. At this time, we term this situation as scenario I.
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Fig. 4. Three trajectories of the UAV that severs one GT with straight or curve tra-
jectories. The blue trajectory 1 is classic path that cross the GT’s center. The red
trajectory 2 is the path generated by Algorithm 1. The green curve trajectory 3 is the
path generated by Algorithm 2. (Color figure online)

Since there are multiple GTs need to be served, the origin and the destination
of the UAV are often related to the position of the GT, so when we design single
UAV path, it is not necessary to strictly consider the origin and destination and
this research will be discussed in future work.

Intuitively, Scenario I is more suitable for this situation that the UAV and
GT need a reliable channel. In other words, Scenario I can be selected to ensure
reliable data transmission. But the flight speed at this time is relatively large,
so the energy consumption is uncertain which needs to be discussed in detail in
the experimental part.

In addition to this, the UAV can fly beside over the GT’s center instead of
flying directly above the GT’s center. At this time, we term this situation as
Scenario II. In this situation, UAV can choose straight flight or curve flight, as
shown in Fig. 4.

For simplicity, we first study the steady straight-and-level flight. When the
UAV flies into the ground terminal communication range, the data transmission
rate is not as good as the former Scenario I, leading to a longer communication
time between the UAV and the GT. In addition, the UAV’s flight distance is
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shorter at this time. Both of these situations lead the speed of the UAV to be
slower. At this point, the energy consumption of the UAV can be calculated by
the corresponding energy consumption formula in Sect. 2 with the speed and
time variables. Intuitively, the energy consumption of the Scenario II will be less
than the former Scenario I and the results will be discussed in the experimental
section based on the data transmission model and energy consumption model in
Sect. 2. By referring the red trajectory 2 in Fig. 4, the straight trajectory design
algorithm is presented as follows:

Algorithm 1. (Straight Tragectory Beside GT’s center)

1. Initialization:
• Initialize the volume of data R̄, height H and communication range r.

2. Calculate the energy consumption of the trajectory:
• Let d=0m and l=0 then update the trajectory q(t) of UAV,

where

x(t) = −
√

r2 − d2 + V t, y(t) = d. (10)

• Calculate the communication time T with the function (4) and variable
q(t).

• Update the speed V of the UAV under the constraints (9):

V =
‖q(t) − q(0)‖

T
(11)

• Update the energy consumption Ēl(V ) of the trajectory with the
equation (7).

3. Update the variable d and l:

d = d + l ∗ n, l = l + 1 (12)

4. If a maximum number of iterations has been reached or d= r, find the optimal
d satisfying:

d = arg min
l≥0,l∈Z

Ēl(V ) (13)

else go to Step 2
end

At this point, the algorithm of the curve flight trajectory can be obtained by
the same reason, by reference the green trajectory 3 in Fig. 4 as shown below:
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Algorithm 2. (Curve Tragectory Beside GT’s center)

1. Run Algorithm 1, replace the Eqs. (10), (11), (12) and (13) by the
following computations:

• Let flight radius k=0, l=0 and update the trajectory q(t) of UAV,
where

x(t) = k ∗ cos(
π

2
− θ(t)), y(t) = k ∗ sin(

π

2
− θ(t)). (14)

where θ denotes the flight angular of the circle trajectory.

• Update the speed V and acceleration a(t) of the UAV:

V =
kθ(t)

T
, a(t) =

V 2

k
(15)

• Update the energy consumption Ēl(V, a(t)) of the trajectory with the
equation (8)

• Update flight radius k

k = k + l ∗ n, l = l + 1 (16)

2. Find the optimal k satisfying:

k = arg min
l≥0,l∈Z

Ēl(V, a(t)) (17)

The variables d and k are very complicated, so these variables are calculated by
brute-force method. It is interesting to note that there is a bond of the volume
of data, when the curve trajectory performs relatively ideal.

Note that since each iteration of Algorithm the variables are complicated,
the time complexity of the proposed algorithm presents an exponential explo-
sion. Furthermore, the trajectory optimization problem can be solved off-line
before the UAV dispatch at the ground control station with a high computational
capability.

4 Numerical Results

In this section, numerical results are provided to validate the proposed design.
The UAV altitude is fixed at H = 100 m. The communication bandwidth
is B = 1 MHz and the noise power spectrum density at the GT receiver is
assumed to be N0 =−170 dBm/Hz. Thus, the corresponding noise power is
σ2 = N0B = −110 dBm. We assume that the UAV transmission power is
P = 10 dBm (i.e., 0.01W), and the reference channel power is β0 = −50 dB.
As a result, the maximum SNR achieved when the UAV is just above the GT
can be obtained as 30 dB. Furthermore, we assume that c1= 9.26 × 10−4 and
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Table 1. System parameters

Parameter Value Parameter Value Parameter Value

H 100 m B 1 MHZ σ2 −110 dBm

P 10 dBm β0 −50 dB Vem 30 m/s

c1 9.26 × 10−4 c2 2250 Pem 100 W

Vmax 100 m/s Vmin 3 m/s amax 5 m/s
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Fig. 5. The figure of minimum energy consumption versus data transfer volume for
different trajectories. The blue line is the energy performance of the trajectory 1. The
red line is the energy performance of the trajectory 2 generated by Algorithm 1. The
green line is the energy performance of the trajectory 3 generated by Algorithm 2.
(Color figure online)

c2 = 2250, where these parameters are subject to the flight properties of fixed-
wing drones in [8], such that the UAV’s energy-minimum speed is Vem = 30 m/s
as shown in Fig. 2 and the corresponding minimum propulsion power consump-
tion is Pem = 100 W. Note that we have P � Pem, thus the UAV transmission
power can be less considered.

Based on this situation, when R̄ = 109 bit, Vmax = 100 m/s, Vmin = 3 m/s
and amax = 5 m/s2, the energy consumption of the trajectory 1, trajectory 2 and
trajectory 3 are 4.0786 × 103 J, 2.8364 × 103 J and 5.7332 × 103 J respectively.
The parameters are shown in the Table 1. From this we can find that the energy
consumption performance of the trajectory 2 is better than the trajectory 1 and
trajectory 3.

At this time, when the amount of data transmitted is relatively small, e.g.,
R̄ ≤ 1010 bit, the data volume is termed as transmitting a document file, the
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Fig. 6. The trajectory of the UAV which severs 5 GTs.

energy consumption performance is shown in Fig. 5. From this figure, we can
find that the energy consumption of red trajectory 2 is the least, and the energy
consumption of curve trajectory 3 is the largest.

But when the amount of data transmitted is relatively large, e.g., R̄ ≥ 1010

bit, for example, when real-time high-definition video transmission is required,
the data volume is relatively large. At this point, we can find that the energy
consumption generated by curve trajectory 3 is the lowest, as showed in Fig. 5, so
we can conclude that when there is a large amount of data need to be transmit-
ted, we can choose the curve flight path without passing over the GT’s center.
The reason is when there is a great deal of data need to be transmitted, the
curve trajectory 3 ensures a better channel quality that is the feature of tra-
jectory 1 and also ensures the optimal energy consumption that is the feature
of the trajectory 2. Therefore, when these two features are combined, energy
consumption performance of the curve trajectory 3 is relatively better especially
for massive data. As we mentioned before, when the curve trajectory performs
relatively ideal, there is a bond of the volume of data and the bond of the volume
is related to the channel quality, e.g. R̄ = 1010bit when the transmission power
is 0.01W. When the channel quality is reliable, the bond becomes larger, which
means the curve trajectory is suitable for massive data transmission especially
for reliable channel quality.

Based on the previous scenario, when there are multiple GTs which are sev-
ered by the UAV, e.g., 5 GTs are generated randomly and there is a lot of data
to be transmitted with reliable channel quality. At this time, the trajectory of
the UAV can refer the curve trajectory 3 for minimum energy consumption, as
shown in Fig. 6. At this time, compared with the conventional trajectory, this
curve trajectory performs better. Since fixed-wing UAV can’t hover, so when
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there are multiple GTs need to be severed, the drone which flies along the con-
ventional trajectory 1 needs to spend extra energy to change direction, and the
energy consumption of this hovering steering is very large may even be infinite.
But the UAV flies around the GT along the trajectory 3 with smooth turning
angles, which achieves a good balance between rate maximization and energy
minimization.

5 Conclusion

This paper studies a new trajectory of the UAV which can save more energy for
long endurance. By exploiting the conventional trajectory that cross the GT’s
center and a straight flight path which is beside the GT’s center, we design a new
trajectory that combines both features of the former trajectories. Specifically,
this designed trajectory not only ensures an ideal channel quality but also ensure
less energy consumption. Based on these results, a trajectory design algorithm
is proposed to jointly optimize the channel quality and energy consumption.
Numerical results show that when there is little data to be transmitted, the
performance of the curve trajectory is not as ideal as the conventional straight
path, but when there is a large amount of data, the curve trajectory performs
better, which shows the great potential of this new trajectory. The result in this
paper can be further extended by considering the energy efficiency of the UAV.
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Abstract. Thermal Comfort Control for indoor environment is an important
issue in smart city since it is benefit to people’s health and helps to maximize
their working productivity and provide a livable environment. In this paper, we
present an IOT (Internet of Things) based personal thermal comfort model with
automatic regulation. This model employs some environment sensors such as
temperature sensor, humidity sensor, etc., to continuously obtain the general
environmental measurements. Specially, video cameras are also integrated into
the IOT network of sensors to capture the individual’s activity and dressing
condition, which are important factors affecting one’s thermal sensation. The
individual’s condition image can be mapped into different metabolic rates and
different clothing insulations by machine learning classification algorithm. Then,
all the captured or converted data are fed into a PMV (Predicted Mean Vote)
model to learn the individual’s thermal comfort level. In the prediction stage, we
introduce the cuckoo search algorithm to solve the air temperature and air
velocity with the learnt thermal comfort level, which is convergent rapidly. Our
experiments demonstrate that the metabolic rates and clothing insulation have
great effect on personal thermal comfort, and our model with video capture helps
to obtain the variant values regularly, thus maintains the individual’s thermal
comfort balance in spite of the variation of activity or clothing.

Keywords: Thermal comfort control � IOT � PMV � Cuckoo search algorithm

1 Introduction

Nowadays, people spend most of their time in enclosed environment, especially for
vulnerable senior and younger populations [1]. The indoor environment has great
impact on people’s health and life comfort. One of the most common requirements of
human beings for indoor environment is thermal comfort, which is defined as the
subjective satisfaction evaluation for the surrounding thermal environment. It has been
reported that thermal comfort is of great importance to health, happiness, creative
ability and working efficiency. For these reasons, indoor thermal comfort control by
optimal setting has become of increasing concern in both scientific and industrial
communities. However, due to the non-linear mapping between various environmental
variables and personal preferences, as well as the complexity of thermodynamics of
human body, the thermal comfort environment control is still a challenging task.
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Considering an optimal thermal comfort control system that predicts an individual’s
thermal comfort in an indoor environment automatically, compares it with the ideal
value and makes calibrations in time by adjusting the set point (such as air temperature
and air velocity) of an air conditioning system of a building. The key to the system is a
thermal comfort model that simulates the individual’s thermal sensation accurately.
Fanger’s PMV model [2, 3] is the dominant model, which has been adopted as an
international standard in ISO 7730. It is represented by a heat balance equation
describing the heat energy transfer from the body to the environment. Depending on the
mean vote of thermal comfort from a group of individuals exposed to certain thermal
conditions for some time, the model will consider a PMV index comfortable only when
at least 95% of respondents are satisfied to this condition. Here, the thermal vote is
scaled into 7 integer levels between −3 and 3 on the ASHRAE scale. Despite being
widely accepted, the model appears some limitations in practice. For example, the
model often need the user’s feedback about his/her activity, and allocate the corre-
sponding assumption constant for this user. This is not convenient for elder or younger
people. It is often the same case to obtain user’s clothing regularly.

In this work, we propose a thermal comfort control scheme for personal thermal
balance adjustment with automation. It captures the capabilities of IOT network to
incorporate video camera as well as normal environment sensors together. In which, the
video camera is used to capture the individual’s activity and clothing condition regu-
larly, which will be converted into metabolic rate and clothing insulation by machine
learning algorithm accordingly. Then all the captured or converted data are exploited to
learn the PMV index, which reflecting the individual’s living habit and thermal comfort
preference. At last, the learnt personal PMV index value is used to predict the air
temperature and air velocity of the air conditioning system for environment calibration.
We derived the solution optimization process for proposed model by Cuckoo Search
algorithm, which can be convergent quickly. In the experiment, we analyzed the effect
of different factors such as metabolic rate, clothing insulation, and air humidity, on the
predicted solution in the thermal comfort model.

The rest of this paper is organized as follows. In Sect. 2, we give a brief intro-
duction to the PMV index equation. Then in Sect. 3, we present the framework of our
thermal control system, the optimization algorithm and the procedure of solution
determination. Section 4 shows the obtained results and analysis based on our optimal
PMV model. Section 5 concludes the paper.

2 PMV Model

PMV is able to predict the average response about thermal sensation of a group of
people exposed to certain thermal conditions for a long time. The index can be esti-
mated as a thermal balance function considering the human body as a whole entity,
which deals with the following six variables: metabolic rate Mð Þ, air temperature tað Þ,
mean radiant temperature trð Þ, air humidity /að Þ, air velocity tað Þ and clothing insu-
lation Iclð Þ. Equations (1)–(5) show the function relations with all the variables.
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PMV ¼ ½0:303 expð�0:036MÞþ 0:275�
� fM �W � 3:05½5:733� 0:007ðM �WÞ � Pa�
� 0:42ðM �W � 58:15Þ � 0:0173Mð5:867� PaÞ
� 0:0014Mð34� taÞ � fclhcðtcl � taÞ
� 3:96� 10�8fcl½ðtcl þ 273Þ4 � ðtr þ 273Þ4�g

ð1Þ

Where

Pa ¼ ua � EXP½16:6536� 4030:183=ðta þ 235Þ� ð2Þ

tcl ¼ 35:7� 0:028ðM �WÞ
� Iclf3:96� 10�8 � fcl½ðtcl þ 273Þ4

� ðtr þ 273Þ4� þ fclhcðtcl � taÞg
ð3Þ

hc ¼ 2:38ðtcl � taÞ0:25; 2:38ðtcl � taÞ0:25 [ 12:1
ffiffiffiffiffi
ta

p
12:1

ffiffiffiffiffi
ta

p
; 2:38ðtcl � taÞ0:25 � 12:1

ffiffiffiffiffi
ta

p
(

ð4Þ

fcl ¼ 1:00þ 1:290Icl; Icl � 0:078
1:05þ 0:645Icl; Icl [ 0:078

�
ð5Þ

Most values of these variables are acquired by sensors. However, clothing insu-
lation and human activity are variables not easily accessed since they depend on the
individual’s current situation at a time. Conventionally, the values related to both
variables under different conditions can be found in manuals and standards [4]. Then,
the resulting 7 PMV scales are: 0 neutral, ±1 slightly warm/cool, ±2 warm/cool, ±3
hot/cold. Hence, the simplest way to guarantee thermal comfort conditions in a certain
environment is to keep PMV index value at 0.

3 Proposed Thermal Comfort Control System

In this section, we present the architecture of our thermal comfort control system,
parameter determine approaches for PMV thermal comfort model in detail, followed by
the model optimization algorithm.

Figure 1 describes the framework of our personal thermal comfort control system.
The sensors network is composed of several sensors connected together by IOT. In

which, the temperature sensor, humidity sensor and air velocity sensor are used to
capture the indoor environment information; video camera is used to monitor the
individual’s personal information, such as activity condition and clothing condition.
Then, machine learning method is used to classify the individual’s clothing captured
and map classification result to the clothing insulation value; similarly, the activity
condition is classified into 3 states (sitting, sleeping, and activity) corresponds to the of
metabolic rate. Next, the PMV index is calculated by Eqs. (1)–(5) based on the
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obtained factors. The mean value of PMV recorded for a period is used for the indi-
vidual’s personal PMV, which reflecting the individual’s living habit and preference.
At last, in the prediction stage, we deduce the air temperature and air velocity through
the learnt personal PMV by the PMV model. If the system finds a mismatch between
predicted air temperature as well as velocity and the measured values, it will adjust the
air conditioner controller automatically. The presented system tries to keep the balance
between occupant’s thermal sensation and expectation by minimizing the mismatch
between demand and supply for thermal dynamic mechanics. Thus, it also avoids the
energy wastage, and improves the energy efficiency.

3.1 Parameter Determination

PMV model depends on 6 factors actually, including the air temperature ta, mean
radiant temperature tr, air velocity ta, comparative air humidity /a, metabolic rate M,
and clothing surface temperature tcl.

Calculation of clothing surface temperature tcl and convective heat transfer
coefficient hc. From Eqs. (1)–(5), we can see PMV model deals with several complex
expression. Especially for Eqs. (3) and (4), in which the calculation of two intermediate
variables clothing surface temperature tcl and the convective heat transfer coefficient hc
depends on each other. In this paper, we try to calculate the two variables by iteration
method.

From Eq. (3), let

Fðtcl; hcÞ ¼ 35:7� 0:028ðM �WÞ
� Iclf3:96� 10�8 � fcl½ðtcl þ 273Þ4

� ðtr þ 273Þ4� þ fclhcðtcl � taÞg � tcl

ð6Þ

Then, Eqs. (3) and (4) is expressed as follows:

Fðtcl; hcÞ ¼ 0

hc ¼ 2:38ðtcl � taÞ0:25 when 2:38ðtcl � taÞ0:25 [ 12:1
ffiffiffiffiffi
ta

p
12:1

ffiffiffiffiffi
ta

p
when 2:38ðtcl � taÞ0:25 � 12:1

ffiffiffiffiffi
ta

p
(8><

>: ð7Þ

Fig. 1. Schematic illustration of the proposed thermal comfort control system.
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Equation (7) is solved by iteration. First, set a search range for the value of tcl in
20 °C–40 °C. Then, for each fixed value of tcl, calculate hc by Eq. (4); Next, calculate
Fðtcl; hcÞ by Eq. (6). Repeat the above two steps until Fðtcl; hcÞ approaches to zero.

Obtain metabolic rate M and clothing insulation Icl by image classification. In
Fanger’s study, three classes of activity condition have been given with the corre-
sponding metabolic rate, as seen in Table 1. Thus the images we captured for activity
classification are divided into 3 classes accordingly. An activity classifier is trained first
to get the mapping between activity condition in the image and the metabolic rate.
Then, given a new image, the classifier is used to predict the corresponding activity
condition, and further, find the metabolic rate.

The clothing insulation is obtained in the similar method, and 4 classes of clothing
have been given with the corresponding clothing insulation, as seen in Table 2.

3.2 Personal PMV Training

By Fanger’s model, the best thermal comfort condition is when PMV = 0. But different
people have different thermal comfort sensation. The thermal sensation may differ in
ages, gender, and health condition, even in physiological and psychological factors.
Thus, the optimization goal of PMV = 0 does not fit all the people, especially for
vulnerable seniors and youngers.

To find a personal PMV, we capture the indoor air temperature, air humidity, and
air velocity by the corresponding sensors, capture the individual’s clothing and activity
condition, and transfer them into corresponding clothing insulation value and metabolic
rate by machine leaning classification algorithm. All the data obtained for a period are
feed into the PMV model to calculate the personal PMV values, which reflect the
person’s living habit and preference. At last, we choose the mean value as the personal
PMV for the preceding model prediction, and note it as PMV0.

Table 1. Different activity conditions and their metabolic rates.

Activity condition Metabolic rate (met)

Sitting 1
Activation 2
Sleeping 0.5

Table 2. Different clothing and their insulations.

Clothing Clothing insulation (clo)

Short sleeves, shorts 0.3
Long sleeves, slacks 0.5
Jacket, sweater 0.7
Padded coat 1.0
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3.3 Model Prediction

Among the six factors relevant to PMV index, we can see the indoor temperature ta and
the air velocity ta can be adjusted by air conditioner. Thus, the issue of thermal comfort
control is converted into an optimization issue of ta and ta simultaneously given a
personal PMV value PMV0 based on PMV model. From Eq. (1), let fitðta; taÞ ¼
PMV � PMV0, then the optimization problem can be formulated as:

argmin
ta;ta

fitðta; taÞj j
s:t:Eq:ð2Þ;Eq:ð3Þ;Eq:ð4Þ;Eq:ð5Þ

(
ð8Þ

Equation (8) is a continuous optimization problem. We employ the CS (Cuckoo
Search) algorithm [5] to solve this problem. CS algorithm is inspired by the obligate
brood parasitism of some cuckoo species laying their eggs in the nests of other host
birds. It assumes that the host bird discovers the egg laid by cuckoo with a probability
of P 2 ½0; 1�. In this case, the host will throw the egg or abandon the nest to build a new
one. Thus, the process of finding the solution of an optimal problem is a cuckoo search
process, where each cuckoo nest corresponds to a solution, and the optimal solution is
evaluated by fitness function. Then we describe the process of solving Eq. (8) by CS
algorithm as follows.

Denote by X ¼ ½X1;X2; . . .;Xi; . . .;XN � 2 R2�N the original research space formed
by N cuckoos, where each column Xi ¼ ½x1i; x2i�T , i ¼ 1; 2; . . .;Nð Þ, is the ith cukcoo
of two dimension. x1i and x2i corresponds to ta and ta in Eq. (8) respectively. Assume
each cuckoo corresponds to one nest, and each nest a solution. The optimization
procedure of CS algorithm is to update the nest Xt

i Iteratively, where t indexes an
iteration. In each iteration, there are two steps to update the cuckoos:

① Given the current host nests Xt, get new N Cuckoo nests XL 2 R2�N randomly
by Levy flight:

XL ¼ Xt þ a � LðkÞ ð9Þ

Where a ¼ ½a1; a2� 2 R2�N is a constant parameter matrix related to the scales of the
problem of interest and is often chosen such that the flight step should not be
aggressive. Here, we set a1 ¼ 1, and a2 ¼ 0:0625. The product � means entry-wise
multiplications. LðkÞ 2 R2�N is the step size matrix of random walk through Levy
flight.

Generally, the next location after a random walk only depends on the current
location and the Levy step. The Levy step is taken from the Levy distribution, which
represented as:

LðkÞ ¼ U

Zj j 1
ðk�1Þ

; ð1\k\3Þ ð10Þ

Where U and Z are obtained from a normal distribution U	Nð0; r2UÞ;Z	Nð0; 1Þ, and
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rUðkÞ ¼
C 1þ kð Þ sin pk

2

� �
kC 1þ k

2

� �
2

k�1
2ð Þ

" #1
k

ð11Þ

Then, the original host nests Xt
i and the new generated cuckoo nests XLi will be

compared by fitness function F ¼ fitð�Þ and the better ones will be kept as Xtþ 1
i .

② Next, the host throws the egg of cuckoos away or abandons the nest to build
one in a new location randomly. This step commonly use the preference random
walk, which make use of the other nests similarity [6]. Thus the new built nests
XR 2 R2�N is depicted as:

XR ¼ Xt þ c �HeavisideðP� eÞ � ðXt0 � Xt00Þ ð12Þ

Where, c and e are random obeying uniform distribution, Heavisideð�Þ is a jump
function, which is described as:

HeavisideðhÞ ¼ 1; h[ 0
0; h\0

�
ð13Þ

Xt0 and Xt00 are two nest arrays, each of them is the result matrix changing the
column order of Xt randomly. Then the better solutions will be determined by fitness
function similar to step①. And the best solution is find by ranking. In the experiments,
we set Pa ¼ 0:25, number of cuckoos N ¼ 50, d is set 0.0001, maximum iteration is
30, ta and ta are limited in [15, 32] and [0, 0.5]. We observed that the CS optimization
converge rapidly. Figure 2 plots the changing values of the fitness function in the
convergence process.

4 Experiments

In this section, we will give the result of proposed thermal control system as well as the
results analysis.

4.1 Experimental Settings

In our experiment, we assume the mean radiant temperature tr is equal to the air
temperature ta. The indoor air velocity ta is limited not more than 0.5 m/s. We do the
experiment 20 times and get 20 solutions for each setup.
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4.2 Prediction Results for Thermal Comfort

The number of solutions that satisfied the given thermal comfort requirement is not
limited to one. Table 3 gives some examples of predicted result when metabolic rate
M ¼ 1 met, and clothing insulation Icl ¼ 0:5 clo with humidity changing between 20%
and 80%. In which, ta and ta represent the solution with the air temperature nearest to
the mean value. We define Dta as the relative variation of the predicted air temperature,
which is calculated by:

Dta ¼ tamax � tamin

tamin
� 100% ð14Þ

Where tamin and vamin is the solution with the minimum value, tamax and vamax the
maximum.

Fig. 2. The convergence of the cuckoo search optimization

Table 3. Results of the thermal control system with variation of comparative humidity ua,
keeping metabolic rate M ¼ 1 met, and clothing insulation Icl ¼ 0:5 clo.

ua %ð Þ ta 
Cð Þ ta m=sð Þ Dta %ð Þ
20 27.69 0.24 5.4
30 27.34 0.21 6.5
40 27.00 0.19 6.7
50 26.72 0.18 6.8
60 26.09 0.12 6.9
70 26.66 0.27 7.1
80 26.04 0.18 7.3

370 M. Zang et al.



From Table 3, we can observe:

(1) With the humidity increase from 20% to 80%, the predicted temperature for
thermal comfort will decrease by 6%. While the corresponding air velocity is
always changing in the whole given range. This shows that the humidity has a
comparatively small effect on the predicted air temperature, and nearly has no
effect on the air velocity.

(2) With the humidity increase, the relative variation of the air temperature Dta is
increasing, which shows that the adjustable scope of air temperature for the
thermal control system is enlarged with the increase of humidity.

(3) The solutions being satisfied to a given fitness requirement are more than one,
which may provide the adjustment flexibility for our system and the possibility to
find a common or similar thermal comfort setting for an indoor environment with
more person who have different preferences.

Table 4 gives some examples of predicted result when humidity ua ¼ 50% fixed
and metabolic rate M and clothing insulation Icl changing in the range of [0.5, 1, 2] met
and [0.3, 0.5, 0.7, 1.0] clo respectively.

From Table 4, we can observe:

(1) Keeping the metabolic rate M fixed as 0.5 met, increase the clothing insulation
from 0.3 clo to 1.0 clo, the predicted temperature for thermal comfort will
decrease by 8.4%, accordingly, the predicted temperature will decrease by 14.6%
when M is set 1 met, and 28% when M is 2 met. While the corresponding air
velocity is always changing in the given range. This shows that the clothing
insulation has a clear effect on the predicted air temperature, and has little effect
on the air velocity. Also, the effect is increasing greatly with the increase of
metabolic rate.

Table 4. Results of the thermal control system with variation of metabolic rate M and clothing
insulation Icl, keeping comparative humidity ua ¼ 50%.

M metð Þ Icl cloð Þ ta 
Cð Þ ta m=sð Þ Dta %ð Þ
0.5 0.3 30.49 0.14 4.51

0.5 29.95 0.19 4.36
0.7 29.10 0.17 4.41
1.0 27.93 0.16 4.45

1 0.3 27.90 0.20 6.64
0.5 26.76 0.19 6.83
0.7 25.40 0.16 6.98
1.0 23.83 0.17 7.04

2 0.3 22.68 0.24 12.65
0.5 20.76 0.23 13.40
0.7 18.73 0.21 14.03
1.0 16.11 0.23 15.40
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(2) Keeping the clothing insulation Icl fixed as 0.3 clo, increase the metabolic rate
from 0.5 met to 2 met, the predicted temperature for thermal comfort will decrease
by 25.6%. Accordingly, the predicted temperature will decrease by 30.7% when
Icl is set 0.5 clo; by 35.6% when Icl is 0.7 clo; and by 42.2% when Icl is 1.0 clo.
While the corresponding air velocity is always changing in the given range. This
shows that the metabolic rate has the most important effect on the predicted air
temperature, and little effect on the air velocity. Also, the effect is increasing
greatly with the increase of clothing insulation. Thus, the introduction of video
camera in our proposed system will help to keep the thermal comfort effectively
and flexibly.

(3) With the increase of metabolic rate and clothing insulation, the relative variation
of the air temperature Dta is increasing except the case when Icl ¼ 0:3 clo and
M = 0.5 met, which shows that the adjustable scope of air temperature for the
thermal control system is enlarged with the increase of metabolic rate and clothing
insulation.

(4) The multiple solutions in a certain condition also provide possibility to use the
system in the environment with more persons.

5 Conclusions

In this paper, we present a personal thermal comfort control model for indoor envi-
ronment, which integrates the video camera into conventional sensors into an IOT
network for data acquisition. To facilitate the individuality of our model, the system
combines personal information including activity and clothing condition from the video
camera with environment measurements such as temperature, humidity, and air
velocity. And the individual’s thermal comfort is kept by continuous calibration of the
air temperature and air velocity using PVM model. We deduced the solution opti-
mization based on Cuckoo Search algorithm. Experiment result shows our model
optimization process is convergent rapidly, which demonstrates the practicability of our
proposed model. Furthermore, the results analysis show the humidity has smaller effect
on thermal comfort compared to metabolic rate and clothing, which shows that we
could pay less attention to the humidity in the future studies. Also, the multiple
solutions for thermal comfort in a certain condition illustrate the potential for energy
saving and the possible application of our model in environment with more than one
person. For future work, we intend to make use of big data captured from more
transducer, and integrate the big data driven cluster [7, 8] into the system to provide
more optimal control strategy.
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Abstract. CNN-based visual trackers has been successfully applied to
surveillance networks. Some trackers apply sliding-window method to
generate candidate samples which is the input of network. However, some
candidate samples containing too much background regions are mistak-
enly used for target tracking, which leads to a drift problem. To miti-
gate this problem, we propose a novel Context Adaptive Visual tracker
(CAVT), which discards the patches containing too much background
regions and constructs a robust appearance model of tracking targets.
The proposed method first formulates a weighted similarity function to
construct a pure target region. The pure target region and the surround-
ing area of the bounding box are used as a target prior and a background
prior, respectively. Then the method exploits both the target prior and
background prior to distinguish target and background regions from the
bounding box. Experiments on a challenging benchmark OTB demon-
strate that the proposed CAVT algorithm performs favorably compared
to several state-of-the-art methods.

Keywords: Visual tracking · Surveillance network

1 Introduction

Visual tracking is one of the most fundamental problems in computer vision with
various applications such as surveillance and vehicle navigation. Despite great
progress has been made over the past decade, it remains a challenging problem
to design a robust tracker due to factors such as occlusion, illumination changes
and geometric deformations, etc.

Recently, CNN-based discriminative tracking methods have been proven to be
capable to achieve favorable tracking performance. Particularly, some trackers
use sliding-window method to generate candidate samples which is the input
of network. Although achieved the encouraging results both in accuracy and
robustness, some candidate samples containing too much background regions

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019

Published by Springer Nature Switzerland AG 2019. All Rights Reserved

S. Han et al. (Eds.): AICON 2019, LNICST 286, pp. 374–382, 2019.

https://doi.org/10.1007/978-3-030-22968-9_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_33&domain=pdf
https://doi.org/10.1007/978-3-030-22968-9_33


Context Adaptive Visual Tracker in Surveillance Networks 375

are mistakenly used for target tracking, which leads to a drift problem. The
reason is as follows.

At the initial frame of a video sequence, the patches of a tracking target
are sampled from the region which is manually labeled as a target bounding
box (a rectangular box). The patches of the tracking target are input to the
network to extract the feature of the target, and then the classifier distinguishes
the patches as the target or background. The appearance of a tracking target is
usually irregular, however, the target bounding box is regular. As a result, the
target bounding box contains some background regions. Since the patches are
extracted from the bounding box, some of the patches may contain too much
background regions, which may cause inaccurate tracking results. Moreover, the
inaccurate tracking results may spread to the subsequent frames, thus leading
to a drifting problem. Besides, the error produced in tracking process would
gradually accumulate and propagate, resulting in poor performance in long-term
tracking.

To combat this problem, the paper proposes a context adaptive learning
method and for visual tracking. We propose a method to distinguish target
and background regions from the bounding box. First, we formulate a weighted
similarity function to construct a pure target region that has no background
regions. The pure target region is used as a target prior and the surrounding
area of a bounding box are used as a background prior. We exploit both the
target prior and background prior to distinguish target and background regions
from the bounding box. Patches which contain too much background regions
could be discard to construct a robust appearance model of tracking targets.

2 The Proposed Context Adaptive Tracker

In this section, we will provide the details of the proposed context adaptive
tracker. We use CNN-SVM [1] as baseline. We detail the process of extracting
target region from target bounding box. This process is crucial to alleviate the
drifting problem caused by inaccurate appearance representation of tracking
target.

2.1 Superpixel-Based Pure Target Region Extraction

For a given image, the image domain consists of two parts: the target bounding
box region Tr and its surrounding background region Br. The region Tr could
be obtained by the manually labeled ground truth X = [x, y, w, h] ∈ �4 in the
initial frame. (x, y) is the center location of the tracking target; w and h denote
its weight and height in x-axis and y-axis, respectively.

At the initial frame of a video sequence, we segment the context region (The
bounding box of the context region could be represented by Xr = [x, y, λw, λh] ∈
�4. The λ > 1 is a constant parameter, which controls the size of the context
region.) into N superpixels set S = {s1, · · · , sn, · · · , sN} for further processing.
Here any edge preserving superpixel methods can be used and SLIC algorithm
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is adopted in our paper. The input image is segmented into multiple uniform
and compact region. For a certain superpixel SN , we have:

ln(Sn) =

{
1, if Sn ∈ Tp

0, if Sn ∈ Br

(1)

where ln(Sn) denotes the label of superpixel sn, the region Tp are set to γ(γ < 1)
time the target bounding box and is a constant parameter which is employed
to construct a pure target region. The value of γ should not be set too large
to ensure the region Tp to have abundant features of tracking target. However,
tracking targets always have irregular sizes, leading to the region Tp still with
some outliers which should be classified into background region. For further
processing, it is worthy to construct a pure target region without outliers.

Given in the region Tp, we seek the most reliable target superpixels to con-
struct a pure target region by using a weighted similarity function. Compared
with the superpixels belonging to the pure target region, the number of outliers
which are dissimilar with target in appearance, always occupy a little of propor-
tion. The appearance of outliers always is different with the target superpixels,
while several superpixels which are similar to a target superpixel can usually be
found in the pure target region. Thus, a method that examines the similarity
between each superpixel was proposed to detect outliers based on the Kernelized
Correlation Filters.

cp
i

.=
∑

Sj∈Tp

max(�(I(si)wp
s))

⊙
�(I(sj)wp

s)wp
si

, si ∈ Tp (2)

where cp
i is defined as a likelihood of the superpixel si belonging to the tracking

target or the background, � denotes the Fast Fourier Transform function and⊙
is the element-wise product, I(si) denotes image intensity of a rectangular

patch which could contain the superpixel si. A spatial weight function wp
si

is
defined by

wp
si

.= exp(−‖zsi
− (x, y)‖2
(σp)2

) (3)

where context location zsi
is the center of superpixel si, is a scale parameter of

the region Tp.
The Ns number of patches with lowest score of cp

i computed by Eq. (2) are
regarded as outliers. Ns is an integer parameter which is used to control the
number of outliers. Due to the outliers are more likely to be background, they
should not be used to exploit target prior. A pure target region T ∗

r is defined
without the outliers. Assume that T ∗

r is only composed by a set of superpixels
which belong to tracking target, we only need to distinguish the rest of region
T

′
r . And the ln(Sn) is updated as

ln(Sn) =

{
1, if Sn ∈ T ∗

r

0, if Sn ∈ Br

(4)
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2.2 Target and Background Likelihood

Assume pure target region as target prior and surrounding of the target bounding
box as background prior, the similarity metrics between each superpixel sn ∈ T

′
r ,

target and background likelihood are calculated for distinguishing the region T
′
r ,

respectively. Given a set of superpixels S, an undirected graph ζ = (ν, ξ) is con-
structed to reveal the connection relationships (similarity metrics) between T

′
r ,

T ∗
r and Br, where ν = {ν1, . . . , νn, . . . , νN} denotes a set of nodes corresponding

to superpixels set S and ξ is a set of undirected edges corresponding to nodes set
ν. We define mean feature vectors νlab

n in the CIELAB color space and geometric
center νgeo

n on Euclidean distance for each node. The νlab
n and νlab

n are widely
used in many algorithms to simplify further processing, due to their advantages
of high-efficiency and superior appearance representation.

An initial regular graph where each node is only connected to its immediate
neighbors is established by us. The adjacency matrix of the graph ζ is defined to
be A = [aij ]N×N . If the nodes νi and νj are immediate neighbors, then aij

.= 1,
otherwise aij

.= 0. We subsequently define target and background edges based
on the initial regular graph for calculating similarity metrics between T

′
r , T ∗

r and
Br, respectively.

For each node νn ∈ T ∗
r , we consider it as an initial node, and connect it

with its immediate and mediate neighbors. These neighbors are restricted to
the target bounding box region Tr. The color feature constraint is considered
to ensure the similarity between the initial node and its neighbors. Besides, the
connections among these nodes are constrained by spatial geometric distance.
The rule can be represented as:

ξ
T ∗
r

i
.= {(si, sj)|aij = 1, νlab

ij ≤ Th
T ∗
r

ij , si ∈ T ∗
r , sj ∈ Tr}

∪ {(si, sn)|ajn = 1, νlab
in ≤ Th

T ∗
r

in , sn ∈ Tr}
∪ {(si, sk)|ank = 1, νlab

ik ≤ Th
T ∗
r

ik , sk ∈ Tr}
∪ {(si, sl)|akl = 1, νlab

il ≤ Th
T ∗
r

il , sl ∈ Tr}
Th

T ∗
r

ij
.= αT ∗

r
· max νlab

il · wn

Zj
, si ∈ T ∗

r , sj , sm ∈ Tr

(5)

where the ξ
T ∗
r

i is a target edge corresponding to the node νi ∈ T ∗
r , νlab

ij
.=

‖νlab
i − νlab

j ‖ is a measure of visual similarity between superpixel si and sj in
the CIELAB color space, αT ∗

r
is a fixed parameter which is used to ensure the

similarity between the superpixel corresponding to the initial node and its neigh-
bors, σgeo

j is the variance of all the νgeo
j corresponding to the set of superpixels

sgeo .= {sj |νlab
ij ≤ αT ∗

r
·max νlab

im , si ∈ T ∗
r , sj ∈ Tr}, νgeo

ij
.= ‖νgeo

i −νgeo
j ‖ is spatial

geometric distance in euclidean space, Th
T ∗
r

ij is an adaptive threshold to deter-
mine whether the superpixel si is similar with the superpixel sj , wn is a threshold
weight function and will be defined in detail in the following paragraphs, Zj is
a normalization factor to ensure that

∑
si∈sgeo

wn

Zj

.= 1.
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Considering in the target bounding box region Tr, the central position of
a superpixel which is near to the tracking target center, indicating that the
superpixel is more likely to belong to tracking target. Furthermore, the near the
geometric distance between the superpixel si and sj is, the more likely that the
superpixel sj is similar to the superpixel si. Thus, different weight should be
set for the adaptive threshold Th

T ∗
r

ij at different position of a superpixel. The
threshold weight function is defined as:

wn =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

exp(− νgeo
ij

(σgeo
c1i

)2
) if Sn ∈ T ∗

r

exp(−
min ‖νgeo

n − νgeo
center ± ( w

2γ , h
2γ )‖2

(σgeo)2
)

× exp(− νgeo
ij

(σgeo
c1i

)2
) if Sn ∈ T

′
r

(6)

where σgeo is the variance of all the νgeo
n corresponding to the set of superpixels

sn ∈ T
′
r , νgeo

center is geometric center of the superpixel which locates to the cen-

ter of the tracking target, exp(− νgeo
ij

(σgeo

c1
i

)2
) measures the spatial variance between

the superpixel si and sj . Given a superpixel sn ∈ T
′
r , the larger the value of

the threshold weight function, the more probable it will be connected with the
superpixel si ∈ T ∗

r .
We could obtain the each target edge ξ

T ∗
r

i through Eq. (5) and define the set
of target edges ξT ∗

r as ξT ∗
r

.= [ξT ∗
r

1 · · · ξT ∗
r

i · · · ξT ∗
r

NT
], where NT is the total number

of superpixels which belong to the pure target region T ∗
r . In each target edge

ξ
T ∗
r

i , all the superpixels are similar with the superpixel si which belongs to the
T ∗

r . If a superpixel sn ∈ T
′
r is discovered multiple times in the target edges ξT ∗

r ,
it shows that the superpixel is actually quite similar with the pure target region
T ∗

r and should be categorized into tracking target region. Then we define the
target similarity metric SimT

n as:

SimT
n

.=
NT

n

NT
, {n|sn ∈ T

′
r} (7)

where the NT
n is the number of times that the superpixel sn ∈ T

′
r appears in the

ξT ∗
r .
Besides target prior, we also exploit background prior for distinguishing the

region T
′
r . For a robust performance of visual tracking, our purpose is to distin-

guish the background region from the target bounding box, which may lead to
drift problem. The rule can be represented as:
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ξBr
i

.= {(si, sj)|aij = 1, νlab
ij ≤ αBr

· max νlab
in

si ∈ Br, sj , sn ∈ Br ∪ T
′
r}

∪{(si, sk)|ajk = 1, νlab
ik ≤ αBr

· max νlab
in

sn, sk ∈ Br ∪ T
′
r}

(8)

where the edge ξBr is a background edge corresponding to the node υi ∈ Br,
αBr is a fixed parameter which promise the visual similarity between superpixel
si, sj and sn in the CIELAB color space.

Similarly, the set of background edges ξBr is defined as ξBr = [ξBr
1 . . .

ξBr
i . . . ξBr

NB
], where NB is the total number of superpixels which belong to the

surrounding background region of target bounding box. Then we define the back-
ground similarity metric SimB

n as:

SimB
n

.=
NB

n

NB
, {n|sn ∈ T

′
r} (9)

where the NB
n is the number of times that the superpixel Sn ∈ T

′
r appears in

the ξBr .

2.3 Classification for Superpixel

As aforementioned, we calculate the similarity metrics between each superpixel
Sn ∈ T

′
r , target and background, respectively. Based on these, we could classify

the each superpixel Sn ∈ T
′
r , to indicate whether it belongs to the target or the

background. The label of the superpixel is determined by

ln(Sn) =

{
1, if SimT ≥ SimB

0, if SimT < SimB

(10)

Through Eqs. (4) and (10), we could obtain a complete region of tracking
target.

3 Experiments

In this section, extensively experiments are conducted for the proposed CAVT
method. We first introduce the details of our experimental setup including
parameters, dataset, and evaluation metrics. We then evaluate our method on an
online object tracking benchmark with comparisons to state-of-the-art methods.

3.1 Experimental Setup

The constant parameter is set to 1.35, which means that the size of context
region is initially set to 1.35 times the size of the ground truth target bounding
box. The SLIC algorithm [2] is applied to extract superpixels from the context
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region where the maximal number of superpixels is set 200. The value of outliers
are fixed at 0.8 and 6, respectively, which are used to make sure a pnrificatus
target regions. The threshold αBr and αT ∗

r
are empirically defined as 0.1 and

0.15, respectively. We note that the parameters are fixed in all the experiments.
As for the rest of parameters, we use the default setting of the base CNN-SVM
tracker to prove that our method could improve the effectiveness for part-based
trackers. Dataset and Evaluation Metrics:

We report the evaluation of our proposed CAVT method on the CVPR2013
Online Object Tracking Benchmark (OOTB) [3] that contains 50 fully annotated
sequences with comparisons to state-of-the-art methods. The OOTB is a com-
prehensive benchmark specifically designed for evaluating tracking performance,
which extensively used in the online tracking literature over the past several
years. In OOTB, the quantitative evaluation for the effectiveness of different
trackers is based on four types of metrics. The first metric is mean Center Loca-
tion Error (CLE), which is defined as the average Euclidean distance between the
center of tracking result and the ground truth for each frame. The second metric
is Pascal VOC Overlap Ratio (VOR), which is defined as V OR

.= Area(BT

⋂
BG)

Area(BT

⋃
BG) ,

where BG and BT denote the bounding box of ground truth and the tracking
results, respectively. The rest of metrics are precision plot and success plot which
can measure the overall performance of the different trackers. The precision plot
demonstrates the percentage of successfully tracked frames on which the CLE
of a tracker is within a given threshold. The success plot also illustrates the per-
centage of successfully tracked frames by measuring the Intersection Over Union
(IOU) metrics on each frame. The area under curve (AUC) score is used to rank
the tracking algorithms in both the precision plot and success plot.

3.2 Comparison with State-of-the-Arts

In this paper, we compare the proposed tracker on the OOTB with 34 represen-
tative tracking methods. Among the competitor trackers, we first consider those
29 popular approaches whose results are available in OOTB including TLD [4],
etc. The 29 popular trackers can be referred to [3] in details. And on top of these,
other 6 recently published state-of-the-art trackers with their shared source code:
CNN-SVM [1], RPT [5], KCF [6], CNT [7], SAMF [8] and MEEM [9].

To quantitatively compare all the 34 trackers, we use the original software
provided by [3] to compute both precision and success plots in Fig. 1. Following
the setting in [3], we conduct all the experiments using one-pass evaluation
(OPE) strategy for fair comparison with the state-of-the-art trackers. The OPE is
computed by running a tracker throughout a video sequence with initialization by
the ground truth in the initial frame. The performance gap between our tracker
and the second best tracker in the literature is 0.3% in tracking precision measure
and 2.7% in success measure under OPE; the proposed tracker achieves 85.5%
and 62.4% accuracy while the base tracker is 85.2% and 59.7% (CNN-SVM). It is
obvious that both the precision and success plots demonstrate that the proposed
tracker performs well against the competitors. The precision and success plots
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Fig. 1. Precision and success plots of the OPE and Overlap success plots for 11 chal-
lenging attributes. The legend contains the AUC score for each tracker. The proposed
CAVT method performs favorably against the state-of-the-art trackers when evaluating
with 11 challenging factors.
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illustrate the overall performance over all the 50 sequences. For better evaluation
and analysis of the strength and weakness of tracking approaches, we analyze
the performance of trackers based on the 11 attributes of image sequences in
Fig. 1. Note that, the proposed CAVT performs well, especially in dealing with
challenging factors including BC, FM and IPR. For each plot, only the top ten
trackers are displayed for presentation clarity.

4 Conclusion

In this paper, we propose a generic context adaptive learning approach for
improving the performance of CNN-based methods which use the sliding-window
method to generate candidate samples. To overcome the drifting problem of
state-of-the-art CNN-based trackers, we exploit the intrinsic relationship among
target regions and background regions to identify distracting regions contain-
ing too much background. Extensive experiment results on benchmark dataset
demonstrates that the proposed CAVT method can achieve competitive accu-
racy on challenging sequences and significantly improve the performance of the
base tracker.
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Abstract. The APIT algorithm has become a popular technology for indoor
localization due to its simplicity and low power consumption. However, the
APIT algorithm often has misjudgments of In-to-Out in practical applications.
And a large number of nodes cannot be located, when the density of anchor
nodes (AN) is low. For this, this paper proposes a joint coefficient triangle APIT
localization algorithm (JCTA). First, an effective triangle decision method is
proposed. Then, the RSSI localization, the maximum likelihood method, and the
weighted triangular coordinate calculation method are introduced and combined.
Finally, an iterative co-location idea is used to locate the pending node (NP).
The simulation results show that the JCTA algorithm can show good perfor-
mance in terms of localization coverage rate and localization error about nodes.

Keywords: Indoor localization � Misjudgments of In-to-Out � APIT �
Iterative co-location

1 Introduction

As the importance of location information in the WSN increases, various nodes
localization algorithms emerge continuously. Among them, the location method based
on ranging includes: the bias reduction method using the source locating explicit
solution of TDOA [1], Received Signal Strength Indicator (RSSI) [2], RSSI-based
automatic positioning method [3], etc. Although they can achieve high localization
accuracy, they are costly. In contrast, location algorithms based non-ranging are low
cost and can meet the requirements of localization accuracy for most applications.
Among them, the typical non-ranging algorithms includes: an adaptive location algo-
rithm based on APIT proposed for nodes randomly distributed in WSN [4], three-
dimensional localization algorithm of APIT based on tetrahedral centroid iteration [5],
and the traditional APIT algorithm [6]. Although the above algorithms can complete
the localization of the nodes under certain conditions, the localization accuracy of the
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APIT algorithm depends on the locations of adjacent ANs and is susceptible to the
density and distribution of sensor nodes. To this end, a JCTA algorithm is proposed to
reduce the localization error and increase the localization coverage rate of nodes.

2 APIT Algorithm

The principle of APIT [7] is to use the ANs around the Pending Node (PN) to
determine whether the PN is within a triangle consisting of ANs. And the APIT
algorithm is invalid when the number of ANs around the PN is less than 3 or the ANs
cannot form a valid triangle. We assume that there are C3

N triangles composed of N ANs
around the PN, and it is determined by the APIT that there are M effective triangles.
And different effective triangles have different roles in the evaluation.

A tricky issue with APIT is the misjudgments of In-to-Out [8]. As shown in Fig. 1,
when the node D is in the inner boundary of the ΔABC, if the node D moves toward the
node 4, the node D may be judged to be outside the ΔABC.

The limitation of the APIT algorithm is that it requires a high density of ANs and a
large communication radius. If the above requirements are not met, a large number of
nodes cannot be located and the localization error will be large.

3 Proposed JCTA Algorithm

Aiming at the problems in APIT application, a JCTA algorithm is proposed. The
algorithm includes determining effective triangles, RSSI assisted locating, maximum
likelihood coordinate estimations and weighted triangle coordinate calculations, and
interactive communication between nodes. Figure 2 depicts the overall flow chart of
the JCTA algorithm. The detailed steps are as follows:

Step 1. Define the identification information of the node by u_f = 0 represents a PN
that is not located, u_f = 1 represents a known AN, u_f = 2 represents a PN that has
been located.
Step 2. The PN collects the transmitted signal power from the neighbor ANs.

4

A

BC

D

1

32

Fig. 1. Misjudgments of In-to-Out in APIT algorithm
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Step 3. Determine whether the number of ANs is no less than 3. If yes, go to step 4; If
no, terminate the locating and set the node ID to u_f = 0.
Step 4. Determine whether the PN is within the triangle by APIT algorithm, and if so,
the triangle is a valid triangle. However, the PN is considered to be outside the triangle

Fig. 2. Flow chart of the JCTA
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only when the number of neighbor ANs outside the triangle exceeds the threshold
N. And the calculation of threshold is in (1):

N ¼ l� n ð1Þ

where l is the scale factor, n is the number of neighbor ANs involved in the decision,
N is the threshold for the number of qualified neighbor ANs.

Step 5. Take RSSI to assist the localization. Assume that there are M valid triangles
determined by step 4. Write the i-th valid triangle as DAiBiCi The distance is calculated
from Ai, Bi, Ci of ANs to Di of PN denoted by lAi, lBi, lCi.

First, according to the WiFi locating technology, the transmit power PAi ; PBi ; PCi

and received signal strength RSSIAi ; RSSIBi ; RSSICi of the ANs can be obtained.
Then, calculate the distance of lAi, lBi, lCi, based on RSSI as in (2).

RSSIðlÞ ¼ PT � PLðl0Þ � 10qlg
l
l0

� �
þXr ð2Þ

where RSSI(l) is the signal strength received by the node, PT is sending energy, PL(l0)
is signal strength received by the node when the reference distance is l0, q is the scale
factor between path length and path loss, Xr is a Gaussian random variable with a
mean of 0 and a variance of r2.

Step 6. Estimate coordinates by maximum likelihood method. Assume that the coor-
dinates of the ANs are (XAi, YAi), (XBi, YBi), (XCi, YCi), the coordinate of PN is (XDi, YDi).
According to the relationship between distance and coordinates, the coordinates of NPs
can be obtained based on the maximum likelihood method. As in (3):

ðXAi � XDiÞ2 þðYAi � YDiÞ2 ¼ l2Ai
ðXBi � XDiÞ2 þðYBi � YDiÞ2 ¼ l2Bi
ðXCi � XDiÞ2 þðYCi � YDiÞ2 ¼ l2Ci

8<
: ð3Þ

Convert (3) to a linear system of equations as (4):

X2
Ai � X2

Ci � 2ðXAi � XCiÞXDi þ Y2
Ai � Y2

Ci � 2ðYAi � YciÞXDi ¼ l2Ai � l2Ci
X2
Bi � X2

Ci � 2ðXBi � XCiÞXDi þ Y2
Bi � Y2

Ci � 2ðYBi � YciÞXDi ¼ l2Bi � l2Ci

�
ð4Þ

Transform (4) into a matrix form of least squares:

BX ¼ c ð5Þ

B ¼ 2ðXAi � XCiÞ 2ðYAi � YCiÞ
2ðXBi � XCiÞ 2ðYBi � YCiÞ
� �

ð6Þ
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c ¼ X2
Ai � X2

Ci þ Y2
Ai � Y2

Ci þ l2Ci � l2Ai
X2
Bi � X2

Ci þ Y2
Bi � Y2

Ci þ l2Ci � l2Bi

� �
ð7Þ

X ¼ XDi

YDi

� �
ð8Þ

Thus, the location coordinate of the PN can be obtained by (9):

XDi

YDi

� �
¼ ðBTBÞ�1BTc ð9Þ

Step 7. The weighted triangle location method is used to estimate the coordinates of
PNs. The mean value and standard deviation of each effective triangle distance lAi, lBi,
lCi are calculated to obtain E(li) and

ffiffiffiffiffiffiffiffiffiffi
VðliÞ

p
, where li is the distance from the PN to AN

i. Then the mean weighted factor bEi ¼ 1
EðliÞ and the standard deviation weighted factor

bVi ¼ 1ffiffiffiffiffiffiffi
VðliÞ

p can be calculated. The mean weighted coordinates and standard deviation

weighted coordinates of the M effective triangles are calculated as shown in (10) and
(11). Then, the coordinate of the PN are estimated as a linear combination of (XE, YE)
and (XV, YV) as shown in (12).

ðXE; YEÞ ¼
PM

i¼1 bEiXDiPM
i¼1 bEi

;

PM
i¼1 bEiYDiPM
i¼1 bEi

 !
ð10Þ

ðXV ; YVÞ ¼
PM

i¼1 bViXDiPM
i¼1 bVi

;

PM
i¼1 bViYDiPM
i¼1 bVi

 !
ð11Þ

ðX; YÞ ¼ a� ðXE; YEÞþ c� ðXV ; YV Þ ð12Þ

where a and c are the weighted coefficient of the mean and standard deviation
coordinates.

Step 8. In this step, the legality should be checked. Suppose node A is an AN and D is a
PN, and the distance from node A to node D is calculated. If the distance is within
120% of the communication radius of node D, the estimated coordinate of PN is legal,
the coordinate values are recorded and the node’s identity is set to u_f = 2; Otherwise,
the locating fails, the location information is discarded, and the identification of node is
set to u_f = 0.
Step 9. New anchor node will be added through iterative co-location. After each
location is completed, it is judged whether the node that is successfully located this
time is a new NP. If so, the node (u_f = 2) is changed to AN, the power signal is sent to
the neighboring area, and the localization coordinate of the node is broadcast. Then go
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to Step 2 and participate in the next round of localization calculation; if not, end the
locating and calculate the localization error.

4 Simulation and Results Analysis

This paper verifies the localization performance of JCTA algorithm through MATLAB.
The localization error rate Emean and localization coverage rate e of the node are defined
as follows:

Emean ¼
Pn

i¼1 Qi

n
¼
Pn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXe�XtÞ2 þðYe�YtÞ2

p
R

n
ð13Þ

where Qi is the localization error of a single node, n is the number of PNs in the
network, (Xt, Yt) is the actual coordinates of PNs, (Xe, Ye) is the estimated coordinates
of PNs, R is the communication radius of PNs.

The node localization coverage rate e indicates the ratio of the number of PNs that
can be successfully located to the total number of NPs in the network. Suppose there
are a total of n PNs in the network, and the localization algorithm can successfully
locate z nodes as (14):

e ¼ z
n
� 100% ð14Þ

In addition, according to (1), l is set to be 0.2. According to the (12), a plurality of
tests are performed by setting a = 0.25, 0.5, 0.75, c = 0.25, 0.5, 0.75, and it is found
that the minimum localization error can be obtained when a = 0.5, c = 0.5. Therefore,
a = 0.5, c = 0.5 are used in all of the following experiments.

4.1 Localization Coverage Rate

Figure 3 depicts the localization coverage rate e of the JCTA, RSSI, IAPIT and APIT
algorithms as the density of the ANs in the network and the communication radius of
the PNs change. It can be seen from Fig. 3(a) that as the density of the AN increases,
the e of the four localization algorithms increases. However, at the same density of
ANs, JCTA has the highest e of nodes, which is basically maintained at 100%. This is
because the JCTA algorithm continuously converts the successfully determined PNs
into ANs, and guarantees the legitimacy of the new ANs through the maximum like-
lihood method and the legality test, thereby greatly improving the problem that the
node cannot be located when the density of the ANs is small.

4.2 Error of Localization

Figure 4 shows the localization error Emean of the four algorithms as the density of the
ANs in the network changes and the communication radius of the PNs changes. Fig-
ure 4(a) shows the comparison of Emean generated by four simulated algorithms when
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the communication radius of the PNs is 30 m and the density of ANs varies over a large
range. It can be seen that the Emean of JCTA is 15% smaller than that of APIT
algorithm, 13% smaller than that of RSSI algorithm, and 8% smaller than that of IAPIT
algorithm, showing good localization performance. This is because the JCTA algorithm
will introduce a legality test to estimate the PNs so as to achieve better localization
accuracy.
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Fig. 3. Comparisons of localization coverage with (a) density of ANs and (b) communication
radius of PNs
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Fig. 4. Comparisons of localization error with (a) density of ANs and (b) communication radius
of PNs
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5 Conclusion

This paper proposes the JCTA algorithm for the limitations of the APIT algorithm in
practical applications. The algorithm extends the node location coverage by iterative
co-location method. The misjudgment of In-to-Out is reduced by the effective triangle
decision. The maximum likelihood method and the triangle coordinate calculation
method are used to estimate the coordinates, which greatly reduces the localization
error rate. The simulation results show that the JCTA algorithm is superior to the
traditional APIT and RSSI in terms of localization coverage rate and localization error
rate.
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Abstract. Efficient usage energy of sensors can lead to prolonged life-
time in underwater wireless sensor networks (UWSNs). This paper
addresses maximization of the network lifetime for UWSNs. More specif-
ically, it considers an optimal cross-layer design of transmission schemes.
Here we restrict ourselves to the type of time division multiple access
schedules in the link layer. In order to balance energy consumption over
different nodes, we develop a Mixed Integer Non-Linear Programming
formulation to facilitate joint optimization of link schedules, transmission
powers and rates of sensors. We have also conducted extensive network
simulations to test the proposed algorithm. The results confirm that our
approach can prolong overall network lifetime.

Keywords: Cross-layer design · Network lifetime ·
Underwater wireless sensor networks

1 Introduction

Underwater Wireless Sensor Networks (UWSNs) are self-organized systems in
which a number of sensors collect and relay useful data in harsh underwater
environments. UWSNs are various and promising, including monitoring differ-
ent areas for security surveillance, monitoring pollution and oil extraction etc.
[1,8]. Methods developed for terrestrial wireless sensor networks to maximize
their lifetime perform poorly in UWSNs. One of the reasons is that UWSNs
usually communicate via underwater acoustic channels with consideration of
the properties of underwater environments [2]. Available energy of sensors in
UWSNs are limited due to the failure of replacing the batteries of sensors, and
unreasonable use of the limited energy may cause a short network lifetime in
UWSNs.

The underwater acoustic channels are well studied in [7]. Based on this kind
of researches, methods which economize on energy for UWSNs were proposed.
Jornet et al. [3] proposed a focused-beam routing (FBR) protocol that deter-
mined the most energy-efficient candidates for nodes relaying data. Yan et al. [9]
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proposed an energy efficient routing based on nodes’ depth information. Rhdo-
plu et al. [5] proposed an energy optimized MAC protocol. Ponnavaikko et al. [4]
focused on computing energy-efficient TDMA-based routes for delay-constrained
UWSNs. While they all enjoy high energy efficiency, however, they fail to take
the energy balance of nodes into account so that some special nodes with heavy
data load might quickly drain their energy in these methods. As a result, the
performance in terms of network lifetime are severely compromised.

In our method, we first restrict the link schedules to the type of time division
multiple access (TDMA) schedules, so as to eliminate the communication inter-
ference among nodes. Then, with considering constraints of nodes and under-
water acoustic channels, we define an optimal problem whose objective is to
maximize the network lifetime. We find that the optimal problem is a Mixed Inte-
ger Non-Linear Programming (MINLP). Finally, we propose the iterative algo-
rithm named network lifetime maximization algorithm which alternates adjust-
ing TDMA schedules and computation of optimal transmission rates and powers
of nodes under a fixed TDMA schedule.

2 Problem Formulation and Network Lifetime
Maximization Algorithm

In this section, we formulate an optimization problem, the objective of which is to
maximize the network lifetime for UWSNs. Moreover, we restrict the link sched-
ules to be some kind of TDMA schedules, and propose an iterative algorithm
which optimizes the transmission scheme for network lifetime maximization.

2.1 Optimization Objective: Network Lifetime

We consider UWSNs which consist of a number of common nodes (CN) and one
sink node. Common nodes are deployed underwater and measure the environ-
mental parameters at a fixed source rate. Let Ti be the lifetime of common node
i, i.e., the time span from its deployment to the time it drains its energy, then
the network lifetime Ttotal is defined as Ttotal = mini∈ITi, where I represents
the set of common nodes. The objective of our design is to maximize the network
lifetime Ttotal,

max Ttotal = max mini∈ITi, (1)

subject to the following constrains that are used to balance the energy consump-
tion among different nodes.

Flow Conservation. During a TDMA cycle period, for each common node
(CN) in the network, the transmitted data should be equal to the sum of received
data and sensed data, which could be formulated as:

∑

n∈Send

xn
i −

∑

n∈Receive

xn
i = N · si · Tslot, (2)
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where xn
i is the transmitted bits or received bits of the i-th node in the n-th time

slot. Send is the set of allocated time slots for the i-th node transmitting data,
and Receive is the set of time slots for the i-th node receiving data. N is the
total amount of time slots during a TDMA period. si represents the source rate
of the i-th node, i.e., the constant rate of collecting environmental information
in bit per second. Both xn

i and si are positive numbers. Tslot is the time length
of a TDMA time slot. The transmission time Ttransmit and the propagation time
Tpropagate should be included in a time slot Tslot. Let the transmission rate of
the i-th node in the n-th time slot be Rn

i . Then, xn
i can be expressed as:

xn
i = Rn

i · Ttransmit. (3)

Energy Conservation. During the network lifetime, energy consumption of
each node should be equal to or less than the initial energy Einitial stored in the
battery before deployment. We neglect Ereceive and Esense in our design because
Etransmit is often 100 times more than both of them [6]. Etransmit is computed
as the product of the average energy consumption during a TDMA period and
the total amount (we assume that it is p) of available TDMA periods during the
network lifetime. Then we have:

Einitial ≥ Eaverage TDMA · p =

∑
n∈Send Pn

transmit,i · Ttransmit

N · Tslot
· Ttotal, (4)

where Pn
transmit,i is the transmission power of the i-th node in the n-th time

slot. In this paper, the 3dB bandwidth B3dB(l) is used. And we assume the
transmitted signal p.s.d. S(f) is flat, i.e., S(f) = Sl for frequencies within the
range of B3dB(l) and 0 otherwise, which is also appropriate in practice. Then,
we have:

Pn
transmit,i(l) =

∫

B3dB(l)

S(f)df = B3dB(l) · Sl. (5)

Rate Constraints. According to the information theory, the transmission rate
of a node at any time should be equal to or less than the available channel
capacity C:

Rn
i ≤ C ≈

∫

B3dB(l)

log2(
Pn
transmit,i(l)/A(l, f)
N(f) · B3dB(l)

)df

= B3dB(l) · log2 Pn
transmit,i(l) − λ(l)

(6)

where λ(l) is defined as: λ(l) =
∫
B3dB(l)

log2[A(l, f)N(f)B3dB(l)]df . We assume
that the channel capacity in each transmission process can be adequately used,
i.e., Rn

i is equal to C in each transmission, then we have:

Rn
i = B3dB(l) · log2 Pn

transmit,i(l) − λ(l) (7)

The transmission power Pn
transmit,i should be less than the maximum transmis-

sion power Pmax determined by the sensor’s hardware.
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With the consideration of aforementioned constraints, we can formulate the
optimization problem. Let qi = 1/Ti and q = 1/Ttotal. Then the optimization
problem Eq. (1) can be re-formulated as the following equivalent:

min. q

s.t. (
∑

n∈Send

Rn
i −

∑

n∈Receive

Rn
i ) · Ttransmit = N · si · Tslot

qiNTslotEinitial ≥
∑

n∈Send

2
Rn

i +λ(l)
B3dB(l) · Ttransmit

q = maxi∈I qi

Pn
transmit,i ≤ Pmax

(8)

The optimization problem is formulated as a Mixed Integer Non-Linear Pro-
gramming (MINLP). Variables in this optimal problem are TDMA schedules
and transmission rates (and powers) of nodes for a fixed TDMA schedule.

2.2 Network Lifetime Maximization Algorithm

In this subsection, a transmission scheme optimizing algorithm which maximizes
the network lifetime for UWSNs is proposed. The algorithm alternately adjusts
the TDMA schedules and computation of the optimal transmission powers and
rates of nodes in all time slots for a fixed TDMA schedules. Steps of the proposed
algorithm are shown as follow:

(1) Initialize from a transmission scheme with an uniform TDMA schedule where
all links are allocated with the same number of time slots. Common nodes
transmit data in allocated slots, and receive data or idle in other slots.

(2) Compute the optimal transmission powers and rates of nodes under the
TDMA schedule in this iteration by solving the optimal problem. Compare
the calculated q value in this iteration with q value at the last iteration. If q
in this iteration is decreased, turn to (3), otherwise, turn to (4).

(3) Update the TDMA schedule. When we adjust the TDMA schedule without
changing data load of nodes which is calculated in the step (2), if the q
value of the network decreases, the adjusted TDMA schedule is feasible for
the next iteration. The adjusted TDMA schedule is regarded as the TDMA
schedule in the next iteration.

(4) The transmission scheme in the last iteration is regard as the optimal trans-
mission scheme for the network.

3 Simulation Results

3.1 Simulation Setup

Here, we will compare the performance of our algorithm with that of transmission
scheme with an uniform TDMA schedule. We simulate in a linear topology, in
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which common nodes CN = {CN1, CN2, . . . , CNM} and a sink are deployed in
a line, and the geographic distance between adjacent nodes l is a constant. We
avoid the transmission loop problem by restricting that each node only selects
nodes nearer to the sink as its next hops. For each node, we assume that it
transmits data by hops and only its adjacent nodes are in its communication
range.

Fig. 1. Network lifetime with varying N . (a) Network lifetime in each iteration when
N = 90, (b) comparison of our algorithm with transmission schemes with an uniform
TDMA schedule under different N

3.2 Numerical Results

We first simulate with M = 9, L = 5 km, si = 0.10 kb/s, N = 90 and Tslot = 5 s.
Figure 1(a) shows that, when N = 90, the network lifetime roughly converges
after 20 iterations.

Figure 1(b) shows the network lifetime achieved by our proposed algorithm
and transmission schemes with an uniform TDMA schedule under different num-
bers of nodes. Note that the network lifetime achieved by the proposed algorithm
when N = 18 is a little lower than those of other values of N . The reason is that,
when N = 18, the most energy-consumption nodes still have potential to raise
its lifetime even if the network is under the optimal transmission schedule. In
other words, when the number of time slot is small, it not enough for the network
to allocate an appropriate number of time slots to the most energy-consumption
node, thus resulting in the reduction of the network lifetime.

Figure 2(a) shows the network lifetime achieved by our algorithm and trans-
mission schemes with an uniform TDMA schedule under different si (ranges from
0.05 kb/s to 0.25 kb/s) in the linear topology when N = 27. The network life-
time decreases with the source rate increasing because of the increasing data load
in the network. The results show that our algorithm outperforms transmission
schemes with an uniform TDMA schedule.
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Figure 2(b) shows how the maximal network lifetime achieved by our algo-
rithm changes with L under different si. We set N = 27, and L are respec-
tively 4 km, 5 km and 6 km. We find that the network lifetime decreases with L
increasing.

Fig. 2. Network lifetime achieved by varying different parameters. (a) varying si, (b)
varying l.

4 Conclusion

We consider a cross-layer approach to maximize the network lifetime for energy-
constrained UWSNs. An optimization problem is defined when we restrict the
link schedules to be the kind of TDMA schedules, which is formulated as a
mixed integer non-linear programming. Then, the algorithm is proposed to solve
the optimal problem. Simulation results show that our algorithm constantly
outperforms transmission schemes with an uniform TDMA schedule.
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Abstract. This paper proposes a new efficient indoor localization method based
on visual vocabulary. The special feature of this method is that no additional
components are needed, but only mobile devices equipped with cameras. By
matching the query image with a visual vocabulary constructed by a Bag of Self-
Optimized-Ordered Visual Vocabulary (BoSOV), the user’s position can be
accurately determined. In addition, the efficiency of our scheme is compared
with that of other schemes, and simulation results reveal that our method has
higher indoor positioning efficiency, especially when the amount of image data
is large. Simulation results show that our method can well achieve efficient
visual indoor positioning when the data volume is relatively large.

Keywords: Self-optimization � Visual vocabulary � Feature selection �
AP clustering � Indoor localization

1 Introduction

Nowadays, there is a growing demand for Location-based Services (LBS) in smart-
phones, which are provided by external positioning methods such as the Global
Positioning System (GPS) or radio communication networks such as the GSM network.
Therefore, most LBSs are only suitable for outdoor environments, and the research on
indoor localization has received wide attention.

The typical indoor positioning solutions mainly use Wi-Fi technology [1], which
performs positioning tasks in indoor environments through Wireless Local Area Net-
works (WLAN), but it depends on the location of wireless access points. If not taking
surrounding Wi-Fi signal into account, errors such as floor positioning wrong are likely
to occur. Moreover, the coverage of the wireless access point is limited, the signal is
also unstable and it is susceptible to interference. Another solution is to apply
Simultaneous Localization and Mapping (SLAM) [2] to locate in an indoor environ-
ment. Its process can be described as the machine moving in the environment to be
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located, and creating a map according to the data recorded by the sensors. Its short-
coming is that it requires complex external facilities to record the relative position of
the machine and the ground, and the requirements for the landmarks are very high, but
it is difficult to extract the landmarks that meet the requirements by the camera of the
mobile phone alone.

This paper proposes a novel vision-based indoor localization scheme that constructs
a visual vocabulary through a visual vocabulary bag called BoSOV (Bag of Self-
Optimized-Ordered Visual Vocabulary). The difference in this scheme is that the
resulting visual vocabulary does not have to be recorded by an additional machines, it
has location information itself and can automatically optimize the constructed vocab-
ulary. The method we proposed only requires a smartphone with a camera, which is
more cost effective than the previous solution. Moreover, our method is more efficient
and accurate in indoor positioning than in Wi-Fi based or SLAM based methods.

The rest of the paper will be organized as follows. Some of the main processes of
our proposed indoor positioning solution will be introduced in Sect. 2. The three main
processes of our program in the implementation phase will be described in Sect. 3.
Section 4 will compare our plan with other programs and evaluate our plan and the full
text will be summarized in Sect. 5.

2 Methods

This section introduces some main processing procedures of our proposed indoor
localization scheme, which are image processing and clustering methods. The most
important step in the image processing is introduced, which is the feature selection and
extraction of images. We are also introduced two clustering methods.

2.1 Image Processing

At present, in image processing, feature selection [3] and extraction of the target is a
more appropriate method. Because under the BoVW framework, there are many fea-
tures that are useless for image recognition, so the selection of features with statistical
significance from a large number of original features can reduce the amount of cal-
culation and improve the efficiency of image recognition.

One popular algorithm is SURF [4], which consists of three steps: feature point
selection, feature point description, and descriptor pairing. Since the selected feature
points have the property of rotation invariance in the process of image recognition, a
descriptor is generally given to the feature points in order to maintain this property and
make them easy to be distinguished. SURF algorithm has the problem of too much
computation, because all feature points extracted by the algorithm need to be stored to
describe the image. In addition, when descriptors are paired, a large amount of com-
putation will be generated, and there is also a great demand for storage space.

BoVW (Bag of Visual Word), however, can just solve this problem. It only needs
to retain variable descriptors and can represent images with fixed length feature vectors,
thus reducing the storage pressure. Therefore, the process of our scheme is to extract
the SURF descriptor from the original feature set under the BoVW framework, then
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cluster and quantize it to generate visual vocabulary, thus forming a fixed-length visual
vocabulary for the vocabulary. The number of occurrences of each word in the statistic
is counted to represent the image as a numerical vector.

2.2 Clustering Method

For the image representation process, the most important step is to cluster the SURF
descriptors into clusters. The commonly used clustering method is to use the K-means
algorithm [5], which uses the idea of iteration to aggregate the descriptors into their
own specifications. The K cluster makes all the data in the cluster have higher simi-
larity, and the similarity between the cluster and the cluster is low.

Initially, K values are randomly selected as the center of the cluster, the distance
from each descriptor to the K centers is calculated, and it is divided into the clusters
where the nearest center is located. The iteration is repeated until the center value is
unchanged or reached the maximum number of iterations, the clustering process is
shown in Fig. 1. Eventually, each graph becomes a numerical vector corresponding to
the visual vocabulary. But one of the biggest problems with the K-means algorithm is
that the K value is difficult to estimate. Since the number of clusters needs to be
specified in advance, the user does not know at first that these descriptors should be
classified into several categories.

The clustering method used in our scheme is affinity propagation (AP) clustering
[6]. Its advantage is that it does not need to determine the number of clustering clusters

Fig. 1. K-means clustering process

400 R. Guo et al.



by itself like the K-means algorithm, nor does it need to take newly generated data as
the center of the cluster. It can be selected from existing data points, and the result has
small squared error. The basic idea of AP clustering [7] is to treat all descriptors as
nodes of a network, and each cluster center is calculated by the information transmitted
by each edge of the network. In the clustering process, the attribution degree and the
attraction degree are transmitted as the main information between the nodes, and the
two values are iteratively updated until a high-quality cluster center is generated. Then
the remaining descriptors are allocated to the corresponding clusters.

3 Proposed BoVW and Localization

In the execution phase, three main processes in our scheme are introduced: feature
selection and extraction, clustering and visual vocabulary generation and matching of
reference images.

3.1 Feature Selection and Extraction

SURF algorithm is adopted for feature extraction with some preparatory work before
extraction. The original SURF feature is generally 64-dimensional or 128-dimensional.
We choose 64-dimensional and then insert two elements describing relative spatial
information, which becomes a descriptor containing 66 elements. We also need to
unify the standard for extracting SURF features, and set the resolution of the image to
1200 m � 1600 m. In addition, remove the feature points whose brightness is higher
than the threshold, because these points are generally derived from light and are not
useful for image recognition. The descriptor is as Eq. (1):

V ¼ v0; v1; . . .; vn; q xð Þq yð Þð Þ ð1Þ

where q xð Þ and q yð Þ are quantization functions.

3.2 Clustering and Visual Vocabulary Generation

Affinity propagation (AP) clustering is applied to cluster SURF descriptors into clus-
ters. The algorithm flow is as follows:

Attraction Information Update. The attraction information of the similar matrix
should be updated first, as shown in Fig. 2(a). The updating process can be written as
Eq. (2).

r i; kð Þ  s i; kð Þ �max a i; k0ð Þ þ s i; k0ð Þf g ð2Þ

where a i; k0ð Þ indicates the attribution value of points other than k for point i; s i; k0ð Þ
represents the attraction of other points except k to i; s i; kð Þ is a similarity matrix
(Euclidean distance) between the descriptors i and k; and r i; kð Þ represents the extent to
which the descriptor k is suitable as the clustering center for the descriptor i, and
describes the message from i to k.
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Attribution Information Update. After the attraction information of the similar
matrix updated, it turns to attribution information to perform the similar process, as in
Fig. 2(b). Such process can be modelled by Eq. (3):

a i; kð Þ  min 0; r k; kð Þþ P
i0( i;kf gmax 0; r i0; kð Þ½ �

n o
; i 6¼ k

a k; kð Þ  P
i0( i;kf gmax 0; r i0; kð Þ½ �; i ¼ k

(
ð3Þ

where r i0; kð Þ represents the similarity value of point k as the clustering center of other
points except i; a i; kð Þ indicates the degree to which descriptor i selects descriptor k as
its clustering center, and describes the messages from k to i.

Summation and Detection. Now it should sum the attraction information [8, 9] and
the attribution [10] information. Moreover, the selected cluster center should be
detected. If the cluster center remains unchanged or reaches the maximum number of
iterations after several iterations, the algorithm ends. The overall process of Affinity
Propagation (AP) clustering is shown in Fig. 3.

Fig. 2. Updating process for (a) the attraction information and (b) attribution information

Fig. 3. Affinity propagation clustering process
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Suppose there are n segment Seg1; Seg2; . . .; Segnf gs, for the kth fragment, it
contains m images as Img1; Img2; . . .; Imgmf g. For the ith image, a total of p ið Þ indi-
vidual feature descriptors are extracted as Di1;Di2; . . .;Dip ið Þ

� �
. Then, the affinity

propagation of the kth segment is clustered using the feature descriptors as the com-
bination of D11; . . .;D1p 1ð Þ

� �
D21; . . .;D2p 2ð Þ
� �

. . . Dn1; . . .;Dnp nð Þ
� �� �

.
After clustering all the elements into m clusters, a visual vocabulary can be gen-

erated from each cluster as n. Assume that all p descriptors are assigned to set i i� nð Þ
and are represented as x ¼ x1; x2; . . .; xp

� �
. Then perform 1-mean clustering on x to get

the corresponding visual word. We find the visual vocabulary W such as the follows
Eq. (4):

n ¼ arg minW
Xp

i¼1 W � xik k ð4Þ

After applying 1-means clustering in the clustering of each segment, all the visual
words sorted by segment number can be added to construct an intermediate visual
vocabulary. The segment and visual vocabulary with high mutual information content
constitute the final visual vocabulary. The process is shown in Fig. 4. For ith segment,
there have m ið Þ visual vocabularies.

3.3 Reference Image Matching

After matching the query image with all the segments and finding the segment S that is
most similar to it, we then searched all the images in it to find the image of the visual
vector Tquery closest to the T distance. Suppose the S segment image is Img1;f
Img2; . . .; Imgmg and its corresponding visual vector is T1; T2; . . .; Tmf g, the goal is to
find Imgi for any i:

i ¼ arg mink2 1;2;...;mf g Tquery � Tk
�� �� ð5Þ

Fig. 4. Generation of the visual vocabulary
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4 Performance Evaluation and Analysis

This section studies and analyzes the efficiency at the construction stage and the
efficiency with or without feature selection respectively, and compares our scheme with
the scheme using K-means clustering.

4.1 Image Matching Efficiency

The higher efficiency and accuracy is the main focus in the research, in which the large
amount of image data matching is the most important foundation. Simulations are
performed on the indoor image mating efficiency with large amount of images being
sampled at offline phase. Time consumptions are evaluated and recorded cost by
comparing the image database and the collecting images in online phase. The com-
parison results between the proposed algorithm and the typical K-means are shown in
Fig. 5.

From Fig. 5, we can clearly see that no matter what the size of image data is, the
scheme using K-means clustering consumes much more time in the execution stage
than our scheme. When the number of images is 640, the time consumption of our
scheme is 5.059 s, while when there are 640 collecting images, the time required by
K-means is 19.778 s at least, which is almost four times more than that of the BoVW.

To achieve high execution efficiency will make the practical application available,
especially when the image data volume is large. The relationship between the data
volume and the execution speed should be analyzed deeply. We take k ¼ 2000 as an
example to study. When the number of images is 160, it will the K-mean clustering
scheme 7.927 times as long as the proposed scheme. And when the collecting images
increase to 640, it will take K-mean clustering scheme 9.469 times more duration as
long as the proposed scheme.

Fig. 5. Comparison of matching efficiency in the constructing phase
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4.2 Performance of Feature Selection

In the above introduction, we mentioned that under the BoVW framework, nearly half
of the features that are useless for image recognition increase the computational load of
execution. Therefore, selecting the features with statistical significance from the orig-
inal features can reduce the computational load and improve the efficiency of image
recognition. Moreover, feature selection is time-consuming and efficient. Figure 6
shows the time consumption of feature selection and non-feature selection in the
proposed scheme, and is compared with the scheme using K-means clustering.

It can be seen from Fig. 6 that no matter how large the image data volume is,
without feature selection always takes longer than use feature selection, and it becomes
more and more obvious with the increase of data volume. In comparison with the K-
means clustering scheme, we find that the efficiency of our scheme is much higher than
that of the K-means clustering scheme, no matter whether the feature selection is
adopted or not.

5 Conclusions

In this paper, a new high-precision indoor positioning method based on affinity clus-
tering is proposed, which is compared with the K-means clustering method. According
to the performance analysis, our method has higher indoor positioning efficiency,
especially when the amount of image data is large. When the amount of image data is
greater than 40, the query time consumption of K-means clustering scheme is greater
than 4 times that of our method, and the proportion is inversely proportional to the
increase of the size of image database. Moreover, our method does not require addi-
tional components to record the location, but only requires a smartphone with a camera,
which is more cost-effective than previous solutions.

Fig. 6. Comparison of efficiency with/without feature selection
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Abstract. With the wide application of radio technology, spectrum resources
are becoming more and more important. Cognitive radio is a new subject that is
used to make full use of spectrum resources. The paper studies the spectrum
sensing in cognitive radio and focuses on non-cooperative detection method.
Based on the energy detection and analysis of the principle of feature detection
in periodic stationary process. Using MATLAB for simulation analysis, making
comparison of performance between the two methods. The detection perfor-
mance of the periodic stationary process feature method is 5–7 dB better than
the energy detection performance. And the system overhead is about an order of
magnitude higher than energy detection.

Keywords: Cognitive radio � Smooth cycle � Energy detection method �
Periodic stationary process feature detection method

1 Introduction

With the widespread use of radio technology, modern society is increasingly dependent
on radio spectrum resources, radio spectrum resources have become an important
resource in today’s society, and the scarcity of spectrum resources is becoming more
and more obvious. In addition, the average utilization of spectrum resources is very low
and extremely unbalanced [1]. Some unlicensed bands are overused, at the same time,
the usage rate of some licensed frequency bands is at a low level. Since the current
spectrum allocation policy is based on a fixed frequency, most of the spectrum is
allocated to licensed band applications (e.g. TV broadcasts). The spectrum resources of
unlicensed bands are much less. Most emerging radio applications operate on unli-
censed bands, making spectrum occupancy overcrowded on unlicensed bands.

The US Federal Communications Commission have made a large number of
studies which shown that some unlicensed bands, such as industrial, scientific, medical
bands, and licensed bands around 2 GHz for land mobile communications are over-
crowded while some licensed bands are often idle. This is clearly contradictory to the
shortage of spectrum resources that are currently of widespread concern. It can be
assumed that if the system can automatically sense the spectrum environment in which
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it is located, intelligently learn to adjust the transmission parameters such as modu-
lation, coding, channel protocol and bandwidth in real time; or use the idle frequency
band outside the original designated frequency band to realize the access of the
spectrum in the multi-dimensional space. This will undoubtedly greatly improve
spectrum utilization. So a revolutionary intelligent spectrum sharing technology,
cognitive radio, has the original idea [2].

The core idea of cognitive radio is to realize dynamic spectrum allocation and
spectrum sharing through spectrum sensing and intelligent learning ability of the
system [3]. Cognition provides the ability to sense and reset spectrum so that the radio
can operate dynamically according to the wireless environment, greatly improving
spectrum utilization [4]. In this sense, cognitive radio meets the increasing demand for
radio spectrum resources in today’s society.

Spectrum sensing is the basic function of cognitive radio systems and is the pre-
requisite for spectrum management and spectrum sharing. The so-called “perception”
means that in the time domain, frequency domain and airspace multidimensional space,
the spectrum is allocated to the primary user (authorized user) and detect whether the
primary user works in these frequency bands, thereby obtaining spectrum usage. If the
band is not used by the primary user, it is under “spectral hole” state [5], and the
cognitive user (unauthorized user) can use it temporarily. The purpose of spectrum
sensing is to discover spectral holes without causing harmful interference to the pri-
mary user.

This paper studies the spectrum sensing in cognitive radio, focusing on non-
cooperative detection methods, including energy detection and periodic stationary
process feature detection. Firstly, the energy detection method and the signal detection
method of the signal are introduced. Then the actual analysis method and simulation
implementation of the cyclostationary process are carried out. The performance of the
two detection methods was then compared and analyzed by MATLAB simulation.

The rest of this article is as follows: The first part briefly introduces the energy
detection method and the periodic characteristic detection method of the signal; The
second part introduces the actual analysis method and simulation implementation of the
cyclostationary process; The third part compares and analyzes the two methods.
Finally, the fourth part summarizes the full text.

2 Non-cooperative Detection

The source detection (i.e., non-cooperative detection) is based on cognitive radio to
detect the weak signal emitted by the first user transmitter, which is low in complexity
mature in technology and easy to implement. The source detection is further divided
into energy detection and periodic stationary process feature detection [6].

2.1 Energy Detection

This method assumes that the power is different depending on whether or not the signal
is present. Since this detection method is independent of the prior information of the
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input signal. Therefore there is no strict limit to the type of signal. The main idea of the
energy detection method.

The energy detection method is a relatively simple signal detection method and
belongs to signal incoherent detection. The detection method is to directly sample and
model the time domain signal and then square it. In addition, it is also possible to
convert the signal from the time domain to the frequency domain by using a Discrete
Fourier Transform, and then modulo square the frequency domain signal. The main
advantage of the energy detection method is that it does not require any prior
knowledge of the detected signal [7].

In practical applications, the energy detection method is to accumulate energy in a
certain frequency range. If the accumulated energy is greater than a preset threshold,
the signal exists; If it is less than this threshold, the signal does not exist and only noise
exists. The starting point of energy detection is that when there is additive noise on the
channel, the energy of the signal plus noise is greater than the energy of the noise. The
energy detection method is quite a blind detection algorithm. This method is applicable
to any signal, but in addition to obtaining the approximate frequency band of the signal,
this detection method cannot give other parameters of the signal more accurately,
which brings trouble to the next processing. The input signal is averaged over a period
of time and compared with a preset threshold to determine whether an input signal is
present.

2.2 Periodic Characteristics Detection of Signals

In a communication system, the statistical characteristics of the signal are periodically
changed due to modulation, sampling, encoding, and the like of the signal. Such a
random signal is a cyclostationary signal and also becomes a periodic stationary signal.
The periodic stationary process feature detection can be performed by extracting
characteristic features of the modulated signal, such as carrier, modulation type, symbol
rate, and the like. These characteristics are detected by analyzing the spectral corre-
lation property function [8].

The main advantage of spectral correlation function detection is that it can dis-
tinguish noise energy from the modulating signal power. Compared with energy
detection, the system robustness of periodic stationary process feature detection is
better than energy detection, but the complexity is much larger than the energy
detection method.

If the statistical mean of the signal has periodicity, its statistical mean can be
expanded into a Fourier series.

mXðtÞ ¼
X1

m¼�1
ma

X expðj2patÞ ð1Þ

ma
X ¼ 1

T

Z T
2

�T
2

mXðtÞexpðj2patÞdt ð2Þ
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Defined a = m/T0 as the cycle frequency, which ma
X is the cycle average. The cyclic

mean corresponds to the time average after the left shift of the signal spectrum by a.
Define a cyclic autocorrelation function Ra

XðsÞ when the signal x(t) has loop
ergodicity. The Wiener-Sinqin theorem shows that the result of the Fourier transform of
the autocorrelation function Ra

XðsÞ is the spectral density function, which is denoted as
SaXðf Þ.

Analysis of the cyclic autocorrelation function, available

Ra
XðsÞ ¼ lim

T!1
1
T

Z T
2

�T
2

uðtþ s
2
Þv�ðt � s

2
Þdt ¼ RUV ðsÞ ð3Þ

uðtÞ ¼ xðtÞexpð�jpatÞ ð4Þ

vðtÞ ¼ xðtÞexpðjpatÞ ð5Þ

Hypothesis U(f) and V(f) are the Fourier transform results of u(t) and v(t),
respectively. X(f) is the Fourier transform result of the original signal x(t). According to
the characteristic of the frequency shift of the Fourier Transform. U(t) = X(f + a/2) and
V(f) = X(f − a/2). Therefore, u(t) and v(t) are equivalent to the signals obtained by
shifting the original signal x(t) to±a/2 respectively. The spectral density function SaXðf Þ
reflects the degree of correlation of the signal x(t) at the frequency shift component
f ± a/2, as can be seen from the above analysis. From the above analysis,
SaXðf Þ ¼ SUV ðf Þ, the spectral density function SaXðf Þ is also called the spectral corre-
lation density function.

When the signal is actually detected, since the length Dt of the received data cannot
be extended indefinitely, the usual concern is how to obtain a valid estimate of the
spectral density function from the finite-length data. The Fourier transform with a time
length of T0 is obtained for the signal.

XT0ðt; f Þ ¼
Z tþT0=2

t�T0=2
xðnÞexpð�j2pf nÞdn ð6Þ

The estimated value of the cyclic spectral density function at this time is

ŜaXðf Þ ¼ lim
T0!1Dt!1

1
Dt

Z Dt=2

�Dt=2
SaXT0

ðt; f Þdt ð7Þ

SaXT0
ðt; f Þ ¼ 1

T0
XT0ðt; f þ

a
2
ÞX�

T0ðt; f �
a
2
Þ ð8Þ

SaXT0
ðt; f Þ is called a cycle diagram. The method of estimating the cyclic spectral

density function is usually a time domain smoothing period diagram method and a
frequency domain smoothing period diagram method.

Time domain smoothing period graph method: Let T0 = 1/Df, the cyclic spectral
density function can be described as:
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ŜaXðf Þ ¼ lim
Df!0Dt!0

1
Dt

Z Dt=2

�Dt=2
DfXDf ðt; f þ a

2
ÞX�

Df ðt; f �
a
2
Þdt ð9Þ

XDf ðt; vÞ ¼
Z tþ 1=2Df

t�1=2Df
xðuÞexpð�j2puvÞdu ð10Þ

Therefore XDf(t, v) is the result of x(t) short-time Fourier transform. Center fre-
quency is v, the approximate bandwidth is Df. When Df ! 0; ŜaXðf Þ represents the
time-dependent limit between the two spectral components at frequencies (f + a/2) and
(f − a/2).

Frequency domain smoothing period diagram method:
If T0 = Δt, then

ŜaXðf Þ ¼ lim
Df!1Dt!1

1
Dt

Z f þDf =2

f�Df =2

1
Dt

XDf ðt; vþ a
2
ÞX�

Df ðt; v�
a
2
Þdv ð11Þ

When Δt is large enough, the time domain smoothing period graph method is
roughly the same as the frequency domain smoothing period graph method. In order to
achieve high reliability, the cyclic frequency resolution must be much smaller than the
traditional Fourier frequency resolution [9].

The use of periodic stationary process feature detection utilizes a spectral corre-
lation function to distinguish between signal energy and noise energy from the power
of the modulated signal. The noise is a generalized incoherent stationary signal, and the
signal is periodic and spectrally coherent. The detection stability of the periodic sta-
tionary process feature detection is better than the energy detection, but the imple-
mentation complexity is higher than the energy detection. The energy detection only
needs to calculate the result of the discrete Fourier transform, and the periodic sta-
tionary process feature detection also needs to calculate the mutual dryness of the
discrete Fourier transform results.

3 Practical Analysis Method and Simulation Implementation
of Cyclostationary Process

In the theoretical analysis, the mean value of the signal studied and the time value of
the autocorrelation function are derived from it, so it is impossible to implement in
practice because the length of the received data cannot be infinitely long. Therefor it is
possible to estimate with a limited length sequence. There are N data in the actual
sampled sample, which can be regarded as a real sequence of length, and the estimated
value of the autocorrelation function is

R̂ðmÞ ¼ 1
N

XN� mj j�1

n¼0

xðnÞxðnþ mj jÞ ð12Þ
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Assume that the actual signal is a band-limited signal, that is, when the signal is
Fourier transformed and then expressed in the frequency domain, it is not 0 in the range
of the lower limit frequency b and the upper limit frequency B, that is,

And then there is: X(f) 6¼ 0(b � |f| � B)

SaX 6¼ 0 fj j � aj j
2

����� b

����
� � [

fj j þ aj j
2

�����B

����
� �

ð13Þ

Then, the area which is not 0 in the plan view is a region of four diamonds (as
shown in Fig. 1(a)).

If the signal is in the form of a simple sine wave, i.e. s(t) = cos(2pf0t + h), then the
cyclic autocorrelation function of the signal is found to be:

Ra
SðsÞ ¼ cosð2pf0sÞ=2 a ¼ 0

[
expð�j2hÞ=4 a ¼ �2f0 ð14Þ

Finding the spectral correlation function of sine wave signal by Fourier transform

SaSðf Þ ¼
dðf � f0Þ

4
þ dðf þ f0Þ

4
ða ¼ 0Þ

[ expðj2hÞdðf Þ
4

ða ¼ �2f0Þ ð15Þ

On the three-dimensional graph of the spectral correlation function, four impulse
functions can be seen, the impulse intensity is 1/4 unit, and the frequency points are at
(±f0, 0) and (0, ±2f0). As shown in Fig. 1(b)

(a) Three-dimensional cross-section of
the cyclic spectrum of a wideband signal. 

(b) Three-dimensional map of the cyclic spec-
tral density of a single frequency signal

Fig. 1. Theoretical analysis of the three-dimensional map of the cyclic spectrum
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4 Simulation Results and Analysis

In order to analyze and compare the performance of different spectrum detection
methods, it is necessary to unify the external conditions, such as the time domain
waveform of the signal, the sampling point, the number of accumulations, and the
accumulated bandwidth. The above problem will be described before actually com-
paring the detection performance of different detection methods. After determining the
detection performance of different detection methods, it involves how to select a rea-
sonable detection method to achieve full utilization of system resources.

4.1 Relationship Between the Number of Sampling Points and the Noise
Performance of the Detection Signal

For the same signal, the number of different sampling points will cause the noise
characteristics of the actual analysis results to be very different. Since the power of the
noise is calculated according to the accumulation in the entire frequency band, when
the sampling time is constant and the number of sampling points is larger, the wider the
frequency band to be referred to, the larger the noise power is (Fig. 2).

Theoretical analysis shows that the power spectral density of Gaussian white noise
is the same at each frequency. Therefore, the power of the Gaussian white noise in a
certain frequency band is calculated to be proportional to the width of the frequency
band. In the above actual signal analysis, it can be found that for the same signal, when
the sampling point is increased from 256 points to 1024 points, the noise performance
is significantly improved. The noise performance of 1024-point sampling at SNR
−5 dB can be comparable to the noise performance of 256-point sampling analysis of
the same signal at a signal-to-noise ratio of 1 dB. The theoretical value shows that log10
4 = 6.02…, that is to say, for every 4 times increase in the number of sampling points,
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(a) Sampling point is 1024
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Fig. 2. Relationship between the number of sampling points and signal noise performance
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the energy of the signal is constant, and the energy of the noise is four times that of the
original. That is, when the signal-to-noise ratio of the detection signal is increased by
6 dB, the resolution of the detection is substantially the same as the original. The actual
analysis is close to the theoretical analysis value. The following analysis can approx-
imate that when the number of sampling points is multiplied by 4, the experimental
analysis value of the detection signal-to-noise ratio needs to be added by 6 dB, which is
comparable with the original analysis result.

4.2 Performance Comparison Between Energy Detection Method
and Periodic Stationary Process Feature Detection Method

In the performance comparison, 15 independent test results were used for accumula-
tion. At the sampling point, in order to accurately estimate the noise of the signal, the
signal is analyzed by 1024 point sampling. If the actual number of sampling points is
not 1024, the noise performance of the signal detection can be converted using the
conclusions in the previous section.

The following is 15 times of independent sampling of the amplitude modulated
signal. Using the principle of energy detection and periodic stationary process feature
detection, the sequence after each sampling is calculated. Then, according to the fre-
quency band to be detected, the sequence obtained by sampling and the transforming is
intercepted, accumulated. The obtained result is represented by a spectrogram. Figure 3
(a), (b) is the noise performance of the energy detection method and the periodic
stationary process feature detection method with a signal-to-noise ratio of −20 dB.
Figures 3(c) and (d) are when the signal-to-noise ratio is −25 dB. The noise perfor-
mance of the lower energy detection method and the periodic stationary characteristic
detection method.

As can be sen from Fig. 3, when the amplitude modulation signal is detected by the
energy detection method, if the signal-to-noise ratio continues to decrease, the presence
or absence of the signal on the frequency band cannot be well resolved. In addition,
when the signal-to-noise ratio is reduced, the spectrum of the signal is significantly
distorted.

From the above results, it can be known that the energy detection method is a
superior method when the signal to noise ratio is high. Since the energy detection only
needs to do a discrete Fourier transform, the system overhead is small. However, when
the signal-to-noise ratio is lowered, the resolution is significantly reduced. When the
signal-to-noise ratio close to −15 dB, the amplitude modulated signal can only see the
spectrum of the carrier signal, and the spectrum of the modulated signal can not be
resolved. When the signal-to-noise ratio drops below −20 dB, it is completely unre-
solvable whether the spectrum to be detected is already occupied.

When using the periodic stationary process feature detection method, it can be seen
that the noise fluctuation of the spectrum diagram is significantly smaller than that of
the energy detection method when the signal-to-noise ratio is the same. In addition, the
distortion of the signal frequency domain is more than the energy detection method at
the same signal-to-noise ratio. In general, the noise performance of signal detection
when using periodic stationary process feature detection is about 5–7 dB higher than
that of energy detection.
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However, the periodic stationary process feature detection method is much more
computationally intensive. From the time of simulation calculation, the time taken by
the system when using the energy detection method is about 2.5 s, and the time
calculated by the periodic stationary process feature detection method is about 24 s,
which is about one order of magnitude.
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Fig. 3. Noise performance of energy detection method and periodic stationary process feature
detection method
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5 Summary

This paper first introduces the basic principles of energy detection and periodic sta-
tionary process feature detection in non-cooperative detection in spectrum sensing.
Then the actual analysis and implementation method of the cyclostationary process are
proposed. Finally, the performance of the two methods is analyzed by MATLAB
simulation. It is concluded that the noise performance of signal detection when using
periodic stationary process feature detection is about 5–7 dB higher than that of energy
detection, and the detection time is about an order of magnitude. So energy detection is
recommended when the signal-to-noise ratio is greater than −15 dB, and the periodic
stationary process feature detection is used when the signal-to-noise ratio is lower
than −15 dB.
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Abstract. Now localization is one of the major issues in underwater environ-
ment work. In terrestrial application, time different of arrival (TDoA) localiza-
tion algorithm has been widely used. However, most localization systems rely
on radio or optical signals while they cannot propagate well in water. Therefore,
with complicated environment in underwater acoustic sensor networks
(UASNs), traditional TDoA localization algorithm suffers various unstable
factors, such as they can only work in a finite region or need clock synchro-
nization. In this paper, we propose an improved TDoA localization algorithm
(ITLA) based on AUV for UASNs. The mobile AUV first finds its own accurate
three-dimensional coordinates in the surface with the help of GPS or other
terrestrial location systems. Then we deployed AUV at predefined depth in
underwater as reference nodes. AUV periodically sends packets with coordi-
nates information to unlocalized nodes in different positions. After receiving
data and a series of calculation, we quantify the conditions for unique local-
ization and propose another condition to evaluate the reliability of results. This
algorithm can achieve relatively higher accuracy with relatively smaller calcu-
lation and overcome some traditional localization drawbacks. We demonstrate
the trade-offs between location coverage, the cost in placing reference nodes,
and energy consumption.
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1 Introduction

Over the years, we have observed underwater wireless sensor networks are getting
more attention [1]. They have been widely used in both military and civilian appli-
cations such as natural disaster warning system, oceanic navigate assistance, and
biological environment monitoring, etc. To achieve these goals in complicated envi-
ronment in underwater, the common method is to deploy some ordinary sensor nodes
in networks.

For traditional devices, they collect data from their surroundings and need
exchange information with the vessel on surface. However, these devices can be
replaced by sensor nodes with relatively small in shape and less expensive in cost.

In underwater, sensor nodes continuously collect data, sense the environment and
transmit to surface vessel or onshore stations. However, the traditional propagation
medium such as radio and optical signals attenuate rapidly and scatter due to adverse
environment in underwater [2]. Consequently, acoustic signals have been widely used
in recent years as they attenuate less and travel far.

In reality, once sensor nodes have been deployed, recycling work will become very
difficult. The position of sensor nodes will be greatly affected by the currents of water
and the accurate position of sensor nodes will randomly change. Therefore, localization
scheme now has been considered as a crucial mission in network composition, marking
the collected messages, detecting the position of target and network routing protocol
[3]. Range measurements in localization can be based on time of arrival (ToA) [4], time
different of arrival (TDoA) [5], received signal strength (RSS) [6, 7], and direction of
arrival (DoA) [8]. Most sensor nodes are equipped with pressure sensors to measure
their depth. Hence, the coordinates of sensor nodes can be simplified into x-y
coordinates.

The development of AUVs began to attract interest in the use of AUVs in local-
ization [9]. AUVs are now being used in various tasks. The mobility of AUVs makes it
possible to locate the position of sensor nodes in large scale. But some AUV-aided
location methods also suffer time delay problem.

The structure of the paper is as follows: Sect. 2 introduces several related UASN
localization techniques. Section 3 describes the improved localization algorithm based
on the methods mentioned above in Sect. 2. We compare the ordinary localization
algorithm in several aspects and the effects if we take AUVs to replace traditional
anchor nodes in Sect. 4. Finally, we draw some conclusions and present the future
research in Sect. 5.

2 Related Work

A lot of researches have been updated in localization algorithms in the past few years
[1]. Many localization algorithms have been proposed to solve the unique situation of
underwater acoustic environment for UASNs. In this section, we briefly provide a
review of localization techniques that proposed in UASNs.

A silent positioning range-based system named Underwater Positioning System
(UPS) has been proposed for UASNs in [10, 11] as is shown in Fig. 1. It is a basic
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TDoA range-based measurement algorithm. By exchanging beaconing signals with
reference nodes deployed on seabed, UPS estimates the location of a sensor node
before localization schemes begin or surface buoys with GPS. However, using the
method mentioned above, three-dimensional space will need at least four reference
nodes and two-dimensional space will need at least three reference nodes to locate. It
assumes the reference nodes cover the entire UASN area, therefore constrain the
coverage area of interest. And the sensor nodes in underwater are moving freely with
currents. Another drawback is the successful localization highly depends on the suc-
cessful communication among fixed nodes. Time-delay is also a major issue to discuss.

To overcome the drawbacks mentioned above, like the limit of location area, in
[12], the authors present more sensor nodes in localization schemes named Wide
Coverage Positioning System (WPS). Four sensor nodes will be needed whenever four
nodes attain unique localization, else five nodes will be needed in [13] (see in Fig. 2).
But the cost of deploying sensor nodes in underwater is still too expensive. And the
schemes still suffer time-delay error because of transmission error.

Hence at the first time, people prompted a method that using AUVs to replace
traditional fixed sensor nodes in [14, 15]. This is an algorithm for a hybrid, three-
dimensional UASN where AUVs moving in the same region with anchor nodes fixed
nearby. AUVs will periodically send wake up messages to anchor nodes and calculate
the range by receive response packets. The main drawback is that two-way ranging
requires high synchronization which is hard to achieve in underwater environment.
And too many AUVs also lead to high system cost [16].

Fig. 1. Underwater Positioning System (UPS)
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3 An Improved TDoA Localization Algorithm

3.1 Main Innovations

Compared with classical TDOA algorithm, ITLA use AUVs as reference nodes which
means a single AUV is used instead of too many anchor nodes in positioning scheme.
This change solves the problems of high network cost and complexity of deployment.
Besides, we add a result correction process in algorithm which improved the accuracy
and at the same time, decreased the cost of deploying more sensor nodes. The
movement of AUV also extend the location area.

3.2 Background and Assumptions

We assume a three-dimensional underwater sensor networks area. There are randomly
deployed ordinary sensor nodes that without their positions only to sense the network.
These sensor nodes are all capable to determine their depth and their transceivers can
cover the entire interest space. AUVs are deployed from the surface and get their
coordinates by GPS. We assume that AUVs periodically accelerate to predefined
positions and send wake up messages to anchor node. There are at least four non-
coplanar positions we predefined and no three of them are collinear. We propose an
efficient localization algorithm by using mobile AUVs. To simplify the localization
process, we present only one AUV to locate one anchor nodes that can extend to locate
more anchor nodes with more AUVs. Network architecture we proposed is presented
(see in Fig. 3).

Fig. 2. Wide Coverage Positioning System (WPS)
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Besides, the coordinates of AUV is got by GPS, the GPS positioning error may
influence the accuracy of node location. But in our algorithm, to introduce ITLA better
and clearly, we assume the errors in GPS positioning can be temporarily ignored.

3.3 Implementation

We assume every ordinary sensor node communicate with AUV and each other by
acoustic waves. The mobile AUVs form a channel with GPS satellite via radio waves
and use acoustic waves to communicate with underwater ordinary nodes. AUV will
move to different position and send messages to anchor nodes.

3.4 Algorithm Operations

There are two main phases in our algorithm.

1. Localization message broadcasting and receiving
2. Location computation and results correction.

In the first phase, AUV dives into predefined depth and sends requesting message
to anchor node S. If S receive the wake-up message, it will answer and send an answer

Fig. 3. Network architecture
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packet to AUV. AUV moves to next position during this packet transmitting. By
analogy, the AUV moves to the next two positions and continues to send packets to S.

In the second phase, when S receives all the information sent by the AUV from
various positions, it begins to calculate its own position. But the location of S might not
be uniquely localized. Hence, we let S send a new request to allow AUV move to
another new position. Then we continue to start the positioning process.

We assume the first location of AUV is A(x1, y1, z1). We have other positions of
AUV can be expressed as B(x2, y2, z2), C(x3, y3, z3), D(x4, y4, z4). Let dab be the
distance between a and b, where a; b 2 ð1; 2; 3; 4; sÞ.

We have

ds1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x1Þ2 þðy� y1Þ2ðz� z1Þ2

q
ð1Þ

The mathematical model we established is shown in Fig. 4.

AUV sends wake-up messages to sensor node S from position A and initiates a
localization cycle every T seconds. Each cycle begins when AUV transmits a signal
from position A. S receives packets sent by AUV from position A in ti1.

Fig. 4. Mathematical model
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We assume in tib, AUV begins to move from position A to B and sends wake-up
messages. The time of arrival at position B is ti

0
b . We have the time difference of AUV

arrival Dtib is

Dtib ¼ ti
0
b � tib ð2Þ

We can get the velocity of AUV from the accelerometer, and assume v is the velocity
and distance between A and B is:

d12 ¼ Dtib � v ð3Þ

In the meantime, S receives packets sent by AUV from position B in ti2.
By analogy, AUV successively begins to move to next two positions C(x3, y3, z3,),

D(x4, y4, z4) at tic, t
i
d and arrive at ti

0
c , t

i0
d . The same as mentioned above, we can get Dtic

and Dtid .
During its moving, AUV continues to send packets to the S(x, y, z) at these two

positions. Then we can conclude that S receives packets at tij; i; j 2 1; 2; 3; 4f g,
respectively. And clearly, based on triangle inequality,

ti1\ti2\ti3\ti4 ð4Þ

We assume

Dti1 ¼ ti2 � ti1 ð5Þ

Dti2 ¼ ti3 � ti1 ð6Þ

Dti3 ¼ ti4 � ti1 ð7Þ

Since the speed of ultrasound is c, we obtain

d12 þ ds2 � ds1 þ v� Dtib ¼ c� Dti1 ð8Þ

d13 þ ds3 � ds1 þ v� Dtic ¼ c� Dti2 ð9Þ

d14 þ ds4 � ds1 þ v� Dtid ¼ c� Dti2 ð10Þ

Which gives us

ds2 ¼ ds1 þ c� Dti1 � d12 � d12 ¼ ds1 þ;i1 ð11Þ

ds3 ¼ ds1 þ c� Dti2 � d13 � d23 ¼ ds1 þ;i2 ð12Þ

ds4 ¼ ds1 þ c� Dti2 � d14 � d34 ¼ ds1 þ;i3 ð13Þ
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Where d12, d13, d23, d14, and d34, are positive real numbers; and averaging ;i1; ;i2 and ;i3
over I intervals gives

;i1 ¼
c
I
�
XI

i¼1
Dti1 � 2d12 ð14Þ

;i2 ¼
c
I
�
XI

i¼1
Dti2 � ðd13 þ d23Þ ð15Þ

;i3 ¼
c
I
�
XI

i¼1
Dti3 � ðd34 þ d14Þ ð16Þ

In the next step, the algorithm applies trilateration with ;1; ;2, and ;3 to calculate
coordinates of S.

From (11)–(13) and (14)–(16), based on trilateration, we obtain four equations with
four unknowns x, y, z, and ds1, where ds1 > 0, like

ðx� x1Þ2 þðy� y1Þ2 þðz� z1Þ2 ¼ d2s1 ð17Þ

ðx� x2Þ2 þðy� y2Þ2 þðz� z2Þ2 ¼ ðds1 þ;1Þ2 ð18Þ

ðx� x3Þ2 þðy� y3Þ2 þðz� z3Þ2 ¼ ðds1 þ;2Þ2 ð19Þ

ðx� x4Þ2 þðy� y4Þ2 þðz� z4Þ2 ¼ ðds1 þ;3Þ2 ð20Þ

Solving these four equations, we have

dð1Þs1 ¼ �B�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � 4AC

p

2A
ð21Þ

dð2Þs1 ¼ �Bþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � 4AC

p

2A
ð22Þ

x ¼ Axds1 þBy ð23Þ

y ¼ Ayds1 þBy ð24Þ

z ¼ Azds1 þBz ð25Þ

where

A ¼ A2
x þA2

y þA2
z � 1 ð26Þ

B ¼ 2ðAxBx þAyBy þAzBzÞ ð27Þ

C ¼ B2
x þB2

y þB2
z ð28Þ
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Ax ¼ �;1
x2

ð29Þ

Bx ¼ x22 � ;21
2x2

ð30Þ

Ay ¼ ;1x3
x2y3

� ;2
y3

ð31Þ

By ¼
x23 þ y23 � x2x3 þ x3;21

x2
� ;22

2y3
ð32Þ

Az ¼ ;1x4
x2z4

� ;3
z4

� y4ð;1x3x2
� ;2Þ

y3z4
ð33Þ

Bz ¼
x24 þ y24 þ z24 � x2x4 þ x4;21

x2
� ;23 � y4x23

y3

2z4
þ

�y3y4 þ x2x3y4
y3

� ;21x3y4
x2y3

þ ;22y4
y3

2z4
ð34Þ

The result is interesting that only when S is not close to or behind any position of AUV
sending messages, (21) presents a unique feasible solution. Therefore, we add a result
correction in the last step.

3.5 Result Correction

If we now substituting for x, y, z into (2), ds1 has to satisfy the following condition:

d2s1Aþ 2Bds1 þC ¼ 0 ð35Þ

According to (26), we assume

kA � 1 ¼ A2
x þA2

y þA2
z � 1 ¼ A ð36Þ

The uniqueness of ds1 depends on the value of kA, as follows:

dð1Þs1 ¼ dð2Þs1 ; kA ¼ 1; ð37Þ

dð1Þs1 � dð2Þs1 \0; kA\1; ð38Þ

dð1Þs1 � dð2Þs1 [ 0; kA [ 1; ð39Þ
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If kA > 1, then there will be two solutions and we cannot uniquely localize the position
of S. Then we ask AUV to move to position D(x5, y5, z5).

We can get:

d2s1Aþ 2ðkAB � ;4Þds1 þ kBB � ;24 ¼ 0 ð40Þ

Where Bnn ¼ Bn � n5; n 2 x; y; zf g, and

kBB ¼ B2
xx þB2

yy þB2
zz ð41Þ

kAB ¼ AxBxx þAyByy þAzBzz ð42Þ

(35) and (40) have the same solutions under the following conditions:

kAB � ;4 ¼ AxBx þAyBy þAzBz ð43Þ

kBB � ;24 ¼ B2
x þB2

y þB2
z ð44Þ

These conditions can be transformed as follows:

Axx5 þAyy5 þAzz5 ¼ ;4 ð45Þ

Bxx5 þByy5 þBzz5 ¼ x25 þ y25 þ z25 � ;24
2

ð46Þ

We assume kA > 1, then S will be unique localization by adding position E and satisfy
conditions in (46); else, the value of ds1 is determined by the solution of the following
equation:

2ds1ðA2
x þA2

y þA2
z � 1þ;4Þþ ðd215 � 2Bxx5 � 2Byy5 � 2Bzz5Þþ ;24 ¼ 0 ð47Þ

Where d215 can be measured by AUV. Then S can be uniquely localized. Pseudocode is
shown below.
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Improved TDoA Localization Algorithm: Pseudocode for S
procedure ITLA
1: t=0
2: position = A
3: pkts = 0
4: Position of S = 0
5: Start localization beaconing sequence
6: while Position of S == 0 do
7: if (receive new beacon) then
8: pkts += 1
9: end if
10: if (pkts == 4 A ≤ 1)|( pkts == 5 & condition(46)=
FALSE) then
11: Position of S =1
12: end if
13: end while
end procedure

&

4 Experiments and Discussions

4.1 Performance Metrics

In this section, we discuss the performance of ITLA and traditional TDoA localization
algorithm like UPS and WPS in terms of localization time, localization error, and
localization coverage. The complete positioning flow chart is shown in Fig. 5.

Besides, in many practical situations, the Doppler effect is also an important aspect
to consider. When acoustic waves travel in shallow water, there are many factors that
cause Doppler shifts, but there are two main factors:

The relative motions between signal reception and emission position cause a
Doppler effect. We assume the frequency of a single acoustic signal is fs, the moving
speed of the transmitter is �vs, and the moving speed of the receiver is �vr, the frequency
change of the received signal is expressed as follows:

fr ¼ fs � ðc� �vrÞ=ðc� �vsÞ ð48Þ

We assume the direction from transmitter to the receiver is the forward direction. �vs and
�vr are vectors of unit m/s. The unit of fs and fs is Hz. c is the speed in water which could
be considered as 1500 m/s.

When there is no relative motion between the receiver and the transmitter, the
movement of the transmission mediumwill also cause Doppler effects such as waves and
turbulence. These two factors are the main cause of the Doppler effect, which are closely
related to the wind speed in surface. If the water wave is in the form of a sinusoid, the
acoustic wave will be modulated by the forward scattering of the water wave during the
propagation process, and the frequency of the acoustic wave received by the receiver will
change. The Doppler effect caused by the waves can be given by the Carson rule.

An Improved TDoA Localization Algorithm Based on AUV for UASNs 429



fd ¼ 2fwð1þ 2w cos h0hw=cÞ ð49Þ

Where fw is the frequency of water wave, hw is the mean square value of wave height, w
is the wind speed (m/s), h0 is the nominal incident angle in the receiving end.

Certainly, the accuracy is affected by the Doppler effect caused by the motion of the
transmission medium. Therefore, to improve the positioning accuracy, we need to do
some frequency compensation, but the amount of compensation can be determined in
advance, so in this paper, we temporarily ignore the Doppler shift caused by the motion
of the transmission medium.

Fig. 5. Flow chart of complete localization process
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4.2 Simulation Environment and Discussion

We assume the mobility of AUV parameter varying from 2.0 m/s (�3.887688 kn) to
5.0 m/s (�9.71922 kn). The entire underwater area is 1000 m * 1000 m * 100 m
water volume and filled with randomly deployed sensor nodes vary from 0 to 200. We
use only one AUV to localize all sensor nodes.

The experiment results of different localization time are represented in Fig. 6. Due
to the use of AUVs, the traditional localization algorithm cost much more time than
ITLA. The extra time is mostly spent in the positioning process between different
nodes. While AUV is used, the velocity of AUV movement in underwater also
influences the speed of localization time. If AUV moves as fast as possible, then a
positioning cycle ends sooner. AUV in 2.0 m/s cost nearly more 5 s than in 5.0 m/s in
our simulation, but still better than UPS and WPS which the latter two spend more than
30 s in total. Besides, with more sensor nodes needs to be localized, the gap becomes
bigger.

The localization error is represented in Fig. 7. With the distance between the unlo-
calized nodes and AUV and numbers of nodes increases in underwater, the error also
increases. Owing to the efficient use ofmobileAUV as the reference node, the localization
error has been controlled into an acceptable situation. As is shown below, the accuracy of
nodes coordinates improves nearly 1 m than traditionalways. This ismainly due towe add
a result correction at last and the lateration of calculation. These differences are becoming
more obvious with the increase of sensor nodes need to be localized.

The localization coverage is shown in Fig. 8. UPS only localized 66% of nodes
while WPS reach to nearly 80% in the end. Due to AUV floating nearby, more sensor
nodes can be localized by using ITLA. On the other hand, the localization coverage
area is determined by the transmission range of nodes. As the transmission range of
these nodes increases, more nodes get their accurate coordinates. Obviously, due to the
wider range of AUV movement, the positioning coverage is larger than traditional
ways and its coverage is nearly close to 90%. More unlocalized nodes will be in
transmission range by the movement of AUV.

Fig. 6. Localization time
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5 Conclusion

We propose an improved TDoA localization algorithm based on AUV. Comparing
with traditional TDoA algorithm, we take AUV as reference nodes to locate the
unlocalized anchor nodes. Our algorithm consists of two steps, localization message
broadcasting and receiving and location computation and results correction. AUVs are
deployed from the surface into underwater, it is equipped with accelerate and gyro-
scope to get their coordinates and direction by GPS and dive into predefined depth.
Then AUV broadcast wake-up messages to unlocalized anchor nodes. After receiving
position messages from AUV sent in different positions, anchor node computes its own
coordinates by applying various mathematical techniques. And preliminary computa-
tion results will be corrected by results correction for more accurate positioning. Due to
the use of mobile AUV in underwater, the localization coverage is improved, results in
less localization error and localization time relatively shortened.

Fig. 7. Localization error

Fig. 8. Localization coverage
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Abstract. Aiming at the problem that the underwater wireless sensor network
is limited in energy and the underwater topology is susceptible to the dynamic
environment, this paper designs an AUV-assisted fuzzy probability power
topology control (FPPTC) algorithm by introducing AUV nodes and clusters
generated by clustering. Head node communication reduces power consumption
of low energy nodes. According to the data deviation value between the current
data value of the AUV node and the target parameter, the adjustment probability
of the transmission power is determined, and the transmission power of the
AUV node is adjusted to an optimal value to reduce the underwater topology
energy consumption, prolong the network life cycle, and improve the network.
The purpose of communication quality. The simulation results show that the
FPPTC algorithm can improve network coverage, slow down node failure speed
and extend network life cycle.

Keywords: Underwater wireless sensor networks (UWSNs) �
Topology control � Autonomous underwater vehicle (AUV) �
Fuzzy power control

1 Introduction

The underwater world has a tremendous impact on the development of human beings.
It is not only closely related to people’s living environment, but also contains a large
amount of minerals and natural resources under the water, which is also inextricably
linked with economic development. With the emphasis on underwater environment and
resources, underwater wireless sensor networks have been widely used in various fields
such as underwater pollution monitoring, gas leakage monitoring and navigation [1].

The underwater wireless sensor network topology is mainly composed of a large
number of wireless sensor nodes randomly scattered in the target water area. Unlike the
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terrestrial wireless sensor network, the underwater wireless sensor network is subject to
more restrictions. The underwater node has limited energy and can’t be charged, and its
life is short. Because the Radio Frequency (RF) wave is seriously attenuated in the
underwater environment [2], the communication quality is degraded. Therefore, in
UWSNs, the underwater acoustic mode is mainly used for communication [3], The
acoustic channel has limited bandwidth and is not suitable for large-scale communi-
cation. Secondly, the underwater node is easy to change with the influence of ocean
currents and the like, and the topology is damaged.

Faced with the problems faced by the current underwater wireless sensor network
topology, many solutions have been proposed, which can be mainly divided into two
categories: node power control and cluster topology control [4]. Although traditional
wireless sensor networks propose many topological control algorithms, their application
to underwater environments is still limited. With the development of technology, AUV
has been applied to underwater wireless sensor networks. As proposed in the literature
[5], the AUV collaborative control strategy consists of multiple AUV nodes participating
in the underwater network to improve network performance. However, AUV is costly and
large-scale use is not realistic. In the traditional network topology control algorithm, when
there is a deviation between the transmission power and the calculation power based on
the optimal algorithm, the node needs to adjust the transmission power. This method is
effective for network resource rich or static network, because the node energy is limited
and topology in UWSN. The structure changes dynamically, and the effect of this method
is not obvious. At the same time, in the AUV assisted underwater network topology,
when there is a deviation between the AUV transmission power and the transmission
power based on the optimal algorithm, adjusting the power may not be the best strategy,
so consider balancing between network performance and network functions.

Aiming at the limitations of the above underwater wireless sensor network topol-
ogy, this paper proposes a fuzzy probability power topology control (FPPTC) algo-
rithm. Add AUV as a secondary node in UWSNs. On the basis of the residual energy of
AUV node and ordinary node, the optimal algorithm based on factors such as trans-
mission power and degree of enumerated list. Reference fuzzy logic control algorithm,
In accordance with the current value and the deviation between the target parameters,
output probability to adjust the parameters, such as transmission power, he greater the
difference, the greater the probability of adjustment. The cluster head node is selected
by the adaptive clustering method, and the AUV mainly exchanges data with the cluster
head node to reduce the communication frequency of the low energy node. The
mobility of AUV can realize dynamic link of underwater wireless sensor network,
comprehensively consider parameters such as common node and AUV node trans-
mission power, optimize network topology control, reduce energy consumption of
underwater nodes, extend network life cycle, and improve communication quality.

2 Related Work

In recent years, many control algorithms have been proposed for underwater wireless
sensor network topology. According to the underwater topology features, they are
mainly divided into three categories [6]: energy control, mobile assisted technology and
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radio mode management. In the topology control process, based on different trans-
mission power, it can be used to improve localization [7]. For dynamic topology
control, AUV assistance or depth adjustment of some nodes can be used [8].

In the literature [9], two topology control algorithms, improved distributed topology
control (iDTC) and power adjustment distributed topology control are proposed for
underwater wireless sensor networks. These two methods can improve network com-
munication capabilities while reducing energy consumption. The method mainly
guarantees data transmission through the communication of geographic information
opportunity routing. Then, according to the topology control strategy of complex net-
work theory, a dual clustering structure is constructed, including two cluster head nodes,
to ensure the coverage of the network connectivity nodes. However, in the underwater
environment, it is not realistic to use the Global Positioning System (GPS) method. The
wire is used to anchor the sensor node in the underwater environment, and the sensor
node is offset around the anchor point, which causes the node to move in the horizontal
direction. The node location is not accurate. In [10], an energy control underwater
wireless sensor network topology control algorithm EFPC is proposed. This algorithm
optimizes the node transmission power through a certain limited Nash equilibrium
function to avoid underwater biological interference. It can better implement network
topology, improve network performance, and avoid underwater biological interference.
However, game theory equilibrium cannot fully guarantee network coverage and node
connectivity, while other factors affecting energy consumption are not considered. In
[11], the R-ERP2R algorithm makes decisions based on the distance between nodes and
residual energy, performs data transmission, and adds connection quality metrics and
retransmission mechanisms to increase reliability.

3 FPPTC Algorithm

The FPPTC algorithm draws on the idea of fuzzy control theory to adjust the output
power in FCTP [12] algorithm. Meanwhile, according to the fuzzy probability
adjustment method, the transmission power of the AUV node is adjusted to ensure the
underwater topological communication quality, and the average energy consumption of
the node is reduced. The FPPTC algorithm is mainly composed of four stages: they are
topological clustering, solving data deviation values, calculating power adjustment
probability, and fuzzy power control.

3.1 Topological Clustering

The underwater wireless sensor nodes are randomly scattered in the target waters, and
then the nodes are clustered. The selection of the cluster head node Ni is mainly based
on the residual energy of the underwater topology node. The time required for the
topology to complete the clustering is Tc. The time interval for the next clustering
process is Tn. The underwater topology triggers the cluster every Tc + Tn seconds (this
process is a network cycle), reselect cluster head, simultaneous multiple iterations in
the clustering process. Set the initial cluster head percentage for all underwater
topology nodes, i.e. Cp (e.g. 6%), Where Cp is limited to the notification of the initial
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cluster head, no direct influence on the formation of the final cluster. Set the node to
cluster head probability to CHp, as shown in Eq. (1):

CHp ¼ Cp�Eresidual

Emax
ð1Þ

Where Eresidual is the current remaining energy of the node, Emax is the maximum
energy of the node (generally the energy when the node is fully charged), However, the
value of the node is not allowed to be lower than a certain value Pim (such as 10−4).
The probability that a node is selected to be a cluster head is proportional to Eresidual.

3.2 Solving Data Deviation Values

In order to realize UWSNs communication, there is a deviation between the current
data of the AUV node and the target. According to this, the ratio of the difference
between the data optimal solution and the current time parameter to the optimal
solution is defined as the data deviation value. In order to ensure the communication
quality and network connectivity of the underwater topology. In this paper, the data
deviation analysis of the node’s transmission power, neighbor node degree and residual
energy value provides a reliable basis for AUV transmission power control.

According to the definition of the data deviation value above, the data deviation
value is solved for the AUV transmission power, as shown in formula (2).

Dp ¼

Pn

i¼1
ðPa þPviÞ
n � P�

����
����

P� ð2Þ

The number of AUV communication nodes is n, Pa is the current transmission
power of the AUV node, Pvi is the transmission power of the communication node, P*
is the best transmission power of AUV when communication is realized, and Dp is the
data deviation value of transmission power. Similar to the transmission power, the data
deviation value is calculated for the neighbor list degree (defined herein as the number
of one-hop nodes in the AUV node communication range). Let the AUV node realize
that the maximum neighbor node degree is Q*, and the current neighbor list degree of
the AUV node is Q, then the neighbor node degree deviation value is as shown in
formula (3):

DQ ¼ Q� Q�j j
Q� ð3Þ

For the residual energy deviation value, similar to the transmission power, not only
the remaining energy of the AUV node but also the remaining energy of the cluster
head node Vi with the AUV communication. Let the total energy of the AUV node and
the communication node be E*, the remaining energy of the AUV node be Ea, and the
remaining energy of the communication node be Evi, then the residual energy deviation
value is as shown in formula (4):
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DE ¼

Pn

i¼1
ðEa þEviÞ
n � E�

����
����

E� ð4Þ

From the above definition of the data deviation value, the magnitude of the devi-
ation value and the difference between the current value of the data and the optimal
solution value are proportional to each other. The larger the difference, the larger the
data deviation value.

3.3 Fuzzy Adjustment Probability

According to the data deviation value calculated in Sect. 3.2, the fuzzy logic algorithm
is used to solve the adjustment probability of the transmission power. The larger the
deviation, the greater the adjustment probability. However, there is no clear relation-
ship between the data bias value and the adjustment probability. Therefore, in order to
realize the correlation between them, this paper adopts the fuzzy logic algorithm to
adjust them. According to the conclusions of the literature [10]. Using cross-layer
parameters as the input value of the fuzzy logic system, i.e. the data deviation value.
Give each cross-layer parameter a dynamic weight. The more fuzzy rules, the more
output. Therefore, the accuracy is higher, the number of fuzzy rules set in this paper is
7, as shown in Table 1:

According to Table 1, the input and output membership function is shown in
Fig. 1:

According to the above fuzzy rule input and output, the transmission power
adjustment probability is proportional to the data deviation value. The data deviation
values have been solved for AUV transmission power, neighbor list degree and residual
energy respectively in Sect. 3.2. Three adjustment probabilities are output from the
above fuzzy rules, respectively, the transmission power adjustment probability qP, the
adjustment probability of the neighbor list degree is qQ, and the adjustment probability
of the remaining energy is qE. In order to improve network performance, it is necessary
to determine the probability of adjusting the transmission power. Since the performance
determined by a large deviation value cannot be guaranteed with a small probability,

Table 1. The fuzzy rules

Input Output

Very Small (VS) Very Small (VS)
Medium Small (MS) Medium Small (MS)
Small (S) Small (S)
Medium (M) Medium (M)
Large (L) Large (L)
Medium Large (ML) Medium Large (ML)
Very Large (VL) Very Large (VL)
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the maximum adjustment probability should be selected. The AUV transmission power
adjustment probability is shown in formula (5):

q ¼ max qP; qQ; qE
� � ð5Þ

Through Eq. 5, the adjustment probability of the transmission power is determined
by the worst performance parameter, and the network performance can be improved by
this method.

3.4 Power Control

When calculating the transmission power deviation, it is necessary to solve the opti-
mum transmission power to determine the magnitude of the deviation. When the AUV

Fig. 1. Input (a) and Output (b) membership function
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needs to adjust the power, adjust it to the optimal transmission power. Therefore, the
optimal transmission power plays a crucial role in the overall network topology.

In this paper, the calculation of the optimal transmission power is based on the
FCTP algorithm proposed in [12]. Most nodes are between 4 and 7, with an average
node degree of around 5.89.

This method is a power control method based on fuzzy logic. The power adjust-
ment method uses closed-loop control, as shown in Fig. 2. Define Ed as the expected
neighbor list degree, and Td as the current node degree of the AUV node. All nodes are
running under the same rules. Closed-loop working mode: The AUV node has an initial
power and the AUV node periodically broadcasts its uniquely represented message
Msg. All cluster head nodes that receive Msg send a feedback confirmation message
FBMsg to reply. Calculate the number of FBMsg received during the period before the
node sends the next Msg. Its the Td of the current cycle, When there is a gap between
Td and Ed, the TP value of the AUV is output through the fuzzy logic control algo-
rithm. The fuzzy power control of the FPPTC algorithm based on the improved FCTP
algorithm is shown in Fig. 2:

4 Performance Analysis

FCTP algorithm is a traditional fuzzy logic topology control method. In order to verify
the performance of the FPPTC algorithm, the simulation tool NS-3 was used to
evaluate and compare with FCTP and R-ERP2R under the same parameter settings. The
simulation configuration parameters are shown in Table 2:

Figure 3 is a comparison of the coverage of underwater wireless sensor networks.
as can be seen from the simulation results, compared with R-ERP2R algorithm and
FCTP algorithm, FPPTC algorithm coverage is higher. When the number of node
failures is small (less than 20), the gap in network coverage is not obvious. As the
number of failed nodes increases (when the failed node exceeds 61), network coverage
declines faster. Due to the introduction of AUV node assistance in the underwater
network topology, utilizing its autonomous mobility and expanding transmission

Fig. 2. Power control
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power, improve network coverage and communication quality of underwater acoustic
networks.

Figure 4 shows the relationship between the operating cycle of the reaction node
and the average remaining energy. As can be seen from the figure, the average residual
energy of the FPPTC algorithm is slightly larger than the other two algorithms. Since
the FPPTC algorithm needs to consume a certain amount of energy when initial
clustering, the average energy of the node is slightly lower than the FTC algorithm
when the number of running rounds is less than 10. As the number of running rounds
increases, the average remaining energy is improved compared to the other two
algorithms. This is because the FPPTC algorithm adjusts the AUV transmission power
according to the probability, reduces the adjustment frequency (about 30%), and saves
energy.

Figure 5 is a comparison of the number of algorithm nodes and the network life
cycle of the three algorithms. As can be seen from the figure, as the number of
deployed nodes increases, the FPTTC algorithm network lifetime is greater than the
FCTP algorithm. This indicates that the FPTTC algorithm network runs more

Table 2. Simulation configuration

Parameter Value

Simulation area 300 m � 300 m
Number of nodes 150
Depth 15 m
Sound speed 1475 m/s
Communication radius 30 m
Initial energy 1000 J
Data rate 2000 bit/s
Transmission power 2.8 W
Receive power 1.5 W

Fig. 3. Network coverage comparison chart
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efficiently as the number of deployed nodes increases. Compared with R-ERP2R,
although the clustering process is carried out, the auxiliary of AUV significantly
reduces the energy consumption of cluster head node communication. Thus extending
the network life cycle.

5 Conclusion

Based on the FCTP algorithm, this paper proposes an AUV-assisted fuzzy probability
power adjustment topology control algorithm. The FPPTC algorithm is characterized
by the combination of AUV and underwater acoustic network topology. When the
AUV transmission power and the optimal transmission power are not equal, it is
determined according to the fuzzy rule whether the transmission power needs to be

Fig. 4. Residual energy comparison chart

Fig. 5. Network life cycle comparison chart
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adjusted. This greatly reduces the power adjustment probability in the topology control
algorithm. At the same time, the AUV mainly communicates with the cluster head
node, which reduces the communication frequency of the low energy node and pro-
longs the network period of the node. Due to the complex underwater environment, the
nodes fail to be irregular, which is easy to cause isolated nodes and difficult to repair
the topology. How to heal the topology and improve the coverage will be further
research directions.

Acknowledgments. This research was supported by Tianjin Natural Science Fund Project
18JCYBJC85600, Qinghai Key Laboratory of Internet of Things Project (2017-ZJ-Y21), Tianjin
Enterprise Science and Technology Commissioner Project 18JCTPJC60500, Infrared Radiation
Heating Intelligent Control and Basic Ventilation Auxiliary Engineering System Development of
No. 2 Section of Changchun Metro Line 2 (hx 2018-37).

References

1. Tuna, G., Gungor, V.C.: A survey on deployment techniques, localization algorithms, and
research challenges for underwater acoustic sensor networks. Int. J. Commun. Syst. 30(17),
e3350 (2017)

2. Benson, B., et al.: Design of a low-cost, underwater acoustic modem for short-range sensor
networks, pp. 1–9 (2010)

3. Li, N., Martínez, J.F., Meneses Chaus, J.M., Eckert, M.: A survey on underwater acoustic
sensor network routing protocols. Sensors 16(3), 414 (2016)

4. Sun, L.J., Liu, L.F., Du, X.Y., Xiao, F.: Overview of topology control techniques in
underwater acoustic sensor networks. J. Nanjing Univ. Posts Telecommun. (Nat. Nanjing
Univ. Posts Telecommun.) 20–25 (2012)

5. Xiang, X., Xu, G., Zhang, Q., Xiao, Z., Huang, X.: Coordinated control for multi-AUV
systems based on hybrid automata. In: IEEE International Conference on Robotics and
Biomimetics, ROBIO 2007, pp. 2121–2126 (2007)

6. Coutinho, R.W., Boukerche, A., Vieira, L.F., Loureiro, A.A.: Underwater wireless sensor
networks: a new challenge for topology control-based systems. ACM Comput. Surv.
(CSUR) 51(1), 19 (2018)

7. Liu, L., Liu, Y.: On exploiting signal irregularity with topology control for mobile
underwater wireless sensor networks. In: 2013 IEEE Global Communications Conference
(GLOBECOM), pp. 522–527 (2013)

8. Huang, Y., Martínez, J.F., Díaz, V.H., Sendra, J.: A novel topology control approach to
maintain the node degree in dynamic wireless sensor networks. Sensors 14(3), 4672–4688
(2014)

9. Nasir, H., Javaid, N., Mahmood, S., Qasim, U., Khan, Z.A., Ahmed, F.: Distributed topology
control protocols for underwater sensor networks. In: 2016 19th International Conference on
Network-Based Information Systems (NBiS), pp. 429–436 (2016)

10. Li, N., Martinez, J.F., Diaz, V.H.: The balanced cross-layer design routing algorithm in
WSNs using fuzzy logic. Sensors 15, 19541–19559 (2015)

11. Wahid, A., Lee, S., Kim, D.: A reliable and energy-efficient routing protocol for underwater
wireless sensor networks. Int. J. Commun. Syst. 27, 2048–2062 (2014)

12. Zhang, J., Chen, J., Sun, Y.: Transmission power adjustment of wireless sensor networks
using fuzzy control algorithm. Wirel. Commun. Mob. Comput. 9, 805–818 (2009)

444 W. Ren et al.



Naive Bayes Classifier Based Driving Habit
Prediction Scheme for VANET Stable

Clustering

Tong Liu(&), Shuo Shi, and Xuemai Gu

Harbin Institute of Technology, Harbin 150001, China
liutongsasa@hotmail.com

Abstract. Vehicular ad hoc networks (VANETs) is a promising network form
for future application on road, like arriving automatic driving and in-vehicle
entertainment. Compare with traditional mobile ad hoc networks (MANETs), its
advantages are multi-hop communication without energy restriction and relative
regular moving pattern. However, the high mobility of nodes raises many
challenges for algorithm designers such as topology changing, routing failures,
and hidden terminal problem. Clustering is an effective control algorithm pro-
vides efficient and stable routes for data dissemination. Efficient clustering
algorithms became challenging issues in this kind of distributed networks. In
this paper, a novel machine learning based driving habit prediction scheme for
stable clustering is proposed, briefly named NBP. In the scheme, vehicles are
divided into two alignments with opposite driving habit from which stable
cluster design could benefit. Naive Bayes classifier is introduced to estimate the
alignment of vehicles by several factors, such as relative speed, vehicle type,
number of traffic violations and commercial vehicle or not. Combined with
clustering design, the proposed method has been proven effective for stable
clustering in VANET.

Keywords: Naive Bayes classifier � VANET clustering � Driving habit

1 Introduction

As a research focus of intelligent transportation system (ITS), auto-driving attracts
tremendous attention. It is an enormous and complicated project supported by stable
communication system, quality sensors, deep data mining and so on. The most
important part is stable communication which provide a foundation for safety appli-
cation, assistant to the drivers and emergency warning. VANET is an architecture
design for vehicles to exchange data with other neighbor vehicles. It is derived from
MANET whose characteristic is multi-hop communications and no-infrastructures.
Generally, communication in VANET is divided into two parts: vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I). On board units (OBUs) are installed on
vehicles to make vehicles as a message sender, router and receiver. Road side units
(RSUs) are assembled along the roads to provide Internet access and relaying. Compare
with traditional MANET, nodes in VANET have relative regular mobility patterns on
account of road restrictions, and energy consumption is no longer taken into

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
S. Han et al. (Eds.): AICON 2019, LNICST 286, pp. 445–452, 2019.
https://doi.org/10.1007/978-3-030-22968-9_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_40&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22968-9_40


consideration [1]. At the same time, the high speed makes network topology change
rapidly than before.

Such characteristics raised new challenge in VANET, like hidden terminal in high
dynamic topology and message congestion in high density network. Associating
mobile vehicles into groups is a reasonable solution, that is clustering. According some
rule set, it groups nodes to enhance communication efficiency. Cluster head (CH) is
selected as a center of the cluster to host the whole cluster. In order to avoid congestion
and meet quality of service (QoS) criteria, cluster also can be used for frequency reuse
[2]. Recent years, widely study and discuss are focus on it. [4] provide a compre-
hensive and comparative survey of clustering technique. Vehicle communication
benefit a lot from clustering, such as high communication efficiency, routing scalability
and frequency resource sharing [5].

Dynamic topology of VANET make stable cluster a hard stuff. Therefore, the
stability is one of the most important performance criteria. It means a stable cluster
needs a long lifetime of CH and cluster members (CM) to decrease overhead. Fewer
numbers of changes in vehicles states and fewer CH changes also can be take into
consideration [6]. The recent designs of clustering algorithms are based on velocity of
nodes, running lanes, nodes density, moving pattern and communication range. These
methods are aim to ensure cluster stability by analyzing dynamic elements around
vehicle. A well-design clustering algorithm need keep stable cluster and have inte-
grated member joining and leaving procedures, and control overheads at the same time
[7, 8]. Recently Seyhan Ucar proposed a new stable cluster based message dissemi-
nation method in [9]. VMaSC choosing relative mobility as the metric for CH selection.
Relative mobility is calculated between neighboring vehicles. In order to reduce
overheads, it introduces a direct connection from CM to CM. Periodic hello packets
and CM information broadcasting maintain the cluster structure.

In this paper, the proposed novel machine learning based scheme aims to predict
driving habit for stable clusters constructions. In this scheme, vehicles are divided into
two alignments with opposite driving habit from which stable cluster design could
benefit. Naive Bayes classifier is introduced to estimate the alignment of vehicles by
several factors, such as relative speed, vehicle type, number of traffic violations and
commercial vehicle or not.

The rest of the paper is arranged as follows: Sect. 2 introduces how the prediction
scheme works, including vehicle alignments definition, Naive Bayes classifier and
driving habit prediction system. Then, it describes CH selection method with the
result from proposed scheme. In Sect. 3, simulation set-up scenarios, results and dis-
cussions are presented. At last, we conclude our algorithm and raise some future works
in Sect. 4.

2 Driving Habit Prediction Scheme

2.1 Vehicle Alignments

Driving habit of drivers are decided by many personal factors, such as character,
education, and life experience. The habit is developed from long time accumulation and
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will be relatively stable. It is believed that certain vehicles have fixed drivers on certain
roads in most cases. We can infer that a vehicle keeps same driving habit in a certain
route. Based on this conclusion, vehicles are divided into opposed alignments: Law
Vehicles (LVs) and Chaos Vehicles (CVs). Originally the law and chaos axis were
defined as the distinction between “the belief that everything should follow an order,
and that obeying rules is the natural way of life”, as opposed to “the belief that life is
random, and that chance and luck rule the world”. In this Scheme, the characteristics of
alignments are only restricted in driving habit category. Vehicles in different align-
ments follow totally opposite driving patterns.

Most of the time, LVs keep moving at a constant speed which is around the average
speed running on the road. When meeting vehicles ahead with similar speed on the
same lane, LVs will slow down and stay uniform speed without changing lane. The rate
of changing lanes is low for LVs. On the contrary, CVs always keep moving with
higher speed than average, even beyond the speed limits on road sometimes. When
meeting vehicles ahead, CVs will change lane immediately and overtake them with
acceleration. Therefore, the rate of changing lanes is high for CVs.

2.2 Naive Bayes Classifier

In machine learning, naive Bayes classifiers are probabilistic classifier based on
applying Bayes theorem with strong independence assumptions. Despite the simple
design of naive Bayes classifier, naive Bayes classifiers have worked well in many area,
such as medicine, economics and so on.

Bayes’ theorem is stated as follows:

PðbjxÞ ¼ PðbÞPðxjbÞ
PðxÞ ð1Þ

where PðbjxÞ is a conditional probability: the likelihood of event b occurring given that
x is true, PðbÞ and PðxÞ is the prior probability.

When the “naive” conditional independence assumptions come into play, we
assume that each feature xi is conditionally independent of every other feature xj for
i 6¼ j, given the category b. The formula can be rewritten as follows:

PðbjxÞ ¼ PðbÞ
PðxÞ

Yd

i¼1
PðxijbÞ ð2Þ

The naive Bayes classifier combines this model with a decision rule. One common
rule is to pick the hypothesis that is most probable; this is known as the maximum a
posteriori rule.

hnbðxÞ ¼ argmaxc2y PðbÞ
Yd

i¼1
PðxijbÞ ð3Þ
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2.3 Driving Habit Prediction Framework

It is easy to judge the alignment of a vehicle on a specific road by monitoring its
driving record. The number of lanes changing and the proportion of acceleration time
can be used to draw a conclusion. In the process of vehicle clustering, we need to
predict the vehicle motion pattern to establish a stable cluster. However, vehicles did
not complete the driving on this section when choosing CHs. It is impossible to judge
their camp according to the method just mentioned. It means that we need to judge
which alignment the vehicle belongs to according to its current inherent properties
before the vehicle completes the whole driving process on the road. As introduced
before, Naive Bayes Classifier is suitable for this occasion. Relative independent fea-
tures of vehicles are required to design the prediction method. Here four vehicle
characteristics that may be relevant to driving habit have been selected: relative speed,
vehicle size, number of violations and whether commercial vehicles.

• Relative speed: the speed difference between the vehicle and the traffic. Traffic
speed is defined as the average speed of neighbor vehicles. This feature represents
whether the speed of vehicles in this section is higher than the average level. The
higher the relative speed is, the higher possibility of belonging to the chaotic
alignment is. The formula of relative speed is stated as follows:

vri ¼ vi �
P

j2N vj
n

ð4Þ

where vri means the relative speed of vehicle i, N is the set of neighbor vehicles, and
vj is the speed of neighbor vehicle j.

• Vehicle size: distinguished by the length of vehicles. In this scheme, vehicles are
divided into two categories, small and large. A small car is less than six meters long,
such as cars, jeeps, minivans, light buses, and light trucks. A large car is with a
length of 6 m or more, such as ordinary buses, medium-sized and large trucks.

• Number of violations in the past three years: we believe that the more violations, the
more barbaric the driving habits of drivers, that is, the more inclined to the chaotic
camp.

• Whether commercial vehicles or not: commercial vehicle means a vehicle engaged
in road transport business activities for the purpose of making a profit. It is believed
that the commercial vehicles focus on driving safety, because profit risk need to be
taken into account. That is, a higher probability of belonging to the law alignment.

It is assumed that the velocity of vehicles has a normal distribution [10]. According
the formula 4, we can easily infer that the relative speed also follows a normal
distribution.

pðx ¼ vri jcÞ ¼
1ffiffiffiffiffiffi
2p

p
ri
expð� ðvri � liÞ2

2r2i
Þ ð5Þ

Where li and r2i denote the average value and the variance of relative velocity for the
vehicle i.
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The other three characteristics are all discrete variable. The conditional probability
of these features can be calculated as follows:

PðxijcÞ ¼
Dc;xi

�� ��
Dcj j ð6Þ

where Dc denotes the training set of category c, and Dc;xi

�� �� denotes the elements
number of the set. Dc;xi is the set of elements whose value is xi in category c.

Combined with formulas 3, 5 and 6, the vehicles’ alignment can be judged. Then
the driving pattern of vehicles can be predicted when a clustering process initiate.

2.4 Stable Clustering

The stable clustering process consists of several steps: start, joining, CH selection,
leaving procedure and merging procedure. The proposed scheme is working on the CH
selection step. For the reason that the speed of CVs changes frequently, CVs are
excluded from CH candidates in the algorithm. In traditional method, the metric is
unique without an evolving view. The following moving pattern of vehicles make great
difference to the cluster stability. For example, when the CH election start, a CV just
happen to meet the requirement of CH. After becoming a CH, CV overtake the front
car and keep acceleration as its moving pattern. The cluster will expire after CV driving
out of the communication range. It can be avoided with the proposed Naive Bayes
Classifier based driving prediction method.

The procedures of cluster formation are described below:

• Start: Every node is marked as an uncertain node. It does not receive any joining
message (JM) or hello message (HM) after running on the street from beginning.

• Join: CHs disseminate JM periodic when they running on the road. If an uncertain
node which is not belong any cluster receives the JM, and it is running on the same
direction with this CH, this node will send a reply message (RM) to the relevant
CH. After the CH receives the RM, it will allocate the node a unique cluster
member number and send it to the new CM. If the uncertain node does not receive
any reply from the CH after a certain period, it will broadcast a joining request
(JR) for seeking a cluster.

• CH selection: If an uncertain node still does not receive any (JM) after several
period, CH selection procedure will start. It will calculate relative speed between
neighbor nodes, and select the center of the graph as the new CH. Then using the
result of NBP, if the new CH is LV, continue to build the cluster. Or else, restart the
CH selection procedure and exclude the CVs.

• CM Leaving: When a CM fails to receive any packets from CH over some periods,
this node will change itself to an uncertain node role. It means this CM may be out
of the communication range of its CH. At the same time, the CH will also remove
this CM from the membership list.

• Cluster Merging: When a CH receive a JM from another CH, that means two CHs
are within communication range. Cluster merging procedure need be executed.
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Both of the CHs will give up the role of CH and come to CH selection procedure to
build a new cluster.

3 Simulation Results

The simulations are running on the Network Simulator 2 platform. In order to simulate
realistic mobility of vehicles, Simulation of Urban Mobility (SUMO) is employed
combined with ns2. It is an open-source traffic simulator which can mode drivers’
behavior. Driving habit of LVs and CVs are adjusted in the SUMO. For example, the
acceleration and overtaking decision of the vehicles is determined by the driving habit
which is obtained from designed prediction scheme. The road is designed two lanes
and two-way. The simulation time is 500 s. The maximum speed of the vehicles is a
variable ranging from 60 to 120 km/h.

A simplified VMsSC which only adopts its CH election strategy is compared with
proposed scheme in this paper. Figure 1 states relationship between the lifetime of the
CHs with the percent of CVs. With larger proportion of CVs, the CH lifetime decrease
rapidly. That is because there is more CVs selected as CH, which is an unstable factor.
The outcome of simulation also illustrates that NBP has longer CHs lifetime than
VMaSC.

Figure 2 shows the lifetime of the cluster head between NBP and VMaSC with
transmission range. The simulation result shows the lifetime of the clusters is prolonged
by using NBP. That is because CVs is exclude from CH candidates. The unstable factor
of node moving pattern is almost from CVs. On another hand, the result demonstrated
wide transmission range will provide stability of clusters. Cluster stability benefits from
longer transmission range.

Fig. 1. Lifetime of CHs with the percent of CVs
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4 Conclusions

In order to construct stable clusters, a novel machine learning based driving habit
prediction scheme is proposed in this paper. In this scheme, vehicles are divided into
two alignments with opposite driving habit from which stable cluster design could
benefit. Naive Bayes classifier is introduced to estimate the alignment of vehicles by
several factors, such as relative speed, vehicle type, number of traffic violations and
commercial vehicle or not. The proposed technique has been proven effective for stable
clustering in VANET.
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Abstract. The trajectory scheduling of the mobile nodes is a criti-
cal research problem in rechargeable wireless sensor networks. In this
paper, we propose a machine-learning based energy consumption pre-
diction (ML-ECP) approach, which uses machine-learning to predict the
energy consumption rates in wireless sensor networks. Based on the pre-
diction, the sensor nodes are partitioned into multiple clusters and the
optimal trajectories are obtained for mobile nodes. We compare the pro-
posed approach with the existing approach, the results show that the
ML-ECP improves the energy efficiency for sensor nodes recharging and
data collection, and the mobile nodes collect information and recharge
sensor nodes periodically in the network.

Keywords: Path optimization · Machine-learning ·
Wireless sensor networks

1 Introduction

Due to the characteristics of low cost and small size, sensor nodes can monitor
and record the physical conditions of the environment and have the ability for
data processing and wireless communication [2]. For the most existing sensor
networks, they are powered by batteries, and their lifetime is limited by the
battery capacity. In recent years, the energy provisioning problem is noticed
by many researchers. [5] decouples the energy recharging problem into a node
deployment problem and a charging and activation scheduling problem. They
propose an algorithm and prove that it achieves the optimal solution under a mild
condition. [7] develops the joint downlink energy assignment and uplink power
control scheme with the heterogeneous statistical QoS provisioning (HeP) for
wireless powered sensor networks (WPSNs). In [8], the authors propose a novel
energy synchronized mobile charging (ESync) protocol, which simultaneously
reduces the charger travel distance and the charging delay.

For this case, mobile nodes have the delay to visit the sensor nodes and the
sensor nodes have the limited battery capacity. The task scheduling for sensor
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nodes in the network plays a critical role in achieving a high charging and infor-
mation collecting efficiency [12]. If we consider the delay of the mobile node and
the diversity of sensor nodes energy consumption, one mobile node is not enough
for a large-scale network. The multiple traveling salesman problem (mTSP) is a
scheduling problem, which is a generalization of the traveling salesman problem
(TSP), and which aims to determine a set of routes for m salesmen who start
from and return to a home [1]. It has been widely studied in recent years, and
how to schedule the traveling trajectories of mobile nodes and how to reduce the
energy-hole are two crucial topics in this field.

However, most of the previous works focus on the location of sensor nodes
[3,4] and ignore the different energy consumption for each sensor node. In a
traveling tour, some sensor nodes are visited when it do not need to be recharged.
This increases the traveling distance of mobile nodes and prolongs the waiting
time of the energy-hungry sensor nodes [8]. To address this issue, we propose
a machine-learning based energy consumption prediction (ML-ECP) approach
that considers both the location of sensor nodes and the energy consumption
diversity of sensor nodes. Based on the energy consumption rate prediction, the
sensor nodes are partitioned in the first step. Then, the sensor nodes search
neighbors within its cluster. In the last step, the traveling trajectories and the
meeting point locations of mobile nodes are scheduled.

The remainder of this paper is organized as follows. Section 2 proposes energy
consumption prediction approach and presents the traveling tour optimization
approach. Section 3 provides a particular case of our approach and compares the
results of our approach with the existing approach. Finally, Sect. 4 concludes this
paper.

2 Proposed Work

We assume the case that N immobile and rechargeable sensor nodes are ran-
domly deployed in a region R. The locations of them are known a priori. Each
of them has a fixed communication range which is a circular area with radius
of r and a unique identification (ID). The energy consumption of a sensor node
mainly comes from the information monitoring and data transmission and is dif-
ferent with each other. Based on this difference, we propose ML-ECP approach
which construct a set of nested TSP tours to balance the energy provisioning.

2.1 Machine-Learning Based Energy Consumption Prediction

First of all, all sensor nodes are fully charged. The different kinds of sensor nodes
may have the different consumption rates and the energy consumption rates of
the same sensor node may vary over time [8]. We assume the mobile nodes have
certain knowledge on the energy consumption conditions of all sensor nodes.
Based on this assumption, the prediction on their energy consumption rates is
feasible [11]. ML-ECP solves the issue by three steps.
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In the first step, we use fuzzy machine-leaning clustering algorithm to par-
tition the network based on the different energy consumption rates of sensor
nodes. Instead of the hard clustering algorithm, the fuzzy clustering algorithm
is less likely to get stuck in the certain energy consumption rate in iteration
through the use of membership values, and a sensor nodes can belong to more
than one cluster. For high energy consumption sensor nodes, this is a effective
method to avoid the sensor nodes death before the mobile nodes recharge them.

The most classic fuzzy clustering algorithm is the fuzzy c-means algorithm
that is proposed by [6,10]. The algorithm provides a degree of membership for
each data point to a given cluster. The values of the degrees of membership are
between 0 and 1. When it close to 0, the data point has the low probability to be
assigned to the corresponding cluster. Conversely, the data point has the high
probability to be assigned to the cluster when the value close to 1. In this paper,
based on the differences of the energy consumption rates, the clustering issue is
based on minimization of the following objective function:

N∑

i=1

C∑

j=1

um
ij |ei − ecj |2 1 < m < ∞ (1)

where m is any real number greater than 1, uij is the degree of membership of
the sensor node i in the cluster j, ei is the energy consumption rate of the sensor
node i, ecj is the mean value of the energy consumption rate of the cluster j,
and | · | is the difference between any sensor node energy consumption rate and
the mean value of the energy consumption rate.

Initially, the mean values of the energy consumption rate are randomly
selected. Every sensor nodes will be assigned to the similar mean value cluster.
Fuzzy clustering is carried out through an iterative optimization of the objective
function, with the update of membership uij and the mean value of the energy
consumption rate ecj by:

uij = [
C∑

k=1

(
|ei − ecj |
|ei − eck | )

2
m−1 ]−1 (2)

ecj =

∑N
i=1 um

ij ei∑N
i=1 um

ij

(3)

This process will stop when it satisfies the Eq. (4), where ε is a termination
criterion, Ul is the matrix of the degree of membership in the lth iteration.

|Ul+1 − Ul| ≤ ε (4)

Therefore, we have the clusters G1, G2, ..., Gj , ..., GC .

2.2 Path Optimization for Mobile Nodes

In the second step, each sensor node finds the neighbors of itself within its cluster.
The mobile nodes know the serial numbers and the location information of sensor
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Fig. 1. The flow of the ML-ECP approach.

nodes. Only the sensor nodes that belong to the same cluster and is within its
1/2 communication radius can become the neighbors. Through several iterations,
based on the location information, the neighbors become the child nodes and
belong to only one clusterhead. The sensor node that has more neighbors is
more likely to become a clusterhead, and the sensor node that has no neighbors
becomes the clusterhead of itself.

After we obtain a series of clusterheads, in the third step, the traveling paths
are scheduled for each cluster based on these clusterheads, and the mobile node
will stop at the meeting point that is at the circle of clusterheads’ 1/2 communi-
cation radius. This can be formulated as a traveling salesman problem, which is
NP-hard. We adopt the two-step solver [9] to solve it. After running the solver,
each cluster will obtain an optimized path and the meeting points information.

Then, the mobile nodes need to estimate whether the number of sensor nodes
within its cluster are more than the threshold. That can be judged by the fol-
lowing function:

max{Tdelayp
(j)} < min{Tlifetimeq(j)} (5)

where max{Tdelayp
(j)} is the maximum delay in the cluster j, and min

{Tlifetimeq(j)} is the minimum lifetime in the cluster j.
If the number of sensor nodes in this cluster cannot satisfy the above function,

this means there are some sensor nodes will stop work before the mobile node
recharge them. To avoid this situation, for this cluster, there are more than
one mobile nodes will be assigned to visit it, and the extra mobile nodes will
be selected from the waiting mobile nodes. Figure 1 shows the procedure of the
proposed approach.
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Fig. 2. The simulation results of the first two steps in a synthetic example of ML-ECP.
(Color figure online)

3 Performance Evaluation

In this section, we present the procedure by applying ML-ECP to a synthetic
example. In order to show the outstanding performance of our approach, we
compare the performance of our approach with the existing approach.

3.1 An Example of ML-ECP

To illustrate our approach, we first randomly generate 60 sensor nodes in the size
of 160 × 160m2. Then we use fuzzy algorithm to partition these sensor nodes
into 3 clusters based on the different energy consumption rates. The result is
shown in Fig. 2a where different clusters are labeled with different colors and the
red five-pointed star represents the sink point. Figure 2b shows the simulation
result when the clusterheads have been elected in the second step. The red plus
sign icons represent the sensor nodes have been elected to the clusterheads and
the blue asterisks show the sensor nodes have become the child nodes.

3.2 Investigating the Traveling Distance

We invistigate the traveling distance with different network scales in this section.
Based on the same sensor nodes’ location, we utilize TSP and our ML-ECP
approach to calculate the traveling trajectories when the number of sensor nodes
varies from 20 to 140 and the size of network is 160×160m2. The results is shown
in Fig. 3. We can see the traveling distances of ML-ECP for each mobile node
are obviously shorter than the results of TSP.

3.3 Investigating the Traveling Delay

We analyze the effects of the number of the sensor nodes on the traveling delay
of mobile nodes. From 20 to 140 sensor nodes are randomly deployed in the size
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Fig. 3. Effects of the network scale on the traveling distance.

Fig. 4. Effects of the network scale on the traveling delay.

of 160 × 160m2. We assume t0 = 900 s and each sensor node generates a data
packet at every 1 s. The movement speed of mobile nodes is 1 m/s. In Fig. 4, the
yellow line shows the delay results of TSP and the others represent the delay
results of ML-ECP for each mobile node. The results represent ML-ECP has
obvious advantage over TSP.
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4 Conclusion

This paper mainly focused on the optimization of the traveling tour for multiple
mobile nodes in rechargeable wireless sensor networks. To improve the efficiency
of recharging, we use machine-learning to predict the energy consumption rates of
sensor nodes in the network. Then, the mobile nodes can visit these sensor nodes
based on the prediction periodically. We evaluate and compare the proposed
approach by extensive simulations. The results show that the performance of
the energy efficiency and the traveling delay have been improved significantly.
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Abstract. With the rapid development and wide application of the wireless
communication network, the communication network based on the simultaneous
wireless information and power transfer (SWIPT) technology has attracted more
and more extensive research. This technology solves the problem of frequent
charging or replacement of the device battery very well, has greatly extended the
working hours of the device, and can be adapted to some special communication
environments such as high temperature and high pressure. This paper studies the
effect of the energy allocation in multi-user SWIPT relaying system on the
information rate. Thereinto, the relay uses the energy harvested in the energy
harvesting mode to amplify and forward the information of the users. The total
information rate maximization model is proposed and the corresponding energy
allocation scheme is derived. The simulation results show that the proposed
energy allocation scheme can maximize the total information rate of all users.

Keywords: Simultaneous wireless information and power transfer (SWIPT) �
Multi-user relaying system � Amplify-and-forward � Information rate

1 Introduction

With the rapid development of human civilization, people gradually realize the
importance of green energy. The sun and the wind can produce green energy. In
addition, the radio frequency (RF) signals can not only transmit information, but also
carry energy. The energy harvesting (EH) technology based on RF signals plays an
important role in the field of communication. In recent years, there has been an upsurge
of research interests in RF-EH technique [1]. As a promising wireless technology, RF-
EH technique is getting more and more research. The EH networks based on RF have
found their applications quickly in various forms, such as wireless sensor networks [2],
wireless body networks [3], and wireless charging systems [4].
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Since Varshney first proposed the concept of simultaneous wireless information
and power transfer (SWIPT) [5], this technique has attracted increasing interest. In [5],
the authors investigated the fundamental tradeoff between the information transmission
rate and power transfer. The SWIPT can provide a controllable and efficient allocation
scheme of on-demand wireless information and energy [6].

The key of the SWIPT technology is the design of the receiver. The reason is
because information reception and RF-EH work on very different power sensitivity
(e.g., −10 dBm for energy harvesters versus −60 dBm for information receivers) [7]. In
[7], due to the potential limitation that practical energy harvesting receivers are not yet
able to decode information directly, the authors investigated two practical designs for
the co-located receiver, namely, time switching (TS) and power splitting (PS). For the
TS architecture, the receiver divides a time block into two parts, one for transmitting
information and the other for harvesting energy. For the PS architecture, the receiver
splits the received signal into two parts, one for transmitting information and the other
for harvesting energy.

The existing research on the structure of the receiver is mostly based on TS or PS,
and the research on the operation strategy of the receiver is mainly focused on single-
input-single-output (SISO) channel. In [8], Liu L et al. studied the optimal switching
strategy of EH/information decoding (ID) mode under a SISO channel subject to the
time-varying interference. In [9], Zhou et al. summarized the strategy based on TS and
PS as a dynamic PS strategy. This strategy dynamically splits the RF signal into two
arbitrary proportion signal streams according to the change of the time.

The relaying technology can extend the coverage of communication. Combining
the relaying technology with the SWIPT technology can further improve the perfor-
mance of the system containing energy-constrained nodes. The relaying system based
on SWIPT has also attracted the attention of scholars [10–15]. In [10], the authors
studied a two-way decoding and forwarding relaying network based on the SWIPT
technology, in which the relay is an energy-constrained node, but can obtain energy
from the RF signals transmitted from the source node. Based on this network, the
authors first analyzed the total information rate that could be achieved by the PS-based
relaying transmission protocol, and then determined the PS ratio at the maximum total
information rate, i.e., the optimal signal flow split ratio for EH and ID. In [11], the
authors studied the outage probability of a cooperative network, in which the relay is a
cooperative node capable of harvesting RF energy. The outage probabilities of amplify-
and-forward (AF) and decode-and-forward (DF) were derived.

In this paper, we investigate the relaying energy allocation scheme in the multi-user
SWIPT relaying system based on the TS operation strategy, in which a source transmits
its signals to K K� 2ð Þ destinations via the help of an energy-constrained relay. The
relay uses the energy harvested in the energy harvesting mode to decode, then amplify
and forward the information of each user one by one. This paper will study the energy
allocation scheme of the “total information rate maximization” model.

The rest of this paper is organized as follows. Section 2 describes the system
model. Section 3 discusses the information rate of user. Section 4 discusses the energy
allocation scheme and simulation. Finally, the conclusions are given in Sect. 5.
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Notation: The notation CN(0, N0) denotes a circularly symmetric complex Gaussian
random variable with zero mean and variance N0. E½�� and j � j denote the mathematical
expectation and modulus value, respectively.

2 System Model

As shown in Fig. 1, this paper considers a multi-user SWIPT relaying system including
a transmitter (Tx), a relay and K K� 2ð Þ receivers (Rx). The Tx and the Rx are
equipped with single antenna. The relay is equipped with two antennas, one for
receiving signals and the other for forwarding signals. It should be specially noted that
the Tx and the Rx have energy supply devices, i.e., they have no energy limit.
However, the relay has no energy supply devices, i.e., it is energy-constrained and
operates by converting collected RF signals into electricity. The distance between the
Tx and the relay is denoted as D0, and the distance between the relay and the Rx of the
i-th i ¼ 1; � � � ;Kð Þ user is denoted as Di.

The Tx sends the information of all users to the relay. The relay decodes the
received information, separates the information of each user, and then amplifies and
forwards them to the receiver of each user. For the sake of discussion, we assume that
the information of all users are correct after decoded and verified by the relay, and the
relay will forward the information of all users. The receiver of the relay employs the TS
strategy to receive signals. This paper considers a block-based transmission [16] of
duration T. Thus, in the time of a transmission block, a proportion of time, i.e., aT , is
used for EH, and ð1� aÞ proportion of time, i.e., ð1� aÞT , is used for information
transmission. Correspondingly, the Tx transmits the energy signal (without the infor-
mation of the user) within aT time, and the information signal (with the information of
the user) within ð1� aÞT time. After completing the EH process of a transmission
block, the relay uses a part of the harvested energy for the circuit consumption in the
information decoding process and the remaining energy to amplify and forward the
information of each user.

Fig. 1. System model
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The working states of two antennas of the relay for the information signals are
shown in Table 1. Except for the first transmission block at the beginning of com-
munication, the information transmitted by the transmitting antenna is the information
received by the receiving antenna in the previous transmission block. It is assumed that
the amount of information at the relay is conserved, i.e., the transmitting module can
forward the information processed by the receiving module in real time, and there will
be no situation that the transmitting module has no information to send or the infor-
mation is accumulated in the transmitting module. It can be achieved by adjusting the
transmitting power of the Tx and the time slot switching coefficient at the relay. This
paper will mainly study the information rate of the relay to the receiver of the user.

As shown in Fig. 1, the Tx sends signal x to the relay, and x contains information
sent to all users. si i ¼ 1; � � � ;Kð Þ is baseband signal, and represents the information
sent to the i-th user. The RF band signal is expressed as

ffiffiffi
P

p
x with the average

transmitting power P. yr is the information signal received by the relay and nA rep-
resents the noise introduced by the receiving antenna of the relay, nA �CNð0; r2AÞ.
Before forwarding information, the relay decodes x and separates the information of
each user. At the Rx side, the signal received by the i-th user is expressed as yi.
Similarly, nR represents the noise introduced by the receiving antenna of the Rx,
nR �CNð0; r2RÞ. The link from the Tx to the relay is referred to as the downlink with
channel gain h[ 0, and the link from the relay to the Rx of the i-th user is referred to as
the uplink with channel gain gi [ 0.

3 Information Rate

As shown in Fig. 1, the information signal x transmitted by the Tx is expressed as

x ¼
XK

i¼1
si ð1Þ

where x satisfies E½jxj2� ¼ 1.

Table 1. Working states of the relay antennas for the information signals.

Transmission
block

Receiving antenna Transmitting antenna

1 Receive the information of
transmission block 1

free

2 Receive the information of
transmission block 2

Transmit the information of
transmission block 1

3 Receive the information of
transmission block 3

Transmit the information of
transmission block 2

� � � � � � � � �
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The information signal received by the relay is expressed as

yr ¼
ffiffiffi
h

p
�

ffiffiffi
P

p
xþ nA ¼

ffiffiffiffiffiffi
hP

p
�
XK

i¼1
si þ nA ð2Þ

During a transmission block time, the energy harvested by the relay is expressed as

EEH ¼ ghQ � aT ð3Þ

where g represents the energy conversion efficiency and Q represents the average
power of the energy signal.

Defining the energy consumed by the relay for decoding information as ED and the
energy used for amplifying and forwarding signal as EAF, we have

EEH ¼ ED þEAF ð4Þ

This paper assumes that ED is a fixed value, i.e., ED ¼ z � ghQT , where z is a fixed
coefficient, and z 2 ð0; aÞ.

Figure 2 shows the time and energy allocation schematic of the relay in the multi-
user relaying system. The receiving module of the relay harvests energy EEH during aT
time and receives information signal during ð1� aÞT time. Decoding information
consumes the energy ED. After decoding, the AF energy EAF is divided into K parts by
the transmitting module in a block T to forward the information signal of each user. The
energy proportion of the i-th user is expressed as si. In addition, this paper assumes that
the relay sends signals to the receiver of the user by time division multiple address
(TDMA), i.e., a transmission block (T) is divided into K time slots and the relay
forwards the amplified signals to each user one by one. For the sake of discussion, it is
assumed that the relay averagely divides the time of a transmission block (T) according
to the number of users (K), i.e., the time for the relay to forward information of each
user is ti ¼ T=K.

Therefore, the amplification power of the i-th user information signal is

Pi
r ¼

si � EAF

ti
ð5Þ

The energy allocation proportions si meets the following conditions,

XK

i¼1
si � 1 ð6Þ

By substituting (3) and (4) into (5), we obtain

Pi
r ¼

si � ghQTða� zÞ
T=K

¼ si � ghKQða� zÞ ð7Þ

After amplification, the signal sent to the i-th user can be expressed as
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xir ¼
ffiffiffiffiffi
Pi
r

q
� si ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
si � ghKQða� zÞ

p
� si ð8Þ

The signal received by the i-th user from the relay can be expressed as

yi ¼ ffiffiffiffi
gi

p
xir þ nR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gi � si � ghKQða� zÞ

p
� si þ nR ð9Þ

The signal to noise ratio (SNR) received by the i-th user is

SNRi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gi � si � ghKQða� zÞp� �2

r2R
¼ gi � si � ghKQða� zÞ

r2R
ð10Þ

Therefore, the information rate of the i-th user receiving information is expressed as

Ri ¼ 1
K
� log2 1þ gi � si � ghKQða� zÞ

r2R

� �

¼ 1
K
� log2 1þ cisið Þ ð11Þ

where ci ¼ gighKQða�zÞ
r2R

.

Fig. 2. Schematic of time and energy allocation
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4 Energy Allocation Scheme and Simulation

In (11), K and ci are the system parameters. The information rate of the user Ri can be
viewed as a function of s, and denoted as RiðsÞ, where s represents the vector of energy
allocation proportions, i.e., s ¼ ½s1; � � � ; sK �.

Lemma: For any i 2 ½1; � � � ;K�, RiðsÞ is a convex function.
Proof: See Appendix A.
The total information rate of all users is denoted as RsumðsÞ, as follows

RsumðsÞ ¼ R1ðsÞþR2ðsÞþ � � � þRKðsÞ ð12Þ

The optimization problem P is established to obtain the optimal energy allocation
scheme s� that maximizes the total information rate of all users.

P : max
s

RsumðsÞ

s:t:
XK

i¼1
si � 1;

si � 0; i ¼ 1; 2; � � � ;K:

Proposition: The vector of optimal energy allocation proportions is s� ¼ ½s�1; � � � ; s�K �,
where

s�i ¼
1
K
� K � 1

Kci
þ 1

K

XK
j ¼ 1
j 6¼ i

1
cj

ð13Þ

Proof: See Appendix B.
In practical application, h / D�jsr

0 (/ represents a proportional relationship),
gi / D�jrd

i ; i ¼ 1; 2; � � � ;K, where jsr jsr � 2ð Þ and jrd jrd � 2ð Þ represent the path
fading index of the downlink and the uplink, respectively. Therefore, according to (11),
we have ci / hgi.

In this simulation, we set K ¼ 2, D2 ¼ 2D1, jsr ¼ jrd ¼ 2, so the relationship
between c1 and c2 is

c1
c2

¼ g1
g2

¼ D2

D1

� �jrd

¼ 4 ð14Þ

Further, for convenience, c1 and c2 is set to 22 dB and 16 dB, respectively.
Figure 3 shows the information rates of the users for different energy allocation

proportions in a two-user SWIPT relaying system. It is observed that the information
rate increases with the increase of the energy allocation proportion.

Figure 4 is the schematic of the total information rates of the system corresponding
to different energy allocation proportions. As shown in Fig. 4, along the direction of the
arrow, the total information rate of the system increases. This is because when
0\s1 þ s2\1, the relay does not fully allocate the energy to all time slots. According
to (11), for each user, Ri increases with the increase of si, which it can also be seen in
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Fig. 3. Therefore, the maximum value of the total information rate of the system is
obtained at s1 þ s2 ¼ 1. In Fig. 4, the point P represents the energy allocation pro-
portions corresponding to the maximum total information rate of the system, i.e.,
s� ¼ ½0:5094; 0:4906�. At the optimal value s�, Rsumðs�Þ ¼ 5:356 bps=Hz; according to
(11), R1ðs�Þ ¼ 3:176 bps=Hz and R2ðs�Þ ¼ 2:180 bps=Hz.
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5 Conclusions

In this paper, we investigate the information rate of the user in the multi-user relaying
system. The receiver of the relay employs the TS strategy to receive signals. The relay
uses the energy harvested in the EH mode to decode, amplify and forward the infor-
mation of each user. This paper studies the total information rate of user and proposes
the energy allocation scheme corresponding to the maximum total information rate.
Finally, the simulation diagram is drawn, and the effectiveness of the proposed scheme
to improve the performance of the system is discussed according to the simulation
diagram. In the further research, the energy allocation scheme that equates the infor-
mation rates of all users will be proposed to avoid unfair among the users in the
information rate.

6 Appendix A

Notation: f 1ðxÞ xj represents the derivative of f ðxÞ with respect to x; f 2ðxÞ xj denotes the
derivative of f 1ðxÞ xj with respect to x.

In (11), taking the first and second derivatives of Ri sð Þ with respect to si, we obtain

rRi sð Þ ¼ 1
K
� 1
ln 2

� ci
1þ ci � si

ð15Þ

r2Ri sð Þ ¼ 1
K
� 1
ln 2

� �c2i
1þ ci � sið Þ2 ð16Þ

The Hessian matrix of Ri sð Þ is defined as

r2Ri sð Þ ¼ dðiÞj;j
h i

; 1� j�K ð17Þ

where dðiÞj;j represents the entry for row j, column j of r2Ri sð Þ, and

dðiÞj;j ¼
1
K
� 1
ln 2

� �c2i
1þ ci � sið Þ2 ; j ¼ i

0 ; others

8
><

>:
ð18Þ

For any real vector v ¼ v1; � � � ; vK½ �T , we have

vTr2RiðsÞv ¼ 1
K � ln 2 �

�c2i
1þ ci � sið Þ2 � v

2
i � 0 ð19Þ

i.e., r2Ri sð Þ is a negative semidefinite matrix for any i; therefore, RiðsÞ is a convex
function of s ¼ ½s1; � � � ; sK �.
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7 Appendix B

The Lagrangian of the problem P can be expressed as

Lsumðs; tÞ ¼ RsumðsÞ � t
XK

i¼1
si � 1

� �
ð20Þ

where t represents the lagrangian multiplier. Taking the first derivative of Lsumðs; tÞ
with respect to t and si, respectively, we have

Lsumðs; tÞ1 tj ¼
XK

i¼1
si � 1 ð21Þ

Lsumðs; tÞ1 sij ¼ @

@si
RsumðsÞ � t; i ¼ 1; � � � ;K ð22Þ

Making Lsumðs; tÞ1 tj ¼ 0 and Lsumðs; tÞ1 sij ¼ 0, we have

XK

i¼1
si � 1 ¼ 0 ð23Þ

1
K
� 1
ln 2

� ci
1þ ci � si

� t ¼ 0; i ¼ 1; � � � ;K ð24Þ

According to (23), we can get

XK

i¼1
si ¼ 1 ð25Þ

According to (24), we can get

ci
1þ ci � si

¼ Kt � ln 2 ¼ constant ð26Þ

So, we have

c1
1þ c1 � s1

¼ c2
1þ c2 � s2

¼ � � � ¼ cK
1þ cK � sK ð27Þ

According to c1
1þ c1�s1 ¼

c2
1þ c2�s2, we have

s2 ¼ 1
c1

� 1
c2

þ s1 ð28Þ
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Similarly, we can obtain

si ¼ 1
c1

� 1
ci

þ s1; i ¼ 2; � � � ;K ð29Þ

Combined with
PK

i¼1 si ¼ 1, we can get

s1 þ 1
c1

� 1
c2

þ s1

� �

þ � � � þ 1
c1

� 1
cK

þ s1

� �

¼ 1 ð30Þ

Further, we have

Ks1 þ K � 1
c1

�
XK

j¼2

1
cj
¼ 1 ð31Þ

So, we obtain

s1 ¼ 1
K
� K � 1

Kc1
þ 1

K

XK

j¼2

1
cj

ð32Þ

By substituting (32) into (28), we obtain

s2 ¼ 1
K
� K � 1

Kc2
þ 1

K

XK

j ¼ 1
j 6¼ 2

1
cj

ð33Þ

Similarly, we can get

si ¼ 1
K
� K � 1

Kci
þ 1

K

XK
j ¼ 1
j 6¼ i

1
cj
; i ¼ 1; � � � ;K ð34Þ
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Abstract. According to high-speed mobile nodes in unmanned aerial vehicles
(UAV) Ad Hoc network to bring the network topology changes frequently, link
time is short, and node energy is limited, this paper puts forward an optimized
AODV protocol (EV-AODV) based on residual energy and relative movement
speed of nodes. Simulation results show that EV-AODV routing protocol pro-
posed improves the packet delivery ration and network life time compared with
traditional AODV protocols. It is better suitable for the networks environment
with UAV Ad Hoc network.

Keywords: UAV � AODV � High-speed mobile nodes � Link stability �
EV-AODV

1 Introduction

The UAV ad hoc network developed by the vehicle self-organizing net-work completes
the communication between the drones through dynamic networking, and has the
characteristics of high dynamic topology, self-organization, no center and multi-hop,
but the link is easy to break and it is difficult to meet the network performance
requirements of military drones [1–4]. In the process of establishing a link in the
AODV routing protocol, the established link between the two nodes is easily broken
due to the mobility and energy consumption of the nodes in the network, and the link
survival time is short.

There have been many improvements to the problem of unmanned self-organizing
network routing. The energy-improved AODV-E routing protocol [5] selects links with
few hops and high node energy for data transmission to avoid the fracture problem, but
does not fundamentally reduce the node energy consumption. The cognitive-based
AODV routing protocol [6] selects links with a large average number of neighbor
nodes to transmit data to improve the success rate of link repair, but in-creases the
storage space. The AODV routing protocol based on local route repair [7] uses a two-
hop local repair mechanism to save resources and reduce end-to-end delay, but the link
repair mode is limited by the location of the break, and the repair speed is slow. These
improvements are mainly for networks with low node movement speeds, not for fast
moving speeds.

In this paper, an improved AODV (EV-AODV) routing protocol is proposed for the
problems of high node mobility, fast network topology change and unstable link
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connection. EV-AODV considers the energy and relative moving speed factors, and
makes some improvements to the routing process to achieve efficient energy utilization,
improve the quality of the selected link, and achieve the purpose of prolonging the
network lifetime.

2 Optimization of AODV Routing Protocol

2.1 Link Stability

The stability of the link in the UAV ad hoc network is affected by many factors. UAV
nodes move faster, and each node has different load and power consumption condi-
tions, and the stability of links between nodes is different. Therefore, it is difficult to
establish a stable and long-lasting link, and the broken chain the probability of road
reconstruction is not high. The traditional AODV routing protocol uses the hop count
as the metric to select the transmission path. It does not consider the link state. It is easy
to select the path with unstable links. Especially in an environment where the network
topology changes rapidly, the route is frequently interrupted, affecting the network
performance. For the scenario where the node moves faster and the network topology
changes drastically, the traditional AODV protocol is obviously not applicable. For this
reason, we propose an improved AODV protocol (EV-AODV). It defines routing
stability in the UAV ad hoc network and selects in the routing process with the routing
stability as the metric.

We define E0 as the initial energy of the node, generally a fixed value, and Ei is the
residual energy of the node i, so the energy residual ratio gi of the node i can be
expressed as:

gi ¼
Ei

Eo
ð1Þ

To measure the relative mobility of the two nodes, we define Vij as the relative
velocity between node i and node j, which can be expressed as:

Vij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvix � vjxÞ2 þðviy � vjyÞ2

q
ð2Þ

In Eq. (2), vix and vjx represent the velocity components in the horizontal direction
representing node i and node j, viy and vjy represent the velocity components in the
vertical direction representing node i and node j. Normalize the relative movement
speed between nodes, we define rij as the relative movement rate between node i and
node j:

rij ¼ Vij

Vijmax
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvix � vjxÞ2 þðviy � vjyÞ2

q

vij j þ vj
�� �� ð3Þ
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The EV-AODV routing protocol proposed in this paper comprehensively considers
the node energy residual rate and the relative mobility of the nodes. On the basis of the
normalization process, the energy consumption rate and the relative mobility rate are
weighted, and the route cost of node i is defined as:

EVi ¼ að1� giÞþ brij ¼ a
E0 � Ei

E0
þ b

Vij

Vmax
ð4Þ

In formula (4), EVi is the route cost of node i, 1� gi represents the energy con-
sumption rate of node i, a and b are the weighted parameters, and they satisfy
aþ b ¼ 1. We choose the appropriate weighting coefficient for different network. The
more residual energy of a node, the smaller the relative mobility, the higher the stability
of the node. Therefore, the smaller the value of EVi, the higher the stability of node i.

EV ¼
XN

i¼0

EVi ¼
XN

i¼0

að1� giÞþ brij
� �

j 2 iþ 1;N½ � ð5Þ

EV is the stability of the entire path, N is the number of nodes on the path.
According to Eq. (5), we define the function of selecting the best route for the EV-
AODV protocol as

PathSelect source; desth i ¼ min EVðkÞ½ � k 2 ½1;M� ð6Þ

In formula (6), M is the number of available paths. We choose the path with the
smallest EV value as the best transmission path.

2.2 Improvements in Route Discovery

The traditional AODV protocol finds routes based on hop count and network delay.
The intermediate node and the destination node only forward and respond to RREQ
packets with short delay and few hops. However, the route constructed according to
this standard has a big problem in a highly dynamic network, and a route interruption
or destruction may occur in a short time in the future. Therefore, the improved AODV
protocol takes into account the stability factor of the link. For the received RREQ, the
power of the received signal of the node, the hop count of the link, the remaining
energy of the node, and the stability of the forwarding link are considered. Construct a
stable path based on it.

When the source node wants to send a packet to the destination node, if there is no
valid route to the destination node, the source node will initiate the route discovery
process. In the route discovery process, the source node obtains its own horizontal split
speed, vertical split speed, and remaining energy into the new data field of the RREQ
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message, and makes the initial value of the EV in the message 0, and then the message
The broadcast is sent to the neighboring node; each node that receives the RREQmessage
first obtains its own horizontal and vertical speeds, and after calculating the previous
route stability coefficient by the formula (1) to formula (4), Then use formula (5) to
accumulate it in the new data field EV . After the RREQ packet arrives at the destination
node, the destination node sends back a RREP packet along the original route, and
the packet records the final EV value of the link. The source node receives multiple
RREP packets within a specified time. After discovering multiple routes, according to
formula (6), the path with the smallest EV is selected as the transmission route.

3 Simulation Analysis

3.1 Simulation Environment

The experiment uses network simulation software NS to simulate and compare the
traditional AODV and the EV-AODV routing protocol. The topology environment of
the network is composed of 100 mobile nodes according to the random waypoint
model. The nodes are randomly distributed in the simulation area of 1500m� 1500m.
The moving speed of the nodes is between 5 and 30 m/s, and the dwell time is 0, the
attenuation law of the wireless signal conforms to the dual-ray ground reflection model,
the wireless bandwidth is 2Mbps, the effective wireless transmission range is 250 m,
and the link layer protocol uses IEEE 802.11 DCF (Distributed Coordination Func-
tion). The initial energy of the node is 10 J, the transmission power is 0.6 W, the
receiving power is 0.3 W, the simulation time is 600 s, and the average value of 10
simulation results is taken.

3.2 Simulation Results and Performance Analysis

We evaluate the impact of EV-AODV on reliability and effectiveness by comparing the
difference in average packet arrival rate between AODV and EV-AODV protocols, and
evaluate the improvement of EV-AODV by simulating average node lifetime. In this
simulation, we take the weight coefficient of EV as a ¼ b ¼ 0:5.

It can be seen from Fig. 1 that as the node moves faster, the packet delivery rate
decreases. At the same rate, the EV-AODV packet delivery rate is higher than that of
AODV, because EV-AODV considers the relative mobility of nodes and the relative
mobility between nodes, increasing the probability of participation of high-energy
nodes and relatively stable nodes, and routing requests. The response is not blindly
performed, effectively reducing the probability of link disconnection and improving the
packet delivery rate.
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As can be seen from Fig. 2, the classic AODV routing protocol begins to have the
first node failure around 280 s, while the EV-AODV routing protocol takes about 380 s
to appear the first failed node. At the simulation time of 600 s, the EV-AODV routing
protocol has 25 surviving nodes, while the classic AODV routing protocol has no
remaining nodes.
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It can be seen from Fig. 3 that the network lifetime decreases with the increase of
the node rate, but the EV-AODV route improvement scheme adopts the energy
threshold and the route request forwarding rule to avoid the probability of participation
of lower energy nodes, so that the established route is established. The probability of
link breakage is reduced, which effectively prolongs network lifetime.

4 Conclusions

Aiming at the instability of UAV ad hoc network, a new EV-AODV protocol algorithm
is proposed. In the process of link establishment, we comprehensively consider the
residual energy of the node and the relative mobility between the nodes, and define
the parameter EV that measures the stability of the route, by selecting the link with the
lowest EV value and the link is stable. The simulation results show that EV-AODV has
higher packet delivery rate when the node has higher mobility, which improves the link
life and significantly prolongs the network lifetime. In addition, EV-AODV can
flexibly adjust the weighting factors to meet more network environments.
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Abstract. For the improvement of accuracy and efficiency of indoor posi-
tioning in complex environment, this paper proposed a new positioning method,
which combined Ultra-Wide Band (UWB) based on time difference of arrival
(TDOA) with linearized Kalman filters (KFL-TDOA), in order to obtain more
accurate and stable positioning results. On this basis, two classic location
algorithms, Chan and Taylor series expansion algorithm, were integrated to get
lower Root Mean Square Error (RMSE) and better anti-interference performance
under non-sight-of-light (NLOS) and multipath effect, compared with using
them separately. The proposed method considered interference both in ranging
phase and positioning phase caused by complex indoor environment. Simulation
case studies were conducted to demonstrate how the proposed method was
implemented and the simulation results showed that compared with traditional
TDOA based positioning method, the proposed method has improvement in
positioning accuracy and stability both in ideal environment and interference
environment if the parameters were set reasonable.

Keywords: UWB indoor positioning � Kalman filtering � TDOA �
Chan algorithm � Taylor series expansion algorithm

1 Introduction

Global Positioning System (GPS) is the most widely used positioning method in
outdoor positioning, however, due to the blocking of buildings, especially multiple
walls, satellite signals cannot piece through indoors, which leads to the development of
indoor positioning [1]. In recent years, there is a wide range of needs for indoor
positioning in various areas, including security, smart cities, medical, factories and so
on. Currently, popular indoor positioning technology includes WiFi, Bluetooth, UWB
and so on [2]. Among them, UWB positioning has its advantage of high accuracy and
anti-interference because of its strong signal penetration and wide bandwidth, however
under an environment with serious interference, the performance of positioning will
still be greatly affected [3].

Compared with outdoor environment, the indoor environment is more complex.
Obstacles and walls will reflect or even block the transmission of the positioning signal
results in NLOS and multipath effect, which will reduce the accuracy of position
results. At present, TDOA is the most extensive technology in wireless location system,
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on the basis of base station clock synchronization, the main error comes from the
weaken of signal [4]. Traditional TDOA based location algorithm such as Chan
algorithm and Taylor expansion algorithm and so on, only when the measurement error
obeys zero mean Gaussian distribution can these algorithms have high precisions [5].
[6, 7] propose a hybrid location algorithm based on Chan and Taylor series expansion,
however, in a real indoor environment, NLOS errors and multipath effects are often
unavoidable, the simulation conditions is too ideal to reflect real systems.

Aiming at proposing a high-precision positioning algorithm that is practical to the
actual environment, and improving the stability to external disturbances, this paper
comes up with a TDOA based UWB indoor positioning method combined with Kal-
man filtering, using a hybrid location of Chan and Taylor expansion algorithm. The
method considers noises in both the measurement phase and the positioning phase with
its advantages of high stability and accuracy. To verify the algorithm, we build a UWB
positioning system of 4 anchors with a target doing linear motion. Since measurement
error exists during the process of mobile station (MS) and base station (BS) ranging,
Kalman filtering is used to filter out mutation measurement data and fluctuation noise.
To have a stable performance, we combine the Chan algorithm with Taylor series
expansion algorithm. The simulation results shows that compared with traditional
positioning method, the RMSE lows and the positioning performance in strong inter-
ference improves significantly.

The rest of paper is organized as follows: Sect. 2 gives a basic description of
TDOA based UWB Positioning Theory. The KFL-TDOA positioning method is given
in Sect. 3. Section 4 elaborates the hybrid positioning algorithm. Field evaluation on
both positioning accuracy and precision are presented in Sect. 5 in the form of
MATLAB simulation results. The paper is briefly summarized in Sect. 6.

2 TDOA Based UWB Positioning Principle

The TDOA principle determined the target coordinates by computing the difference in
propagation time of a signal from a MS to a BS. Each time propagation difference
corresponding to a distance difference, so that a hyperbolic equation with the focus of
two corresponding BSs can be obtained. In order to get the position of the MS, at least
two sets of TDOA differences should be measured, which means at least three BSs are
needed. The intersection of the two hyperbolars is the estimated position of the target
[8]. [9] presents that the position accuracy increases as the number of BSs increases.
Let ðx; yÞ be the unknown MS position, and ðXi; YiÞ be the position of different BSs.
The distance between MS and BSi Ri is given by:

Ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXi � xÞ2 þðYi � yÞ2

q
ð1Þ
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The distance difference refer to BS1 is given by:

Ri;1 ¼ csi;1 ¼ Ri � R1 ð2Þ

where c is the speed of light, si;1 is the TDOA value.
A variety of positioning algorithms are based on the study of the speciality of

TDOA hyperbolic equations. Figure 1 shows the basic principles of TDOA.

Current mainstream positioning methods based on TDOA principle, such as Chan
algorithm, Taylor series expansion algorithm can have high precision only under low
interference environment. In practical systems, noise and measurement errors is
unavoidable, on the aim of targeting an algorithm which performs well in harsh
environment, this paper use Kalman filter to reduce measurement error caused by noise.

3 KFL-TDOA Positioning Method

The real indoor environment is normally complex and full of noise and interference,
which will cause the loss of positioning precision. Kalman filtering is used in this paper
to restore the state of the real system from measurement noise, making this positioning
method practical.

It is assumption that UWB indoor positioning’s motion mode is linear. We set the
state vectors as follows:

XK ¼ ðxk; yk; vkÞT ð3Þ

The fundamental equations of Kalman filtering include state equation and obser-
vation equation. The following state transition equations can be established:

xk
yk
vk

2

4

3

5 ¼
1 0 1
1 1 0
0 0 1

2
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3

5
xk�1

yk�1

vk�1

2

4

3

5þ
1 0
0 1
0 0

2

4

3

5 wx=k�1

wy=k�1

" #

ð4Þ

Fig. 1. TDOA positioning schematic
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where wx=k�1 and wy=k�1 are the process noise in x and y directions respectively, the
standard form of Kalman filter prediction equation is given as follows:

Xkþ 1=k ¼ Akþ 1Xk=k þWkþ 1 ð5Þ

Pkþ 1=k ¼ Akþ 1Pk=kA
T
kþ 1 þQw ð6Þ

where Xkþ 1=k is the predicted state estimate; Pkþ 1=k is the predicted estimate covari-
ance; Qw is the covariance matrix of process noise, in this paper, we take

Qw ¼
10 0 0
0 10 0
0 0 20

2

4

3

5; Akþ 1¼
1 0 1
1 1 0
0 0 1

2

4

3

5 is the state transition model which means

in the ideal state, the motion form is a uniform linear motion in the direction of 45°;

Wkþ 1¼
1 0
0 1
0 0

2

4

3

5 wx=k�1

wy=k�1

" #

is the process noise.

The formulas in the update phase of KFL-TDOA UWB method is:

Kkþ 1 ¼ Pkþ 1=kH
T
kþ 1ðHkþ 1Pkþ 1H

T
kþ 1 þRkÞ ð7Þ

Xkþ 1=kþ 1 ¼ Xkþ 1=k þKkþ 1ðZkþ 1 � Hkþ 1Xkþ 1=kÞ ð8Þ

Pkþ 1=kþ 1 ¼ ðI � Kkþ 1Hkþ 1ÞPkþ 1=k ð9Þ

where K is the Kalman gain; Xkþ 1=kþ 1 is updated state estimate; Pkþ 1=kþ 1 is updated
estimate covariance; Rk is covariance matrix observation noise; H ¼ 1 0 0½ � is the
observation model.

The KFL-TDOA UWB positioning method executes the formulas in every loop,
simulation results shows that under harsh environment the output data is stable and
smooth, effectively reduces the impact of measurement errors and noise.

4 Hybrid Positioning Algorithm

Currently, two classical positioning algorithms based on TDOA equations are being
widely used, one is Chan algorithm, the other is Taylor series expansion algorithm.
These two algorithms have different characteristics, Chan algorithm has low com-
plexity, only need two iterations can it derive the target position and the result does not
depend on the selection of the initial value [10]. Taylor series expansion algorithm has
a higher positioning accuracy, but depends on the selection of the initial value. In
previous literature, the two algorithms are integrated on the aim of obtaining respective
advantages. Use Chan algorithm to obtain initial coordinates, then use Taylor series
expansion algorithm to iterates the final positioning results.

The Chan algorithm has two iterations, by linearizing the TDOA equations, past
work has proved that take R1 as unknown, the equation can be transformed into linear
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equations on x, y and R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
. When the number of BSs is larger than 4, the first

estimated position is given as:

Za � ðGT
aQ

�1GaÞ�1GT
aQ

�1h ð10Þ

where

Ga ¼ �

x2;1 y2;1 R2;1

x3;1 y3;1 R3;1

: : :
: : :
: : :

xm;1 ym;1 Rm;1

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

; h ¼ 1
2

R2
2;1 � x22 � y22 þ x21 þ y21

R2
3;1 � x23 � y23 þ x21 þ y21

:
:
:

R2
m;1 � x2m � y2m þ x21 þ y21

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

Q is the covariance matrix of TDOA, ðxi; yiÞ is the i-th BS’s coordinates, ðxi;1; yi;1Þ
is the difference of the i-th BS and the first BS, Ri;1 is MS to the distance difference
between the i-th and the first BS. The second estimated position is given as:

Z
0
a ¼ ðG0T

a u
0�1G

0
aÞ�1G

0T
a u

0�1h
0 ð11Þ

where G
0
a ¼

1 0
0 1
1 1

2

4

3

5; u
0 ¼ 4B

0
covðzaÞB0; B0 ¼ diagfx0 � X1; y0 � Y1;R0

1g; covðzaÞ ¼

E½DzaDzTa � ¼ ðG0T
a u�1G0

aÞ�1, the final result is given as follows:

ZP ¼
ffiffiffiffiffi
Z 0
a

q
þ X1

Y1

" #

ð12Þ

Take ZP as the initial value of Taylor series expansion algorithm.
The Taylor sequence expansion is a recursive algorithm that requires an initial

estimated position, and the estimated position is improved by solving the local least
squares (LS) solution of the TDOA measurement error in each recursion. For a set of
TDOA measurements, the algorithm first performs Taylor expansion on the selected
MS initial position (x0, y0), ignoring the second order component, which translates to:

M ¼ GDþ e ð13Þ

G ¼

ðX1 � xÞ=R1 � ðX2 � xÞ=R2 ðY1 � yÞ=R1 � ðY2 � yÞ=R2

ðX1 � xÞ=R1 � ðX3 � xÞ=R3 ðY1 � yÞ=R1 � ðY3 � yÞ=R3

: :
: :
: :

ðX1 � xÞ=R1 � ðXm � xÞ=Rm ðY1 � yÞ=R1 � ðYm � yÞ=Rm

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5
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M ¼

R2;1 � ðR2 � R1Þ
R3;1 � ðR3 � R1Þ

:
:
:

Rm;1 � ðRm � R1Þ

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

; D ¼ Dx

Dy

" #

; e is the error of the algorithm:

According to the weighted least squares algorithm, the covariance matrix Q of the
TDOA measurement error is approximated by the approximation matrix of the error e
to obtain the estimate result, given as follows:

D ¼ ðGTQ�1GÞ�1GTQ�1M ð14Þ

In the next iteration, take x ¼ x0 þDx, y ¼ y0 þDy the algorithm stops when
Dxj j þ Dyj j\r, r is a threshold value. The final ðx; yÞ is the positioning result. Figure 2
shows the complete process of the positioning method proposed in this paper.

5 Simulation Verification

In this section, the MATLAB simulation results is given to verify the performance of
the algorithms mentioned above. Considering that indoor positioning objects do
approximate linear motion in most cases, we use a uniform linear motion along a 45-
degree angle as a mathematical model. The simulation condition is followed: The
coordinates of 4 anchors is set in advance, BS1ð0; 0Þ, BS2ð750; 433Þ, BS3ð750;�433Þ,

The distribution of BSs TDOA measurement 
values

Chan algorithms for the 
initial coordinates

Taylor algorithm 
iteration

Determine if the threshold is 
exceeded

Kalman Filtering smooth 
the measurement values

The positioning results

No

Yes

Fig. 2. The process of the KFL-TDOA positioning method with hybrid location algorithm

484 S. Shi et al.



BS4ð500; 500Þ. Start coordinates is ðx0 ¼ 100; y0 ¼ 100Þ, vx ¼ vy ¼ 5. Different levels
of noises is considered in both the measurement phase and the positioning phase to
better simulate the actual environment. The results are given as follows.

In Fig. 3, the number of sample points N ¼ 500, the initial value of the state matrix

X0 ¼ ½ 100 100 10 �T , system noise matrix Qw ¼
10 0 0
0 10 0
0 0 20

2

4

3

5. The original

data is interfered by noise, the figure shows that Kalman filtering can reduces mea-
surement and system errors.

In Fig. 4, the number of sample points N ¼ 100, the rest of the parameters are set
as Sect. 4. From the figure, it is obvious that the hybrid method’s trajectory is
smoother.

Fig. 3. The performance of Kalman filtering

Fig. 4. The simulated paths of different methods
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In Fig. 5, the number of sample points N ¼ 500. Compared with traditional Chan
algorithm, Chan algorithm with Kalman filtering, hybrid positioning algorithm without
Kalman filtering, Fig. 5 shows that the method this paper proposed has lower NMSE
value, and when noise interference in the environment is serious, it has stronger anti-
interference ability than Chan algorithm.

Figure 6 shows that the convergence speed of the algorithm is not significantly
slower due to the combinations of the algorithm, since Chan algorithm needs 2 iter-
ations. Compared with Taylor series expansion which the initial value is chosen
arbitrarily, the proposed algorithm has a better performance.

Fig. 5. The NMSE value of different positioning algorithms

Fig. 6. Average iterations of different positioning algorithms
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6 Conclusion

In view of the simulation conditions of the current positioning algorithms are too ideal,
the results are often cannot reflect the actual system. A KFL-TDOA positioning method
based on hybrid location algorithm is proposed in this paper. The proposed method
adds noise interference to both measurement process and the positioning process. The
method first use Kalman filtering in order to smooth the measurement error, then
combine Chan algorithm with Taylor series expansion algorithm to obtain a precision
positioning result. Simulation results are given to verify the performance of the algo-
rithm in positioning accuracy, anti-interference and iteration speed.
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Abstract. Hardware impact to the wireless sensor network node can reduce the
life cycle and communication quality of the energy harvesting network. In this
paper, we use a three-node network communication model to derive the exact
closed form and asymptotic expression of the outage probability and through the
Rayleigh fading channel. Then, we study the outage probability and throughput
of the wireless sensor network from the hardware impact of the source node and
the destination node. In addition, we provide numerical results to demonstrate
the correctness of the simulation. The hardware impact of the node physical
transceiver is unavoidable, but we can minimize the impact on the network by
selecting configuration parameters, which is of great significance to engineering
practice.

Keywords: Amplify-and-forward � Energy harvesting �
Hardware impairments � Outage probability � Throughput �
Wireless power transfer

1 Introduction

Using energy harvesting to prolong the lifetime of wireless networks has received
widespread attention [1]. The wireless sensor node can collect energy from the radio
frequency signal in the surrounding environment to supply the node to operate, and at
the same time can transmit the radio frequency information [2, 3]. In [4], the author
proposes a time-switching-relay (TSR) protocol and a power-switching-relay protocol
(PSR) protocol for the energy harvesting network. Then, as discussed in [5], the TS
scheme energy harvesting relay network analyzes the throughput of the network using
decoding-forwarding (DF) and amplification-forwarding (AF) relay methods, respec-
tively. Due to the limitation of the transmit power of the relay node, the authors in [6]
considered the cooperative communication model under the hardware impact of the
relay node to analyze the network performance index. In [7], the authors analyse the
outage performance of multi-relay cooperative networks subject of wireless commu-
nications. For the specific application of node damage, the research in [8] introduced a
wireless energy harvesting two-way relay (TWR) network, considering the impact of
relay node impairment on the networks TSR protocol and PSR protocol, and
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comparing the situation under different conditions. The authors quantify the impact of
transceiver impairments in a two-way amplify-and-forward configuration and then
obtain the effective signal-to-noise-ratios at both transmitter nodes [9]. In [10], the
authors studied the performance of communication systems with both wireless infor-
mation and power transfer capabilities under non-ideal transmitter hardware. The
author analyzes the impact of relay node impairment on the simultaneous transmission
of wireless information energy in single-point communication [11].

The remainder of the paper is organized as follows. The second section explains the
wireless sensor network system model. In the third section, we derive the outage
probability and throughput for node impairments based on the TSR protocol. The
fourth section verifies the experimental results by simulation. Finally, Sect. 5 sum-
marizes the main contributions of this paper.

2 Guidelines for Manuscript Preparation

We analyze the three-node network, source node S, relay node R and destination node
D to complete the information transmission of the entire network. In the subsequent
analysis and derivation, we consider the following assumptions for the network: The
source node S and the destination node D have continuous power supply, and the relay
node R as an energy-limited node can only supply energy by collecting energy from the
radio frequency signals in the surrounding environment, but the relay node R does not
limit the received signal, minimum power, energy harvesting and information transfer
for each received data block. Due to the impact of the node hardware in the manu-
facturing process or in the harsh environment, we only consider the source node S and
the destination node D to be impacted, which will have a serious impact on the overall
network communication quality. To simple derive the data, we assume that the two
nodes have the same degree of impact. Figure 1 below shows the system model for the
considered system.

2.1 Time Switching-Based Relaying (TSR) Protocol

Figure 2 depicts the key parameters in the TSR protocol for simultaneous energy and
information processing at the relay node. It is the block time of transmitting a certain
information block from the source node to the destination node, and is a time allocation
parameter of the relay node receiving the energy block. The relay node collects energy

S DR

Relay 
node

h

Destination Source

g

Fig. 1. The relay auxiliary communication system model between the source node and the
destination node of hardware damage
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of the received signal during the time and transmits the information within the time. In
the information transmission process, time is used by the source node to transmit
information to the relay node, and the relay node transmits information to the desti-
nation node. We assume that the energy collected during the energy harvesting phase is
all consumed by the relay node. The time allocation parameter for collecting energy at
the relay node is the research key of the whole protocol. Reasonable allocation time
will reduce the network outage probability and improve the achievable throughput of
the network.

2.2 Channel Model

We assume that the communication link between the source node S and the destination
node D is not available, so the network needs the relay node R to assist the source
signal S in signal transmission to the destination node D. The fading coefficients are
constant within one block and independent and identically distributed (i.i.d.) from one
block to the next. Let h and g denote the channel coefficients between S and relay R,
between R and D, respectively. Hence, |g|2 and |h|2 follow the exponential distribution
with mean kg and kh, respectively.

2.3 Energy Harvesting

The energy harvesting receiver rectifies the RF signal directly and gets the direct
current to charge up the battery. The details of such an energy harvesting receiver can
be found in [5]. It first harvests energy from the source signal. Then, it uses the
harvested energy as a source of transmit power to forward the source information to the
destination. During the energy harvesting time ɑT at the relay node can be expressed as

Eh ¼ gPS hj j2
dm1

aT ð1Þ

Where 0 < η < 1 is the energy conversion efficiency, PS is the transmitted power from
the source, d1 is the distance of the source and relay node, m is the loss of channel. The
transmission power of relay node is

Fig. 2. Illustration of the key parameters in the TSR protocol for energy harvesting and
information processing at the relay.
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Pr ¼ Eh

ð1� aÞT=2 ¼ 2gPS hj j2a
dm1 ð1� aÞ : ð2Þ

3 Performance Analysis

This section analyzes the performance of the proposed TSR protocol. The received
signal at the relay node, yrðtÞ is given by

yrðtÞ ¼ 1ffiffiffiffiffiffi
dm1

p ffiffiffiffiffi
PS

p
hðsðtÞþw1ðtÞÞþ n1ðtÞþ n2ðtÞ ð3Þ

s(t) is the normalized information signal from the source, i.e., E s tð Þj j2
n o

¼ 1, where E

{�} is the expectation operator and |�| is the absolute value operator. w1 � CN 0; k21Ps
� �

is the aggregate distortion affecting noise caused by hardware impact at the source, k1
characterize the level of impairments of the source hardware, n1 � CN 0; r2r

� �
and

n2 � CN 0; r2r
� �

is the noise at the relay node, CN(�) stands for complex circularly
symmetric Gaussian distributions.

In the case of high SNR, we choose the amplification and forwarding scheme. The
magnification factor G at the relay is

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PS hj j2
dm1

ð1þ k21PSÞþ r2r

s
ð4Þ

Relay amplifies the received signal and the transmitted signal is

xðkÞ ¼ GyrðkÞ ð5Þ

At the destination, the received signal from relay node can be expressed as yd(k) is
given by

ydðkÞ ¼ 1ffiffiffiffiffiffi
dm2

p ffiffiffiffiffi
Pr

p
gxðkÞþw2ðkÞþ ndðkÞ ð6Þ

w2 � CN 0; k22
� �

is the aggregate distortion affecting noise caused by HI at the D, k2
characterize the level of impairments of the destination, nd � CN 0; r2d

� �
is the noise at

the destination node.
Substituting (3), (4), (5) to (6), the received signal at the destination, yd(k) is given

by
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ydðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g hj j2a

q
PShgsðkÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� aÞdm1 dm2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PS hj j2 þ dm1 r

2
r

q þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g hj j2a

q
PShgw1ðkÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� aÞdm1 dm2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PS hj j2 þ dm1 r

2
r

q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g hj j2aPS

q
gnrðkÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� aÞdm2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PS hj j2 þ dm1 r

2
r

q þw2ðkÞþ ndðkÞ

ð7Þ

The outage probability can be expressed as Pout = p[ϒD < ϒ0], where ϒD is the
received SNR at the destination and ϒ0 denotes the SNR threshold. ϒD can be
expressed as

cD ¼ ydsignalj j2
ydnoisej j2 ð8Þ

Substituting yd(k) from (7) into (8), ϒD is given by formula (9).

cD ¼ 2gaP2
S hj j4 gj j2

2gaP2
Sk

2
1 hj j4 gj j2ðk21 hj j2Þþ 2dm1 gaPS hj j2 gj j2r2r þ ð1� aÞdm1 dm2 ðPS hj j2 þ dm1 r

2
r Þ

h i
ðk22 þ r2dÞ

ð9Þ

The outage probability of the destination node of TSR protocol is

Pout ¼ pðcD\c0Þ ¼ pð gj j2\ a hj j2 þ b

c hj j4�d hj j2Þ ð10Þ

Where

a ¼ c0½ð1� aÞdm1 dm2 PS�ðr2d þ k22Þ ð11Þ

b ¼ ð1� aÞd2m1 dm2 r
2
r

� �
r2d þ k22
� �

c0 ð12Þ

c ¼ 2gP2
Sað1� k21c0Þ ð13Þ

d ¼ 2gPSar
2
r d

m
1 c0 ð14Þ

Then, we find through formula that the value of b is about equal to 0 in the case of
high SNR. So we can get a simpler formula for the outage probability

Pout � 1� e�
d

ckh

Z 1

x¼0
e�ð x

khc
þ a

xkg
Þdx

¼ 1� e�
d

ckhlK1ðlÞ
ð15Þ

K1(�) is the first-order modified Bessel function of the second kind.
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Where

uðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4a
cðkÞkhkg

s
ð16Þ

The throughput, s, at the destination is given by

s ¼ ð1� PoutÞð1� aÞR=2 ð17Þ

4 Numerical Results and Discussion

In this section, we use the simulation data to prove the correctness of the throughput
expression for the above derivation formula. Since in the formula derivation process,
the first-order modified Bessel function and the analytical expressions of various
variables are involved, we use the offline optimization numerical evaluation algorithm,
simulation and numerical results to verify our derivation and evaluate various
parameters. Table 1 shows the parameters we used during the simulation.

Table 1. Numerical analysis of network parameters

Parameter R PS d1 d2 η m

Numerical value 3 1 1 1 0.8 2.7

Fig. 3. Throughput at the destination node with respect to a for the TSR protocol
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We set the hardware impact parameters to k1 = k2 = k3 = {0.1, 0.2 and 0.37}. We
also add simulation plots when k = 0 for comparative analysis in [4].

In Fig. 3, we present the effect of ɑ on throughput for TSR protocol. The
throughput increases as a increases from 0 to the optimal a but later, it starts decreasing
as a increases from its optimal value. It can be notice that, there exists a maximum
value for throughput with the increase of a, and the value of a that maximize
throughput with different distortion level k sets. When the hardware impact parameter
is 0, 0.1, 0.2 and 0.37, the optimal a of the network is 0.28, 0.33, 0.44 and none.

Figure 4 shows the throughput as a function of the transmit power PS. Depending
on the degree of hardware impact to the nodes, we use the corresponding optimal a
value. When the node hardware has a large degree of influence, the source node needs
more transmission power to achieve the maximum network throughput. However,
when the node transmission power increases indefinitely, the throughput of the network
reaches a certain threshold.

Figure 5 shows the optimal throughput s decreases as d1 increases. By increasing
d1, energy harvested for the TSR protocol and the received signal strength at the relay
node decrease due to the larger path loss, m. As the hardware impairments increases,
the communication distance between the source node and the relay node decreases. It is
very important practical significance on the transmission distance.

Fig. 4. Comparison between throughput and transmission power
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Figure 6 plots the optimal throughput s for the TSR protocol, η. In the different
hardware impact parameters, the k = 0 outperforms the other impact parameter for all
the values of η. We can conclude that the throughput of the network continues to
increase with the energy conversion efficiency, while considering the influence of the
rectifier circuit, we finally set the energy conversion efficiency to 0.8.

Fig. 5. Optimal throughput for the TSR protocol for different values of source to relay distance

Fig. 6. Optimal throughput for the TSR protocol for different values of energy harvesting
efficiency
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5 Conclusion

This paper analyzes the impact of node hardware impairments on the energy harvesting
network. We give three node damage cases to analyze the communication performance
of the network. Under different degrees of damage, the value of a in the TSR protocol
we chosen is also different. We can reduce the influences of node impact on the
network by selecting the optimal value of a. When the impact level reaches the
threshold, the network is completely interrupted. In addition, we derive the expression
of outage probability and throughput to make a certain guiding contribution to engi-
neering practice.
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Abstract. Path planning based on A* algorithm has been widely used in var-
ious engineering projects, but the time cost of A* algorithm for large-scale road
networks is expensive, which is proportional to the square of node N. This paper
proposes an improved A* algorithm based on the divide-and-conquer method
for the golf unmanned cart path planning requirements, which splits the global
optimal path into several local optimal paths and greatly reduces the time cost of
the traditional A* algorithm with the more data space needs. Experiment results
show that the proposed algorithm can decrease the time cost by at least 46%
compared with the traditional A* algorithm. The real-time performance is
stronger and the global optimizing path is smoother.

Keywords: Path planning � A* algorithm � Golf unmanned cart �
Divide-and-conquer method

1 Introduction

With the fast advancement of science and technology, the human desire for the
intelligentization of all things is becoming stronger. Unmanned robots are the direct
products of such demand, such as driverless cars, unmanned factory and so on. For
mobile robots, path planning is one of the most important requirements [1]. Path
planning is planning an optimal path in time or distance in a certain environment
model. When gives the source node and destination node information of the robot, it
can guide the robot to complete the planning mission. Common path planning algo-
rithms include A* algorithm [2], Dijkstra algorithm [3], Lazy Theta* algorithm [4],
RRT algorithm [5] and some intelligent optimization algorithms such as genetic
algorithm [6] and ant colony algorithm [7]. Among them, A* algorithm is an optimal
path planning algorithm based on map search, which uses an inspiring idea to search
along the direction of the target, avoiding blind, time-consuming and useless search
effectively. This heuristic search algorithm is now widely used in path planning [8].

As one of the most classical path planning algorithms, A* algorithm has attracted
great attractions of a large number of scholars and has achieved many research
achievements. Chen et al. [9] use the direction vector as the heuristic search function of
A* algorithm and introduce the parallel search method to search both the source node

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved
S. Han et al. (Eds.): AICON 2019, LNICST 286, pp. 497–505, 2019.
https://doi.org/10.1007/978-3-030-22968-9_46

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22968-9_46&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22968-9_46


and the destination node simultaneously, which greatly improves the efficiency of the
algorithm. In [10], the method of A* algorithm with time cost is proposed to achieve
efficient and collision-free path planning of multiple AGVs for the parking scenario. In
[11], a smooth A* algorithm is proposed. When the front and back nodes of the
intermediate node meet the obstacle-free condition, the intermediate node on the
extension line can be deleted, which can get better path planning at the expense of part
of the time efficiency. In [12], the optimal path is obtained by simplifying the A*
algorithm in the indoor positioning environment, and the rotation direction and the
minimum rotation angle at the inflection node are obtained from the vector theory.
Cui et al. [13] extend the A* algorithm from the traditional 8 domain to the 24 domain,
increasing the search directionality, and selecting the optimal fscore and the sub-
optimal fscore when expanding the node, thereby increasing the search flexibility. The
number of turning nodes of planning path is reduced and the planning path becomes
smoother. Huang et al. [1] combine distance transform and line-of-sight algorithms to
make the planning path smoother and farther away from obstacles.

The above algorithms optimize the A* algorithm from a certain aspects. In order to
solve certain environments, the time efficiency of some algorithms has to be sacrificed.
For complex scenarios or large-scale road networks, the real-time performance is
insufficient and the above algorithms are only theoretically simulated, which lacks
certain engineering practice. Therefore, this paper proposes an improved A* algorithm
with divide-and-conquer method that aims to improve the time cost of optimal path for
the golf unmanned cart. First, establish a precise two-dimensional grid map of the golf
course environment. Second, based on the A* algorithm, the divide-and-conquer
method which splits the global optimal path into several local optimal paths is used to
optimize the algorithm which reduces the time cost of the traditional A* algorithm and
improves the real-time performance.

The rest of the paper is organized as follows. In Sect. 2, a precise two-dimension
grid map model of golf environment is introduced. In Sect. 3, we describe the detailed
theories of improved A* algorithm. The experiment results show the algorithm
efficiency in Sect. 3. And Sect. 4 concludes this paper.

2 Environment Map Model

The environment map extracts the position, state and other information of objects in the
real environment into a map model, which is the first step of all map-based search
algorithms. The common map model representation methods mainly include grid maps
and topological maps. The former uses the way of the coordinate system to be occupied
by obstacles or not to describe the environmental features. The method is simple and
the environment description ability is strong; the second is the use of topology nodes to
establish map information which is mainly for environmental maps with large-scale
road networks [14]. In this paper, based on the characteristics of the golf environment,
a grid map is used to represent the golf environment characteristics.
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A grid map breaks down the real environment into a series of discrete grid nodes
and all grid nodes are uniformly and evenly distributed which are described according
to whether they are occupied by obstacles. If the grid cell is occupied by an obstacle, it
is a barrier grid, and vice versa is a free grid.

The construction process of the golf environmental model is mainly as follows.
Firstly, the anchor nodes are identified on the four corners of the golf course, the real
position information of the golf course is collected by RTK equipment, and then the
aerial image technology is used to obtain an environmental picture with high resolu-
tion; The node can use the interpolation algorithm to obtain the real position infor-
mation of each node in the environment, and then match the high-resolution
environment picture one by one, and finally establish a two-dimensional grid map, the
map not only has environment specific information, and each grid has real location
information, which greatly facilitates the path planning algorithm and the automatic
control of golf cart. Figure 1 shows an aerial view of a 75� 120 m2 golf course.
Figure 2 shows a two-dimensional grid map with an interval of 1 m, white is a feasible
area and red is an obstacle.

3 Algorithm Description

3.1 A* Algorithm

The A* algorithm is a heuristic search algorithm which is similar to breadth-first search
(BFS) and depth-first search (DFS) algorithm. They are based on certain principles
to determine how to expand the node tree structure that needs to be searched [15],
A* algorithm can be considered as a search algorithm based on “advantage nodes”.

Fig. 1. Golf aerial image (Color figure online) Fig. 2. Grid map (Color figure online)
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The core part is to design an estimation function for each road node, as shown in
Eq. (1):

fðsÞ ¼ gðsÞþ hðsÞ ð1Þ

where fðsÞ represents the estimated length from the starting node through the node s to
the goal node; gðsÞ represents the known path length from the starting node to the
current node, which is calculated by Eq. (2).

Xk�1

i¼start

cos tðsi; siþ 1Þðk� goalÞ ð2Þ

In the Eq. (1), the heuristic function hðsÞ is the estimated value of the current node
to the goal node, and the precondition that A* algorithm can get the optimal path must
be able to satisfied Eq. (3).

hðsÞ� cos t�ðs; sgoalÞ ð3Þ

where cos t�ðs; sgoalÞ is the optimal distance from current node to goal node. The larger
the value hðsÞ satisfying the Eq. (3), the fewer the extension nodes. In order to get the
optimizing path planning, the heuristic function is usually chosen as the Manhattan
distance, the diagonal distance or the Euclidean distance [16]. The process of A*
algorithm is as followed.

• Step 1: given the source node and the goal node, and establish a node set OPENSET
for expanding search and a node set CLOSEDSET for completed search node;

• Step 2: select node cur with the smallest cost from OPENSET, that is minffðcurÞg
and perform 8 domain to expand the search. If the extended node u is not in the
OPENSET and not in the CLOSEDSET, then add it to the OPENSET.

• Step 3: using the current node cur for cost update, the update criterion is when the
cost of satisfying the source node src to the extended node u is greater than the sum
of the cost of the source node src to the current node cur and the cost of the current
node cur to the extended node u;

• Step 4: after the current node cur is expanded, put it into CLOSEDSET, indicating
that the node has found the shortest distance and does not need to join OPENSET
for search and update again;

• Step 5: loop through step 2, step 3 and step 4 until the goal node is found.

3.2 Improved Algorithm

The time cost of traditional A* algorithm is OðN2Þ [17], which means its computational
complexity is proportional to the square of the grid number in the two-dimensional grid
map, so its cost is very large for some scenes having many grids. For example, in a 2D
game, the game map is at least 88 � 88. Using A* algorithm to find the optimal path, it
is necessary to traverse all the nodes in the worst case, and the time cost is
n ¼ 88� 88 ¼ 7744. Therefore, this paper uses the divide-and-conquer method to
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improve the A* algorithm, which can increase the efficiency of A* algorithm and
reduce its time complexity.

Classic physics theories prove that the straight line between point A and point B is
the shortest. Therefore, the optimal path searched by A* algorithm is a straight line when
there is no obstacle. Their middle point C obtained by using the line drawing algorithm
must be in the optimal path. If the optimal path from A to B is divided into two segments
AC and BC, respectively, we can get their local optimal path planning with traditional
A* algorithm. Finally, according to the dynamic programming idea, the global optimal
path planning is achieved by put their local optimal path together with more space cost.
For the previous example, the algorithm complexity at this time can be calculated as
n ¼ ð44 � 44Þþ ð44 � 44Þ ¼ 3872, so the time cost decrease 50% at least.

Figure 3 is the logic block diagram of the improved A* algorithm. First given the
segment number N, source node SRC, destination node DST and grid map MAP, and
then we use the line drawing algorithm to get the N � 1 middle point. If there is an
obstacle, take the neighboring point with the shortest heuristic distance as an alterna-
tive. Secondly, use the A* algorithm to find the local optimal path of each segment, and
then connect them to obtain the global optimal path. The improved A* algorithm
pseudo code is as follows.

N,SRC,DST,MAP

begin

end

Using drawing line algorithm to get N segments

Global optimal path

Get N local optimal path with A* algorithm

Fig. 3. Algorithm block diagram
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function globalOptimizingPath = ImprovedAstar(MAP, SRC, DST, N)
1. create globalOptimizingPath
2. create POINT_SET
3. create stepX, stepY, index
4. stepX = (DST.x – SRC.x) / N
5. stepY = (DST.y – SRC.y) / N
6. index = 1
7. // find N – 1 middle points without obstacles
8. POINT_SET = getMiddlePoint(SRC, DST, stepX, stepY, N)    
9. while all points from POINT_SET
10. curSrc = POINT_SET(index)
11. curDst = POINT_SET(index+1)
12. localBestPath = AStar_Routing(MAP, curSrc, curDst)
13. add localBestPath into globalOptimizingPath
14. end

end fucntion

function best_path = AStar_Routing(MAP, curSrc, curDst) 
15. create vertex set CLOSEDSET // set of already visited nodes
16. create vertex set OPENSET // set of nodes to be expanded
17. create gScore, fScore with default value inf
18. insert curSrc into OPENSET
19. gScore[src] = 0, fScore[src] = h(src, dst)
20. create pre_path with default value nullptr
21. while OPENSET is not empty:
22. current = the node v in OPENSET s.t. fScore[v] is minimum in OPENSET
23. if current == curDst
24. return reconstruction_best_path(pre_path, current)
25. remove current from OPENSET
26. insert current into CLOSEDSET
27. for each neighbor u of current:
28. if u is in closeSet:
29. continue;           // ignore the neighbor who has already been evaluated
30. candidate_score = gScore[current] + h(current, u)
31. if u not in OPENSET:     // discovered a new node
32. insert u into OPENSET
33. else if candidate_score >= gScore[u]: 
34. continue;    // this is not a better path
35. pre_path[u] = current
36. gScore[u] = candidate_score
37. fScore[u] = gScore[u] + h(u, dst)
38. end fuction
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4 Experiment Results

In order to verify the efficiency of the improved algorithm, WINDOWS10 education
version is used as the platform and the algorithm is simulated and verified by
MATLAB software. The experimental hardware platform is Intel Core i5-3230M
processor, 2.6 GHz and 8 GB memory. Under the same platform conditions, we have
the comparison experiment between the proposed algorithm and the traditional A*
algorithm. For the two-dimensional grid map of the golf course, different source nodes
and destination nodes are given respectively to verify their algorithm time cost.

As shown in Fig. 4, three different source nodes and destination nodes are selected
respectively. The optimal path obtained by the traditional A* algorithm and the pro-
posed algorithm is compared, the green path and the black path are the result of
traditional A* algorithm and the improved A* algorithm, respectively. We can find that
the proposed algorithm is smoother and the path length is shorter than the traditional
A* algorithm.

Table 1 is the cost time of the traditional A* algorithm and the proposed algorithm
at different source and destination nodes when N is 2. The time cost of three group data
using the traditional A* algorithm is 0.1583 s, 0.1246 s, 0.1736 s, respectively, and the
time cost of the proposed algorithm is 0.0800 s, 0.0633 s, 0.0928 s, respectively. The
increase efficiency is 49%, 49%, and 46%, respectively, so the proposed algorithm is at
least 46% better in time efficiency than the traditional A* algorithm. In addition, it is
known from Table 2 that under different N values (N = 2, 4, 6), we can find that the
time cost of the three group data decreases as the value of N increases, as shown in
Fig. 5.

Table 1. Algorithm comparison

Group Source Destination A* cost (s) Improved A* cost (s) Efficiency

1 (1, 1) (75, 90) 0.1583 0.0800 49%
2 (1, 1) (75, 40) 0.1246 0.0633 49%
3 (1, 1) (45, 90) 0.1736 0.0928 46%

Fig. 4. Algorithm comparison (black is improved A*, green is traditional A*) (Color figure
online)
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5 Conclusions

This paper proposes a method to reduce the time cost of the traditional A* algorithm.
Using the divide-and-conquer method, the optimal path between two nodes is divided
into N segments, and then using the traditional A* algorithm to get N local optimal
path planning. Finally, the N local optimal path is integrated to obtain the global
optimal path. The experimental results show that the proposed algorithm improves the
time efficiency by at least 46% compared with the traditional A* algorithm, and its
efficiency increases with the increase of the N value and certain space sacrifice. The
obtained optimal path is also smoother and shorter, which has a strong engineering
practice.
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Abstract. With the development of aerospace technology, more and more
application tasks require satellite communications for information transmission.
In space communication, the resources on the star are very precious, and it is
particularly urgent to improve the utilization of resources on the star. The
application of network coding in satellite communication can not only solve the
traditional routing problem, but also greatly improve the reliability and effi-
ciency of communication. So the power allocation method on satellite based on
network coding is proposed. Two power allocation algorithms can improve the
utilization of inter-satellite resources, and the network coding of relay nodes can
reduce the bit error rate and the packet loss rate of the communication system.
The simulation results show that network coding can reduce the bit error rate of
the system and the impact of different power allocation algorithms on the bit
error rate of the system.

Keywords: Network coding � Satellite communications � Game theory �
Water injection method

1 Introduction

Inter-satellite communication is one of the hottest issues in the field of satellite com-
munication. Although there are many satellites in the sky, most of them are self-
contained and it is difficult to achieve resource sharing. However, it is difficult for a
single satellite to meet various needs. The realization of multi-point communication
between satellites is an inevitable trend in the development of satellite communications.
Network coding is a new technology of network communication, which can optimize
the transmission performance of the network. Research shows that the application of
network coding in satellite communication can not only solve the traditional routing
problem, but also greatly improve the reliability and efficiency of communication.

In terms of satellite resource allocation methods, Literature 2 designs a bandwidth
and power allocation algorithm to ensure efficient use of satellite resources. In the third
paper, considering the QoS requirement, the Lagrangian heuristic algorithm is used to
solve the subcarrier allocation problem of low-orbit satellite networks. Literature 4
considers the impact of delay on real-time services, and proposes a power and
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bandwidth resource allocation method to achieve a balance between throughput and
delay. Document 5 proposes a power and bandwidth allocation method for a multi-
beam satellite network to improve the fairness of the capacity among beams. The above
method is mainly for downlink resources and is not suitable for inter-satellite links. The
application of network coding technology in satellite communication can not only
solve the traditional routing problem, but also greatly improve the reliability and
efficiency of communication.

Aiming at the problem of high bit error rate of satellite communication, considering
the application of network coding to satellite communication, two power optimization
methods on satellite based on network coding are proposed. With the goal of reducing
the bit error rate, the network coding satellite communication system is optimized for
power, and the bit error rates of the two methods are compared.

The following is a brief introduction to the contents of each section. The second
part introduces the concept of network coding. The third part introduces three kinds of
satellite communication system based on network coding. The fourth part introduces a
satellite communication system combined with network coding and power allocation
algorithm.

2 Network Coding

Taking the “butterfly net” model as an example, the basic concepts of network coding
are analyzed. As shown in the following figure: assume that the capacity of each link is
1, y and z are both sink nodes, s is the source node, and the rest are intermediate nodes.
In Fig. 1(a), the traditional route transmission mode is used. Node w is only responsible
for the operation of storage and forwarding. Figure 1(b) uses the network coding
method. The node w is mainly responsible for encoding the input information, and then
adding module 2 to b1 and b2, and transmitting the operation result b1 ⊕ b2 to the
node x. The result of the operation is finally transmitted to the nodes y and z through the
links xz and xy. After the node y receives the information b1 and the information
b1 ⊕ b2, it can decode the b1 ⊕ (b l ⊕ b2), so that the information b2 can be solved.
Similarly, the node z can decode the complete information in this way, and the resulting
transmission has a capacity of 2. It can be seen that the application of network coding to
satellite communication can theoretically achieve the maximum amount of information
transmission. At the sink node, this can be done by performing the inverse of the
decoding and will eventually be able to be sent from the source of the original data.

Based on the characteristics of satellite communication networks, network coding is
particularly suitable for the field of satellite communication networks. If a node
generates interest in different data packets of neighboring nodes, it can effectively save
satellite communication by encoding these different data packets so that it and all
neighboring nodes can receive information of the data packets in them. Therefore it
effectively saves satellite communication resources. In addition, the application of
network coding in the satellite communication network can also significantly reduce
the times of transmitting data packets, so that the transmission energy is greatly
reduced.
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And we will briefly introduce two power allocation algorithms which include game
theory and water injection method in the forth section.

3 Satellite Communication System Simulation Based
on Network Coding

3.1 ARQ Mechanism Based on Network Coding

System Model and Principle
In recent years, many scholars at home and abroad have been concerned about the
problem of service transmission performance in satellite communications. However,
the environment in which satellite channels are located is very complex, and these
complex environments can significantly reduce the communication quality of satellite
channels. Due to the particularity of satellite channels, many terrestrial protocols are
often inefficient when applied to satellite networks. In order to overcome this problem,
the researchers have made in-depth analysis and improved the ARQ for the satellite
environment based on the idea of terrestrial ARQ. ARQ mainly has three modes: stop
waiting, backward N step and selective retransmission. In addition, network coding has
been widely used in the field of wireless communications. A large number of studies
have shown that network coding in wireless communication can reduce the number of
packet retransmissions and packet loss rate. In order to further reduce the transmission
delay and the number of packet loss of the satellite channel, the network coding is
applied to the ARQ of the satellite network, and a network coding-based ARQ (Sat-
NC-ARQ) mechanism suitable for the satellite network is proposed. In Sat-NC-ARQ,

Fig. 1. (a) Traditional routing. (b) Network coding method.
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in addition to transmitting the data packets of the real service terminal, the satellite
terminal also creates a virtual service terminal to send the network coded data packets,
so that the receiving terminal can decode the data packets as long as it receives enough
data packets. So it can reduce the number of retransmissions.

As shown in Fig. 2, the source service terminals S1 and S2 are connected to the
source satellite terminal through the terrestrial link, and the destination service termi-
nals D1 and D2 are connected to the destination satellite terminal through the terrestrial
link, and the source satellite terminal connect with the destination satellite terminal
through satellite link.

It is assumed that the source service terminal S1 is to send the data packet 1101 to
the destination service terminal D1, and the source service terminal S2 is to send the
data packet 1001 to the destination service terminal D2. First, S1 and S2 respectively
send data packets to the source satellite terminal through the terrestrial link. When the
source satellite terminal receives the data packets of S1 and S2, it can perform network
coding on the data packets of S1 and S2, that is XOR, i.e. 1101 XOR 1001 = 0100;
then the data packets 1101, 1001 and the network coded packet 0100 are sent together
to the destination satellite terminal. When the destination terminal receives any two of
the three data packets, the original data packet can be decoded by using the network
coding. For example, it is assumed that the destination satellite terminal receives the
data packet 1101 of S1 and the network coded data packet 0100, and the data packet
1001of S2 is lost, and the destination satellite terminal can decode the data packet of S2
by XOR operation 1101XOR0100 = 1001. The destination satellite terminal can then
send the packets of S1 and S2 to D1 and D2 respectively. It can be seen from the
example that when the packet of S2 is lost, the Sat-NC-ARQ mechanism does not need

Fig. 2. System model of ARQ mechanism.
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to retransmit the packet data by S2, so the transmission delay and the number of lost
packets of the satellite network can be reduced.

Simulation Analysis
To simplify system processing, we can adjust the length of the packet to send one
packet every 1 ms. At the same time, it can be assumed that each source service
terminal polls the packets at each moment in turn. In order to introduce the network
coding, after the source satellite terminal receives the data packets of the two source
service terminals, the two data packets are network coded (XOR operation), and then
the two data packets and the network coding packets are sequentially sent to destination
satellite terminal. To formalize the problem, a virtual source service terminal s and a
virtual destination service terminal d are created. The virtual source service terminal is
responsible for performing a network coding task and transmitting a network coding
packet of two data packets when each of the two source service terminals transmits a
data packet.

When attention is paid to the packet loss rate, the data is continuously transmitted,
and when an error occurs, no retransmission is performed (that is, no delay is con-
sidered). The method of packet loss is that when the crc check fails, the packet con-
siders the data invalid. Therefore, under this condition, the bit error rate is 0, and only
the packet loss rate is concerned. Figure 3 shows the simulation.

The ARQ mechanism based on network coding achieves the goal of reducing the
number of packet loss on the satellite channel by reducing the number of retransmis-
sions of data packets. The simulation results also show that network coding can reduce
the packet loss rate of satellite networks.
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Fig. 3. Comparison of packet loss rate under ARQ mechanism.
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3.2 Satellite Physical Layer Network Coding System

System Model and Principle
Two low-orbit satellites are used as the data source of the system, and the schematic
diagram of the satellite physical layer network coding system is shown in Fig. 4. In the
MAC phase, the source nodes S1 and S2 simultaneously transmit data to the ground
relay node R and the destination node within the respective coverage area, wherein the
source node S1 covers the relay node R and the destination node T1, and the source
node S2 covers the relay node R and destination node T2. In the BC phase, after the
relay node R is processed in the forwarding mode, the superposed signal is broadcasted
to the destination nodes T1 and T2.

System Description: The transmission process of the system data is divided into two
phases: one is the multiple access phase (MAC), in which the satellite source node
transmits its own data to the destination node and the relay node; the second is
broadcast phase (BC). After the relay node uses the function to process the superim-
posed signal, the signal is broadcasted to the two destination nodes, and the destination
node uses the known information of the destination as the reference information to
extract the transmitting information of the other end to complete the decoding process.

In the MAC phase, the signals of the relay node R receiving the signals X1 and X2

from S1 and S2 can be expressed as:

Fig. 4. Satellite physical layer network coding system model.
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YR ¼
ffiffiffiffiffiffiffi
PS1

p
h1X1 þ

ffiffiffiffiffiffiffi
PS2

p
h2X2 þ ng ð1Þ

Among them, PS1 and PS2 are the transmission powers of the source nodes S1 and
S2, h1 and h2 are the channel gains between the source nodes S1 and S2 and the ground
relay R, and X1 and X2 are the transmission information of the source nodes S1 and S2,
and ng is the relay node R receives the superimposed noise of the signals X1 and X2.

In the case of a sunny day, it is assumed that the channel gains between the nodes in
the same coverage area and the satellite are the same, so the signals the terminal nodes
T1 and T2 receive are represented by Eqs. (2) and (3), respectively.

YT1 ¼
ffiffiffiffiffiffiffi
PS1

p
h1X1 ð2Þ

YT2 ¼
ffiffiffiffiffiffiffi
PS2

p
h2X2 ð3Þ

At about 10 GHz or more, rain attenuation is the main attenuation of satellite
wireless communication. This paper uses the ITU-R rain attenuation model, as shown
in Eq. (4):

A =
C
N0

� �
t:e
�10 log10

1

10
Su�Au

10

þ 1

10
Sd�Ad

10

� ��1

dB ð4Þ

Among them, C
N0

� �
t:e
is the signal-to-noise ratio of sunny day, the unit is dB, Su and

Sd are the uplink and downlink signal-to-noise ratios on sunny days, and Au and Ad are
the up and down attenuation due to rain attenuation.

In the BC phase, the relay node R amplifies and forwards the received signal to the
two destination nodes, and the received signals of T1 and T2 can be expressed as
Eqs. (5) and (6), respectively.

YT1 ¼Gh3YR þ nT1 ¼Gh3h1
ffiffiffiffiffiffiffi
PS1

p
X1 þ Gh3h2

ffiffiffiffiffiffiffi
PS2

p
X2 þ Gh3nR þ nT1 ð5Þ

YT2 ¼Gh4YR þ nT2 ¼Gh4h1
ffiffiffiffiffiffiffi
PS1

p
X1 þ Gh4h2

ffiffiffiffiffiffiffi
PS2

p
X2 þ Gh4nR þ nT2 ð6Þ

While G is the amplification gain, h3 and h4 are the channel gains of the relay node
R and the destination nodes T1 and T2, and nT1 and nT2 are the additive white Gaussian
noise of the destination node, nT1; nT2 � CNð0; r2

TÞ:

G¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PR
PS1 h1j j2 þ PS2 h2j j2 þ d2R

s
ð7Þ

Simulation Analysis
Two low-orbit satellites are used as data sources, one ground station is used as a relay
node, two destination nodes are base stations in the respective coverage areas of two
satellites, and the channel between the satellite and the relay node uses a wireless
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channel, and the channel from the relay node to the destination node uses a wired
channel. The wireless channel noise n of the source node to the node in the coverage
domain is set as additive white Gaussian noise, and the channel gain is a Gaussian
random variable with a mean of 0 and a variance of 1. Refer to Feng Yun No.3
Constellation, the satellite constellation parameters are shown in Table 1. The orbital
height is 836.4 km, two orbital planes. The two satellites will send data to the ground
synchronously in six equal time segments within 24 h. It is assumed that the two
satellite communication bands adopt the Ka band, and the satellite downlink trans-
mission power is the same and the system is completely synchronized. The Ka band
frequency range is 37.5–40.5 GHz. When the Ka band is transmitted, the channel
performance is greatly affected by the rainfall environment, and the ITU-R rain
attenuation model is used in the simulation. The modulation and demodulation method
are BPSK.

Figure 5 shows the error rate simulation.

Table 1. Satellite parameter.

Parameter Parameter value

Track height/km 836.4
Orbital inclination/degree 98.753
Cycle/min 101
Number of satellites 2
Number of tracks 2
Constellation type Feng Yun No.3 Constellation
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Fig. 5. Bit error rate comparison between network coding and no network coding.
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As can be seen from the figure, network coding can significantly reduce the sys-
tem’s bit error rate.

3.3 Network-Coded Satellite Broadcast Retransmission System

System Model and Principle
Figure 6 shows a model of a satellite broadcast retransmission system.

The satellite broadcasting system is an information publishing platform based on
packet transmission. Due to atmospheric fading, multipath fading, etc., the channel has
a higher error rate, and the corresponding packet error probability is higher. In order to
ensure reliable distribution, the traditional method is that each user feeds back his or her
receiving status to the satellite, and the satellite then retransmits the lost packets based
on the feedback information, and the channel utilization rate is extremely low.

At present, satellite communication mainly adopts the broadcasting communication
mode. The satellite broadcasts the data to the ground. When the local area receives the
error, it needs to apply for data retransmission to the satellite. This mechanism is shown
in the figure above.

The source satellite transmits the signal of S = [S1, S2, S3 …. Sn] to the relay
satellite, and the relay satellite forwards it. When the signal is continuously transmitted,
the signal ground receives will have errors at different times. And the wrong frame
numbers different ground receiving devices receive may be different due to the
uncertainty of satellite communication transmission during actual reception. For
example, the first ground receiving device has an error in the S1 frame, and the second

Fig. 6. Model of satellite broadcast retransmission system.
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one is in the S2 frame. In the original broadcast mode, any frame error in any device
needs to be retransmitted, which brings great obstacles to satellite communication. The
network coded retransmission can wait for each device to appear up to two frames of
error before retransmission. It is assumed that during the retransmission process, the
receiving node can receive the data packet broadcast by the source node without error.

Simulation Analysis
In order to verify the superiority of network coding, we carried out simulation com-
parison of packet loss rate. Figure 7 shows the comparison of packet loss rates.

It can be seen from the above figure that network coding can significantly reduce
the packet loss rate of the satellite broadcasting system.

3.4 Summary

Through the analysis and simulation of three kinds of satellite communication methods
using network coding, and observing the optimization effect of network coding on
satellite communication, it can be seen that the application of network coding to
satellite communication can improve the data transmission rate and improve the
robustness of communication. When the satellite communication delay is large and
the bit error rate is high, the network coding can effectively reduce the bit error rate of
the satellite broadcast communication system and reduce the times of retransmission.
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Fig. 7. Comparison of packet loss rate with and without network coding.
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4 Power Allocation Method on Satellite Based on Network
Coding

4.1 System Model and Basic Description

We used the same satellite model as the second case in the previous section. Figure 8
shows the system model.

The model and the basic principle are exactly the same as the second case of the
previous part. The difference is that two resource allocation algorithms are added to
further optimize the system performance. The power of S1 is P1, the power of S2 is P2,
the power of R is P3 and P1+ P2+ P3< P_all. P_all is the maximum total power.

The transmission method without network coding is as follows:
Divided into four time gaps, in t1, the information of S1 is sent to R, in t2, R

broadcasts the information it receives to T2, in t3, the information of S2 is sent to R, in
t4, R broadcasts the information it receives to T1.

The transmission method with network coding is as follows:
Divided into three time gaps, in t1, the information of S1 is sent to R, in t2, the

information of S2 is sent to R, in t3, R broadcasts network coded information to
T1and T2.

Fig. 8. System model of power allocation method on satellite based on network coding.
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The power allocation method adopts the game function-based utility function
optimal method and the greedy water injection method:

The utility function allocation method based on game theory adopts the game
theory. Under the condition of fixed total power and total transmission bandwidth, the
lowest bit error rate T1 and T2 receive is the target utility function, that is, the utility
function is:

U ¼ errT1 þ errT2
dataT1 þ dataT2

ð8Þ

In order to achieve the minimum utility function, the power of T1 and T2 are
distributed by means of game distribution to achieve the result of Nash equilibrium,
and the utility function is minimized.

The greedy water injection method is based on the greedy resource allocation
method. The independent target criterion is adopted for different receiving sources. The
error rate of each of T1 and T2 which reaches a target threshold is regarded as the
judgment condition to adjust the power allocation. No adjustments are made when
the target value is reached.

4.2 Simulation Analysis

It is assumed that S1 is to send the data packet 1101 to the destination service terminal
T1, and S2 is to send the data packet 1001 to the destination service terminal T1. First,
S1 and S2 need to send data packets to the ground station through the satellite link.
When R receives the information of both, it can perform network coding on the data
packets of S1 and S2, that is, XOR operation. It is 1101 XOR 1001 = 0100. Then it
directly broadcasts a coded data result.

If network coding is not used, the dual-worker network needs to adopt the method
of time division multiplexing or frequency division multiplexing to achieve the dual
power effect, so that the required transmission power is twice as much as the original.
Therefore, pay attention to the difference in the bit error rate between the two when the
transmission power is the same.

Game-Based Power Allocation Without Network Coding
In the case of no network coding, when the power distribution of S1 and S2 is optimal,
the bit error rate is the lowest, and the game is used for resource optimization. As
shown in Fig. 9, when there is no network coding, the relationship between BER and
the power of S1 and S2 are both convex function, so the optimal solution in the figure
below is:

P1 = 0.165
P2 = 0.150
P3 = 0.185
Lowest bit error rate is 1.01 � 10−3.

In the game mode, S1 and S2 respectively increase the power. After each additional
power increase, the error rate is checked. If the bit error rate decreases, the power
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operation is continued. If not, the previous step is returned, and the power of the other
end is adjusted.

Water-Based Power Allocation Without Network Coding
Without the network coding, the resource allocation of S1 and S2 adopts the water
injection mode. Under the greedy water injection mode, S1 and S2 only care about the
error rate they receive, so they will continuously increase their power to achieve the
expected result of the error. Due to S1 and S2 is uncorrelated, a single power is used as
the abscissa. As shown in Fig. 10, when there is no network coding, the optimal
solution in the following figure is:

0.1
0.12

0.14
0.16

0.18
0.2

0.1
0.12

0.14
0.16

0.18
0.2

0

2

4

6

8

x 10
-3

power of S1power of S2

B
E

R

Fig. 9. Relationship between game-based power allocation and bit error rate without network
coding.
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Fig. 10. Relationship between power distribution based on water injection and bit error rate
without network coding.
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P1 = 0.167
P2 = 0.167
P3 = 0.167
Bit error rate is 1.22 � 10−3.

In the water injection mode, S1 and S2 increase power at the same time, and when
the power is increased, it is checked whether its error rate has reached the expected
value. Since the error rate setting in the program is expected to be 1 � 10−4, in this
state, S1 and S2 will continue to improve their own power.

Game-Based Power Allocation with Network Coding
After the network coding is used, the output data R broadcasts is changed from the
original 1000 bit to 500 bit, and the Eb/n0 is increased by 3 dB under the same power.
So the optimal solution of the resource allocation is changed. Figure 11 shows the error
rate simulation.

From Fig. 11, the optimal solution is:

P1 = 0.1900
P2 = 0.1950
P3 = 0.1150
Bit error rate is 4.9 � 10−4.

Due to the use of network coding, the bit error rate is reduced under the limit of the
same maximum power.

Water-Based Power Allocation with Network Coding
With the network coding, the output data R broadcasts is changed from the original
1000 bit to 500 bit, and the Eb/n0 is increased by 3 dB under the same power.
However, under the water distribution mode, the power allocation of the optimal
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Fig. 11. The relationship between power allocation and bit error rate based on game theory with
network coding.
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solution has not changed because the expected bit error rate is not achieved, but the bit
error rate has been reduced. Figure 12 shows the error rate simulation.

The optimal solution is:
P1 = 0.167
P2 = 0.167
P3 = 0.167
Bit error rate is 1.00 � 10−3 (Table 2).

4.3 Summary

Through the comparison of the bit error rates in the above four cases, it can be seen that
the network coding rate in the resource allocation mode is lower than that in the case of
no network coding, that is, the performance is improved. The superiority of network
coding is illustrated. The bit error rate of game-based resource allocation method in this
particular satellite scenario is lower than that of the water injection-based system. So
the game theory has certain advantages.
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Fig. 12. Relationship between power allocation based on water injection and bit error rate with
network coding.

Table 2. Comparison of bit error rate in 4 ways.

Bit error rate Game theory Water injection

Network coding 4.9 � 10−4 1.0 � 10−3

No network coding 1.01 � 10−3 1.22 � 10−3
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5 Conclusion

By analyzing and simulating three common satellite communication methods with
network coding, and observing the optimization effect of network coding on satellite
communication, it can be seen that network coding applied to satellite communication
can improve data transmission rate and improve communication robustness. At the
same time, in the case of satellite communication delay and high bit error rate, the use
of network coding can effectively reduce the number of retransmissions and reduce the
bit error rate of satellite broadcast communication system. In addition, by comparing
the two types of resource allocation methods with or without network coding in a
specific satellite scenario, that is, the comparison of the bit error rates in four cases, it
can be seen that the network coding is better than the case of no network coding in any
resource allocation mode. The bit error rate has been reduced to a certain extent, that is,
the performance has been improved, indicating the superiority of network coding. The
bit error rate of power allocation method based on the game theory is lower than that of
power allocation method based on the water injection. The game theory has certain
advantages, that is, the choice of resource allocation method also has a certain impact
on system performance.
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Abstract. As the rapid development of mobile Internet, many location-based
services (LBS) have emerged for commercial cooperation, entertainment,
security, and so forth. All of these require accurate and real time positioning of
mobile devices with seamless indoor-outdoor transition in high dense urban
regions. While satisfactory outdoor location services are achieved based on the
global navigation satellite system (GNSS) technology, a really ubiquitous
location system for both indoor and outdoor scenarios is not yet available. To
cope with this challenge, we propose a hybrid location system, which makes the
best of WIFI reference signal strength index (RSSI) fingerprinting technique for
indoor positioning, traditional GNSS for the outdoor positioning, and pedestrian
dead reckoning (PDR) technology for supplement. An environment-adaptive
positioning handover module is proposed to perform positioning technology
switching as environment changes. Moreover, a novel algorithm based on
continuous hidden Markov model (CHMM) is proposed for the navigation in the
indoor regions. Extensive tests for the seamless system proposed have been
performed with satisfactory results and effectiveness.

Keywords: Seamless positioning � RSSI fingerprinting � CHMM � GNSS �
PDR

1 Introduction

People are more and more concerned about their precise location information, for the
purpose of positioning and navigation in daily life. GNSS, as an effective way of
outdoor positioning, has become a necessary tool for traveling. Developed systems
include global position system (GPS) of USA, GLONASS of Russia, BeiDou navi-
gation satellite system of China, and Galileo system of Europe. Besides, combination
of these positioning systems will also enhance the positioning accuracy.

Unfortunately, for an indoor mobile device, the satellite signal will be disrupted or
blocked. Consequently, the device will be located with poor accuracy, or even unable
to be located [1]. Meanwhile, indoor positioning is highly desirable since 70% of daily
life is indoors. Several indoor positioning technologies have emerged, such as infrared-
based positioning, ultra-wideband (UWB), radio frequency identification (RFID)
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positioning, and WIFI, most of which require modification of existing equipment or
additional equipment, and are too costly to be used in large areas [2, 3]. With the
development of wireless networks, a large amount of WIFI access points (APs) have
been installed, which create a convenient condition for WIFI positioning. In addition to
the good availability, a unique advantage of WIFI positioning technology is that WIFI
chips have been equipped in most kinds of mobile devices. WIFI positioning systems
based on the fingerprint method have been developed with accuracy between 1–5.4 m
[4, 5].

Even though a sequence of technologies has been developed and infrastructures
have been constructed, none of them are prospective to be accurate and efficient in both
indoor and outdoor scenarios [6]. Thus, in order to provide effective location services
for mobile users at anytime and anywhere, different technologies should be combined
to supply an adaptive and dynamic solution, which can perform the handover between
different technologies and adopt the best one available based on the environment
together with the user requirements [4, 7].

The aim of this paper is to investigate the infrastructure of a seamless positioning
system used in the urban region. We propose a seamless positioning system based on
the GNSS, WIFI and PDR technologies. Detailed modules and self-management
processes, including the signaling for communication between different modules, are
discussed.

The remainder of this paper is organized as follows. After drawing state of the art in
Sect. 2, we propose a hybrid positioning system in Sect. 3 followed by a handover
algorithm in Sect. 4. Section 5 concerns the indoor and semi-outdoor navigation
approach. Experimental and simulation results are detained in Sect. 6 and a conclusion
is given in Sect. 7.

2 State of the Art

As aforementioned, most of studies on positioning have been performed for indoor and
outdoor scenarios separately. Only a little attention has been paid to the seamless
positioning for both scenarios.

Existing approaches include independent positioning technologies, such as ray
tracing method [8], and combination of different technologies, such as GSM assisted
GPS. LACB, a navigation prototype, is demonstrated in [9] to be capable of seamless
outdoor-indoor navigation using RFID, WLAN, GPS, GSM, and Bluetooth. The
combination of positioning systems, including satellite, UWB, RFID, and inertial
measurement unit (IMU), is proposed for reliable positioning in [10–12].

In the combined systems above, not only different technologies are used to obtain
positioning results, but also information fusion is used as the mobile devices move,
such as Monte Carlo localization [13] for fusion of different sensory data and KF [14]
for fusing WLAN, Bluetooth, and highly sensitive GPS positioning results with
accelerometer. Moreover, some systems need modification on the device or additional
equipment [15–17], which is difficult for mass market application.

On the other hand, an effective handover algorithm between different technologies
is quite important in the seamless system, which has been thoroughly researched.
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In [18], the method of combining GPS and WIFI networks is put forward to achieve
seamless positioning and navigation, with the switching strategy according to GPS
satellite number, WIFI signal number and geometric dilution of precision (GDOP)
value. For environment matching, a weighted sum algorithm and a zone identification
method based on media access control (MAC) address are introduced for system
selection in [19]. In [20], key aspects of the seamless handover between outdoor and
indoor positioning in StreamSpain are addressed. Result of GPS is superior to that of
WIFI if GPS reports position every second out of 5 s. In addition, the user can switch
the system from an outdoor to an indoor environment with only a simple vocal
command [21]. Most of the existing positioning handover algorithms require the GNSS
and WIFI modules are always working, which is power-consuming.

3 Seamless Positioning System

The seamless system with superior property selects the proper positioning technology
to provide location information in both indoor and outdoor scenarios. Besides, in order
to minimize power consumption, the switching state of positioning modules, including
the GNSS module and WIFI module, should indicate a corresponding technology and
environment.

The system has the ability to run in both the manual and non-manual mode. While
the environment information can be imported directly by the user for positioning
module and technology choosing, the proposed scenario-adaptive architecture is in
charge of seamless positioning in the non-manual mode.

To realize this, a new scenario detection module is proposed, which obtains
changes of the environment and triggers the handover between different positioning
modules and technologies. The proposed architecture could be categorized into five
layers: sensor, algorithm, hardware, data, and application, denoted by L1 to L5,
respectively (shown in Fig. 1).

As the sensor layer, L1 consists of three modules, the user requirement module, the
scenario module, and the state module. According to the user requirement, the best
technology available should be chosen in terms of cost, processing time, and accuracy.
When the scenario module detects an environmental change, a flag indicated handover
will be sent to the handover module. Additionally, the motion state classification is
performed by the state module to provide extra information for determining the update
rate and improving the navigation performance [22].

L2 is the algorithm layer. All candidate technologies used for positioning are
included in this layer, such as the GNSS positioning, WIFI fingerprint, PDR and so on.
L3 is the hardware layer, which opens or closes the GNSS or WIFI modules according
to the instruction from the handover modules Data collected from L3 will be processed
for positioning in data layer: L4, by positioning algorithms and data fusion methods.

Afterwards, the location of the interested target will be showed on the map or used
for other LBS applications in the application layer: L5.
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To realize the self-management of the system, each layer should have the ability to
exchange information with each other. A set of communication signaling based on the
above architecture is proposed for applications. The signaling between the first five
layers is shown in Fig. 2 and the detail parameters are as follows:

Fig. 1. Architecture of the seamless positioning system

Fig. 2. Signaling structure
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S1: Positioning_Condition_Indicator
{ 

Accuracy_flag: Integer with range {1, 2} (1 for high precision and 2 for the general 
accuracy); 

Timedelay_flag: Integer with range {1, 2} (1 for fast feedback and 2 for the normal 
delay); 

Scenario_flag: Integer with range {1, 2, 3} (1 for indoor, 2 for outdoor, and 3 for the 
intermediate region); 

State_flag: Integer with range {1, 2, 3} (1 for stationary, 2 for linear movement, and 3 
for downstairs or upstairs). 
} 

S2: Positioning_Device_Request
{ 

WIFI_flag: Integer with range {1, 2} (1 for open and 2 for close); 
GNSS_flag: Integer with range {1, 2} (1 for open and 2 for close). 

} 
S3: Positioning_Data_Transfer

{ 
WIFI_data: Numeric vector (RSSI from nearby APs); 
GPS_data: Numeric vector (information from visible satellites); 
PDR_data: Numeric vector (measurement from sensors). 

} 

The signaling S4 is used as a feedback function to indicate whether collected data
of the selected positioning technology is available or not. If the GPS_data from S3 only
contains information from less than four satellites or the GDOP exceeds the required
threshold, the parameter GNSS_data_flag would be false. Otherwise, it is set as true. In
addition, the parameter WIFI_data_flag is determined by the comparison between the
AP set measured online and the WIFI database stored in the server, which is composed
by the fingerprint samples collected offline. The signaling S5 is used to transmit the
WIFI data to the server for positioning calculation, when the WIFI fingerprint method
is chosen. The positioning result will be contained in signaling S6.

4 Handover Algorithm

An autonomic, fast, and effective handover algorithm between different technologies is
crucial for the seamless positioning system. Most available switching strategies require
that the hardware of different technologies is always open to detect the availability of
data at the cost of large power consumption of mobile devices [18–21]. Here, we
propose an environment adaptation handover algorithm, which can perform the han-
dover intelligently based on the information of environmental change obtained by the
scenario module.
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4.1 Scenario Detector and Handover Requirement

The basic premise of the proposed algorithm is an accurate and efficient scenario
detector. Existing methods for detection of indoor and outdoor environment are mostly
based on the image recognition technology, which is too complicated to be used in
mobile devices.

Light detectors are equipped in almost all mobile devices to adjust the lightness of
screens. It has been shown in [23], by monitoring the light sensor, the strength of base
stations and the measurement of magnetization, IODetector achieves a high accuracy
rate of distinguishing indoor and outdoor scenarios. Because the intensity of sunlight
within the visible spectrum is normally much higher than that from ordinary lighting
lamps, the light intensity inside buildings is typically lower than that in either outdoor
or semi-outdoor scenarios even in cloudy or rainy days. However, when a mobile
device in the pocket or hold by hand is passed through areas around indoor windows, a
miscarriage of justice might happen. Moreover, as environment changes, it becomes
difficult to determine the detection threshold since change of cellular signal strength
and magnetic flux can provide very limited help.

When a mobile device is in the outside and close to a building, the signal from APs
both indoors and nearby environment can be received. If several received APs are not
included in the offline WIFI database of the first floor of the building, the mobile device
will be confirmed out of the building to a great extent.

Consequently, we consider using the matching of WIFI AP set together with the
light detector to make a distinction between indoor and outdoor scenarios. Furthermore,
we prefer to detect change of environment rather than the environment itself, as it is
much easier and more accurate.

Let P be the matching degree between the detected AP set and that in the database

P ¼
XN
i¼1

tAPi tAPi ¼ 1 if AP 2 H
�b if AP 62 H

�
ð1Þ

with H the AP set in the database and tAPi the matching degree of each AP. Here b is
the penalty factor whose value increases as the number of all APs in the area increases,
with the typical value {2, 4}.

The pseudocode of detecting scenario change is as follows:
Assume the existing light intensity is L0 and AP matching degree is p0. The

following judgments will be processed after each time increment T0 with Ttotal the total
time.

The proximity sensor firstly checks whether the light sensor is available for
detection or not. If not, the information from light sensor (DLt ¼ Ltþ 1 � Ltj j) will not
be considered.
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Initially Handover_flag = 0
For t =0 : 0T : totalT

If present is daytime
Detected the light intensity and proximity sensor

If 1 1t t tL L L thr+Δ = − >
Matching the AP set

If 1 2t t tP P P thr+Δ = − >
Handover_flag = 1

End
End

Else 
Only use the AP set matching in the nighttime
If  1 2t t tP P P thr+Δ = − >

Handover_flag = 1
End

End
Return Handover_flag

As the detection of light intensity is very simple and accurate in some specific
scenarios, the light detector is used as the main factor. Then the AP set matching
algorithm is used to confirm the environment change especially in the building with
large windows or nighttime scenario. To decrease the communication between the
device and database, the AP set indoor H should be downloaded and stored in advance.

If the mobile device is inside of the building, the WIFI module is always open for
indoor positioning and AP collection matching. On the other hand, when the device is
in outside environment, the WIFI module would be switched on in the semi-outdoor
area once the GNSS signal is not available. So the AP set matching for scenario change
detection works well without extra power consumption from the WIFI module.

4.2 Handover Procedure

When the seamless positioning system initializes for the first response, if the user
imports the information of indoors or outdoors to the system as manual mode, only the
proper positioning module will be powered on. On the other hand, the system processes
in the non-manual mode will execute and both GNSS and WIFI modules are powered
on. After the system collects GNSS data and WIFI signal strength, the proper posi-
tioning technology module is chosen depending on their availability, with another one
closed. The cellular network positioning can serve as a supplement in the case neither
of the above two are available. Moreover, the A-GNSS technology is adopted to reduce
the first response time if possible.
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After initialization, the scenario module is used to monitor the environmental
change. The handover module is then in charge of all the procedures related to the
technology switching as illustrated in Fig. 3.

The handover_flag is sent out by the scenario module or the user requirement, and
the handover module will be aware of the current technology from L2. Meanwhile, the
data analysis result WIFI_data_flag or GNSS_data_flag from L4 will confirm the
necessity of switching. The WIFI_data_flag is obtained based on the AP matching
degree, while the GNSS_data_flag is obtained by the number of satellites detected.

Then, the PDR technology is used and the positioning technology management
module will choose the candidate technology and asks the hardware management
module to turn on the related modules in L3. If the measurement in L4 indicates the
candidate technology is effective, the handover module will send out a confirmation
signaling to L2; Otherwise, PDR or other reserved technologies will be selected. At
last, the positioning technology module associated to the previous technology will be
turned off.

As the stage of checking the availability of both present positioning technology and
the candidate positioning method by the measurement exists, the wrong handover
indication from the scenario detector will hardly impact the seamless system. For
example, if the GNSS measurement can still works for the positioning, the handover
would be stopped by the handover module.

L1 L2 L3 L4 Handvoer
Model

1a. Handover_flag

1b. Present technology

1c.WIFI_data_flag/
GNNS_data_flag

2.Handover_initial and 
INS works

3. Hardware switch

4. Detector the effective of 
the target method 

5. Confirm the handover

6. Handover complete and 
close the former hardware

Fig. 3. Handover procedure
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4.3 Positioning Ping-Pang Handover Issues

The above handover procedure could perform technology switching effectively and
provide location information seamlessly. However, if a user is walking along a large
glass window or a street between high buildings, the GNSS technology may be
unavailable frequently. Thus, handover procedures between GNSS and WIFI functions
will execute repeatedly, which is called positioning Ping-Pang handover. Three typical
cases of positioning Ping-Pang handover are as follows.

As shown in Fig. 4(a), a mobile device moves into the building from outside and
then moves out quickly. Once the handover from GNSS to WIFI is completed, the
handover from WIFI to GNSS should start right after the device moves out. If the
related module is powered off after the handover, the operation of switching on and off
will be too much in a short period. The same situation is in case (b). When the device is
moving along the street between high buildings (case (c)), the GNSS technology will
be unavailable momently and the operation on GNSS module will be too much.

To avoid the frequent switching, two timekeepers are employed. The first one
records the working time of current environment, denoted by T1, and the second one
indicates the unavailable duration of the former technology, denoted by T2. Only if T1
and T2 satisfy certain thresholds (30 s used in the experiments), the former positioning
module would be powered off.

According to the proposed approach, both GNSS and WIFI modules are online for
continuous operation over complex scenarios, with PDR positioning technology as
backup. The number of positioning handover will be greatly reduced and the seamless
position system will run more effectively.

5 Seamless Positioning

Besides indoor and outdoor scenarios, there exist semi-outdoor regions, where the
GNSS signals are not available with high SNR and the WIFI fingerprint database is not
exit. Seamless positioning can be achieved by taking the three scenarios into account.

(a)                  (b)                      (c) 

Fig. 4. Ping-Pang handover scenarios
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5.1 Outdoor Positioning

GNSS has been developed for many years, and is the simplest and most precise method
for outdoor positioning. It is widely equipped in smart phone or mobile devices. GNSS
receiver calculates the real time positioning information through obtaining, tracking
navigation signals with multiple channels each for one satellite. Its update rate could be
set as one Hz or more.

5.2 Indoor Positioning

Nowadays, WIFI APs are popular and accessible in many public places, such as
airports, offices, hotels. These APs are used for WIFI fingerprinting positioning tech-
nology, containing offline and online phases. In the offline phase, the positioning region
is divided into many grids and fingerprint samples of each grid are collected to form a
radio map. Information stored in this map includes the signal strength, and the number
of detected APs, together with the location of grids. In the online phase, the real time
data is collected and compared with samples in the radio map. The grid with the highest
similarity is considered as the location of the mobile device. Although the technology
needs a lot of time for collected samples, the matching algorithm has been well
developed, based on interference eliminating and machining learning.

In indoor environment, the continuous positioning has drift result for the time-
variant WIFI channel and signal strength. To overcome this problem, a new tracking
method: Coherent matching (CM) method is proposed, which is based on several
consecutive strength vectors received in the continuous receiving. Take the case of two
continuous samples for example. Let ST1 and ST2 be two coherent vectors during the
movement of a mobile device, and ST1T2 be the augmented vector which is the
combination of these two vectors.

ST1 ¼ ðrssi11; rssi12; . . .; rssi1nÞ ð2Þ

ST2 ¼ ðrssi21; rssi22; . . .; rssi2nÞ ð3Þ

ST1T2 ¼ ðrssi11; rssi12; . . .; rssi1n; rssi21; rssi22; . . .; rssi2nÞ ð4Þ

T1 and T2 are time when a vector is collected and n is the number of the APs.
Due to limitations of network hardware and software processing, the time period to

receive each signal strength vector is almost 1.4 s [24]. The online interval for infor-
mation collection is Tinterval, which is assumed as 2 s to ensure real-time tracking.

L[ Tinterval � V0 ð5Þ

Because the normal speed of a walking person V0 is 0.6 m/s, the inequality
(5) above is satisfied when the grid size L � 1.2 m. After movement of the mobile
device over interval Tinterval, only two cases could happen. The device either stays in the
same grid, or moves to a next grid.
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Since the positioning region has been equipped with grids for offline collection, the
spatial continuity can be used to change fingerprints of the two adjacent grids into a
series of combined vectors. The online vector ST1T2 is then matched with combined
database to obtain the positioning result.

As time evolves, change of location from one grid to another can be treated as a
dynamic state changing process. To analyze its series pattern, the CHMM is adopted,
which models a Markov process with parameters as a stochastic finite state machine. In
this situation, the underlying process is the user’s sequential changes in location, with
the hidden internal states, and measured signal strengths are observables. More pre-
cisely, we define a CHMM on the location-state space v and the observation space /.
The CHMM consists of a radio map k ¼ fPðsijljÞg, a location-state transition matrix
A ¼ fPðlijljÞg, and an initial state distribution p ¼ fPðliÞg. The radio map k is a set of
conditional probabilities which give the likelihood of obtaining measured signal
strength. The transition matrix A indicates the possible movements in the state space.
Consider the case that the mobility of the device is limited and it can only move to
adjacent grids. For example, a mobile device can only move in the hallway but not
across the wall. Thus, only a few elements in matrix A are nonzero. Moreover, the
transition matrix A should be trained by a series of labeled traces with the Baum-Welch
method [25].

Given a coherent observation sequence VT1T2, the well-known Viterbi algorithm
[26] can be used to infer the most possible hidden state sequence in CHMM, which is a
sequence of changes of the user’s location. Detailed steps are as follows:

Initialization :
d1ðiÞ ¼ pibiðS1Þ; 1 � i � N

/1ðiÞ ¼ 0; 1 � i � N
ð6Þ

Recursion :
dtðjÞ ¼ max

1� i�N
½dt�1ðiÞaij�bjðSiÞ; t ¼ 2; 1 � j � N

/tðjÞ ¼ argmax
1� i�N

½dt�1ðiÞaij�; t ¼ 2; 1 � j � N ð7Þ

Finalization :
p� ¼ max

1� i�N
½dTðiÞ�

q�T ¼ argmax
1� i�N

½dTðiÞ� ð8Þ

Sequence solving : q�t ¼ /tþ 1ðq�tþ 1Þ; t ¼ 2; 1 ð9Þ

Here dTðiÞ is the maximum value at time T, biðSiÞ is the probability of Sj in location
i, aij is the transition probability from location i to location j, and q�T is the obtained
sequence. p� and /tðiÞ are intermediate variables.

5.3 Semi-outdoor Positioning

When a positioning service is requested in the semi-outdoor region for initialization,
the positioning result can only be provided by the positioning based on cellular net-
work. Positioning results will not be updated until the device moves to indoor or
outdoor scenarios.
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Besides, the semi-outdoor region plays an important role as an intermediate
connection for the seamless indoor and outdoor. With the PDR technology, the user’s
location can be easily updated over time, since accelerometers and electronic com-
passes are equipped in most mobile devices [27].

In order to explain the above process, let us take a route from one building to a
nearby bus station for example. After the WIFI technology directs the user to the exit of
the building, the positioning technology will switch to the PDR technology and the
location of the exit is consider as the starting point. Through the acceleration sensor and
magnetic sensor, the step number and heading can be computed separately. Dis-
placement is then calculated by multiplying step number and step length. Adding the
last position information to the displacement produces the current position.

However, results from accelerometers and electronic compasses in mobile devices
are highly noisy. The good news is that the dimension of semi-outdoor regions is
always small and the time duration is short. A simplified PDR technology is proposed
to solve the problem and the detection of step number and step length is avoided.
Firstly, a fairly accurate walking speed can be obtained when the WIFI or GNSS
technology works effectively. Then, an initial segment is obtained by the time duration
of location updating Tupdate multiplying the average velocity v. After a set of segments
perform the angular deflection obtained from the magnetic sensor, they are connected
from one point to another. If the component of accelerometer measurement in Z axis
indicates no change in the body’s center of gravity, the mobile device is considered as
static in the updating interval and no segment will be added [6]. Thus, the tracing route
will be extended periodically until another accurate positioning technology is available
to replace this method.

�v ¼ s=t ð10Þ

ðxi; yiÞ ¼ ðxi�1; yi�1Þþ�v� Tupdate � ðcosðaÞ; sinðaÞÞ ð11Þ

where ðxi�1; yi�1Þ and ðxi; yiÞ are the previous and current locations, respectively. a is
obtained from the measurement of the compass and compensated by the difference
between the geomagnetic south pole and geographic north pole.

6 Experimental Evaluation

To evaluate proposed algorithms and modules in the system, both experiments and
simulations are performed for the scenario detection module, the handover module, and
the indoor tracing algorithm. The experiment is taken out in the New Main Building
block E in Beihang University (shown in Fig. 5), with more the 20 APs around. The
area in the first floor is about 12 m * 8 m, with a large glass door. During the offline
phase, 50 RSS time samples are collected for each of the 40 RPs. The RPs are evenly
distributed with an average grid spacing of 2 m.
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Firstly, we collect the AP set <indoor, <semi�out and <outdoor for indoor, semi-outdoor
and outdoor scenarios, respectively. Then, a series of samples collected from the whole
area are compared with the AP set from different scenarios. As shown in Figs. 6 and 7,
each cylindrical represent the number of same APs in one AP set sample. Outdoor
samples match <outdoor to a high extent, and indoor samples match <indoor better, which
provides a good foundation for the scenario detected algorithm.
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Fig. 5. Experiment scenario

0

2

4

6

8

10

12

14

16

18

20

N
um

be
r o

f t
he

 s
am

e 
A

P
s

Number of the same APs with Outdoor set

Outdoor samples Semi-Outdoor samplesIndoor samples

Fig. 6. Number of matched APs with <outdoor

534 Y. Du and D. Yang



In practice, only <indoor is collected and stored in the fingerprint database and the
proposed P is the matching degree between the detected AP set and those in the database.
When the mobile device move from indoor to outdoor, the matching result is obtained in
Fig. 8 and the decreasing trend becomes obvious as b changes between {2, 4}.
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In Fig. 9, the change of light intensity is shown as the mobile device moves from
outdoor to indoor. From the curve, the transition point clearly indicates the change of
the scenario. The performance of scenario detection algorithms is evaluated through 20
traces walking in and out the building in the daytime and nighttime, compared with the
IODetector used in [18] (Table 1).

The proposed indoor tracing algorithm (CHMM) is evaluated in the following and
experimental results are compared with the tradition probability positioning method,
which adopts the maximum likelihood probability algorithm together with the Kalman
filter. As shown in Figs. 10 and 11, the proposed algorithms achieve better perfor-
mances in location coordinates, with the average positioning error improved from
1.45 m to 0.98 m.

The biggest improvement for the proposed seamless positioning framework is the
less battery consumption compared to the former systems, in which the WIFI and
GNSS devices are always on. As shown in Fig. 12, about 37% battery is saved due to
the handover algorithm proposed in this paper.
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Table 1. Detection accuracy of the scenario detector

Detection accuracy Daytime Nighttime

Proposed method 95% 84%
IODetector 90% 70%
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7 Conclusion

We present a seamless positioning and navigation system for inferring indoor and
outdoor user location information by means of WIFI, GNSS and PDR positioning
technologies. It provides a complete organic system, including the overall hierarchical
structure, the environment adaptation handover algorithm, and the positioning and
navigation algorithm used in different area, especially in the building and semi-outdoor
region. In such a way, various optimization technologies can be seamlessly imple-
mented with respect to the scenario detection module and switching of the related
hardware. These provide a fast handover between using the best available positioning
technology and minimizing the power consumption associated with the usage of
mobile devices.

A careful evaluation of the proposed system in more general situations will of great
interest, including different environment and users’ speeds of motion, building layer or
altitude information, which will provide a fully operational 3D positioning picture.
Another challenging problem is to combine fusion technologies from indoor and
outdoor maps for seamless switching and providing excellent user experiences since
single outdoor or indoor maps can only provide a coarse granularity positioning and
navigation results within limited regions.
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Abstract. Underwater Wireless Sensor Networks (UWSNs) have the charac-
teristics of high energy consumption, low transmission rate, and narrow band-
width. How to extend the lifespan of UWSNs is a research hotspot of
underwater routing protocols. An adaptive routing protocol (ARPA) based on
autonomous underwater vehicle (AUV) is proposed in this paper. In the phase of
network layering, ARPA takes AUV as the sink node to dynamically layer the
network. In the data transmission stage, the next hop forwarding node that meets
the requirements is selected based on the horizontal and vertical mechanism. In
this paper, the ARPA is verified by the network simulator NS-3. The simulation
results show that compared with the existing underwater routing protocols, the
ARPA not only guarantees the efficient and stable data transmission rate but also
reduces the network delay and improves the energy utilization rate.

Keywords: UWSNs � AUV � Dynamic layering � Adaptive routing

1 Introduction

With the deepening of ocean exploration and research, underwater wireless sensor
networks (UWSNs) [1, 2] have attracted extensive attention, and they are mainly
applied in ocean management, auxiliary navigation, disaster monitoring, military
activities and other fields [3, 4]. In practice, due to the particularity of underwater
environment, common underwater nodes usually use acoustic communication for data
transmission. However, the acoustic communication network has such characteristics
as narrow bandwidth, high bit error rate and low transmission rate [5–7]. Therefore,
compared with the traditional terrestrial sensor network, the implementation of UWSNs
will face more difficulties and challenges.

In addition, the battery capacity of underwater nodes is limited, and battery
replacement is difficult and expensive. Therefore, extending the network lifespan [8] is
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one of the important contents of the research of UWSNs. In the current three-
dimensional UWSNs, mobile AUV [9, 10] is mostly used to coordinate and operate
with underwater nodes, surface base stations, and other equipment. AUV can change
the depth its own depth in underwater, send various control information to underwater
nodes, and forward the collected data to the surface base station, which effectively
improve the transmission reliability of data packets.

To solve the above problems, some scholars have proposed the following routing
protocols. Literature [11] proposes a vector-based forwarding protocol (VBF). When
receiving a packet, the node will determine whether to forward the packet according to
the distance of the forwarding vector and transmit the packet along the preset virtual
“routing pipe”. However, in areas with a small number of network nodes, appropriate
next-hop forwarding nodes may not exist in the virtual “routing pipe”, which leads to
routing void problem, thus additional network delay increases, the service life of
UWSNs reduces and energy consumption increases. Literature [12] proposes a depth-
based routing protocol (DBR). DBR obtains the current depth of each node through the
depth sensor. When forwarding data, it compares the depth of nodes for forwarding and
uses the depth threshold to control excessively redundant forwarding. However, one
packet may be repeatedly forwarded by multiple nodes, which may easily lead to
packet conflict and increase network energy consumption. Literature [13] proposed
void-aware pressure routing (VAPR) protocol. In VAPR, nodes use periodic beacons to
establish a directed path to the surface and obtain the location information that can
reach the sink node, then the nodes perceive the routing void by greed-forwarding
packets. However, in order to avoid routing void, nodes need to periodically maintain
and update the directed path to the surface, which leads to serious congestion of packets
and rapid energy consumption. Literature [14] proposed a level-based adaptive geo-
routing for UWSNs (LBAGR). Different routing decisions are adopted for different
flows, and the optimal routes were determined according to the compound forwarding
factors of the candidate nodes. Moreover, the upstream flows were unicast to reduce
collision and energy consumption. However, the sender may send the last frame
multiple times because it does not receive the acknowledgment (ACK) packet, resulting
in an increase in the hierarchy of underwater nodes to infinity. In addition, after a long
time of data packet transmission, sink node may fail to broadcast and receive data
packets, resulting in state deadlock of sink node.

Aiming at the above shortcomings, this paper proposes an adaptive routing protocol
based on AUV (ARPA) for UWSNs. ARPA mainly includes network layering and data
transmission phase. In the phase of network layering, ARPA takes AUV as the sink
node, compares the distance between the underwater sensor node and AUV with the
distance threshold, and forms a dynamic layering structure centering on AUV. In the
data transmission stage, the source node introduces the vertical mechanism according
to the vertical distance and vector angle between candidate nodes and AUV to choose
the best the next-hop node, when energy consumption of the selected candidate nodes
is greater than the predetermined threshold, the node performs level mechanism, and
selects a replacement node from the list of candidate child nodes to replace the for-
warding function of the node. Simulation results show that ARPA not only ensures
efficient and stable data transmission rate but also reduces network delay and prolongs
network lifespan.
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The remainder of the paper is organized as follows. Section 2 introduces the net-
work model and energy consumption model of ARPA. Section 3 describes the design
of ARPA. Section 4 evaluates the performance. Section 5 concludes the paper.

2 Network Model and Energy Consumption Model

2.1 Network Model

In the three-dimensional UWSNs model, various nodes in the network mainly include
ordinary underwater nodes, AUV, surface nodes and monitoring center. The network
model of ARPA is shown in Fig. 1. Each ordinary underwater node is randomly
distributed in the underwater area. It obtains its depth information through the depth
sensor and has a unique ID. It is mainly responsible for collecting underwater data and
storing the monitoring data into its buffer zone. As a sink node, AUV is responsible for
collecting and transmitting data information in the task area to form a dynamically self-
organizing sensor network. The transmission of data information from the source node
to AUV marks the success of data transmission, then AUV sends the data information
along the fixed or dynamic transmission path to the surface node distributed in the
specified range. Then the underwater routing is completed.

2.2 Energy Consumption Model

In UWSNs, the energy consumption of nodes mainly includes the consumption when
sending data and receiving data. The energy consumption of data transmission depends
on the length of the transmission path. The longer the transmission distance is, the
energy consumption becomes the greater. The energy consumption of receiving data is
constant regardless of the transmission distance. Therefore, in the process of data
transmission, the energy consumption of sending data is used to measure the energy

Fig. 1. Network model of ARPA
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consumption of the entire network. In the attenuation model of underwater acoustic
signal [15], let A(x) be the attenuation factor of power and transmission distance,
x represents the transmission distance of transceiver node, then the attenuation factor is:

A xð Þ ¼ xkax ð1Þ

a ¼ 10
aðf Þ
10 ð2Þ

The energy absorption coefficient is:

a fð Þ ¼ 0:11f 2

1þ f 2
þ 44f 2

4100þ f 2
þ 2:75� 10�4f 2 þ 0:003 ð3Þ

The energy used by the node to send L bit data is:

E ¼ TPP0A xð Þ ¼ 10
af xð Þ
10 P0TPx

3 ð4Þ

Where, k is the spread spectrum factor with a value of 1.5, f is the signal frequency,
P0 is the minimum power required for the node to receive data, and TP is the trans-
mission delay of the node to send data.

3 The Design of ARPA

3.1 Network Initialization

In ARPA, there are multiple AUVs to collect data information. AUV as a sink node,
arrived at a specific location at a certain moment in the broadcast layer-build package,
as shown in Fig. 2.

Fig. 2. Schematic diagram of dynamic layering structure centered on AUV
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AUV will broadcast data collection information to each node, after the node
receives signals, the distance x between it and AUV is calculated according to the
signal strength (from formula 1–3), and compared with threshold distance D. If the
distance x is less than the distance threshold D, the node defines itself as the first layer
node of the AUV, and then the first layer node floods again to establish the entire
layering network in turn.

3.2 Data Transmission

In UWSNs, with the increase of communication distance, packet forwarding frequency
increases, network energy consumption increases and packet transmission rate
decreases. Therefore, in order to improve packet transmission rate and save energy
consumption, when the next-hop forwarding node is selected in this protocol, the
source node introduces a vertical mechanism based on the vertical distance and vector
angle between candidate nodes and AUV to determine the optimal next-hop node.
When the energy consumption of the selected candidate node is greater than the pre-
determined threshold, the node executes the horizontal mechanism and selects the
replacement node from the list of candidate child nodes to replace the forwarding
function of the node.

Vertical Mechanism
AUV broadcasts the control package to the entire underwater node. After the under-
water node receives this broadcast, the source node i looks for the next hop candidate
node within the communication range R. As is shown in Fig. 3:

Fig. 3. Schematic diagram of vertical mechanism searches for candidate nodes
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N1, N2, N3, and N4 are neighbor nodes on the first floor of i. Firstly, the vertical
distance Hi between i and AUV node D is established. Hi can be obtained by the depth
sensor. The vertical distance between N2 and D is H2. Since H2 [Hi, N2 does not meet
the requirements of being a candidate node, so the candidate nodes that meet the
requirements are N1, N3 and N4. Therefore, in order to reduce the filtering range in
regions with more candidate nodes, the vector angle hi is established in i and AUV,
which represents the angle formed by the two vectors. Among them, !

sD
represents the

horizontal vector of AUV, and !
iD

represents the vector of i and AUV, hi 2 ½0; 2p�.

hi ¼ arccos
!
iD

��� ���2 þ !
sD

����
����
2

�!
iD

�!
sD

2 !
iD

��� ��� !
sD

����
����

ð5Þ

h4 as the vector angle between node N4 and AUV, due to h4 [ hi, So N4 is not
eligible. The candidate next hop nodes that meet the requirements are N1 and N3.

The forwarding probability of candidate nodes is:

P ¼ a1PH þ a2Ph ¼ a1 1� HN

Hi

� �
þ a2 1� hN

hi

� �
ð6Þ

Where, PH , Ph are respectively the forwarding probability of candidate nodes
considering the vertical distance and the vector angle. a1, a2 are called coefficient
factors, a1a2 2 0; 1½ �, a1 þ a2 ¼ 1. HN is the vertical distance of the candidate node,
and Hi is the vertical distance of the current node. When a1 = 1, the node only con-
siders the vertical distance. Otherwise, it also considers the vector angle. The higher the
forwarding probability of the candidate node is, the easier it becomes the ideal next
hop. And if both candidates PH and Ph satisfy the conditions, add them to the candidate
list of i, and compare their residual energy, the candidate node with larger residual
energy of the node serves as the best next hop.
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10 if ( ) {
11 if ( ) 
12 ; 
13 else
14 ;}
14 else { ; ;}}
15 else {
16 if ( ) { 
17 ; ;}}

Algorithm 1 ARPA protocol Vertical mechanism
Inputs:
1 the vertical distance between node N and AUV.
2 the angle between node N and the vector AUV.
3 the residual energy of node N.
4 the forwarding probability of node N.
 5 node N only considers the forwarding probability 
6 when the vector angle is included.
7 node N only considers the forwarding probability of 
8 vertical distance.
9 if ( ) { 

Horizontal Mechanism
When the energy consumption of the selected candidate node is greater than the pre-
determined threshold, the node performs the horizontal replacement mechanism and
selects the replacement node from the list of candidate child nodes to replace the
forwarding function of the node. Where, the predetermined threshold:

T ¼ E
X � L ð7Þ

L ¼ x=Rd e ð8Þ

E is the residual energy of the node, X is the predefined positive number, L is the
ideal minimum level for the node to send packets to AUV, R is the communication
distance of the node, and x is the distance between the node and its nearest node. In
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order to reduce the impact of node replacement on other parts of the network, the
protocol should consider selecting the node with the highest probability of data
transmission as the replacement node.

The average SNR with distance d [15] is:

s dð Þ ¼ Eb=A d; fð Þ
N0

¼ Eb

N0dka fð Þd ð9Þ

Where, Eb and N0 are constants, respectively representing the average energy
consumption per unit bit and the noise power density.

Rayleigh fading modeling is adopted, and the probability distribution of SNR is as
follows:

Pd Xð Þ ¼
Z 1

0

1
s dð Þ e

� X
s dð Þ ð10Þ

The probability of bit error Pe dð Þ can be calculated as:

Pe dð Þ ¼
Z 1

0
Pe Xð ÞPd Xð ÞdX ð11Þ

This protocol adopts BPSK modulation mode, and the bit error rate of any pair of
nodes with distance d is:

Pe dð Þ ¼ 1
2

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s dð Þ

1þ s dð Þ

s !
ð12Þ

Therefore, the probability p d;mð Þ of packet transmission of m bit transmitted by
any pair of nodes with distance d is:

p d;mð Þ ¼ 1� Pe dð Þð Þm ð13Þ

In conclusion, if the probability of packet delivery of the node in the list of can-
didate child nodes is higher, the node will be horizontal replacement nodes of the
current node.

The source node selects the next hop and sends the packet according to the
horizontal-vertical mechanism. At this time, the forwarding node turns into a new
source node and continues to look for the optimal path to select the best next hop node
until AUV is found within the broadcast range of the source node and the packet is
successfully transmitted to AUV. The overall flow chart of ARPA is shown in Fig. 4.
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4 Performance Evaluations

In this paper, we use NS-3 as the simulator of a routing protocol to verify the per-
formance of ARPA, and the performance parameters such as average end-to-end delay,
packet transmission rate, and average energy consumption is compared and analyzed
with VBF and LB-AGR. Experimental parameter selection is shown in Table 1:

Fig. 4. Overall flow chart of ARPA

Table 1. Experimental parameters list

Parameter names Parameter value

Area size of three-dimensional water 2500 m * 2500 m * 2500 m
Number of ordinary nodes 1000
Initial energy of the nodes 100 J
Acoustic signal frequency 25 kHz

(continued)

Adaptive Routing Protocol for Underwater Wireless Sensor Network Based on AUV 549



4.1 Average End-to-End Delay

Figure 5 shows the change curve of the end-to-end average time delay of the three
routing protocols in UWSNs with the increase of the number of nodes. Compared with
VBF and LB-AGR, ARPA significantly reduces the average end-to-end delay.

The reason is that when the nodes in UWSNs change dynamically, the trajectory
motion controllability of AUV makes the end-to-end delay fluctuation of ARPA
smaller than the other two protocols. In addition, the vertical distance from node to
AUV may be taken into consideration during data transmission to determine the next-
hop forwarding node, which greatly improves the packet transmission rate and reduces
the network delay.

Table 1. (continued)

Parameter names Parameter value

Energy consumption of transmitting data 60 lJ/bit
Energy consumption of receiving data 3 lJ/bit
Number of AUV 2
Packet size 100kB
AUV moving speed 1 m/s
Simulation run time 2000 s

Fig. 5. Average end-to-end delay
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4.2 Packet Transmission Rate

As shown in Fig. 6, packet transmission rates of the three protocols vary with the
number of nodes, among which ARPA is the best and LB-AGR has a higher packet
transmission rate than VBF. This is because the ARPA adopted based on vertical
distance, the Angle of the vector, residual energy and packet transmission rate factors,
namely the vertical - horizontal mechanism to determine the optimal under a for-
warding nodes, making increased when the number of network nodes, node density is
more and more big, the ARPA is easier to determine the next hop node, network
connectivity, data transmission rate is also improved.

4.3 Average Energy Consumption

As shown in Fig. 7, when the number of nodes participating in the network increases,
the total energy consumption increases. The average energy consumption of the net-
work in this paper is lower than the other two protocols. Compared with VBF and LB-
AGR, the average energy consumption of ARPA is reduced by 26.7% and 11.3%
respectively. This is because the nodes in ARPA transmit data directly to AUV along
the direction of the hierarchy ladder, avoiding the increase of transmission number
when the data packet is transmitted along the node path with unsatisfied conditions,
thus achieving better energy saving effect. And the inactive nodes are dormant to save
energy.

Fig. 6. Packet transmission rate
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5 Conclusion

Aiming at the dynamic characteristics of 3D UWSNs, an adaptive routing protocol
(ARPA) based on AUV is proposed in this paper. In ARPA, the data in the network are
transmitted to AUV along the hierarchical ladder direction through the dynamic lay-
ering structure formed with AUV as the sink node, and the next-hop forwarding node
that meets the conditions is selected based on the horizontal and vertical hierarchical
mechanism. Simulation results show that the protocol achieves efficient data packet
transmission between a source node and AUV, saves energy consumption and prolongs
network lifespan.
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Abstract. In this paper, a joint power and subcarrier optimization problem to
minimize the network energy consumption with considerations of dynamic
Coordinated Multipoint Transmission (CoMP) clustering, user quality of service
(QoS) requirement and base station (BS) load is formulated for cell switch off in
CoMP transmission scenario. Since the complexity of such optimization prob-
lem is prohibitive in practical application, following the manner of dynamic
programming (DP), the original problem is decomposed to a sequence of sub-
problems on cell switch off with dynamic CoMP clustering and system transmit
power optimization. Then the Cluster Load Search, User Sum SINR and Cell
Sum Load Based Clustering Schemes are proposed for cell switch off evalua-
tion. The simulation results show that the proposed schemes achieve competitive
network energy-efficient performance compared with benchmark optimization
scheme while at the same time save up to 40% of the overall overhead.

Keywords: Coordinated Multipoint � Cell switch off � Energy efficiency

1 Introduction

It is widely accepted that switching off the Evolved NodeB (eNB) which is not fully
loaded is an effective way to improve system energy efficiency [1]. However, in current
cell switch off schemes, neighboring cells are usually required to increase transmit
power to enlarge their coverage and handover the traffic of the switched off cells [2],
and thus result in degradation of energy saving performance from the view of the whole
network.

Coordinated Multipoint (CoMP) technology has been noticed for its advantage in
interference avoidance and spectrum efficiency enhancement [2–6]. Naturally, the
combination of CoMP and cell switch off in cellular network is a promising approach
for energy saving [7] without increasing the transmit power of the active cells.
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However, detailed power consumption models for eNB with CoMP transmission was
missing until the contribution of [8] and [9]. Compared with power consumption model
from Energy Aware Radio and neTwork TecHnologies (EARTH) project [10], the
power consumption for additional signal processing and backhauling were introduced
by [8] and [9] and thus made these models more accurate for CoMP application. Based
on these power consumption models, [11] studied the improvement of energy saving
gain and energy consumption ratings (ECR) for CoMP and Non-CoMP systems. The
comparison of energy efficiency performance between different cooperative modes
(dynamic cell selection (DCS), joint transmission (JT) and coordinated beam forming
(CB)) are presented in [12] and JT is suggested as the most energy efficient mode
among all CoMP modes under the same transmit power constraint due to its diversity
gain. However, most previous works only discussed the cases with fixed CoMP cluster
size and thus limited their application in realistic network. If dynamic CoMP clustering
is introduced, the variety of CoMP clustering configuration and discontinuous allo-
cation of subcarriers will render the joint optimization problem a combinatorial opti-
mization problem involving integer variables, and thus requires exhaustive search to
find the optimal solution. In most cases, the complexity brought by such exhaustive
search is prohibitive and hard for realistic implementation.

The rest of this paper is organized as follows: Sect. 2 describes the cellular network
system model. Section 3 introduces the cell switch-off based energy minimization
schemes and Sect. 4 illustrates the simulation results. Section 5 gives a conclusion.

2 System Model

2.1 CoMP Transmission

Only joint transmission (JT) mode is considered in this paper for its better energy effi-
ciency performance according to [12, 13, 16]. In JT, the downlink traffic data and payload
is available at each point in the CoMP cooperating group and transmitted via Physical
Downlink Shared Channel (PDSCH) from multiple eNBs in the CoMP group [2].

Assumes that an M-cell cellular network with base-stations BS1 … BSM of omni-
directional antennas and random user equipment (UE) location are configured. Let’s

define set { }1,2,3...M=M , for non-CoMP scenario, the SINR of user u in serving cell

T is:
, ,

, ,
,

tx T u T
u

tx q u q Noise
q q T

P h
SINR

P h P
∈ ≠

=
+∑

M

ð1Þ

Where Ptx,T is cell transmit power, hu,T is the large scale channel gain from BST to
user u. Ptx,q hu,q is the received power of the co-channel interfering cells q. PNoise is the
noise power.

For CoMP cell switch off scenario as shown in Fig. 1, when a cell T is switched off,
one or more of its neighboring cells (i, j, k, for example) enable CoMP transmission to
serve UEs in the switched off cell T. Assume that total L neighboring cells participate in
this cooperative transmission cluster, which is denoted as CoMP cluster CT with cluster
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size LCT . Assumes the impact of intra-cell interference could be eliminated by cyclic
prefix (CP) of OFDM symbols, according to the definition of CoMP JT, received
signals from cells belong to CT are considered as desired signal, while received signal
other than this CoMP cluster are interference. Then the SINR for CoMP scenario is

tx, ,

,
tx, , Noise

,

T

T

i u i
i

u CoMP
j u j

j j

P h
SINR

P h P
∈

∈ ∉

=
+

∑
∑

C

M C

ð2Þ

2.2 Power Consumption Model for Cooperative Cells

As in [9], for macro eNB, the overall power consumption can be divided into several
parts. Among them, the radio frequency (RF) transmit power and baseband signal
processing are most significant ones. Besides, the cooling loss, battery backup and
backhauling power consumption between base stations under CoMP transmission
should also be considered. Hence, the overall power consumption for eNB macro base
station under CoMP transmission is,

PBS CoMP ¼ Ptx

lPA
þPsp

� �
� ð1þCcÞ � ð1þCPSBBÞþPbh ð3Þ

where µPA stands for the power amplifier efficiency, power cooling loss and battery
backup loss are denoted as Cc and CPSBB. The eNB transmit power is denoted as Ptx,
power consumption for signal processing is denoted as Psp while Pbh represents the
backhauling power consumption.

Fig. 1. CoMP Transmission after cell switched off. After switching off the light loaded
cell T, the neighboring cells i, j, k enable CoMP transmission to build data link for users original
in cell T.
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3 Cell Switch off Based Energy Minimizing Schemes

In this section, the optimization problem for minimum network energy consumption is
presented. Since this optimization problem is often very high complexity, it is
decomposed into a sequence of dynamic CoMP clustering and cluster energy opti-
mization sub-problems with cell switch off. Finally, three low complexity schemes are
proposed for solving the sub-problems.

3.1 Optimization Problem

The optimization problem for minimum network power consumption is given by:

min
Ptx;Sf ;W

Pnetwork ¼
XM
i¼1

PBS;i ð4Þ

s: t: Ru;i ¼ W
Sf ;CT ;LCT
u;CT

log2 1þ SINRu;T ;CoMP
� ��Du;i; 8u 2 KT

Wu;i log2 1þ SINRu;i
� ��Du;i; 8u 2 KCT j8u 62 KT

(
ð4aÞ

XKi

u¼1

Nu;Sf ;CT ; LCT
�Nw;i , 8 i 2 M ð4bÞ

LCT 2 Zþ for 8 CT ð4cÞ

In order to avoid any coverage issue, constraints (4a) and (4b) are proposed, where
(4a) represents the achievable user data rate for user u of cell i should be no less than its
demanded rate Du,i in both CoMP and non-CoMP cells, to fulfill the user QoS
requirement. The notion Sf ;CT ;LCT

defines the cell combination set of CoMP cluster CT

with size LCT (4b) set a limitation that the total TFRB requirements from all Ki users in
cell i should be no more than the overall available TFRB resource for the cell. (4c)
guarantees that the CoMP cluster size is a positive integer for all clusters.

The optimization problem (4) is a combinatorial optimization problem not only
because finding the optimal cell combination set Sf ;CT ;LCT

� for cluster CT is an NP-hard

problem but also the allocation for discontinuous subcarrier W
Sf ;CT ;LCT
u;CT

for user u and
real continuous variable of transmit power Ptx,i for cell i.

As a result, one approach to solve problem (4) is exhaustive search with iteration on

Ptx,i, W
Sf ;CT ;LCT
u;CT

and all possible cluster configurations. However, the complexity of such
search is not acceptable for most systems. In order to reduce the complexity, some

algorithms, like that in [14], relaxed W
Sf ;CT ;LCT
u;CT

to continuous variable and fixed the
CoMP cell combination Sf ;CT ;LCT

with few constant LCT categories, and converts the
power-frequency allocation problem to convex problem. But fixed CoMP cluster size
will limit the algorithm’s application in real network. Hence, dynamic CoMP cell
clustering is proposed in this paper.
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In order to reduce the complexity of (4), according to DP, the optimization problem
is decomposed to several sequential sub-problems (also known as DP stages) each,
with single cell switch off. In each of them, dynamic CoMP clustering and BS trans-

mission power optimization is considered. Then assumes W
Sf ;CT ;LCT

�
u;CT

a continuous real
variable that can be allocated based on user rate requirement and received SINR. Since

in the original problem, W
Sf ;CT;LCT
u;CT

is an integer number, there is certain degradation

caused by rounding error when mapping the obtained W
Sf ;CT ;LCT

�
u;CT

to W
Sf ;CT ;LCT
u;CT

in (4).
However, if suppose the total available frequency subcarrier resource is much larger
than the number of users, then the allocated number of subcarriers for each user is
significantly larger than the rounding error, the degradation is acceptable.

Therefore, problem (4) is reformulated as a DP problem with time sequentially sub-
problems (5) on minimizing cluster energy consumption as:

min
Ptx;Sf ;W

Pcluster ¼
XL
i ¼ 1
i 2 CT

PBS;i ð5Þ

s: t: Ru;i ¼ W
Sf ;CT ;LCT

�
u;CT

log2 1þ SINRu;T ;CoMP
� ��Du;i; 8u 2 KT

Wu;i log2 1þ SINRu;i
� ��Du;i; 8u 2 KCT ju 62 KT

8<
: ð5aÞ

XKi

u¼1

Nu;Sf ;CT ;LCT
�Nw;i 8 i 2 M ð5bÞ

LCT 2 Zþ for 8 CT ð5cÞ

Problem (5) can be further decomposed to an integer optimization problem on the

combination of Sf ;CT ;LCT
and LCT , and a convex problem on the allocation of W

Sf ;CT;LCT
�

u;CT

and Ptx,i. The convex problem can be solved by power and subcarrier optimization with
efficient tools from [15], while for the integer optimization problem, three low com-
plexity cell switch off schemes are proposed in this paper to obtain the optimal Sf ;CT ;LCT

with dynamic LCT for each sub-problem.
The energy saving performance of proposed schemes are impacted by parameters

such as subscriber scale, user rate demands, cell transmit power, bandwidth and cluster
size. For the convergence consideration, cell load as well as user rate demand are
checked during each iteration. During the optimization iteration of cell switch off, if the
cell load limit is reached, the iteration will break and a test of smaller cluster size will
be initiated. If all the cluster sizes are not applicable for the current sub-problem, a new
target cell will be obtained and corresponding cell switch off problem will be initiated.
If the proposed schemes are not applicable for any cell in the pre-set network, it will get
terminated.
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4 Simulation Results

The parameters are listed in Table 1 in accordance with [8, 14]. Assume perfect channel
information sharing among CoMP cells and Zero-Forcing Beamforming (ZF) is
employed in CoMP-JT downlink transmission, which is widely used with low com-
plexity [14]. The wrap-around technique is applied in our simulation.

The normalized network energy saving performance is shown in Fig. 2 for different
clustering schemes after a single cell switches off. Thanks to the exhaustive search for
all the possible cell combinations for CoMP cluster CT, CLS cell switch-off scheme
results in better performance compared with sum-LOAD and sum-SINR schemes. On
the contrast, the sum-SINR based cell switch-off scheme achieves comparative energy
saving performance with CLS but less complexity. The sum-LOAD scheme results in
the worst energy saving performance due to the introduction of user QoS requirement
to the clustering scheme and that makes the Sf ;CT ;LCT

� estimation affected much more by
the user behavior.

The average network energy saving gain after a single cell switch off under dif-
ferent LCT are compared in Fig. 2. The result shows that in a typical homogeneous
network with macro eNB, the network energy saving decreased largely with more users

Table 1. Simulation parameters.

Parameter Value

No. of subscribes per cell 2, 4, 6, … 60
Network configuration (Size and BS type) 19 cells with Macro BS
Cell diameter 500 m
BS Maximum RF output power Ptx, max 46 dBm
Minimum user rate 256 kbps
Maximum user rate 1.5 Mbps
eNB signal BW 10 MHz
No. of CoMP cluster size LCT 2, 3, 4, 5, 6
Power density of thermal noise Pnoise −174 dBm/Hz
Shadow Fading Log-Normal, r = 6dB
Propagation & Pathloss mode PLLOS(dB) = 131 + 42.8lgd, d in km
Power amplifier efficiency µPA 38.8%
Power supply and battery backup factor PPSBB 11%
Cooling factor Cc 23%
Baseline signal processing power consumption psp 58 W
Backhauling efficiency µBH 0.5 W/Mbps
Signal power fractions c1 = c2 0.001
Backhauling additional pilot density fraction p 8/168
Backhauling additional signaling fraction q 8
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in each cell due to user QoS requirement and backhauling between CoMP cells. It is
also found that larger CoMP cluster has advantage for applications with fewer users per
cell. With the increase of user density, the energy consumption by additional signal
processing and backhauling between CoMP cells degrade the power saving perfor-
mance of larger CoMP clusters.

As illustrated in Fig. 3, the energy efficiency performance after a single cell switch
off is compared for different average user rate requirements, which reveals that it’s
harder to support more users or higher average data demands within the same cluster.
This figure also clearly shows that outage points are reached after the increase of users
per cell and therefore the iteration stops with no upgrade. In Fig. 3, the switch off
scheme of sum-SINR with fixed eNB power is also simulated, which provides a lower
EE performance until the outage points are reached.

Fig. 2. Network energy saving gain with different LCT , User rate = 256 kbps.
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5 Conclusions

In this paper, in order to reduce the complexity of the combinatorial problem of CoMP
clustering in each DP stage, three low complexity clustering schemes are proposed in
this paper. Simulation results show the Cluster Load Search Based Scheme (CLS) has
the best energy saving performance but the worst in complexity. The sum LOAD based
scheme requires lower complexity but worst in the energy saving performance. The
sum SINR based scheme has a competitive energy saving performance with CLS while
has the lowest complexity. The following work based on the proposed schemes could
be the study of its effectiveness under different network scenarios, such as HetNet and
Hyper-dense network.

Acknowledgements. This work is partially supported by the Ministry of Education-China
Mobile Research Foundation, China (No. MCM20170205), the Scientific Research Foundation
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Fig. 3. Energy Efficiency (EE), average user rate = 512 kbps, 1.5 Mbps.
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Abstract. By using underwater acoustic sensor networks (UWSNs) as a
backbone, Internet of Underwater Things (IoUT) have developed rapidly
due to their applications, such as environmental monitoring, marine
resources development, and geological oceanography. Frequently chang-
ing or recharging the batteries of underwater sensor nodes may not be
realistic due to the harsh marine environment and high cost of under-
water equipment. In this paper, we propose an energy-efficient routing
protocol for IoUT for marine environmental monitoring. Our simulation
results show that the proposed routing protocol can prolong the network
lifetime for IoUT compared with other published routing protocols.

Keywords: Routing metric · Internet of Underwater Things ·
Residual energy

1 Introduction

By using underwater acoustic sensor networks (UWSNs) as a backbone, Internet
of Underwater Things (IoUT) have developed rapidly due to their applications,
such as environmental monitoring, marine resources development, and geological
oceanography [1–8]. Unlike the conventional wireless sensor networks (WSNs),
IoUT has several distinct features. First of all, underwater nodes utilize limited
battery power to collect data and to communicate with each other. It is diffi-
cult to frequently recharge the batteries. Furthermore, a fairly high transmitting
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power may required when the distance between a source node and a destina-
tion node is large. Therefore, underwater communications with multiple hops is
always used in IoUT [9–14], efficient underwater communication is a challenging
issue when designing routing scheme. In this paper, we proposed an energy-
efficient routing protocol for IoUT by jointly considering the power levels of the
acoustic modem and the residual energy of each sensor node. We demonstrate
the novel performance of the proposed routing protocol by comparing with other
published routing protocols.

2 Routing Protocol

In this section, we propose a routing protocol for IoUT. Specifically, a sensor node
send data to the sink by using different paths and different transmitting power
levels. As we know, the energy consumption during underwater communications
is controlled by the transmitting and receiving power levels in IoUT. Only using
the minimum cost paths results in quick batteries depletion. An efficient route
between a source node to a destination node should contain underwater acoustic
link with lower transmitting power with underwater sensor nodes with relatively
high residual energy. Denote E

(u)
r and E

(v)
r as the residual energies of node u and

v, respectively. Suppose ptmax as the maximum transmitting power. We express
the cost of an underwater acoustic link C between u and v as:

C
(u,v) = wp

t× (p(u,v)t + pr)
t× (ptmax + pr)

+ we

(
E
(u)
0 − E

(u)
r

E
(u)
0

+
E
(v)
0 − E

(v)
r

E
(v)
0

)
, (1)

where t is the transmission time of a data packet, wp and we are the weights for
power level and energy consumption, respectively. The latter in Eq. (1) represents
the energy consumption of nodes u and v.

3 Performance Evaluation

3.1 Simulation Settings

We consider the IoUT with grids topology to evaluate the performance of the pro-
posed routing protocol. We suppose that 600 m is the average distance between
any two adjacent sensor nodes. At the beginning of simulation, each underwater
sensor node’s battery energy is (N2 − 1) × 106 J, where N is the number of
sensor nodes in IoUT. The traffic intensity is 100 packets per day per node. In
our simulation, data packets are collected by underwater sensor nodes and then
are transmitted to the sink node. The sink node will send the collected data to
the sea surface. To evaluate the proposed routing scheme under different energy
consumption, we employ the operation parameters of the EvoLogics modem. In
general, we suppose three transmitting power with to different efficient range
[15]. The energy consumption can be calculated as follows [7].

Et = p
(u,v)
t × t, (2)
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where Et is the energy consumption of node u when it transmits a data packet
to node v. Equation (2) is employed to compute the energy consumption when
sensor nodes are in receiving and idle listening. The data rate of the acoustic
modem is 13900 bit/s.

Parameter settings are presented in Table 1.

Table 1. Simulation parameters of the proposed routing protocol

Parameters Value

Network size 11× 11, 13× 13, 15× 15, and 17× 17

Initial energy of node u E
(u)
0 106 J

Data rate 13900 bit/s

Distance between two closest adjacent nodes dc 600 m

Traffic i(u) 100 packets/day

Transmitting power p
(u,v)
t 2.8 W, 8 W, and 35 W

Corresponding transmission range 1000 m, 2000 m, and 3500 m

Receiving power pr 1.1 W

Idle listening power pl 0.08 W

Sleeping power ps 0 W

Packet size 1200 bytes

3.2 Routing Protocol Performance with Different Weights of Power
and Energy Consumption

In this section, we consider two sets of transmitting power. One set has two
transmitting power, i.e., 2.8 W, 8 W. The other set includes three transmitting
power, i.e., 2.8 W, 8 W, and 35 W. The network size is set to a 11 × 11 grid
IoUT to present the performance of the proposed routing protocol. As shown in
Fig. 1(a) and Fig. 2(a), for both two sets of transmitting power, we can obtain
the best ratio of wp to we to generate the maximum received number of data
packets in the sink node. When the weight of energy consumption increases and
the weight of transmitting power decreases, the number of received packets by
the sink node appears at 0.6:0.4 for the set of two transmitting power and 0.5:0.5
for the set of three transmitting power.

In Figs. 1(b) and 2(b), we observe that, for two or three transmitting power,
according to the proposed routing metric (as shown in Eq. (1)), the transmitting
power and the residual energy mainly control the performance of the proposed
routing protocol. As the ratio of the weights of power and energy, i.e., wp:we =
1 : 0, the number of times using the lowest transmitting power reaches the
maximum value, which represents that the nodes frequently select routes with
lowest transmitting power. It is worth to note that these nodes close to the sink
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(b) Usage frequency of transmitting power levels vs. wp : we

Fig. 1. Two transmitting power levels, network size: 11 × 11
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Fig. 3. Performance versus number of faulty nodes: two transmitting power, network
size: 11 × 11

can be overloaded due to frequently forwarding data for other underwater sensor
nodes. Consequently, their battery energy quickly deplete. When those nodes are
close to out of energy, the proposed routing protocol prefer higher transmitting
power to maintain data delivery. On the other side, when wp:we = 0 : 1, many
nodes tend to employ high transmitting power without using underwater sensor
nodes with low energy. Thus, data packets forwarded via fewer hops leads to the
lower energy consumption and prolongs network lifetime.

3.3 Performance with Faulty Nodes

In this section, we present the performance of the proposed routing protocol
when the faulty nodes appear in IoUT. The faulty nodes in this section represents
that the sensor node cannot transmit, receive, and forward data packets. The
numbers of received data packets by the sink node are corresponding to the best
ratios as presented in Sect. 3.2. As shown in Figs. 3 and 4, the number of data
packets decreases with the increasing of number of faulty one-hop nodes. The
reason is that the sensor nodes (except the one-hop nodes) have to use more
hops to report data to the sink node when the faulty one-hop nodes appear. The
remaining one-hop nodes (which can transmit, receive, and forward data) must
forward a larger amount of data compared with that without faulty one-hop
nodes. Additionally, we observe that the number of data packets received by the
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Fig. 4. Performance versus number of faulty nodes: three transmitting power, network
size: 11 × 11

sink node increases when the number of faulty nodes increases. The reason is
that the amount of forwarding data decreases when the number of faulty nodes
increases. The one-hop nodes can transmit their own data to the sink node
directly and reduce energy consumption.

4 Conclusions

In this paper, we propose a routing protocol for IoUT. The simulation results
show that the network lifetime can be prolonged under different network sizes.
Furthermore, we can get the best ratio of the weight for the transmitting power
to the weight for the energy consumption, which can lead to the maximum num-
ber of received data packets by the sink node. We also evaluate the performance
of the proposed routing protocol when the faulty nodes appears in IoUT. In the
future, we will consider the scenario of dynamic network topology of IoUT to
evaluate our proposed routing protocol and will figure out any possible improve-
ment.
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